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Preface

Welcome to the proceedings of the 22nd International Conference on Principles
and Practice of Multi-Agent Systems (PRIMA 2019) held in Torino, Italy, during
October 28–31, 2019. Originally started as a regional (Asia-Pacific) workshop in 1998,
PRIMA has become one of the leading and most influential scientific conferences for
research on multi-agent systems. Each year since 2009, PRIMA has brought together
active researchers, developers, and practitioners from both academia and industry to
show-case, share, and promote research in several domains, ranging from foundations
of agent theory and engineering aspects of agent systems, to emerging interdisciplinary
areas of agent-based research. PRIMA’s previous editions were held in Nagoya, Japan
(2009), Kolkata, India (2010), Wollongong, Australia (2011), Kuching, Malaysia
(2012), Dunedin, New Zealand (2013), Gold Coast, Australia (2014), Bertinoro, Italy
(2015), Phuket, Thailand (2016), Nice, France (2017), and Tokyo, Japan (2018).

This year, we received 112 full paper submissions from 28 countries, including 10
papers submitted to the social science track, chaired by Michael Mäs. Each submission
was carefully reviewed by at least three members of the Program Committee
(PC) composed of 84 prominent world-class researchers. In addition, 28 sub-reviewers
were called upon to review submissions. The PC and senior PC (SPC) included
researchers from 23 countries. The review period was followed by PC discussions
moderated by SPC members. The PRIMA SPC has been part of the PRIMA reviewing
scheme since 2010, and this year it included 15 members. At the end of the reviewing
process, in addition to the technical reviews, authors received a summary meta-review
by a SPC member. PRIMA 2019 accepted 29 full papers (an acceptance rate of 26%)
and 30 submissions were selected to appear as short papers. Four papers were accepted
to be presented in the social science track. In total, 25 full papers and 25 short papers
are included in the present proceedings. Papers accepted into the social science track
were fast-tracked into the Journal of Artificial Societies and Social Simulation, and are
not included in the present proceedings. In addition to the paper presentations and
poster sessions, the conference also included two keynote talks: Prof. Frank Dignum
and Prof. Ugo Pagallo.

We would like to thank all individuals, institutions, and sponsors that supported
PRIMA 2019. Mainly we thank the authors for submitting high-quality research
papers, confirming PRIMA’s reputation as a leading international conference in
multi-agent systems. We are indebted to our PC and SPC members and additional
reviewers for spending their valuable time by providing careful reviews and



recommendations on the submissions, and for taking part in follow-up discussions. We
also thank EasyChair for the use of their conference management system.

September 2019 Matteo Baldoni
Mehdi Dastani
Beishui Liao
Yuko Sakurai

Rym Zalila Wenkstern

vi Preface



Organization

General Chairs

Matteo Baldoni Università degli Studi di Torino, Italy
Yuko Sakurai National Institute of Advanced Industrial Science

and Technology, Japan

Program Chairs

Mehdi Dastani Universiteit Utrecht, The Netherlands
Beishui Liao Zhejiang University, China
Rym Zalila Wenkstern University of Texas at Dallas, USA

Social Science Track Chair

Michael Mäs University of Groningen, The Netherlands

Financial, Sponsorship, and Local Arrangement Chair

Roberto Micalizio Università degli Studi di Torino, Italy

Web Chair

Stefano Tedeschi Università degli Studi di Torino, Italy

Workshop and Tutorial Chairs

Cristina Baroglio Università degli Studi di Torino, Italy
Francesco Olivieri DATA61, CSIRO, Australia

PRIMA Steering Committee

Guido Governatori (Chair) NICTA, Australia
Takayuki Ito (Deputy Chair) Nagoya Institute of Technology, Japan
Aditya Ghose

(Immediate Past Chair)
University of Wollongong, Australia

Abdul Sattar (Treasurer) Griffith University, Australia
Makoto Yokoo

(Chair Emeritus)
Kyushu University, Japan

Hoa Dam University of Wollongong, Australia
Jeremy Pitt Imperial College, UK



Yang Xu University of Electronic Science and Technology,
China

Jane Hsu National Taiwan University, Taiwan
Andrea Omicini Università di Bologna, Italy
Qingliang Chen Jinan University, China
Paolo Torroni Università di Bologna, Italy
Serena Villata Inria Sophia Antipolis, France
Katsutoshi Hirayama Kobe University, Japan
Matteo Baldoni University of Torino, Italy
Amit K. Chopra Lancaster University, UK
Tran Cao Son New Mexico State University, USA
Michael Mäs University of Groningen, The Netherlands
Leon van der Torre University of Luxembourg, Luxembourg
Ana Bazzan Universidade Federal do Rio Grande do Sul, Brazil
Joao Leite Universidade Nova de Lisboa, Portugal
Bo An Nanyang Technological University, Singapore
Itsuki Noda AIST, Japan
Tony Savarimuthu University of Otago, New Zealand
Nir Oren University of Aberdeen, UK
Tim Miller University of Melbourne, Australia
Yuko Sakurai AIST, Japan

Senior Program Committee

Bo An Nanyang Technological University, Singapore
Cristina Baroglio Università degli Studi di Torino, Italy
Cristiano Castelfranchi Institute of Cognitive Sciences and Technologies, Italy
Amit Chopra Lancaster University, UK
Paul Davidsson Malmö University, Sweden
Yves Demazeau CNRS - Laboratoire d’Informatique de Grenoble,

France
Sylvie Doutre University of Toulouse 1 - IRIT, France
Rino Falcone Institute of Cognitive Sciences and Technologies-CNR,

Italy
Mingyu Guo The University of Adelaide, Australia
Katsutoshi Hirayama Kobe University, Japan
Brian Logan University of Nottingham, UK
Tim Miller The University of Melbourne, Australia
Nir Oren University of Aberdeen, UK
Toshiharu Sugawara Waseda University, Japan
Makoto Yokoo Kyushu University, Japan

Program Committee

Moustafa Ahmed Nagoya Institute of Technology, Japan
Mohammad Al-Zinati Jordan University of Science and Technology, Jordan

viii Organization



Ryuta Arisaka Nagoya Institute of Technology, Japan
Thomas Ågotnes University of Bergen, Norway
Pietro Baroni University of Brescia, Italy
Francesco Belardinelli Imperial College London, UK
Federico Bergenti Università degli Studi di Parma, Italy
Floris Bex Utrecht University, The Netherlands
Stefano Bistarelli Università di Perugia, Italy
Olivier Boissier Mines Saint-Etienne, Institut Henri Fayol, Laboratoire

Hubert Curien UMR CNRS 5516, France
Jean-Pierre Briot Laboratoire d’Informatique de Paris 6 (Paris6-CNRS),

France, and PUC-Rio, Brazil
Martin Caminada Cardiff University, UK
Luciano Cavalcante Siebert Delft University of Technology, The Netherlands
Rem Collier University College Dublin, Ireland
Silvano Colombo Tosatto CSIRO, Australia
Stefania Costantini Università degli Studi dell’Aquila, Italy
Matteo Cristani University of Verona, Italy
Aleksander Czechowski Delft University of Technology, The Netherlands
Célia Da Costa Pereira Université Nice Sophia Anipolis, France
Hoa Khanh Dam University of Wollongong, Australia
Dave De Jonge Western Sydney University, Australia
Dario Della Monica Università degli Studi di Udine, Italy
Louise Dennis University of Liverpool, UK
Dragan Doder IRIT, Université Paul Sabatier, France
Barbara Dunin-Kȩplicz Institute of Informatics, University of Warsaw, Poland
Animesh Dutta National Institute of Technology, Durgapur, India
Soheil Eshghi Yale University, USA
Angelo Ferrando University of Liverpool, UK
Nicoletta Fornara Università della Svizzera Italiana, Switzerland
Katsuhide Fujita Tokyo University of Agriculture and Technology,

Japan
Naoki Fukuta Shizuoka University, Japan
Rustam Galimullin University of Nottingham, UK
Scott Gerard IBM, USA
The Anh Han Teesside Univeresity, UK
Hiromitsu Hattori College of Computer Science and Engineering,

Ritsumeikan University, Japan
Koen Hindriks Vrije Universiteit Amsterdam, The Netherlands
Nghia Hoang MIT-IBM Watson AI Lab, IBM Research, USA
Takayuki Ito Nagoya Institute of Technology, Japan
Yichuan Jiang Southeast University, China
Hiroyuki Kido Sun Yat-Sen University, China
Malte Kliess Delft University of Technology, The Netherlands
Antonio Lieto University of Torino, Italy
Emiliano Lorini IRIT, Université Paul Sabatier, France
Xudong Luo Guangxi Normal University, China

Organization ix



Elisa Marengo Free University of Bozen-Bolzano, Italy
Viviana Mascardi University of Genova, Italy
Shigeo Matsubara Kyoto University, Japan
David Mercier Université d’Artois, France
Roberto Micalizio Università degli Studi di Torino, Italy
Yasser Mohammad Assiut University, Egypt
Stefania Monica Università degli Studi di Parma, Italy
Jörg P. Müller TU Clausthal, Germany
Francesco Olivieri CSIRO, Australia
Andrea Omicini Alma Mater Studiorum–Università di Bologna, Italy
Hirotaka Ono Nagoya University, Japan
Julian Padget University of Bath, UK
Agostino Poggi University of Parma, Italy
R. Ramanujam Institute of Mathematical Sciences, Chennai, India
Alessandro Ricci University of Bologna, Italy
Luca Sabatucci ICAR-CNR, Italy
Francesco Santini University of Perugia, Italy
Giuseppe M. L. Sarnè Università Mediterranea di Reggio Calabria, Italy
Ken Satoh National Institute of Informatics and Sokendai, Italy
Simone Scannapieco Real T R&TD Department, Italy
Francois Schwarzentruber Ècole normale Supérieure de Rennes, France
Valeria Seidita Università degli Studi di Palermo, Italy
Guillermo R. Simari Universidad del Sur in Bahia Blanca, Brazil
Ronal Singh The University of Melbourne, Australia
Marija Slavkovik University of Bergen, Norway
Tran Cao Son New Mexico State University, USA
Leon Sterling The University of Melbourne, Australia
Myrthe Tielman Delft University of Technology, The Netherlands
Alice Toniolo University of St Andrews, UK
Behnam Torabi The University of Texas at Dallas, USA
Long Tran-Thanh University of Southampton, UK
Jan Treur Vrije Universiteit Amsterdam, The Netherlands
Leon van der Torre University of Luxembourg, Luxembourg
Marc van Zee Google Research, Switzerland
Giuseppe Vizzari University of Milano-Bicocca, Italy
Brendon J. Woodford University of Otago, New Zealand
Yì N. Wáng Zhejiang University, China
William Yeoh Washington University in St. Louis, USA
Neil Yorke-Smith Delft University of Technology, The Netherlands
Dongmo Zhang Western Sydney University, Australia

x Organization



Additional Reviewers

Arai, Sachiyo
Areyan Viqueira, Enrique
Borg, Annemarie
Campeanu, Theodor
Changder, Narayan
Charrier, Tristan
De Vos, Marina
Dimitri, Nicola
Dong, Huimin
Ghose, Aditya
Gonzalez Leon, Borja
Hoang, Quang Minh
Jana, Nanda Dulal
Johora, Fatema
Kamienski, Piotr
Malvone, Vadim

Mazumdar, Kingshuk
Mercanti, Ivan
Nomura, Shoshin
Padmanabha, Anantha
Parent, Xavier
Qiao, Jianglin
Queffelec, Arthur
Reymond, Mathieu
Rüb, Inga
Sankur, Ocan
Sulis, Emilio
Szałas, Andrzej
Taticchi, Carlo
Testerink, Bas
Yun, Bruno

Organization xi



Contents

Full Papers

Deliberation Towards Transitivity with Unshared Features . . . . . . . . . . . . . . 3
Arthur Boixel, Pierre Bisquert, and Madalina Croitoru

K-ACE: A Flexible Environment for Knowledge-Aware
Multi-Agent Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

Stefania Costantini and Valentina Pitoni

Formal Analysis of Responsibility Attribution in a Multimodal Framework . . . . 36
Daniela Glavaničová and Matteo Pascucci

Decidable Verification of Agent-Based Data-Aware Systems . . . . . . . . . . . . 52
Francesco Belardinelli and Vadim Malvone

New Distributed Constraint Reasoning Algorithms for Load Balancing
in Edge Computing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

Khoi D. Hoang, Christabel Wayllace, William Yeoh, Jacob Beal,
Soura Dasgupta, Yuanqiu Mo, Aaron Paulos, and Jon Schewe

A Distributed and Clustering-Based Algorithm for the Enumeration
Problem in Abstract Argumentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

Sylvie Doutre, Mickaël Lafages, and Marie-Christine Lagasquie-Schiex

Dynamic Multi-Agent Systems: Conceptual Framework, Automata-Based
Modelling and Verification. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

Rodica Condurache, Riccardo De Masellis, and Valentin Goranko

Usefulness of Information for Goal Achievement . . . . . . . . . . . . . . . . . . . . 123
Laurence Cholvy and Célia da Costa Pereira

A Scheduler for Smart Homes with Probabilistic User Preferences . . . . . . . . 138
Van Nguyen, William Yeoh, Tran Cao Son, Vladik Kreinovich,
and Tiep Le

Supply Chain Management World: A Benchmark Environment
for Situated Negotiations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153

Yasser Mohammad, Enrique Areyan Viqueira, Nahum Alvarez Ayerza,
Amy Greenwald, Shinji Nakadai, and Satoshi Morinaga

Coordination of Mobile Agents for Simultaneous Coverage . . . . . . . . . . . . . 170
Petra Mazdin and Bernhard Rinner



MCTS-Based Automated Negotiation Agent. . . . . . . . . . . . . . . . . . . . . . . . 186
Cédric L. R. Buron, Zahia Guessoum, and Sylvain Ductor

Automating Agential Reasoning: Proof-Calculi and Syntactic
Decidability for STIT Logics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 202

Tim Lyon and Kees van Berkel

Selfish Mining in Proof-of-Work Blockchain with Multiple Miners:
An Empirical Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 219

Tin Leelavimolsilp, Viet Nguyen, Sebastian Stein, and Long Tran-Thanh

A Co-evolutionary Approach to Analyzing the Impact of Rationality
on the Italian Electricity Market . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 235

Célia da Costa Pereira, Sara Bevilacqua, Eric Guerci,
Frédéric Precioso, and Claudio Sartori

Modelling Shared Decision Making in Medical Negotiations:
Interactive Training with Cognitive Agents. . . . . . . . . . . . . . . . . . . . . . . . . 251

Volha Petukhova, Firuza Sharifullaeva, and Dietrich Klakow

Doxastic Group Reasoning via Multiple Belief Shadowing . . . . . . . . . . . . . . 271
Barbara Dunin-Kęplicz, Inga Rüb, and Andrzej Szałas

Subset Spaces for Conditional Norms . . . . . . . . . . . . . . . . . . . . . . . . . . . . 289
Huimin Dong, R. Ramanujam, and Yì N. Wáng

Integrating CP-Nets in Reactive BDI Agents . . . . . . . . . . . . . . . . . . . . . . . 305
Mostafa Mohajeri Parizi, Giovanni Sileno, and Tom van Engers

SAT-Based Automated Mechanism Design for False-Name-Proof
Facility Location . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 321

Nodoka Okada, Taiki Todo, and Makoto Yokoo

Solving Coalition Structure Generation Problems over Weighted Graph . . . . . 338
Emi Watanabe, Miyuki Koshimura, Yuko Sakurai, and Makoto Yokoo

From Good Intentions to Behaviour Change: Probabilistic Feature
Diagrams for Behaviour Support Agents . . . . . . . . . . . . . . . . . . . . . . . . . . 354

Malte S. Kließ, Marielle Stoelinga, and M. Birna van Riemsdijk

Identifying Belief Sequences in a Network of Communicating Agents . . . . . . 370
Gauvain Bourgne, Yutaro Totsuka, Nicolas Schwind, and Katsumi Inoue

Non-monotonic Collective Decisions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 387
Matteo Cristani, Francesco Olivieri, and Guido Governatori

A Coalitional Algorithm for Recursive Delegation. . . . . . . . . . . . . . . . . . . . 405
Juan Afanador, Nir Oren, and Murilo S. Baptista

xiv Contents



Short Papers

Compact Frequency Memory for Reinforcement Learning
with Hidden States . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 425

Hüseyin Aydın, Erkin Çilden, and Faruk Polat

Leveraging Symmetric Relations for Approximation Coalition
Structure Generation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 434

Changder Narayan, Aknine Samir, and Dutta Animesh

Deception/Honesty Detection and (Mis)trust Building in Manipulable
Multi-Agent Argumentation: An Insight . . . . . . . . . . . . . . . . . . . . . . . . . . . 443

Ryuta Arisaka, Makoto Hagiwara, and Takayuki Ito

Self-vehicle Positioning Using Smart Infrastructures . . . . . . . . . . . . . . . . . . 452
Assia Belbachir and Marcia Pasin

A Combined Netflow-Driven and Agent-Based Social Modeling Approach
for Building Evacuation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 460

Julie Dugdale, Mahyar T. Moghaddam, Henry Muccini,
and Hrishikesh Narayanankutty

Imperfect Information in Alternating-Time Temporal Logic
on Finite Traces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 469

Francesco Belardinelli, Alessio Lomuscio, Aniello Murano,
and Sasha Rubin

TAMER: Task Allocation in Multi-robot Systems Through
an Entity-Relationship Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 478

Branko Miloradović, Mirgita Frasheri, Baran Cürüklü, Mikael Ekström,
and Alessandro Vittorio Papadopoulos

A Modeling Environment for Reified Temporal-Causal Networks:
Modeling Plasticity and Metaplasticity in Cognitive Agent Models . . . . . . . . 487

Jan Treur

The Choice Between Bad and Worse: A Cognitive Agent Model
for Desire Regulation Under Stress . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 496

Nimat Ullah and Jan Treur

Modeling Higher-Order Adaptive Evolutionary Processes by Multilevel
Adaptive Agent Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 505

Jan Treur

Emergent Privacy Norms for Collaborative Systems . . . . . . . . . . . . . . . . . . 514
Onuralp Ulusoy and Pınar Yolum

Contents xv



Estimating Missing Environmental Information by Contextual Data
Cooperation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 523

Davide Andrea Guastella, Valérie Camps, and Marie-Pierre Gleizes

Semantics of Extended Argumentation Frameworks Defined
by Renovation Sets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 532

Hengfei Li and Jiachao Wu

Smart RogAgent: Where Agents and Humans Team Up. . . . . . . . . . . . . . . . 541
Chiara Capone, Rafael H. Bordini, Viviana Mascardi,
Giorgio Delzanno, Angelo Ferrando, Luca Gelati,
and Giovanna Guerrini

Coordination in Collaborative Work by Deep Reinforcement Learning
with Various State Descriptions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 550

Yuki Miyashita and Toshiharu Sugawara

Learning to Explain Anger: An Adaptive Humanoid-Agent
for Cyber-Aggression . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 559

Fakhra Jabeen, Jan Treur, and Charlotte Gerritsen

SPSC: A New Execution Policy for Exploring Discrete-Time
Stochastic Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 568

Yu-Lin Huang, Gildas Morvan, Frédéric Pichon, and David Mercier

Computational Complexity of Hedonic Games on Sparse Graphs . . . . . . . . . 576
Tesshu Hanaka, Hironori Kiya, Yasuhide Maei, and Hirotaka Ono

Strategies for Energy-Aware Multi-agent Continuous Cooperative
Patrolling Problems Subject to Requirements . . . . . . . . . . . . . . . . . . . . . . . 585

Lingying Wu and Toshiharu Sugawara

Deep False-Name-Proof Auction Mechanisms. . . . . . . . . . . . . . . . . . . . . . . 594
Yuko Sakurai, Satoshi Oyama, Mingyu Guo, and Makoto Yokoo

Ubiquitous Computing and Multi-agent Systems:
Clarification of the Lexicon . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 602

Nathan Aky, Denis Payet, Sylvain Giroux, and Rémy Courdier

Explainable ASP. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 610
Jérémie Dauphin and Ken Satoh

Block Argumentation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 618
Ryuta Arisaka, Francesco Santini, and Stefano Bistarelli

DyNeMoC: Statistical Model Checking for Agent Based Systems
on Graphs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 627

Yenda Ramesh, Nikhil Anand, and M. V. Panduranga Rao

xvi Contents



An Adaptive Cognitive Agent Model for Development
of a Hoarding Disorder and Recovery from it by Therapy . . . . . . . . . . . . . . 635

Alex Italiaander and Jan Treur

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 645

Contents xvii



Full Papers



Deliberation Towards Transitivity
with Unshared Features

Arthur Boixel1, Pierre Bisquert2, and Madalina Croitoru3(B)

1 ILLC, University of Amsterdam, Amsterdam, The Netherlands
2 IATE, INRA, Montpellier, France

3 University of Montpellier, Montpellier, France
croitoru@lirmm.fr

Abstract. We place ourselves in a decision making setting where a set
of agents needs to collectively decide upon a set of alternatives charac-
terised by their features. We introduce the notion of unshared features
and show that if such features do not exist then we can reach a Condorcet
consensus. We provide a deliberation protocol that ensures that, after its
completion, the number of unshared features of the decision problem can
only be reduced.

1 Introduction and Motivation

Social choice theory allows to study the way in which the aggregation of indi-
vidual preferences can lead to the expression of a collective preference. Unfortu-
nately, well-known impossibility results prevent the construction of simple and
satisfactory preference aggregation methods [4]. In this paper we focus on a well-
known topic in social choice: single-peakedness preferences and their link to the
Condorcet paradox. The Condorcet paradox is a situation noted by the Marquis
de Condorcet in the late 18th century [5], in which the aggregation of individual
preferences via pairwise majority can result in cyclic collective preferences, even
if the individual preferences are not cyclic. For example, if we consider three
agents 1, 2 and 3 and three alternatives bike, car and train, one can encounter
the situation where agent 1 prefers bike to car to train, agents 2 prefers car to
train to bike and agent 3 prefers train to bike to car. In this case no alternative
beats the other in pairwise majority. The car is strictly preferred to the train
by a majority (agents 1 and 2) but the train is strictly preferred to the bike by
an other majority (agents 2 and 3) and the bike is strictly preferred to the car
by a majority (agents 1 and 3). Thus we have no Condorcet winner here (i.e. an
alternative that is preferred, pairwise, to all other alternatives by a majority)
and we obtain a non transitive result. Although satisfying properties which are
desirable in democracy1 [1], in such cases, pairwise majority cannot be used to
aggregate individual preferences.

1 The pairwise majority aggregation method is known to be unanimous, independent
to irrelevant alternatives and non-dictatorial.

c© Springer Nature Switzerland AG 2019
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One way of going around this situation is to look for necessary or sufficient
conditions on the individual preferences that will ensure a well-defined result [15].
But restricting the expression of individual preferences is a non democratic way
for their aggregation. Indeed, it forces our preference aggregation method to vio-
late the universality property [1]. To take advantage of the latter conditions with-
out violating this property, we have to better understand them. In the forties,
Duncan Black studied cyclic preferences and introduced the notion of single-
peakedness [3]. A group of agents is said to have single-peaked preferences if
each agent has an ideal choice in the set of alternatives, and for each agent,
alternatives that are—according to a fix order on the alternatives—further from
her ideal choice are less preferred. Single-peaked preferences have the desired
property of allowing for a Condorcet winner [3]. For example if we alter the pref-
erences from the previous example and we consider that agent 3 prefers train
to car and car to bike then the set of individual preferences is single-peaked
according to the order >: bike > car > train. Therefore we can conclude that
there exists a Condorcet winner, in that case, the car alternative. In this paper
we place ourselves in a decision making setting where a set of agents needs to
collectively decide upon a set of alternatives characterised by their features [6].
The agents have desired features and the satisfaction of these features by the
alternatives induces agents’ individual preferences. The more an alternative sat-
isfies the desired features of an agent, the higher its rank will be in the agent’s
individual preferences. In this setting, as explained above, using voting rules sat-
isfying desirable properties as a collective decision making procedure can lead to
situations (such as the Condorcet Paradox) where no decision can be made. In
this paper we address this problem by studying conditions on the alternatives’
features that ensure the avoidance of the Condorcet Paradox. We introduce the
notion of unshared features and show that if such features do not exist then we
can reach a Condorcet consensus. Moreover, we conjecture and empirically prove
that the less unshared features there are, the closer we get (with respect to well-
known distance measures in the literature) to reaching a Condorcet consensus.
Last, we provide a deliberation protocol that ensures that, after its completion,
the number of unshared features can only be reduced.

2 Individual Desires and Preference Formation

In this section, we will explore how agents can form their individual preferences
based on the amount of satisfaction alternatives can provide them and how the
consequences of dissatisfaction affect preferences.

Let us consider a set N of n agents that will express preferences over a set X
of possible alternatives. Each alternative x is objectively described by a set Px

of features that represents the satisfaction, or dissatisfaction, of several criteria.
More precisely, given a set of criteria C, for each criterion c ∈ C, Px will either
contain pc (criterion c is satisfied) or npc (criterion c is not satisfied). We say
that x satisfies pc if pc ∈ Px, otherwise npc ∈ Px.

Inspired by the work of Dietrich et al. [6] we suppose in this work that
agents’ preferences are based on desired features. In particular, we assume that
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each agent i ∈ N has a set Wi of desired features which will induce a preference
relation over X, i.e. i will prefer an alternative x ∈ X over an alternative y ∈ X
if the number of features in Wi satisfied by x is greater than or equal to the
number of features in Wi satisfied by y.

Definition 1 (Features-induced preference formation). Given a set W
of desired features, two alternatives x, y ∈ X and their respective set of satisfied
properties Px and Py, x is preferred to y according to W (x �W y) if and only
if

|{p ∈ Px s.t. p ∈ W}| ≥ |{p ∈ Py s.t. p ∈ W}|
If x is preferred to y and y is not preferred to x according to W , then x is strictly
preferred to y according to W (x �W y). Otherwise, we suppose that x and y
are equivalent according to W (x ∼W y).2 Given an agent i ∈ N and her desired
features Wi, we will denote by �Wi

or �i her preferences.

Among these desired features, some are desired by all agents in the group,
while others are more personal. Some of these personal features can lead to
modifications in the agents preferences which bring the collection of individual
preferences (so-called preference profile) farther from consensus. Intuitively, the
more the agents want personal features, the more heterogeneous their preferences
will be and the lower the probability of obtaining a transitive result via pairwise
majority. Following this idea we will qualify as unshared every feature which is
not desired by the entire set of agents, the others are considered as consensual.

Definition 2 (Consensual and unshared features). Given a set N of
agents and, for each agent i ∈ N its set of desired features Wi, we denote by

– W∀ =
⋂

i∈N

Wi the set of consensual features,

– W∃ = {p ∈
⋃

i∈N

Wi s.t. p /∈ W∀} the set of unshared features.

Hence, it is possible to consider the preferences induced by the consensual
features, �W∀ , which correspond to a ranking that can be seen as an approxi-
mation of the group’s collective preferences. The aim of our work is to provide
agents with a means to reach a situation where the Condorcet paradox can be
circumvented thanks to a deliberative dialogue. But accounting for every par-
ticular case of induced preferences following a deliberation is nearly impossible
as it depends on what the agents want and their justifications, which can be
considered as infinitely diverse.

Hence, we need to introduce a notion that will help to represent disagreement
within the group. Disagreement between agents is caused by diverging goals and

2 Please note that Dietrich et al. [6] suppose that agents can have a preference relation
over features and thus they can discriminate between two alternatives satisfying
the same number of desired features. Intuitively, the importance given to a feature
depends on the context.
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Table 1. The six possible rankings for three alternatives.

#

1 A � B � C

2 B � A � C

3 A � C � B

#

4 C � A � B

5 B � C � A

6 C � B � A

contradicting means to satisfy them. In particular, due to unshared features,
agents might distance themselves from the preference relation induced by the
consensual features (�W∀) by swapping alternatives in this approximate ranking.
We will see in Sect. 4.2 how to formally link these swaps—called alternative
escalations—to the number of unshared features.

In other words, this notion aims to represent the quality of the delibera-
tion: the smaller the number of alternative escalations, the higher the level of
consensus, and the more “decisive” the deliberation has been.

3 Empirical Results

In this section, we will first define the metrics allowing to assess the distance
between a given profile of preferences and some kind of idealised preference
structure. We next present the experimental setup as well as the results we
obtained.

3.1 Profile Distance

Single-Peakedness and Single-Cavedness. In 2004, Gehrlein [8] considers a varia-
tion of the measure proposed by Niemi et al. [13]. Consider the case of an election
with three alternatives X = {A,B,C}. The individual preferences of the agents
on these alternatives are limited to the six rankings in Table 1.

Let nl be the number of agents whose individual preferences correspond to
ranking #l. We therefore have n1+n2 equal to the number of agents who ranked
the alternative C in last position. Similarly, n3 + n4 agents ranked B last and
n5 +n6 agents ranked A last. In our case, if one of the three alternatives is never
ranked last, then the preference profile will be—according to an order in which
this alternative is ranked second—single-peaked [15]. We thus define our measure
of proximity: if there exists a candidate rarely ranked last by the agents, then it
is probably a unifying candidate in the sense that very few agents would regard
her election as the worst possible result. If there are such candidates, it will be
easier to find a Condorcet winner [9].

Definition 3 (Proximity to single-peakedness). Given n agents, 3 alter-
natives, a preference profile P and the rankings in Table 1, let nl be the number



Deliberation Towards Transitivity with Unshared Features 7

of agents whose individual preferences �i∈ P correspond to ranking #l. The
single-peakedness proximity measure msp is defined as

min(n1 + n2, n3 + n4, n5 + n6)
|P|

When the value of the metric is 0, a candidate is never ranked last, so the
preference profile is single-peaked and there is a Condorcet winner3. A trivial
upper bound for this measure is n

3 .
A similar metric msc can be set up in order to compute the proximity to

single-cavedness, a mirror property of single-peakedness which is also a sufficient
condition ensuring the existence of a Condorcet winner [11]. A triplet of alter-
natives is single-caved when there is an alternative that is never ranked first by
the agents.

Separability into Two Groups. In 2005, based on the work of Inada [11],
Gehrlein [9] proposes another measure, variant of the previous ones. Still in
the case of three alternatives, if there is a candidate rarely ranked second by the
agents, then it is a polarizing candidate. Indeed, it is either very appreciated by
some agents (ranked first), or very little appreciated by others (ranked last). In
such a situation, it will be easier to extract a structuring dimension from the
individual preferences [9]. We can then, in the same way as before, define msg

as a measure of the proximity to separability into two groups of a preference
profile. In the case msg = 0, there is a candidate who is never ranked second,
the preference profile satisfies the condition of separability into two groups and
a Condorcet winner exists. The same upper bound of n

3 applies to this measure.

Triple Wise Value Restriction. The previous measures can be combined to com-
pute a proximity to triple wise value restriction which is a generalisation of the
three previous conditions introduced by Sen [15].

Definition 4 (Distance to triple wise value restriction). Given n agents,
3 alternatives, a preference profile P and the rankings in Table 1, let nl be the
number of agents whose individual preferences �i∈ P correspond to ranking #l.
The triple wise value restriction proximity measure mtw is defined as

min(msp,msc,msg)

In Sect. 3.2, we will use variants of these measures—normalised over all
triplets of alternatives—in order to study the consequences that the number
of unshared features may have on the proximity of preference profiles to these
structural properties.

3 In this case, the Condorcet winner is the most preferred alternative of the median
voter [3].
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3.2 Simulation Results

The notion of alternative escalations introduced in the previous section lets
us control the quality of the deliberation that takes place between the agents.
A small amount of alternative escalations after deliberation indicates that the
agents managed to reduce the quantity of unshared features. On the contrary,
a high amount of alternative escalations indicates that they did not manage to
agree on a large amount of desirable features and each agent potentially has a
significant amount of residual unshared features. More precisely, we will answer
in this section the following question: does proximity to interesting structural
properties increase when the number of unshared features decreases?

Experimental Settings. The experiment, which aims at simulating a deliberation
outcome, is fixed by the following parameters: the number n of agents, the num-
ber k of alternatives and the maximum number e of alternatives escalations an
agent can do. The experimental protocol is the following. One takes a linear order
�W∀ of k alternatives in order to simulate the preference relation induced by the
set W∀ of features considered as desirable by all the agents after deliberation.
Then, each agent can do at most e random alternatives escalations in �W∀ (by
using her residual unshared features). Once the new preferences generated, one
computes the proximity of the preference profile to a given preference structure
(single-peakedness, separability into two groups, triple wise value restriction): the
proximity measure is the ratio between the number of triplets of alternatives sat-
isfying the preference structure and the total number of triplets. A measure of
ms = 1 indicates that all the triplets are satisfying the structure s ∈ {sp, sg, tw}.
On the contrary, a measure ms = 0 indicates that all the triplets are problem-
atic and thus the preference profile is not satisfying the preference structure,
which will give rise to a non-transitive result in most cases. In order to treat and
harmonise the different cases that we can encounter, each point on the graphs
corresponds to an average performed on 10, 000 repetitions.

Single-Peakedness. The first proximity measure we want to observe is the one
to single-peakedness. Figure 1 shows the results of the experiment for n = 200
agents. For k = 3 to k = 10 alternatives, the proximity to single-peakedness has
been computed according to e.

Proximity to single-peakedness increases when e (and thus the number of
unshared features) decreases. This result supports the hypothesis that agreeing
on features allows agents to restructure their individual preferences in an inter-
esting way. However, this increase in proximity is at different speeds depend-
ing on the number of alternatives. Indeed, with three alternatives, it is easy to
obtain a non single-peaked preference profile by modifying very little the same
ranking4. On the other hand, with more alternatives, and thus more triplets to
consider, more personal modifications from the agents in their new preferences
are necessary to move away from single-peakedness. Thus, for a fixed number

4 Case of the Condorcet paradox for example.
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Fig. 1. Proximity to single-peakedness: 200 agents.

Fig. 2. Proximity to single-peakedness: 20 agents.

of modifications, the probability of obtaining a good proportion of single-peaked
triplets increases with the number of alternatives.

Please note that good proximity to single-peakedness does not guarantee a
transitive result via pairwise majority. We can still hope, in these cases, to obtain
a Condorcet winner even if the overall ranking of alternatives is not totally
transitive. Indeed, even if there is a cycle in the ranking, a Condorcet winning
alternative may exist and may dominate this cycle. This is why the search for a
unifying candidate is interesting.

Figure 2 shows the results of the same experiment with a set of 20 agents. The
proximity to single-peakedness decreases less rapidly here. This can be explained
by the fact that, for a triplet of alternatives, the probability that it is not single-
peaked increases with the number of times it has to be considered. The more
agents there are, the more unlikely their individual preferences will be single-
peaked. Deliberation seems therefore to be more efficient with a reduced number
of agents. Although intuitive, this result is interesting because the implemen-
tation of a deliberation protocol in real life situations seems difficult if it is
necessary to consider a large number of agents.
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Fig. 3. Proximity to sep. into two groups: 200 agents.

Fig. 4. Proximity to sep. into two groups: 20 agents.

Separability into Two Groups. The second experiment aims to study the proxim-
ity to separability into two groups as introduced in Sect. 3.1. The results obtained
are given in Fig. 3 (200 agents) and Fig. 4 (20 agents). The general shape of the
curves is the same as before, so we can conclude that the proximity to separability
into two groups increases when e (and therefore the number of unshared features)
decreases. However, the proximity value to this property decreases faster than
the proximity to single-peakedness, this can be explained by the way in which the
new individual preferences are generated. The alternatives ranked first and last
in �W∀ are half as likely as the others to change their position when performing
alternatives escalations (the first one cannot go up and the last one cannot go
down). In case the alternative ranked first moves, then it has to go down to the
second place, increasing the probability that a triplet of alternatives containing
this alternative will not satisfy the separability into two groups condition. The
same holds for the alternative ranked last in �W∀ . The final preference profile
will therefore be more likely to be single-peaked or single-caved than to satisfy
the separability into two groups condition.
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Fig. 5. Proximity to Triple wise value rest.: 200 agents.

Triple Wise Value Restriction. In the same way as before, we look at the pro-
portion of triplets of alternatives satisfying this condition: checked if the triple
is single-peaked, single-caved or satisfies the separability into two groups con-
dition. As expected and shown in Fig. 5, the shape of the curves remains the
same. Proximity to triple wise value restriction increases as the number of resid-
ual unshared features decreases. There is also again a rapid drop in the value
of proximity when few alternatives are considered. The same experiment was
performed for n = 20 agents, the results are given in Fig. 6. As for the prox-
imity measure to single-peakedness (but to a lesser extent since the measure of
proximity to separability into two groups comes into play), with less agents the
proximity decreases less drastically and this regardless of the number of alterna-
tives considered. Another positive observation is the fact that for a large number
of alternatives, a significant proportion (around 25%) of triplets of alternatives
always satisfy one of the three conditions that make up the triple wise value
restriction even with a very large and seemingly unrealistic number of residual
unshared features.

Now that we observed the critical impact that alternative escalations can
have on the deliberation outcome, it is necessary to study means to reduce their
amount. In the next section, we will assess how a simple deliberation protocol
can be used to achieve this goal.

4 Deliberation Around Unshared Features

In this section, we will first define a simple yet effective deliberation protocol, we
will then assess its ability to impact the number of possible alternative escalations
an agent will be able to do once the deliberation is over.

4.1 Protocol Definition

The deliberation protocol will take place in two phases. Before the first phase,
each agent i ∈ N has a preference relation �i over the alternatives based on
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Fig. 6. Proximity to Triple wise value rest.: 20 agents.

(i) her desirable features in Wi and (ii) the a priori knowledge she has on the
alternatives.

The goal of the protocol is to provide the agents with a way to revise these
preferences by refining their set of desired features and the knowledge they have
about the alternatives. Intuitively, agents will share knowledge and opinions
through arguments. During this process, agents might discover new features that
they were not aware of before as well as new arguments leading them to change
their opinion on a particular question. Hopefully, this discussion will give agents
more insights on the situation and will allow them to refine their preferences,
namely their set of desired features and their knowledge about the alternatives.
At the end of the second phase, each agent will have modified preferences �′

i

over the alternatives which she will use to vote.
During the first phase, agents will deliberate to collectively agree upon a—

final—set W ′
∀ of features, considered as relevant by the group, that they will

use in order to choose among the alternatives. Throughout the deliberation, the
goal for an agent i is to make her desired features from Wi accepted as relevant
by the group. To achieve this goal, agents will assert arguments to justify their
preferences. During this first phase, by referring to accepted arguments stored
in her commitment store, each agent will change her desired features as she gets
eventually convinced by other agents’ arguments. In this phase, agents will talk
in a round robin manner (one after another) but each agent can, if desired, skip
her turn. The first phase ends after n successive turn skips. At the end of the
first phase, the set W ′

∀ of consensual features after deliberation is obtained.
The goal of the second phase is to determine, for each alternative x ∈ X,

and at least for each criterion c ∈ C such that pc ∈ W ′
∀ or npc ∈ W ′

∀, whether
or not x satisfies the criterion c. Agents will use arguments to justify their
position. This process results in an attribution for each alternative x ∈ X of a
set Px of satisfied features. Based on this outcome, the agents will then revise
their preferences over the alternatives by considering their own desired features
and the features considered as relevant by the group. Once again, agents will
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deliberate in a round robin manner and can skip their turn. The second phase
ends after n successive turn skip.5

The way an agent can revise her preferences is to agree that the features
chosen by the group are desirable for her too as she is part of the group. Then,
each agent i can merge the features contained in W ′

∀ with her own set of desired
features Wi constructing thus a new set W ′

i of desired features, being careful not
to leave opposite features in W ′

i . In case of a conflict, the feature extracted from
W

′
∀ is more relevant than its opposite one initially in Wi. The new preference

relation of agent i (�′
i) is then induced by W ′

i and the collective knowledge
gained on the alternatives.

Definition 5 (Desired properties after deliberation). Let N be a set of
agents, each agent i in N has a set of wanted properties Wi. Let W ′

∀ be the set
of consensual features obtained after deliberation. For all i in N , the new wanted
features of i are defined as follows:

W ′
i = (Wi ∪ W ′

∀)\({p ∈ Wi | np ∈ W ′
∀} ∪ {np ∈ Wi | p ∈ W ′

∀})

Let us formally define how the agents can interact with each other. In order
to get a desired feature or a piece of knowledge accepted as relevant by the
group, agents must justify their claims. To achieve this goal, arguments will be
used. Classically, in this paper, we assume that agents possess a logical language
allowing the construction of arguments. Here, an argument is a triple containing
a set of premises, a set of rules and a conclusion which is derived from the
premises using the rules [2,7]. Agents can use arguments for different purposes
according to possible actions. We define these actions as a set of possible speech
acts [14]. This set contains the following locutions:

– assert(.):
• Meaning: an agent uses this locution to formally prove a claim.
• Usage: assert(i, arg) where i is in N and arg is an argument whose

conclusion is the statement agent i wants to prove.
– reject(.):

• Meaning: an agent uses this locution to formally reject a statement
another agent made before. To achieve this goal, the agent uses an argu-
ment which proves that the statement she wants to reject is false.

• Usage: reject(i, j, F, arg) where i and j are in N and F is a set of
premises previously used by j to prove a statement. Note that the con-
clusion of the argument arg and the rejected premises F are logically
incompatible.

– challenge(.):
• Meaning: an agent uses this locution to ask another agent to justify

some premises she used in order to prove a statement.

5 Please note that for simplicity purposes, we assume here that both phases always
succeed, i.e. all the agents manage to agree on a set of desired features and on the
features satisfied by the alternatives.
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Table 2. Locutions and their respective attacks and surrenders.

Locutions Attacks Surrenders

assert(.) reject(.)
challenge(.)

concede(.)
retract(.)

reject(.) challenge(.)
reject(.)

retract(.)

challenge(.) assert(.) retract(.)

retract(.) ∅ ∅
concede(.) ∅ ∅

• Usage: challenge(i, j, F ) where i and j are in N and F are premises
used by j in order to prove a statement.

– retract(.):
• Meaning: an agent uses this locution when she is unable to justify some

premises she used to prove a statement.
• Usage: retract(i, arg) where i is in N and arg is an argument using

premises i is unable to prove.
– concede(.):

• Meaning: an agent uses this locution to explicitly accept a statement
made by another agent.

• Usage: concede(i, j, arg) where i and j are in N and arg is an argument
previously asserted by j whose conclusion is accepted by i.

These locutions allow agents to justify their positions. We will now see how
they can use it to deliberate constructively.

Reply Structure. In order to maintain a coherent dialogue, agents have to use
locutions in a constructive way. Speech acts are subject to a particular reply
structure ensuring that each locution is used for a correct purpose. This reply
structure is described in Table 2. We can see, for example, that the retract(.)
locution might be used by an agent to respond to a challenge(.) locution.
This challenge(.) locution, in turn, might be used by someone else to ask for
a justification about a claim made earlier using the assert(.) or the reject(.)
locution.

Correctness Conditions. In order to avoid misuses of the locutions, they are sub-
ject to a set of conditions which comply with the reply structure. The conditions
that must be satisfied in order to use a specific locution are listed in Table 3.
These conditions ensure that agents deliberate in a focused manner.

Commitment Store Effects. Due to the previous conditions, each action per-
formed by an agent is done for a particular purpose. In order to track the effects
of these actions on the dialogue, the use of some speech acts is subject to post
conditions which imply commitment store modifications. For each agent i ∈ N ,
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Table 3. Locutions and their using conditions.

Locutions Using conditions

assert(i, arg) The arg argument was never asserted before

reject(i, j, F, arg) The rejected premises in F were used by j
to prove some statement that i is rejecting.
The conclusion of argument arg and the
premises in F are logically incompatible
with respect to the logical language
considered

challenge(i, j, F ) The challenged premises in F were used by
j to prove some statement that i has not yet
accepted

retract(i, arg) The argument arg was asserted by i

concede(i, j, arg) The argument arg was asserted by j

CS(i) is the set of arguments that i has explicitly accepted, her commitment
store. The effects of each locution on agents’ commitment stores are shown in
Table 4. By applying these modifications, each agent can know, at any time,
the status of her preferences. This is necessary as agents have to revise their
preferences after the deliberation ends.

Now that the deliberation protocol has been formally defined, we can assess
its quality for reaching consensus by characterising its impact on the number of
possible alternative escalations agents will be able to do.

4.2 Impact of the Protocol on the Number of Possible Alternative
Escalations

At the end of the deliberation process, each agent has a new set of desired
features built according to Definition 5. As a consequence, we can make a first
trivial observation: if there is a consensus on which features are desirable and as
they all share the same knowledge over the alternatives, then all the agents will
have the same preferences and the application of pairwise majority will always
give a transitive result.

Lemma 1 (Absence of unshared features). When deliberation ends, if no
agent desires an unshared feature then the result of pairwise majority on the
induced agents’ preferences is transitive.

We have seen that absence of unshared features benefits transitivity, it is thus
interesting to track their evolution during the deliberation phase. The Lemma 1
guarantees a transitive result in case of consensus. The following result ensures
that the deliberation process allows agents to move closer to such consensus.
The proof consists in verifying that (i) an unshared feature can only become a
consensual one and (ii) a consensual feature cannot become an unshared one.
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Table 4. Locutions and their effects on commitment stores.

Locutions Commitment store effects

assert(i, arg) Add arg to CS(i)

reject(i, j, F, arg) Add arg to CS(i)

challenge(i, j, F ) –

retract(i, arg) Remove arg from CS(i)

concede(i, j, arg) Add arg to CS(i)

Lemma 2 (Diminution of unshared features). The number of unshared
features can only decrease during the deliberation.

At the end of the deliberation, the agents agree on a set W ′
∀ of desirable

features for the group that induces a preference relation �W
′
∀
. Then, the unshared

features of each agent i ∈ N will let her modify �W ′
∀ in order to obtain her new

individual preferences �′
i. Let us try to identify the alternative escalations that

an agent can perform on �W
′
∀

according to her residual unshared features. Let
x, y ∈ X be two alternatives such that x �W

′
∀
y and i ∈ N an agent. In order to

obtain y �′
i x by changing �W ′

∀ , i needs a certain number of unshared features.
Let us suppose that x satisfies exactly one more feature of W

′
∀ than y. Then, i

will strictly prefer y over x only if there exist two unshared features (not in W ′
∀)

p1 and p2 in W ′
i desired by i such that y satisfies both and x satisfies none. One

can generalise this result for scenarios in which the difference di(x, y) of number
of features in W ′

∀ satisfied by x and y is greater than 1. In such cases, at least
di(x, y) + 1 unshared features satisfied by y but not by x must be desired by i
to obtain y �′

i x.
Based on this observation, we can now use Lemma 2 to obtain the following

theorem which links the alternative escalation parameter used in the experiments
of Sect. 3.2 to the number of unshared features.

Theorem 1 (Maximum number of possible modifications). Given Max
the maximum value of di(x, y) among all pairs of alternatives (x, y) ∈ X2, an
agent i ∈ N with ui unshared features will be able to do at most � ui

Max+1	 alter-
native escalations in �W ′

∀ .

Hence, during the deliberation, the more the agents are able to bring effective
arguments, the less they will get away from the preference relation �W ′

∀ induced
by W ′

∀, which will bring them closer to consensus.

5 Discussion

In this paper, we tried to answer the following question: is it possible to assess
formally the possibility of defining a deliberation protocol moving agents’ prefer-
ences closer to particular structures (single-peakedness, triple wise value restric-
tion, etc.) ensuring a transitive result under pairwise majority? We started by
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defining agents’ preference formation based on the notion of desired features
and used the notion of alternative escalations to represent how agents might
diverge from the preference relation induced by the group’s desired features.
Using these notions, we proposed an experimentation showing that less alter-
native escalations leads to agents’ preferences being closer to useful preference
structures. Finally, we defined a simple deliberation protocol and characterised
it in terms of its impact on the number of possible alternative escalations. While
the presented work answer our initial problem, it raises many other questions.
We present them in the following paragraphs.

Preferences Formation. Although the results of the experiment seem to confirm
the hypothesis that the deliberation protocol improves the agents’ preferences
structure6, we observed that our simulation choices have some consequences.
In particular, the way in which individual preferences are generated through
alternative escalations impacts the separability into two groups measure. In our
experiment, agents are assumed to be completely independent of each other
and to perform alternative escalations in a random way. This way to deal with
agents is reminiscent of how one can generate individual preferences under the
impartial culture assumption [10]. Unfortunately, impartial culture is known to
be unrealistic and seems likely to maximise the probability of obtaining majority
cycles [16]. For these reasons, it would be interesting to study other ways of
generating preferences and disagreements between agents.

Deliberation Protocol. We deliberately chose to leave aside the argumentation
part of the deliberation protocol. However, considering the argument exchange
part it is necessary to decide on several points. For instance, what would happen
if two agents have rational justifications for opposite features? Or if they desire
the same feature but with contradictory justification? Considering argumenta-
tion systems [7] during the deliberation could allow the resolution of such con-
flicts and help agents deciding which justifications should be taken into account.

Measures Generalisation. In the experiment carried out, we have chosen to gen-
eralise the various measures of proximity to the whole set of triplets of alter-
natives by observing the proportion of triplets satisfying the desired condition.
Several reasons motivated this choice, such as the fact that for extreme values
the measure remains consistent (a measure of 1 means that the condition is true
for the preference profile as a whole, a measure of 0 means that the condition is
absolutely unverified).

That being said, it would be interesting to consider other approaches to mea-
sure the efficiency of the deliberation, for instance by studying the link between
the distribution of unshared features and the probability of obtaining a non-
transitive result using pairwise majority.

6 This observation is in line with the experimental results obtained by List et al. [12]
in 2012.
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Real-Life Situation. Finally, setting up a real-life experimentation would allow
to focus on other aspects of deliberation. Indeed, in addition to confirming or
refuting the experimental results of this work, it would let us assess to which
extent people are able to identify desirable features and to defend them using
rational arguments.
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Abstract. In this paper we consider complex application scenarios, typically
concerning smart Cyber-Physical Systems, where several components and sub-
systems interact among themselves, with human users and with the physical
environment, and employ forms of intelligent reasoning for meeting the sys-
tem’s requirements and reaching its overall objectives. We propose a new multi-
component multi-level architecture called K-ACE, which provides a high degree
of flexibility in the system’s definition, though within a formal semantics.

1 Introduction

There are nowadays many application fields where agents and multi-agent systems
are situated in complex, open, dynamic computational environments which include
heterogeneous software components, physical devices and sensors including wearable
devices, third part services, data centers, expert systems and other knowledge sources
available on the Internet. The availability of components evolves in time, as new knowl-
edge can be discovered, and components may join or leave the environment, or become
momentarily unreachable. Such environments can actually constitute Cyber-Physical
Systems (CPSs), and they may include physical components that interact with or are
integrated into the computational “ecosystem”. A suitable denomination of a wide class
of such systems can be “Dynamic Proactive Expert Systems” (DyPES). In fact, these
systems can be aimed at supporting human experts and personnel or human users in a
knowledgeable fashion, in applications such as eHealth and many others: so, they are
reminiscent of the role of traditional expert systems. However, they are proactive in the
sense that such systems may have objectives (e.g., monitoring and assisting patients,
rationalizing access to medical doctors, ambulances helicopters, beds in hospital) that
they pursue autonomously, requiring human intervention only when needed. They are
also dynamic, because they are able to exploit not only a predefined set of knowledge
bases and/or resources: rather, they must be able to locate upon need new knowledge
sources and reasoning services. DyPESs can be Cyber-Physical Systems: so, they can
be able to perform complex event processing, i.e., to actively monitor events in order to
make automated decisions and take time-critical actions.

In this paper we propose a software architecture for DyPESs, called K-ACE (stand-
ing for ‘K-level ACE’). K-ACE aims to gather and organize agents, components and
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sub-systems, seen as “lower-level” K-ACEs, so that the resulting system is able to
implement a specific application or to perform tasks or to reach overall objectives. Each
subsystem may have however its own local objectives, not made known to the others.
No assumption is therefore done about subsystems, save that in order to be allowed to
join a K-ACE they should implement some basic simple mechanisms illustrated below.
The wide review [1] strongly advocates the adoption of agents and MAS for Cyber-
Physical Systems (CPS) in an industrial perspective. It reviews ongoing projects and
existing implementations and discusses relevant aspects and principles. Importantly,
it notices that “The technical challenges [about CPS] are complemented by a lack of
widely acceptable models on how to design and manage cyber–physical industrial sys-
tems”. In this sense, the K-ACE proposal makes one first step ahead.

The proposed architecture takes as basic blocks DACMACS (Data-Aware
Commitment-based managed Multi-Agent-Context Systems, [2,3]) and ACEs (Agent
Computational Environments, [4]). With K-ACE we intend to generalize, unify and
empower the DACMACS-ACE features within a smoothly integrated framework. To
manage knowledge flow from-to agents and reasoning modules and external contexts
and lower level K-ACEs we adopt a very general and versatile mechanism. Precisely,
we embrace the use of bridge-rules, inspired to those of MCSs (Multi-Context Sys-
tems) [5,6]. Bridge rules are thus a basic element of K-ACEs, as they allow knowledge
to flow among components in a clearly-specified principled way. Agents composing a
K-ACE are not required to be aware of the system’s structure in order to be able to
retrieve the components that may be useful to their aim. Rather, at each level the system
includes a special entity, called “Institutional Agent”, which is in charge of the manage-
ment of system dynamics. The Institutional Agent is in fact able to locate components
based upon their role, where the role indicates the kind of information or operation that
a component is able to provide/perform, along with operational information to retrieve
and access the component itself. Whenever the required component cannot be found
at the present level but might be found at lower levels, the Institutional Agent locates
within the system a suitable lower-level K-ACE and defers the search to its Institutional
Agent, and so on recursively until a component with the desired role (or a more general
one, if none is found) is retrieved.

In this paper we introduce K-ACEs, provide their definition and explain their func-
tioning, and specify their semantics. The paper is organized as follows. In Sect. 2 we
introduce and discuss a motivating example. In Sects. 3 and 4 we provide the necessary
background knowledge about MCS, ACE and DACMACS. In Sect. 5 we present the
new architecture, and provide its formal definition. In Sect. 6 we illustrate the seman-
tics of the proposed framework. In Sect. 7 we discuss related work and conclude.

2 Motivating Example

In this section we introduce a motivating example inspired to our previous work dis-
cussed in [7], that concerns the exploitation of smart Cyber Physical Systems, i.e.,
in the terminology introduced in this paper, DyPESs, for applications in the e-Health
field. We assume to have modeled an eHealth system as a K-ACE. We assume also
that, in this system, each human patient is monitored by a PMA (“Personal Monitoring
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Agent”) which is defined as an 1-ACE (seen below in Sect. 5) which is, essentially,
an agent equipped with local knowledge bases, complex event processing capabili-
ties, and reasoning modules. These additional components may provide the agent with,
e.g., the patient’s clinical history, patient’s preferences and needs, information about the
patient’s standard treatment and about possible actions to undertake in case of changes
in some of the patient’s parameters (e.g., by rearranging the quantity of a medicine
according to certain values in blood test). The complex event processing modules can
for instance detect symptoms, and decide whether they correspond to a potentially seri-
ous or unexpected situation. The reasoning modules can for instance devise a plan for
coping with such situation. A K-ACE can encompass several PMAs each one in charge
of a patient. The system may include other K-ACEs, for instance a “Diagnostic Cen-
ter” providing intelligent modules for plausible interpretation of symptoms, a “Medical
Center” providing consultation with human specialists, an “Emergency Center” man-
aging hospital beds and transportation facilities, etc. Each PMA can proactively resort
to such systems, by means of rules such as:

G〈8h〉 high blood pressure enables
communication(pma, helpdesk@Inst@medcenter ,
cardiological consultation required(patientpma ,

high blood pressure)

Here, G stands for “always” where 〈8h〉 indicates an interval including the last
8 h. So, if the patient in charge of a certain PMA has had high blood pressure for the
last eight hours, this enables the PMA to undertake suitable countermeasures. Here,
the PMA communicates with the agent in charge of dispatching requests in an available
Medical Center, identified by the expression helpdesk@Inst@medcenter . This in order
to require a cardiological consultancy. Precisely, the reference to a suitable helpdesk
agent helpdesk at an available Medical Center medcenter (which is itself modeled as
a K-ACE) is provided by the K-ACE’s Institutional Agent Inst , inquired by role. So,
the PMA can locate the required service without the necessity of being aware of the
entire system’s topology. This is quite convenient, also considering that such a system
can be of big dimensions and that its topology may vary in time, with components
joining/leaving the system. In the rule below, a PMA in charge of an emergency is
enabled to require an urgent transportation of the patient in its charge to the hospital
because of emergency condition E. The request is issued to the manager agent of the
Emergency Center K-ACE, identified by role (as explained above) via the expression
emergency manager@Inst@emergencies . Thus:

emergency(E) enables
communication(pma, emergency manager@Inst@emergencies,

hospital transportation required(patientpma , condition(E )))

We may notice that the inter-agent communication modalities (that may for instance
be based upon commitments, which is a relatively recent though very well-established
general paradigm for agent interaction, cf. [9] and the references therein), play indeed
a fundamental role. In fact, the agents receiving a request will commit to satisfy such
request in a certain way and within a certain time: e.g., the Medical Center will provide a
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video-conference with Dr. House, and the Emergency Center will commit to send, e.g.,
an ambulance by the hour of, if deemed necessary, an helicopter by twenty minutes.

Notice that, in this example, the involved sub-systems may have different objectives:
a PMA has the objective to keep the health of its assigned patient under control. The
emergency center will have the objective of an optimal or quasi-optimal usage of the
available resources, such as doctors, ambulances, helicopters, and so on. The overall
system will have the objective to care in the best possible way about patients’ health
while staying within budget limits and resource availability. Notice also that ontology
and ontological reasoning are very useful in such a context in order to describe, e.g.,
resources, patients, diseases. etc. In the rest of this paper we will specify and discuss the
K-ACE architecture as a tool for the formalization of this example and of many others.

3 Background: MCS

The (Managed) multi-context systems approach (cf. [5,6] and the references therein)
aims to make it possible to specify applications involving multiple possibly heteroge-
neous data/knowledge/reasoning sources, that in the approach are called “contexts”.
Information flow among contexts is modeled via “bridge rules”, whose form is simi-
lar to datalog rules with negation (cf. any standard textbook). Bridge rules allow for
inter-context interaction: in fact, each element in their “body” explicitly includes the
indication of the context from which information is to be obtained.

In order to account for heterogeneity of sources each context is supposed to be based
on its own logic. We do not see this as an essential limitation: in fact, many sources are
logical by nature (including, e.g., relational databases and ontologies), others can be
built in any of the many available logic-based approaches, and others can be wrapped
within a logical shell. Reporting from [5], a logic L is a triple (KBL;CnL;ACCL),
where KBL is the set of admissible knowledge bases of L, which are sets of KB-
elements (“formulas”); CnL is the set of acceptable sets of consequences, whose ele-
ments are data items or “facts” (these sets can be called “belief sets” or “data sets”);
ACCL : KBL → 2CnL is a function which defines the semantics of L by assigning
each knowledge-base a set of “acceptable” sets of consequences. A managed Multi-
Context System (mMCS) M = (C1, . . . , Cn) is a heterogeneous collection of contexts
with Ci = (Li; kbi; bri) where Li is a logic, kbi ∈ KBLi

is a knowledge base and bri
is a set of bridge rules. Each such rule is of the following form, where the left-hand side
o(s) is called the head, denoted as head(ρ), the right-hand side is called the body, also
denoted as body(ρ), and the comma stand for conjunction.

o(s) ← (c1 : p1), . . . , (cj : pj), not (cj+1 : pj+1), . . . , not (cm : pm).

For each bridge rule included in a context Ci, it is required that kbi ∪ o(s) belongs
to KBLi and, for every k ≤ m, ck is a context included in M , and each pk belongs to
some set in KBLk

. The meaning is that o(s) is added to the consequences of kbi when-
ever each atom pr, r ≤ j, belongs to the consequences of context cr, while instead each
atom pw, j < w ≤ m, does not belong to the consequences of context cs. While in stan-
dard MCSs the head s of a bridge rule is simply added to the “destination” context’s
knowledge base kb, in managed MCS kb is subjected to an elaboration w.r.t. s according



K-ACE: A Flexible Environment for Knowledge-Aware Multi-Agent Systems 23

to the specific operator o and to its intended semantics. Formula s can in fact be elabo-
rated by o, for instance with the aim, e.g., of making it compatible with kb’s format, or
via more involved elaboration, or exploited for belief revision. A management function,
specific for each context, provides a semantics to the operator o which is applied to the
conclusion of a bridge rule. Thus, such function is crucial for the incorporation of new
knowledge.

If M = (C1, . . . , Cn) is an MCS, a data state or, equivalently, belief/knowledge
state, is a tuple S = (S1, . . . , Sn) such that each Si is an element of Cni. Desirable
data states are those where each Si is acceptable according to ACCi. A bridge rule ρ
is applicable in a knowledge state iff for all 1 ≤ i ≤ j : pi ∈ Si and for all j + 1 ≤
k ≤ m : pk 	∈ Sk. Let app(S) be the set of the heads of the bridge rules which are
applicable in a data state S.

Semantics of mMCS is in terms of equilibria. A data state S = (S1, . . . , Sn) is
an equilibrium for an MCS M = (C1, . . . , Cn) iff, for 1 ≤ i ≤ n, Si ∈ ACCi(kb′

i),
with kb′

i = mngi(app(S), kbi). Thus, an equilibrium is a global data state composed of
acceptable data states, one for each context, encompassing inter-context communication
determined by bridge rules and the elaboration resulting from the operational statements
and the management functions. Equilibria may not exist.

Notice that bridge rules are intended to be applied whenever they are applicable, so
they are basically a reactive device. In dynamic environments, a bridge rule in general
will not be applied only once, and it does not hold that an equilibrium, once reached,
lasts forever, because contexts should be able to incorporate new data items.

4 Background: ACE and DACMACS

DACMACS (Data-Aware Commitment-based managed Multi-Agent-Context Systems)
[2,3] extend DACMAS (Data-Aware Commitment-based Multi-Agent Systems) [8], a
quite general model of multi-agent systems which remains very general about an agent
program’s definition. So, this model allows for the adoption of virtually any agent-
oriented language/formalism. In DACMAS/DACMACS knowledge and data are sup-
posed to be represented via logic ontologies described, e.g., in DLR-Lite description
logics. Communication among agents in DACMACS occurs according to the specific
agent-oriented language adopted, where however it is assumed that the semantics of
communicative acts and the definition of communication protocols are specified via the
approach of commitments, a very general and flexible paradigm for the definition of
agents’ interaction (cf. [9] and the references therein). Precisely, a DACMACS (Data-
Aware Commitment-based managed Multi-Agent-Context System) is a tuple

〈X ,N ,Y, E , T ,A, I, C,B〉

where:

(i) T and A are the global TBox and ABox respectively, and are common to all agents
participating in the system; they represent respectively definition of a knowledge
base and its current instance, which is shared by all agents in the system; access
to ABox and TBox is not a substitute of inter-agent communication via message-
passing, rather it is an additional empowering feature.
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(ii) X is a finite set of agent specifications, defined in any agent-oriented programming
language; each agent is assumed to be equipped with a local ABox; the local ABox
which is required to be consistent with the global ABox and TBox, where however
the ABoxes of the various agents are not required to be mutually consistent; in
fact, each agent’s knowledge base can be seen as composed of the union the global
ABox and TBox and the local ABox.

(iii) N is a set of agents’ names, listing the agents (beyond the Institutional agent)
composing the MAS, together with their roles in the system.

(iv) Y is a set of contexts’ names, listing the contexts that are globally known to the
MAS, together with their roles in the system.

(v) I is a specification for the “Institutional” agent Inst ; this special agent is responsi-
ble of managing message-passing among agents, and is also in charge of locating
agents and contexts based on their roles: a query role@Inst issued by an agent a
will return the name of an agent/context with role role; in general, if more that
one agent/context fulfills the required role, a query role@Inst can return a set of
names, among which agent a will choose according to some policy.

(vi) C is a contractual specification, B is a Commitment Box (CBox), E is a set of
predicates denoting events (where the predicate name is the event type, and the
arity determines the content of the event); all these elements are involved in the
management of commitment-based communication, performed by the Institutional
agent.

Components T , E ,X , I, C and B are analogous to those of DACMASs. However,
agents’ specifications can now include: a set of contexts, and a set of bridge rules for
gathering new knowledge from these contexts; trigger rules for proactive activation
of bridge rules; bridge-update rules for incorporating the acquired knowledge into the
agent’s knowledge base upon specific conditions, thus implementing a proactive coun-
terpart of the MCSs’ management function. Contexts in bridge-rule bodies can be now
identified by their names, whenever they are locally known to the agent, or by a query
role@Inst returning the name of an agent/context with the required role. The Institu-
tional agent Inst is a special agent that: manages the messages which are exchanged
in the system, and is also responsible of the management of commitments, whose con-
crete instances are maintained in the Commitment Box B; it does so based on the Com-
mitment Rules in C, defining the commitment machine. The Institutional agent is also
responsible of returning agents’ and context’s names via their role, by answering queries
of the form role@Inst . A semantics for DACMACS in terms of equilibria, inspired by
the MCSs’ semantics but extended with timed data states, timed equilibria and execu-
tion trajectories is provided in [2].

An Agent Computational Environment (ACE) [4] is defined as a tuple
〈A,M1, . . . ,Mr, C1, . . . , Cs, R1, . . . , Rq〉 where module A is the “basic agent”, i.e., an
agent program written in any agent-oriented language. The “overall” agent is obtained
by equipping the basic agent with the following facilities. The Mis are “Event-Action
modules”, that are special modules aimed at Complex Event Processing. The Rjs are
“Reasoning modules”, that are specialized in specific reasoning tasks. The Cks are con-
texts in the sense of MCSs, i.e., external data/knowledge sources that the agent is able
to locate and to query about some subject, but upon which it has no further knowledge
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and no control: this means that the agent is aware of the “role” of contexts in the sense
of the kind of knowledge they are able to provide, but is unable in general to provide a
description of their behavior/contents or to affect them in any way. Interaction among
ACE’s components occurs via bridge rules, inspired by those of MCSs.

The “local” agent’s modules, i.e., main agent program, event-action modules, and
reasoning modules can be defined in any agent-oriented and/or computational-logic-
based programming language or also in other logic formalisms. Notice that in case
r, q, s = 0, i.e, no auxiliary components are provided, an ACE reduces to a “traditional”
agent. Bridge rules have been extended in [10] to become bridge rule patterns where
each ci in the body can be either a constant indicating a context name, or a term of the
form mi(ki), called context designator, indicating the kind of context (rather than the
specific one) to be queried, to be specified before bridge-rule execution. Such a rule,
once context designators have been instantiated to actual context names, can become
applicable as seen before for MCS.

In ACE, bridge rules are proactively enabled (and thus applies whenever applica-
ble) upon conditions internal to the agent. In particular, such conditions are specified
via trigger rules of the form Q(ŷ) enables A(x̂) where: x̂, ŷ are tuples composed of
constants and variables, Q(ŷ) is a query to the agent’s internal knowledge-base and
A(x̂) is the conclusion of one of agent’s bridge rules, that is “fired” whenever Q(ŷ)
evaluates to true. The result of Q(ŷ) can partially instantiate A(x̂).

The results returned by a bridge rule with head A(x̂) can be exploited via a bridge-
update rule of the form upon A(x̂) thenβ(x̂) where β(x̂) specifies both the con-
ditions for acquiring A(x̂) into the agent’s knowledge base, and the elaboration to be
performed. So, also the incorporation of bridge-rule results occurs in a proactive way as
dictated by β(x̂), which constitutes the agent-oriented counterpart of MCS’s manage-
ment function.

The merit of the ACE approach is to make an agent fully modular. This is permitted
by a semantics which generalizes that of mMCS, and is thus fully parametric w.r.t.
formalization of components. The generalization of bridge rules to bridge rule patterns
overcomes the limitation to have to specify statically which are the knowledge sources
to consult. In ACE, such sources can be determined dynamically, where suitable bridge-
rule patterns can be instantiated accordingly.

5 K-ACE

In this section we present K-layers-ACE, or simply K-ACE. It is a generalization of
ACE and DACMACS, where: each agent in a DACMACS can be an ACE (more pre-
cisely a 1-ACE, which is a slight extension seen below); a DACMACS (now renamed
K-ACE) may be composed now not only of agents and contexts, but also of other
(lower-level) K-ACEs. This “nesting” is allowed over an arbitrary number “K” of
layers. This proposal is introduced in the perspective of DyPESs where an applica-
tion/organization, represented as a K-ACE, might dynamically resort to other external
applications/organizations/systems to obtain data or to perform elaborations. So, such
external entities that are accessible by a DypES/K-ACE are seen as (lower-level) K-
ACEs that can be reached though a uniform interface, represented by these systems’
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Institutional agents. Recursively, lower-level K-ACEs can have other K-ACEs as com-
ponents, along an arbitrary number of levels. 1-ACEs are, together with contexts, the
basic building blocks of the system. Notice that which are the higher-lower levels is not
fixed: each K-ACE implementing some application and/or pursuing its own objective
considers the other K-ACEs it needs to access, from its own perspective, as lower level.
As a metaphor, we might see the whole system with all the composing K-ACEs as a
galaxy, and each composing K-ACE as a stellar system composed of solar systems (1-
ACEs); each solar and stellar system is able to observe (to some extent) the rest of the
galaxy.

Any component or subsystem in a K-ACE is not necessarily always available. Also,
not every component is allowed to reach every other one: rather, accessibility can be
subject to permissions. Bridge-rules activation may itself be subject to norms, i.e., not
only an agent proactively seeks to obtain or distribute new knowledge, but may do so
according to either organizational rules or deontic obligations. Each component may in
turn choose to access the best preferred components among those which may provide
certain knowledge or services.

K-ACE systems may evolve in time, so we now define a K-ACE relative to a time
T . Except for the Institutional agent and (possibly) for the global TBox and ABox
and commitments’ contractual specification, whose definition may remain stable, all
the other components can evolve over time. A reachability relation, that itself evolves
in time, dynamically establishes which component can reach which other. As done in
Linear Temporal Logic (LTL) we assume a discrete, linear model of time and represent
each state/time instant as an integer number. The actual evolution from time T to T ′ =
T +1 and the interval δ = T ′ − T is considered to be peculiar of each specific instance
of the architecture given its application domain.

The basic building blocks of K-ACEs are thus ACEs, augmented with some features
that make them more suitable to be included in a wider system. Empowered ACEs are
defined below, and are called 1-ACEs to mean that they are intended to be the unitary
components of K-ACEs.

Definition 1. Let a 1-ACE be an extension of ACE, where:

– a 1-ACE is characterized by a unique name and a list of roles; the name must include
sufficient information for locating the 1-ACE and communicating with it;

– a 1-ACE’s main agent is supposed to be equipped with a local ABox;
– in 1-ACE’s bridge rules, that are still of the general form:

s ← (C1 : p1), . . . , (Cj : pj), not (Cj+1 : pj+1), . . . , not (Cm : pm).

each Ci can now be one of the following:
• a constant denoting a context name;
• a term of the form mi(ki) that we call context designator, indicating the kind

of context (rather than the specific one) to be queried; such term must be sub-
stituted by a constant denoting a context name before bridge-rule execution;
an expression of the form role@Inst to be substituted by a constant denoting a
context name before bridge-rule execution.
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As previously seen, an expression of the form role@Inst denotes a query to a special
“Institutional” agent, returning the name of a context with the required role. When no
ambiguity can arise 1-ACEs can be called simply “agents”. By some abuse of notation,
for a 1-ACE with name a we will often say “1-ACE a” or “agent a”.

Definition 2. Let a K-ACE (K ≥ 1) at time T be a tuple

〈N T ,X T ,YT , T T ,AT ,RT , CT ,BT , ET , I〉

identified by a unique name nK , a role rnK
, and an expression denoting its “Institu-

tional” agent Inst@nK , where:

(i) N T is the list of 1-ACEs’ that are part of the K-ACE at time T ; each one is
identified by a unique name and by its role(s); we say that such agents participate
to the (K-ACE) system at level K; the specification of 1-ACEs is considered to be
external to the system, though when joining the system the agents can be reached
via their names and roles;

(ii) if K > 1, X T is a finite list of K’-ACEs, K’ = K −1, i.e., the lower-level subsystems
taking part in the K-ACE at time T ; each one is identified by a unique name nK′

and by its role(s) rnK′ , and by an expression denoting their Institutional agent
Inst@nK ′;

(iii) YT is a set of contexts’ names, listing the contexts that are globally known to the
K-ACE at level K and time T ; contexts’ definitions is considered to be external to
the system.

(iv) T T and AT are the global TBox and ABox respectively, and are common to all
agents participating in the system at level K;

(v) RT is a reachability relation, establishing
(a) which elements of N T can reach each other, thus specifying constraints on

inter agent communication;
(b) which elements of YT are reachable by each element of N T , i.e, which con-

texts are reachable by each agent (at level K);
(c) which lower level K’-ACEs (i.e., which elements of X T ) are reachable by each

agent in N T ;
(d) which elements of YT , i.e., which contexts, are reachable from the outside,

precisely from higher-level K-ACEs (if any); such external agents are desig-
nated herein via the standard name outag .

We introduce a special distinguished predicate kreach(C1 ,C2 ,T ), that is true
whenever component C2 is accessible from component C2 at time T according to
RT . The binary version kreach(C1 ,C2 ) takes T to be the current time.

(vi) like in DACMACS, CT is a contractual specification, BT is a Commitment Box
(CBox), ET is a set of predicates denoting events, and all these elements are
exploited by the Institutional agent for the management of (commitment-based)
inter-agent communication. Note that communication among 1-ACEs A and B is
possible at any time t only if kreach(A,B , t) holds.

(vii) I is a specification for the Institutional agent Inst@nk ; specifically, the Institu-
tional agent is in charge of inter-agent communication, of contexts’ identification
via their roles, and of acting as an interface with the lower-level K-ACEs (see (ii));
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a query to the Institutional agent for obtaining a (set of) agent(s) or a (set of) con-
text(s) with role role issued by the 1-ACEs is now of the form role@Inst@nK , and
returns the set of agent/contexts with the specified role; we assume that the Institu-
tional agent is a special 1-ACE that does not encompass Event-Action modules or
contexts; however, it may encompass reasoning modules that can be exploited for
performing its functions; we assume Inst@nk to have direct access to all other
K-ACE’s elements, and to be able to communicate with Institutional agents of
lower-level K’-ACEs by means of queries role@Inst@nK ′ . We assume that, given
a 1-ACE participating in K-ACE nK , a query role@Inst@nK to the “local” Insti-
tutional agent takes the simplified form role@Inst . Notice that the Institutional
agent is the unique “entry point” of a K-ACE; in fact, higher-level components or
other components of the same K-ACE can locate and therefore access components
only through results of queries of the kind role@Inst . In case possible alternative
results are available, Inst can apply its own internal policies for selecting one.

We assume the structures N T , X T , RT to be dynamic, in the sense that, as pre-
viously remarked, components may join or leave the system, or become momentarily
unreachable.

Therefore, we have constructed a modular architecture where the basic elements
are agents, i.e., 1-ACEs, and contexts; they can be part of a K-ACE, that provides, via
the Institutional agent with the support of a number of specialized knowledge bases, a
suitable infrastructure for communication and for the location (by role) of other agents
and of required knowledge bases; K-ACEs can be in turn part of other (higher-level)
K-ACEs, where the interface among levels is provided by the Institutional agents.

A more precise specification of the Institutional agent’s operation needs to be pro-
vided. We suppose that Institutional agent is able to reason about roles, so that in case
a module with the specified role could not be found directly it might be possible to find
instead another one whose role is either equivalent or more general.

Notice that, given query role@Inst@nK , this query must be issued by an agent and,
given the syntactic place where the query occurs, it can be determined whether the agent
seeks to find either other agents or contexts with the specified role. The Institutional
agent returns a set of agents/contexts including exactly those which are accessible from
A and are pertinent to role role .

Definition 3. Let role1 and role2 be expressions denoting roles of agents/contexts in a
given K-ACE. Let subs(role1 , role2 ) be a predicate that is true whenever role2 is either
equivalent or more general than role1 w.r.t. a background ontological role definition R.

We assume that the Institutional agent owns a private background knowledge base
including the ontological role definition R. It is thus able to compute, given role1 , roles
role2 such that subs(role1 , role2 ) holds. This may be possibly achieved via a suitable
reasoning module.

Definition 4. Given a K-ACE identified by its name nK , role rnK
, and Institutional

agent Inst@nK with background ontological role definition R, a query role@Inst@nK
issued by a 1-ACE (agent) A returns a set S that can be: (i) a set of contexts if the query
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occurs in the body a bridge rule; (ii) a set of agents if the query occurs elsewhere in the
agent’s program. The set S in fact includes:

1. all those components that are reachable from A according to RT at level K, i.e.,
within the K-ACE without resorting to lower-level K’-ACEs with role role, or, if none
can be found,

2. all those components that are reachable from A according to RT at level K though
with role role1 where subs(role, role1 ) holds (i.e., a more general role is seeked
whenever the specific one could not be identified), or, if none can be found,

3. the result of a query role@Inst@n ′
K where K’-ACE with name n′

K is reachable
from A according to RT , and has role rnK′ where subs(role, rnK ′ ) holds; I.e., if
a component with the required role (or with a more general role) cannot be found
within the K-ACE, then it is looked for in lower level K-ACEs.

In a K-ACE, the reachability relation RT defines a graph structure where: (i) nodes are
all the components, namely agents, contexts and K’-ACEs included in the system; i.e.,
the set V T

nK
of vertices is composed of the elements of N T , YT and X T ; (ii) the set ET

nK

of edges corresponds to couple of nodes (components) that are connected according to
RT , i.e., at the present time.

The problem of determining all components of a certain kind reachable from a given
“starting” one, this can be understood as the problem of finding a spanning tree with
that component as root. Therefore,

Proposition 1. Given a K-ACE, the complexity of determining (at any time T ) which
set of components is reachable from a given one is O(|V T

nK
| + |ET

nK
|).

In case more than one suitable component is retrieved, one will be chosen by the
Institutional Agent according to some policy, e.g., by taking into account agents’ pref-
erences.

We can now establish when a bridge rule occurring in an agent can actually be
triggered.

Definition 5. Given bridge rule ρ occurring in the main agent program of a 1-ACE a
that is a component of a K-ACE at time T is executable at time T iff each Ci in its
body has been substituted by a constant ci denoting a context (this either by performing
a specific action or by executing a query role@Inst@nK to the K-ACE’s Institutional
agent) and kreach(a, ci ,T ) holds.

Note that the notion of bridge-rule being executable is preliminary to bridge rule
applicability. Reporting to K-ACEs the notion introduced in [2], each bridge rule ρ is
potentially applicable in a system’s state if such a state entails its body. For contexts,
each bridge rule is applicable whenever it is potentially applicable. For agents instead, a
bridge rule with head A(ŷ) is applicable whenever it is potentially applicable and there
exists in the main agent program a trigger rule of the form Q(ŷ) enables A(x̂) where
the agent’s present state satisfies Q(ŷ), where such trigger rule “triggers” or “activates”
the bridge rule.

So, for making such applicability formally precise we have to define a K-ACE state
at time T , and how such state evolves in time. However, for K-ACE we also propose a
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generalization of trigger rules. We may notice that trigger rules, that determine proactive
activation of bridge-rules, can be modeled in terms of Linear Time Logic expressions.
In fact, let us consider the Separated Normal Form (SNF) for LTL formulas specified in
[11]. In such normal form, all formulas have syntax: φ ⇒ ©ψ where φ is a conjunction
of propositional formulas. A trigger rule Q(ŷ) enables A(x̂) can thus be understood
as Q(ŷ) ⇒ ©A(x̂) that is in turn implicitly understood as �(Q(ŷ) ⇒ ©A(x̂)).

I.e., whenever Q(ŷ) is entailed by the present state, bridge rule with head A(x̂) will
be activated in next state. The advantage of such a reformulation is that it requires no
modification to the semantics of the adopted agent-oriented language, as it suffices (as
formally seen below) that the system’s evolution respects such rules. A similar use of
this notation is made in [12] to make agents adapt their behavior to comply with norms
without modifying the agent’s semantics. We refer to the left-hand-side of a trigger rule
as its “premise” and to the right-hand-side as its “consequence”, and we say that the
rule is fired in a system’s current state whenever at previous state the premise holds,
and so in current state the consequence is executed.

We can further generalize trigger rules by introducing a temporal element also in
the premise, to state that a bridge rule should be activated if something happens (i.e,
if Q(ŷ) becomes true, or is always true, or is never true) at a certain time or within
a certain time interval. So, we might have, in 1-ACE A, rules such as for instance
N〈m,n〉Q(ŷ) enables A(x̂) meaning that if Q(ŷ) has never become true in given
time interval 〈m,n〉 then the bridge rule in the consequence is indeed enabled. Note that
time instants, line m and n above, refer to the agent’s local time. The temporal operators
that we consider (with or without an associated interval, which is in fact optional), with
the usual intuitive meaning, are the following. ♦m,n ϕ, also indicated with F 〈m,n〉 ϕ,
means (eventually, or “finally”, (in the given time interval, if any); �m,n ϕ, also indi-
cated with G〈m,n〉 ϕ, means always (in given time interval, if any); N〈m,n〉 ϕ, means
never (in given time interval, if any). Consider however that, in expressions occurring
in the premise of a trigger rule, using G or N without an interval does not make much
sense, as in this case the consequence of the rule cannot be enabled within a finite time.

6 Semantics

A K-ACE includes diverse components. K’-ACEs, 1-ACEs and contexts can be seen
as “active”, in the sense that 1-ACEs can perform actions (among which communica-
tive acts), and there is a knowledge flow via bridge rules among 1-ACEs and contexts,
and 1-ACEs and K’-ACEs. There are, in addition, some “passive” components, namely
the reasoning modules, and the components T T , AT , RT , CT , BT , ET , that are elab-
orated (and thus possibly modified) only by the Institutional agent. In the semantics,
we manage to ignore the latter by considering them as a part of the Institutional agent’s
knowledge base. Agents, contexts and reasoning modules are called basic components.
Contexts, reasoning modules and also the main agent program in 1-ACEs are called uni-
tary components as they do not have an internal structure, i.e., they do not in turn consist
of components. A 1-ACE is seen itself as a unitary component whenever it consists of
the main agent program only.
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Agents work in time, and in fact can employ, for instance, timed trigger rules.
Agents are in principle asynchronous. However, for a K-ACE we assume a global sys-
tem time where states/time instants can be represented as t0, t1, . . .. We take ti+1−ti =
δ, where δ is the actual interval of time after which we assume the overall system to have
evolved. In this way, we can approximate each agent’s local time instant t with min ti
such that ti−1 < t < ti. This means that each agent’s time can be a little asynchronous
w.r.t. system’s global time, though agents cannot evolve faster than the system.

Every component of a K-ACE, including the K-ACE itself, can be seen (analo-
gously to MCSs) as a tuple Cl = (Cl′

1 , . . . , Cl′
n ) where now the Cl′

i s are themselves
components with the same structure. More formally:

Definition 6. A multi-level multi-component MAS (mmMAS) of depth k is formed out
of components of the form Cl

i , where l is the level of the component, with 0 ≤ l ≤ k.
A component Cl

i is either a unitary component or it is a compound component of the
form Cl

i = (Cl′
i1

, . . . , Cl′
in
) where for each ij i ≥ 1, j > 1, each Cl′

ij
is a component of

level l′ ≤ k, and we have that:

– there exists a unique a topmost component C0
1 of level 0.

– for Cl
i = (Cl′

i1
, . . . , Cl′

in
), l′ = l + 1.

So, a K-ACE can be seen in abstract terms from the point of view of a topmost com-
ponent of a multi-level multi-component MAS, though the choice of the topmost com-
ponents is in general not unique (i.e., there can be different “perspectives” over the same
K-ACE). In the following, by abuse of notation we often write M l = (C1, . . . , Cn) to
denote a component at level l ≥ 0 of an mmMAS, thus omitting the level of inner
components that is intended to be l + 1.

Every unitary component Ci in an mmMAS can be seen as an extension of the
notion of a context in MCSs. An acceptable data state for a compound component is
however composed of the acceptable data states of its elements (for elements which are
in turn compound components of level l in an mmMAS, this will be recursively iterated
over the remaining levels). For better defining 1-ACEs we introduce a new function,
that we call Act , which, for the basic agent program, returns the actions that the agent
is enabled to execute in each state. Bridge rules are the same as for MCSs for unitary
contexts except for agents, where each bridge rule, in order to be applicable, must also
have been triggered. So, we associate to a main agent program the set tri of its trigger
rules that can determine bridge-rule executability and the function Act .

Definition 7. A unitary component C̄ of an mmMAS is a tuple (L̄; k̄b; b̄r; t̄r) with asso-
ciated functions ACCC̄ , mngC̄ , CnC̄ and ActC̄ where the differences from a DAC-
MACS’s context are the following, all concerning the case where the component is a
main agent program of an 1-ACE, say A:

– ACCC̄ returns a single set of consequences S̄, that constitutes the unique acceptable
data state of the agent;

– t̄r is the set of trigger rules associated to the agent, of the form
OpI Q(ŷ) enables α where Op is a temporal operator, I an interval (optional,
and possibly reduced to a single time instant), Q(ŷ) is as in DACMACS trigger
rules, and α is a bridge-rule head A(x̂).
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– Act C̄ : CnC̄ → 2ActA , where ActA is the set of actions feasible by agent A, is a
function that returns, given S̄, the set of actions that the agent is allowed to perform
in such state.

In dynamic environments, components are in general able to incorporate new
knowledge and data items, e.g, as discussed in [6], the input provided by sensors. We
intend to explicitly take into account not only sensor input, but more generally the
interaction of agents and contexts with an external environment. We assume then that
each component is subjected at each time point to a (possibly empty) finite update.
Updates can be of many kinds: recordings of sensor input, communications from other
agents, insertion/deletion of tuples or entire tables in a relational database, etc. Thus,
for mmMAS M = (C1, . . . , Cn) let ΠT = 〈Π1

T , . . . Πn
T 〉 be a tuple composed of the

finite updates performed to each component at time T , where for 1 ≤ i ≤ n Πi
T is

the update to Ci. Let Π = Π1,Π2, . . . be a sequence of such updates performed at
time instants t1, t2, . . .. Let us assume that each context copes with updates in its own
particular way, so let Ui, 1 ≤ i ≤ n be the update operator that module Ci employs for
incorporating the new information, and let U = {U1, . . . ,Un} be the tuple composed of
all these operators. Therefore, each context’s knowledge base will evolve in time, and
for component Ci we can talk about “Ci at time T ” and “data state ST

i of Ci at time T ”
where Ci’s knowledge base has been updated step by step until time T .

Consequently, we allow data states to evolve in time by introducing the concept
of timed data state of an mmMAS at time T , defined as follows (building upon our
previous work [13]). This allows us to properly define bridge-rule applicability in a
main agent program, that may depend upon a temporal formula to be true. Formally:

Definition 8. A timed data state ST at time T of a mmMAS M = (C1, . . . , Cn) of
depth k is a tuple (ST

1 , . . . , ST
n ) and each ST

i is:

– an acceptable data state ST
i of Ci at time T if Ci is a unitary component, or

– a timed data state ST
i of Ci otherwise (i.e., for compound components).

A timed data state of a given K-ACE can thus be seen as a tuple recursively com-
posed of both simple elements and tuples, the latter corresponding to the timed data
state of a subsystem. Given timed data state ST , we can define entailment of temporal
formulas.

Definition 9. Given a timed data state ST at time T of a mmMAS M = (C1, . . . , Cn)
and unitary component C̄ with relative data state element S̄T , ST entails formulas and
temporal formulas occurring in C̄ according to what follows, where, given previously-
established approximation, we assume agent’s and mmMAS time to coincide. The con-
sidered time interval, if omitted in given formula, is understood as 〈0,∞〉.

– ST |= ϕ iff given its element S̄T relative to C̄, we have that S̄T
i |= ϕ.

– ST |= F 〈T1, T2〉ϕ, where T2 = ∞ or T1, T2 ≤ T , iff there exists T̂ where T1 ≤
T̂ ≤ T2 such that given ST̂ and its element S̄T̂ relative to C̄, we have that S̄T̂ |= ϕ.
In case of F 〈T1〉 ϕ this reduces to S̄T1 |= ϕ.

– ST |= G〈T1, T2〉ϕ, where T2 = ∞ or T1, T2 ≤ T , iff for every T̂ where T1 ≤ T̂ ≤
T2, given ST̂ and its element S̄T̂

i relative to C̄, we have that S̄T̂ |= ϕ.
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– ST |= N〈T1, T2〉ϕ, where T2 = ∞ or T1, T2 ≤ T , iff there not exists T̂ where

T1 ≤ T̂ ≤ T2 such that given ST̂ and its element S̄T̂ relative to C̄, we have that
S̄T̂ |= ϕ. In case of F 〈T1〉 ϕ this reduces to S̄T1 	|= ϕ.

We can now redefine bridge-rule applicability, by exploiting the reading of trigger
rules as LTL rules.

Definition 10. Given mmMAS M = (C1, . . . , Cn), and given unitary component C̄ =
(L̄; k̄b; b̄r; t̄r), rule ρ ∈ b̄r is applicable in ST , and therefore (the head of) ρ ∈ app(ST )
iff S̄T |= body(ρ) and, if C̄ is a basic agent program, there exists a trigger rule in t̄r of
the form ε enables head(ρ) and ST−1 |= ε.

The timed data state S0 is assumed to be an equilibrium according to the DAC-
MACS’s definition, since no trigger rule has fired yet. Later on however, transition
from a timed data state to the next one, and thus the definition of an equilibrium, is
determined both by the update operators and by the application of bridge rules. There-
fore:

Definition 11. A timed data state ST+1 of mmMAS M at time T + 1 is a timed equi-
librium iff, for each unitary component C̄ of M ,
S̄T+1 ∈ ACCC̄(mngC̄(app(ST ), k̄b

′)) where k̄b
′ = UC̄(k̄b,ΠC̄

T ).

Complexity of the approach is not discussed for lack of space, but it is easy to
believe that the discussion is analogous to that of MCSs.

7 Concluding Remarks

In this paper we have introduced the concept of “Dynamic Proactive Expert Sys-
tems” (DyPES), and we have defined K-ACE, that is a very general agent-based multi-
level architecture for defining suck kinds of systems. K-ACE does not commit to spe-
cific languages/formalism or agent models, in this sense making a considerable dif-
ference with respect to other existing approaches. We have spent in fact some effort
in order to be independent of the agent-oriented programming language adopted, and
of predefined organizational aspects. Concerning related work, JaCaMo (http://jacamo.
sourceforge.net) is a methodology for the design and implementation of agents and
MAS with AgentSpeak under the Jason interpreter as a programming language [14]1,
and CArtAgO, as a platform for programming distributed artifact-based environments
[16] in accord to the Moise organizational model.

Our work is indebted to [17], where agents and multi-agent systems are specified as
multi-context systems; each single agent is seen as divided into components, and bridge
rules are adopted for both communication within an agent’s components and communi-
cation among different agents. On this line, the recent approach of [18] proposes Sigon,
a framework for the definition of agents and multi-agent systems as multi-context sys-
tems. The framework has been implemented, and the implementation is freely available.

1 Where AgentSpeak is a very popular language based on the BDI agent model [15], and Jason
is a performant interpreter for an extended AgentSpeak language.

http://jacamo.sourceforge.net
http://jacamo.sourceforge.net
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The difference with our approach is that we do not intend to model multi-agent systems
as multi-context systems, rather we aim to integrate the two approaches, so as to leave
the designer of a practical architecture free to adopt any inter-agent communication
device, rather than being forced to bridge rules only. Sigon can however be a good
candidate as an implementation language for K-ACE.

Many future directions are ahead of us. As a first step we intend to elaborate an
execution semantics for K-ACE, that can be for instance obtained by extending the one
provided for DACMASs in [8]. This will allow us to devise a principled implementation
of the K-ACE framework. So far in fact we have performed no real practical evaluation,
that would require to experiment the K-ACE architectural approach within a signifi-
cantly big project. We are trying to obtain funds for a project in the field of eHealth, as
suggested by our small case study.
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Abstract. The present article is devoted to a logical treatment of some
fundamental concepts involved in responsibility attribution. We specify a
theoretical framework based on a language of temporal deontic logic with
agent-relative operators for deliberate causal contribution. The frame-
work is endowed with a procedure to solve normative conflicts which
arise from the assessment of different normative sources. We provide a
characterization result for a basic system within this framework and illus-
trate how the concepts formalized can be put at work in the analysis of
examples of legal reasoning.
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1 Introduction

The philosophical literature on responsibility is so rich that is almost intractable,
while considerably less attention has been devoted to this notion in the logi-
cal literature until recent decades; nowadays formal accounts of responsibility
are being developed in various frameworks, such as action logic [8,12], STIT
logic [15,16], game theory [4], lambda calculus [17] or precedence logic [2]. Each
account focuses on certain aspects of responsibility that are relevant in the under-
lying framework, without aiming at an exhaustive picture, since responsibility
attribution involves an impressive variety of levels of analysis.

To give an idea of this variety we start by pointing out, as in [12], that
an individual (or a group) may be held responsible either for an action or for
some consequences of an action. Responsibility for an action does not entail
responsibility for its consequences, given that an individual cannot foresee all
consequences of what he/she does. However, an individual may deliberately act
in order to obtain a given outcome. In the latter case responsibility can be
attributed with respect to both the action performed and the state-of-affairs
achieved. If we restrict our attention to responsibility for consequences of actions,
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then, as observed in [8], an individual may be taken to be responsible either
for some state-of-affairs that should obtain in the future or for some state-of-
affairs that occurred in the past. Future-oriented responsibility can be sometimes
thought of as allocation of duties, which is especially important in scenarios
involving many agents that need to coordinate their behaviour in order to achieve
a common goal. Past-oriented responsibility can be sometimes thought of as
culpability for something that has happened.

Focusing on past-oriented responsibility, one can further distinguish, along
the lines of [15], between causal and agentive responsibility—where the for-
mer encompasses also cases of accidental contribution to the attainment of a
relevant state-of-affairs, while the latter makes explicit reference to voluntary
contribution—or between active and passive responsibility. Active responsibility
means that an agent did something to produce a certain outcome, while passive
responsibility means that an agent could have prevented something from being
the case but did not.

In the present article, we take a novel perspective on the analysis of respon-
sibility and add another piece to the puzzle by looking at the role played by
normative sources and their interpretation. We introduce a very simple logical
framework where it is possible to make explicit reference to normative sources
from which obligations, permissions and prohibitions arise and whose content
may vary with time and be interpreted in different ways. We will see that this
framework allows one to capture many aspects of the debate around responsibil-
ity that are directly relevant in the legal domain and that have not been formally
addressed so far. For instance, it allows for a treatment of cases of responsibility
alleviation related to normative conflicts (e.g., when a more important normative
source permits or prescribes something forbidden by a subordinated normative
source), as well as of cases of retrospective attribution of responsibility (i.e., when
some law now in effect is used to evaluate something that occurred in the past,
where the relevant laws were possibly different).

The structure of the paper is as follows: Sect. 2 provides some theoretical
background for the notions of responsibility we will be dealing with; Sect. 3
outlines the formal framework, which is based on a multimodal language; Sect. 4
is devoted to the formal rendering of various concepts involved in responsibility
attribution in the legal domain; the applicability of the proposed framework
will be illustrated with examples; Sect. 5 concludes the paper, pointing to some
interesting applications and directions for future research.

2 The Theoretical Framework

In this section we will illustrate some core aspects of the theoretical framework
for responsibility attribution we want to formalize: causal contribution, context
of evaluation and interpretation of norms. To this aim, we will employ useful
distinctions taken from the philosophical analysis of responsibility.

Causal Contribution. The first distinction is that between responsibility for
actions and responsibility for outcomes. An outcome of an action can be
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identified with a state-of-affairs. Our attention will be restricted to cases of
responsibility for outcomes. An agent may causally determine an outcome or
just causally contribute to an outcome. As [3,4] acknowledge, a general defi-
nition of responsibility cannot rely on an agent’s causal determination of the
outcome, since this would not apply to cases in which the realization of the out-
come depends on the behaviour of several agents. For instance, Alfred attempted
to poison Carl, but his attempt failed due to Barbara’s intervention: in this case
we still want Alfred to be responsible for “creating the possibility” of Carl’s being
poisoned. Therefore, the causal contribution of an agent is intended to represent
a triggering condition for a certain outcome, even if the outcome is in the end
avoided due to the behaviour of other agents. An analogous argument can be
used in cases of causal overdetermination (see [5] for a detailed discussion): both
Alfred and Barbara attempted to poison Carl and in the end it was Barbara who
managed to achieve the goal. Responsibility is not restricted to Barbara: Alfred
is indeed responsible for an attempted crime.

Furthermore, sometimes responsibility for an outcome is attributed to a
group of agents even if only some of the members of the group causally con-
tributed to the outcome (see the notion of collective responsibility in [7]); there-
fore, the role played by causal contribution is different in the case of individual
and group responsibility. For instance, before the introduction of video surveil-
lance systems in stadiums it was sometimes the case that a football team was
punished with some sanction due to the behaviour of a restricted number of
ultras. In similar scenarios it was common to say that the supporters of the
team (as a group) were responsible for the sanction, since it was not always
possible to identify the specific individuals who misbehaved.

In judicial reasoning it is important to assess whether the causal contribution
of an agent to an outcome was deliberate or not. Our analysis will be focused
on deliberate causal contribution which will be represented in terms of hyperin-
tensional operators for causal contribution: an agent can deliberately contribute
to realizing the proposition expressed by a formula φ without being aware that
he/she is contributing to realizing the proposition expressed by a formula ψ
logically equivalent to φ.

Context of Evaluation. Responsibility attribution will be here treated as a rel-
ative issue, depending on a certain context of evaluation. First, a person might
be held responsible with reference to a certain normative source (set of norms)
and not responsible with reference to another. The ultimate decision on whether
a person or a group of people is to be blamed for something often depends on a
hierarchy of normative sources [1]. Different norms can disagree, giving rise to
normative conflicts; in this case, a norm can be derogated due to its incompatibil-
ity with a more important one. To capture this aspect, which is fundamental both
for responsibility attribution and for responsibility alleviation, we will employ
a mechanism for conflict resolution which produces all-things-considered norms
relative to a specified ordering of normative sources.

Second, normative sources can change with time and thus norms valid at
the time of an agent’s conduct need not be valid at the time of a responsibility
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ascription (and the other way around). For instance, a law currently in effect
may be used to evaluate the conduct of an individual if it is more favourable to
him/her than the law in effect when the relevant conduct occurred. Changes in
normative systems often occur due to the growth of our knowledge. For instance,
if it is not known that a certain compound is toxic, that compound will not
appear on the list of chemicals to be avoided, and the relevant regulation on
compounds will not prohibit its usage in commercial products. As soon as a
certain part of our society acknowledges that the compound is toxic, it is added
to the list of toxic chemicals and its usage becomes prohibited. Thus, the relevant
regulation changes.

In our framework the interaction between normative sources and time will
be central to define three types of responsibility: prospective, historic and ret-
rospective. Prospective responsibility is responsibility for something that should
obtain either now or in the future, according to some norm currently in effect.
Historic responsibility is responsibility for something that obtained in the past
but was at that time prohibited by some norm. Retrospective responsibility is
responsibility for something that obtained in the past but is prohibited by some
norm currently in effect. We will illustrate how prospective responsibility can be
used to define both historic and retrospective responsibility.

Interpretation of Norms. Another important aspect of norms is their interpreta-
tion. Since norms are written in a natural language, they often have an ambigu-
ous meaning and different readings can give rise to controversies in courts. The
interpretation of norms is especially challenging when a new regulation is released
or when a regulation written in one language has to be translated into another
language. In legal reasoning it is therefore convenient to keep track of the dif-
ferent interpretations of a norm in order to see which are their consequences. In
our account we will focus on the role played by propositional synonymy in norm
interpretation. For instance, consider the following sentences, which are parts of
the police caution used, respectively, in the UK and in the US [6]:

A. “You do not have to say anything unless you wish to do so, but what you
say may be given in evidence.”

B. “You have the right to remain silent. If you give up the right to remain silent,
anything you say can and will be used against you in a court of law.”

One may interpret B as a way of paraphrasing A (hence, as expressing a logically
equivalent proposition) or as a sentence with a more specific meaning (hence, as
expressing a proposition strictly entailing the one expressed by A), arguing that
the fact that what one says can and will be used against this person in a court
entails that it may be given in evidence, but not vice versa.

The problem of establishing when two sentences express logically equivalent
propositions recently raised a certain interest also in the area of deontic logic.
Borrowing an example from [10], the proposition expressed by the sentence “You
ought to drive” is logically equivalent to the proposition expressed by the sen-
tence “You ought to drive or to drive and drink” in many traditional systems of
deontic logic, such as SDL (Standard Deontic Logic). In our framework, we will
employ hyperintensional deontic operators to avoid problems of this kind.
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3 The Formal Framework

Consider a countable set of propositional variables V ar = {p1, p2, p3, ...} and let
Agt = {a1, ..., an} and Src = {s1, ..., sm} be a finite set of agents and a finite
set of normative sources, respectively. A normative source represents a set of
norms. Here we restrict ourselves to the case in which sets of norms are pairwise
disjoint ; that is, each pair of normative sources s, s′ ∈ Src does not include any
shared norm.

Definition 1. The language L is defined by the following grammar:

φ ::= p|¬φ|φ → φ|φ ∼ φ|Hφ|Gφ|Cai
φ|Osj

ai
φ

The modal operators used in L can be interpreted as follows: H means “in all
possible past states”, G “in all possible future states”, Cai

“agent ai deliberately
contributed to” and O

sj
ai “according to normative source sj , it is obligatory for

agent ai that”. The operator ∼ is used for the relation of propositional synonymy :
an expression like φ ∼ ψ means that the formulas φ and ψ have the same semantic
content (i.e., they denote synonymous propositions).1 The boolean operators for
conjunction (∧), disjunction (∨) and material equivalence (≡), as well as the
temporal operators for “in some possible past state” (P ) and “in some possible
future state” (F ) can be defined in the usual way, in particular: Pφ =def ¬H¬φ
and Fφ =def ¬G¬φ. Furthermore, we provide also a straightforward definition
for two source-relative operators of obligation concerning a group of agents X ⊆
Agt:

O
sj
∀Xφ =def

∧

ai∈X

Osj
ai

φ O
sj
∃Xφ =def

∨

ai∈X

Osj
ai

φ

In other words, an expression like O
sj
∀Xφ means that all agents belonging to

X have a duty with respect to the realization of φ, while an expression like
O

sj
∃Xφ means that some agent belonging to X has a duty with respect to the

realization of φ. Notice that in both cases we can speak of a duty of the group
X with respect to the realization of φ. A duty of all agents can therefore be
expressed via O

sj
∀Agtφ.

Definition 2. The system RNS (‘Responsibility and Normative Sources’) is
specified by the following axiomatic basis (for every ai ∈ Agt):

A0 All substitution instances of tautologies of the Propositional Calculus;
A1 φ ∼ φ;
A2 (φ ∼ ψ) → (ψ ∼ φ);
A3 (φ ∼ ψ) → ((ψ ∼ χ) → (φ ∼ χ));

1 We here adopt a Fregean notion of proposition [11]: a proposition is the thought
(or semantic content) expressed by a sentence, rather than a function from possible
states to truth-values. Therefore, we can say that two logically equivalent formulas
denote different propositions. In the models used for our logical system a particular
interpretation of the norms establishes whether two propositions are synonymous.
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A4 (φ ∧ ψ) ∼ (ψ ∧ φ);
A5 H(φ → ψ) → (Hφ → Hψ);
A6 G(φ → ψ) → (Gφ → Gψ);
A7 φ → HFφ;
A8 φ → GPφ;
A9 (Hφ → HHφ);
A10 (Gφ → GGφ);
A11 (Hφ ∧ Gφ ∧ φ) → GHφ;
A12 Cai

φ → (φ ∨ Fφ);
A13 (φ ∼ ψ) → (H(φ ∼ ψ) ∧ G(φ ∼ ψ) ∧ HG(φ ∼ ψ));
A14 (φ ∼ ψ) → (φ ≡ ψ);
A15 (φ ∼ ψ) → (χ ∼ χ′), where χ′ results from χ by replacing some occurrence

of φ with ψ;
R1 if 	RNS φ and 	RNS φ → ψ, then 	RNS ψ;
R2 if 	RNS φ, then 	RNS Hφ ∧ Gφ.

Axioms A1–A4 and A14–A15 concern properties of the relation of propositional
synonymy, axioms A5–A11 and rule R2 concern properties of temporal operators;
axioms A12 and A13 concern interactions among different operators. Even if the
axiomatic basis of RNS does not include any specific principle for operators
of obligation and only the principle A12 for operators of causal contribution, a
consequence of A14 and A15 is the following First Fundamental Theorem, that
will be discussed later:

FT1(φ ∼ ψ) → ((Osj
aiφ ≡ O

sj
aiψ) ∧ (Cai

φ ≡ Cai
ψ)).

Note that if 	 φ ≡ ψ but φ and ψ are not in a relation of propositional synonymy,
then it may be the case that an agent deliberately contributed to φ but not to
ψ. Also, if 	 φ ≡ ψ but φ and ψ are not synonymous, it may be the case that sj
prescribes φ but not ψ. In this way our framework captures the hyperintensional
flavour of deliberate causal contribution and of deontic modals.

Definition 3. The language L is interpreted on relational models of kind M =
〈W,Cnt,≺, f, c, o, V 〉 where:

– W is a set of states denoted by w, w′, w′′, etc.;
– Cnt is a set of semantic contents (propositions) denoted by k, k′, k′′, etc.;
– ≺ ⊆ W × W is a relation that can be called temporal precedence;
– f : L × W −→ Cnt is a function that can be called content assignment;
– c : Agt × W −→ ℘(Cnt) is a function that can be called causal contribution

assignment;
– o : Agt × Src × W −→ ℘(Cnt) is a function that can be called obligation

assignment;
– V : V ar −→ ℘(W ) is a valuation function.

For every w ∈ W , p ∈ V ar, φ ∈ L, ai ∈ Agt and sj ∈ Src, f(φ,w) is the semantic
content of (i.e., the proposition expressed by) formula φ at state w, c(ai, w) is
the set of propositions towards whose realization agent ai provides a deliberate
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causal contribution at state w, o(ai, sj , w) is the set of propositions that are
obligatory for agent ai (i.e., the duties of ai) with reference to normative source
sj at state w and V (p) the set of states at which the propositional variable p
holds. Since in our framework a normative source can vary with time, there are
cases in which o(ai, sj , w) = o(ai, sj , v) for w = v; hence, an agent may have
different duties with respect to the same normative source at different states.
Furthermore, notice that the semantic content of a formula may vary with states
as well; however, we will see that it does not vary in an arbitrary way. Finally,
given two states w, v ∈ W s.t. w ≺ v, we will say that v is a successor of w.

Definition 4. Truth-conditions for formulas of L with reference to a state w in
a model M are specified below:

– M, w � p iff w ∈ V (p), for any p ∈ V ar;
– M, w � ¬φ iff M, w � φ;
– M, w � φ → ψ iff either M, w � φ or M, w � ψ;
– M, w � φ ∼ ψ iff f(φ,w) = f(ψ,w);
– M, w � Hφ iff M, v � φ for all v ∈ W s.t. v ≺ w;
– M, w � Gφ iff M, v � φ for all v ∈ W s.t. w ≺ v;
– M, w � Cai

φ iff f(φ,w) ∈ c(ai, w);
– M, w � O

sj
aiφ iff f(φ,w) ∈ o(ai, sj , w).

The notions of validity of a formula in a model (denoted by M � φ) and in
a class of models are defined in the usual way.

Definition 5. We say that two states w and v in a model M are related by a
temporal path (in symbols, w �� v) iff there is a sequence of states (w0, ..., wn)
s.t. w0 = w, wn = v and, for every i s.t. 0 ≤ i ≤ n − 1, either (I) wi ≺ wi+1 or
wi+1 ≺ wi.

Definition 6. We denote by Cm the class of all models M satisfying the follow-
ing properties (for every w,w′, w′′, v ∈ W and ai ∈ Agt):

P1 (w≺w′ and w′≺w′′) implies w≺w′′;
P2 (w′≺w and w′′≺w) implies (w′≺w′′ or w′′≺w′ or w′′ = w′);
P3 f(φ ∧ ψ,w) = f(ψ ∧ φ,w);
P4 f(φ,w) ∈ c(ai, w) implies (M, w � φ or ∃u(w ≺ u and M, u � φ));
P5 w �� v implies (f(φ,w) = f(ψ,w) implies f(φ, v) = f(ψ, v));
P6 f(φ,w) = f(ψ,w) implies M, w � φ ≡ ψ;
P7 f(φ,w) = f(ψ,w) implies f(χ,w) = f(χ′, w), whenever χ′ is obtained from

χ by replacing some occurrence of φ with ψ.

P1 and P2 describe two fundamental features of (possibly) indeterministic rep-
resentations of time: transitivity and no branching towards the past. P3 says
that the semantic content of a conjunction does not depend on the order of the
conjuncts. P4 says that if an agent ai deliberately contributed to φ, then ai cre-
ated the possibility for φ: either φ holds now or it holds in some possible future
state (consider the examples involving Alfred, Barbara and Carl discussed in
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Sect. 2). P5 says that the relation of propositional synonymy is invariant across
states related by a temporal path. P6 means that two formulas have the same
semantic content at a state only if they have the same truth-value. P7 repre-
sents the idea that the semantic content is at least weakly compositional (see,
e.g., [19]), in the sense that the semantic content of a formula is determined by
the semantic content of its subformulas. For instance, if the sentences “Alan is
drunk” and “Alan is inebriated” are taken to have the same semantic content
(i.e., to express synonymous propositions), then “It ought to be that Alan is
not drunk while driving” and “It ought to be that Alan is not inebriated while
driving” have the same semantic content as well.

Let us have a closer look at the shape of models for S and at some intuitions
they can represent. Due to the properties P1 and P2, a model M is the union of
a family of disjoint trees T, T′, T′′,... which possibly branch towards the future.2

Given a state w in a tree T, a branch b stemming from w is a maximal chain of
successors of w. Every tree T is a maximal set of states that are pairwise related
by a temporal path; hence, due to P5, the relation of propositional synonymy
is invariant across all states of T. A tree can be used to represent the temporal
evolution of an indeterministic scenario according to a certain interpretation
of the norms; such an interpretation is given by the relations of propositional
synonymy holding in the tree. Therefore, a model can be used to compare the
temporal evolution of a scenario according to different interpretations of the
norms (one for each tree).

We will now prove that the system RNS is characterized by the semantics
provided. Let [φ]RNS = {ψ: 	RNS φ ≡ ψ} and EqRNS = {[φ]RNS : φ ∈ L}.

Proposition 1. The class of models Cm is non-empty.

Proof. Immediate, by taking a model M = 〈W,Cnt,≺, f, c, o, V 〉 s.t. W = {w1},
≺ = ∅, Cnt = EqRNS and for all φ ∈ L, ai ∈ Agt and sj ∈ Src, f(φ,w1) =
[φ]RNS , c(ai, w1) = o(ai, sj , w1) = ∅. It can be easily verified that M satisfies
properties P1–P7.

Proposition 2. RNS is sound with respect to the class of models Cm.

Proof. The validity of A0, A5–A11 and R1–R2 is straightforward, in the light of
well-known results in correspondence theory for tense logic [20]. The validity of
A1–A3 easily follows from the truth-conditions of φ ∼ ψ and the validity of A4
from P3. Concerning A12, suppose that M, w � Cai

φ; then f(φ,w) ∈ c(ai, w)
and, by P4, one can infer that either (I) M, w � φ or (II) there is some u ∈ W
s.t. w ≺ u and M, u � φ, so M, w � Cai

φ → (φ ∨ Fφ). Concerning A13,
assume that M, w � (φ ∼ ψ) ∧ ¬(H(φ ∼ ψ) ∧ G(φ ∼ ψ) ∧ HG(φ ∼ ψ)); then
M, w � ¬H(φ ∼ ψ) ∨ ¬G(φ ∼ ψ) ∨ PF¬(φ ∼ ψ). This means that there is some
v ∈ W s.t. M, v � ¬(φ ∼ ψ) and either (I) v ≺ w or (II) w ≺ v or (III) there is
some u s.t. u ≺ w and u ≺ v. In all cases (by Definition 5) w �� v, so, by P5, we
2 In these models the past of a state is deterministic, given that there is no branching

towards the past; hence, we can simplify the reading of H and P as “in all past
states” and “in some past state”, respectively.
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must have that M, v � (φ ∼ ψ): contradiction. Finally, the validity of A14 and
A15 follows immediately from P6 and P7.

Proposition 3. RNS is complete with respect to the class of models Cm.

Proof. For any formula φ which is not provable in RNS, there is a maximally
RNS-consistent set of formulas Γ including ¬φ. The canonical model for RNS
will be denoted by M+ = 〈W+, Cnt+,≺+, f+, c+, o+, V +〉. W+ is the set of all
maximally RNS-consistent sets of formulas. Cnt+ is a set of semantic contents
having the cardinality of L. The relation ≺+ is such that for every w, v ∈ W+,
w≺+v iff {φ : Gφ ∈ w} ⊆ v iff {φ : Hφ ∈ v} ⊆ w.3 The function f+ is s.t.
for every w ∈ W+ and φ, ψ ∈ L, we have f+(φ,w) = f+(ψ,w) iff φ ∼ ψ ∈ w.
The relations c+ and o+ are s.t. for every w ∈ W+, ai ∈ Agt, sj ∈ Src, and
φ ∈ L, we have f+(φ,w) ∈ c+(ai, w) iff Cai

φ ∈ w and f+(φ,w) ∈ o+(ai, sj , w) iff
O

sj
aiφ ∈ w. The valuation function V + is defined in the standard way: V +(p) =

|p|+ = {w ∈ W+ : p ∈ w}. Relying on the definition of M+, it can be easily
proven, using an induction on the complexity of formulas, that for every w ∈ W+

and φ ∈ L, we have M+, w � φ iff w ∈ |φ|+.
We now show that M+ ∈ Cm; from this it follows that if φ is not provable

in RNS, then it is not valid in Cm. The part of the proof concerning P1 and
P2 follows from well-known results concerning completeness theory of tense logic
[20]. In the case of P3, since, by A4, (φ∧ψ) ∼ (ψ∧φ) ∈ w for every φ, ψ ∈ L and
every w ∈ W+, then M+, w � (φ ∧ ψ) ∼ (ψ ∧ φ), which entails f+(φ ∧ ψ,w) =
f+(ψ ∧ φ,w). In the case of P4, suppose that there is w ∈ W+, ai ∈ Agt and
ψ ∈ L s.t. f+(ψ,w) ∈ c+(ai, w). Then, Cai

ψ ∈ w and, by A12, φ ∨ Fφ ∈ w; if
neither M+, w � φ nor M+, u � φ for some u s.t. w ≺+ u, then M+, w � φ∨Fφ,
whence φ ∨ Fφ /∈ w: contradiction. In the case of P5, suppose that w �� v
and that, for some formulas φ, ψ ∈ L, we have f+(φ,w) = f+(ψ,w) while
f+(φ, v) = f+(ψ, v). Then, M+, w � (φ ∼ ψ) while M+, v � ¬(φ ∼ ψ); however,
by A13, M+, w � H(φ ∼ ψ) ∧ G(φ ∼ ψ) ∧ HG(φ ∼ ψ), so, as a consequence
of the definition of the relations �� and ≺+, we also have (φ ∼ ψ) ∈ v and
M+, v � (φ ∼ ψ): contradiction. In the case of P6, we have that f+(φ,w) =
f+(ψ,w) entails φ ∼ ψ ∈ w, so, by A14, φ ≡ ψ ∈ w and M+, w � φ ≡ ψ. In
the case of P7, suppose that for some state w we have f+(φ,w) = f+(ψ,w) but
f+(χ,w) = f+(χ′, w) for some χ′ obtained from χ by replacing some occurrence
of φ with ψ. Then, M+, w � φ ∼ ψ and, by A15, M+, w � χ ∼ χ′, which means
f+(χ,w) = f+(χ′, w): contradiction.

Notice that, as a consequence of the characterization result obtained and
of the principle FT1, in every model in the class Cm the set of propositions
which are obligatory for an agent ai at a state w with respect to a normative
source sj (i.e. o(ai, sj , w)) and the set of propositions towards whose realization

3 Here we take for granted the fact that in canonical models for systems of tense
logic the derivability of A7 and A8 makes it possible to have only one accessibility
relation for temporal reference, rather than two (one for H and one for G). See [20]
for details.
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ai deliberately contributed at w (i.e. c(ai, w)) are closed under propositional
synonymy.

We will now show that obligations and deliberate causal contributions also
preserve the commutative property of binary boolean operators.

Proposition 4. Let ♣ ∈ {∧,∨,≡}; then 	RNS O
sj
ai (φ♣ψ) → O

sj
ai (ψ ♣φ) and

	RNS Cai
(φ♣ψ) → Cai

(ψ ♣φ) for any ai ∈ Agt and any sj ∈ Src.

Proof. Axioms A4 and A15 tell us that the result holds for ♣ = ∧; hence, we
need to show that 	RNS (φ∨ψ) ∼ (ψ∨φ) and 	RNS (φ ≡ ψ) ∼ (ψ ≡ φ) in order
to apply A15 also in the cases ♣ = ∨ and ♣ = ≡. We can rely on the semantic
characterization of RNS with respect to Cm. Assume that f(φ ∨ ψ,w) = k for
some w in a model M belonging to Cm. Since (φ ∨ ψ) =def ¬(¬φ ∧ ¬ψ), then
f(¬(¬φ ∧ ¬ψ), w) = k. By A4, we know that f(¬φ ∧ ¬ψ,w) = f(¬ψ ∧ ¬φ,w);
hence, by A15, f(¬(¬ψ∧¬φ), w) = f(ψ∨φ,w) = k. Assume that f(φ ≡ ψ,w) =
k′. Since φ ≡ ψ =def ¬(φ∧¬ψ)∧¬(ψ∧¬φ), then f(¬(φ∧¬ψ)∧¬(ψ∧¬φ), w) = k′.
By A4, we know that f(¬(φ∧¬ψ)∧¬(ψ∧¬φ), w) = f(¬(ψ∧¬φ)∧¬(φ∧¬ψ), w);
hence, f(¬(ψ ∧ ¬φ) ∧ ¬(φ ∧ ¬ψ), w) = f(ψ ≡ φ,w) = k′.

The system RNS is supported by a mechanism for conflict resolution. First,
we introduce a relation � over the set Src so that s � s′ means that normative
source s is overridden by normative source s′; we take � to be a strict partial
order, namely (for all s, s′, s′′ ∈ Src):4

– ¬(s � s);
– (s � s′ ∧ s′ � s′′) → s � s′′.

A normative source that is not overridden by any other can be called maximal.
Due to the properties of �, Src always includes at least one maximal normative
source. Second, we define an operator O∗

ai
for agent-relative all-things-considered

obligation, as follows:

O∗
ai

φ =def O
sj
aiφ for some maximal sj ∈ Src.

Notice that the set of all-things-considered obligations for an agent is not
required here to be consistent, differently from what usually is the case in the
literature (see, e.g., [13]). Indeed, in real-life scenarios there are sometimes con-
flicts among two or more normative sources that neither override each other
nor are overridden by other normative sources. Such conflicts cannot be solved,
unless one revises some of the normative sources involved or rearranges their
hierarchy. We omit the analogous truth-conditions for the two operators of all-
things-considered obligation making reference to groups of agents, that is O∗

∀X
and O∗

∃X .
We would like to point out that a normative source need not correspond to

the set of norms found in a specific legal text, it may also be a proper subset of
all norms in a text or a collection of norms taken from different texts, provided

4 For a more elaborated formulation of a hierarchy among normative sources, see [1].
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that they have a common status. For instance, a maximal normative source
may be also thought of as a collection of peremptory norms. A peremptory
norm (jus cogens), such as the prohibition of torture in international law, is a
principle which, by definition, does not admit any derogation (namely, it cannot
be overridden by any other). Something prescribed by a peremptory norm can
be represented in this framework via an expression of kind O∗

∀Agtφ.

4 Formal Analysis of Responsibility Attribution

The most basic notion used in the present section is that of prospective respon-
sibility. We will adopt the following very general definitions for this notion:

Prospective Responsibility (single agent)
PRai

φ =def O∗
ai

φ, provided that φ does not include any operator for past
reference (H or P ).

Source-specific Prospective Responsibility (single agent)
PR

sj
ai

φ =def O
sj
aiφ, provided that φ does not include any operator for past

reference (H or P ).

Prospective responsibility in this sense means that an agent has a certain obli-
gation (or prohibition, when φ is a negative formula) towards the present or the
future—either an all-things-considered obligation, or an obligation with refer-
ence to a specific normative source. An attribution of prospective responsibility
may also concern a sequence of states to be achieved and duties of other agents.
For instance, the expression O

sj
ai (p ∧ F (q ∧ FO

sj
akr)) means that, according to

normative source sj , agent ai is responsible for the sequential achievement of p
and q and for successively ensuring the duty of agent ak towards the achievement
of r. Variations of the definitions of prospective responsibility involving groups
of agents are easily obtained by replacing O

sj
ai and O∗

ai
with O

sj
∀X , O

sj
∃X , etc.

Other two core concepts are those of historic responsibility and retrospective
responsibility. In order to define these we will employ the notion of prospec-
tive responsibility and the notion of deliberate causal contribution; furthermore,
we will employ a notion of historic avoidability of causal contribution, which
requires some preliminary remark. Our attention is here focused on responsibil-
ity ascription for a state-of-affairs that obtained at some point in the past due to
an agent’s (or a group of agents’) causal contribution, while it could have never
obtained (neither in the past nor in the future). For instance, Mark and Emma
stole a car two days ago, but three days ago it was still possible for both Mark
and Emma to conduct their entire life without stealing any car. More generally,

Definition 7. The causal contribution on φ of a group of agents X ⊆ Agt is
historically avoidable at a state w of a model M iff:

(I) there is a state w′≺w s.t., for all ai ∈ X, we have M, w′ � ¬Cai
φ;

(II) for all w′′ ≺ w′ and for all ai ∈ X, we have M, w′′ � ¬Cai
φ;
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(III) there is a branch b stemming from w′ s.t. for all v ∈ b and for all ai ∈ X,
we have M, v � ¬Cai

φ.

This notion of historic avoidability can be formally represented in L by the
following expression, whose truth at a state w of a model in Cm guarantees
properties (I)–(III) of Definition 7:

Historic Avoidability (every agent in a group)
HA∀Xφ =def PF

∧
ai∈X(¬Cai

φ ∧ H¬Cai
φ ∧ G¬Cai

φ)

In the case of a single agent, the definition at issue boils down to:

Historic Avoidability (single agent)
HAai

φ =def PF (¬Cai
φ ∧ H¬Cai

φ ∧ G¬Cai
φ)

Normative sources affect responsibility attribution across time. A group of
agents X can be held responsible for a certain state-of-affairs φ that is prohibited
either with reference to a normative source that was in effect at the time in which
some (or every) agent ai ∈ X deliberately contributed to φ or with reference to
a normative source presently in effect, but intended to have also a retrospective
validity. In representing the two cases, we restrict our attention to maximal
normative sources (i.e., all-things-considered norms). In the first case, one has
the following formal definitions of historic responsibility :

Historic Responsibility (some agent in a group)
HR∃Xφ =def P (

∨
ai∈X Cai

φ ∧ HA∀Xφ ∧ PR∀X¬φ)

Historic Responsibility (every agent in a group)
HR∀Xφ =def P (

∧
ai∈X Cai

φ ∧ HA∀Xφ ∧ PR∀X¬φ)

In the second case, instead, one has the following definitions of retrospective
responsibility :

Retrospective Responsibility (some agent in a group)
RR∃Xφ =def P (

∨
ai∈X Cai

φ ∧ HA∀Xφ) ∧ PR∀X¬φ

Retrospective Responsibility (every agent in a group)
RR∀Xφ =def P (

∧
ai∈X Cai

φ ∧ HA∀Xφ) ∧ PR∀X¬φ

Historic and retrospective responsibility do not exclude each other: indeed, it
can be the case that the relevant normative sources remain unmodified across
time and thus both definitions can be applied to describe a certain scenario.

We provide also the simplified definition of historic responsibility in the case
of a single agent; retrospective responsibility for a single agent can be obtained
in an analogous way:

Historic Responsibility (single agent)
HRai

φ =def P (Cai
φ ∧ HAai

φ ∧ PRai
¬φ)

Furthermore, we can introduce corresponding notions of responsibility with ref-
erence to a specific normative source, such as:
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Source-specific Historic Responsibility (single agent)
HR

sj
ai

φ =def P (Cai
φ ∧ HAai

φ ∧ PR
sj
ai

¬φ)

Simultaneous and posterior alleviation with respect to what is prescribed by a
normative source that is derogated (sj) can be defined as follows:

Simultaneous Alleviation (single agent)
SA

sj
ai

φ =def P (Cai
φ ∧ HAai

φ ∧ PR
sj
ai

¬φ ∧ ¬PRai
¬φ)

Posterior Alleviation (single agent)
PA

sj
ai

φ =def HR
sj
ai

φ ∧ ¬PRai
¬φ

Notice that in the system RNS, we have the following Second Fundamental
Theorem, due to A14 and A15:

FT2 (φ ∼ ψ) → (Nφ ≡ Nψ), where N is any notion of responsibility/alleviation
defined in the present section.

Therefore, responsibility/alleviation attribution is invariant under propositional
synonymy. Let us now show how the framework works in terms of some examples.

Example 1: the special militia. Alan and Bill, the only two members of a
special militia, simultaneously shot at a single victim, Colin, since they suspected
that he was a spy. However, the military code of the special militia has always
prohibited to kill spies. Neither of the two bullets which were fired by Alan and
Bill was sufficient for killing, but the two bullets together led Colin to lose enough
blood to die. Let k be the proposition that Colin is killed and M = {a, b} be the
special militia, where a is Alan and b is Bill; let w be the state of evaluation,
in which Colin is already dead, and u be the state in which Alan and Bill shot
Colin (hence u ≺ w). We want to formally express the fact that the special
militia is responsible for the death of Colin. At u it is true that Cak and Cbk
and that their causal contribution is historically avoidable, since we can imagine
that nothing forced Alan and Bill to act in such a way and that Colin’s murder
could have never taken place. Hence, we have that

∧
x∈M (Cxk∧HAxk∧PRx¬k)

holds at u and that P
∧

x∈M (Cxk ∧ HAxk ∧ PRx¬k) holds at w. Therefore, at w
the special militia is historically responsible for the death of Colin. In this case,
both Alan and Bill are individually responsible as well, even if none of the two
causally determined Colin’s death.

Example 2: the toxic compound. A toy company T consists of two factories,
f and g (so T = {f, g}), and g used to produce toys with a compound that was
recognized as toxic only few years ago, such as lead paint. Companies who have
produced toys with lead paint are required to withdraw their products from the
market, since they are responsible for the distribution. We want to claim that T
is retrospectively responsible for the distribution of dangerous toys by virtue of
the new legislation and so that T has to take action. Let w be the state at which
we are evaluating things and l the proposition that lead paint is used in toys.
We know that there is some state u ≺ w s.t. Cgl holds at u; furthermore, in an
indeterministic world the causal contribution of g on l is historically avoidable at
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u, so HAgl holds there as well. Finally, at u the legislation on toxic compounds
(s) is such that the use of lead paint is not prohibited, though it is prohibited
at w, due to successive scientific discoveries. Therefore, ¬PR

s
g¬l holds at u and

PR
s
g¬l holds at w. In this scenario, at w, we can conclude that not only the

factory g, but the company T itself is retrospectively responsible for the use of
lead paint, and so has to take action. Indeed, the formula RR∃T l holds at w.

Example 3: the food thief. In 2011, a homeless (a) attempted to steal a
small amount of food (t) in Italy, which counts as an offence according to the
legal source regulating offences of this kind (s1), such as small thefts, whether
completed or attempted. However, in the Italian legal system, there is a norm
(s2) of so-called state of necessity which allows for exceptions to generally valid
norms. As a matter of fact, a was judged innocent by the Supreme Court of
Cassation in virtue of s2: stealing a small amount of food when in extreme
need does not constitute a crime.5 Let w be the state at which the action of
a is evaluated by the Supreme Court of Cassation. We can say that there is
some previous state u s.t. Cat holds at u. The causal contribution of a on t is
historically avoidable at u under the assumption of an indeterministic world and
t is prohibited by s1 at w, so PRa¬t holds at w. Therefore, even if at w one can
attribute to a retrospective (as well as historic, since the relevant regulations
have not changed from u to w) responsibility on the theft on the basis of s1, the
Supreme Court of Cassation sentences that a’s responsibility is alleviated by the
higher-normative source s2 (i.e., s1 � s2). Hence, from the perspective of the
Supreme Court, we have a case of simultaneous alleviation due to the interaction
between two normative sources. This fact is represented by the truth of SAat
at w.

Example 4: the two ships. This example is also known as “Raffles v. Wichel-
haus” and is taken from [18]. In 1864 a buyer purchased bales of cotton that
were to be sent from Bombay to Liverpool on a ship named the “Peerless”.
When the contract regulating the transaction was made there were two ships
called the Peerless (though, the two parties were not aware of this fact): one
of them was supposed to leave India in October, the other in December. While
the buyer expected the goods to be on the October ship, the seller placed them
on the December ship. The two parties interpreted the contract in two different
ways. Technically speaking, while the buyer took the statements “the bales of
cotton are placed on the Peerless” (p) and “the bales of cotton are placed on the
ship which leaves India in October” (q) as bearing a relation of propositional
synonymy, the seller did not acknowledge such a relation. In order to model the
controversy here, we need to take two states of evaluation, wseller and wbuyer,
which represent the alternative interpretations of the contract (s) followed by
the two parties. In the sketched model the states wseller and wbuyer are not
related by any temporal path (i.e., we do not have wseller �� wbuyer); they rather
belong to two disjoint trees of the model, Tseller and Tbuyer, which are associated
with the two different interpretations of the contract. If we represent the legal

5 This case is discussed here: https://www.bbc.com/news/world-europe-36190557.

https://www.bbc.com/news/world-europe-36190557
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divergence in terms of historic responsibility, then we have that p ∼ q holds at
wbuyer and that, in the light of the principle FT2, RR

s
seller¬q entails RR

s
seller¬p

at such state. However, since p ∼ q does not hold at wseller, then RR
s
seller¬q

does not entail RR
s
seller¬p at such state.

5 Concluding Remarks

We developed a theoretical framework for the analysis of responsibility based on
three main ingredients: causal contribution, context of evaluation (provided by
several normative sources which may vary with time) and norm interpretation.
We represented this framework within a simple system of temporal and multi-
agent deontic logic, called RNS, where it is possible to define many fine-grained
notions of responsibility attribution and alleviation. We supported RNS with a
mechanism for conflict resolution based on a hierarchy of normative sources and
showed that RNS can be characterized by a certain class of models. Finally, we
illustrated how the formal definitions provided can be used to analyse heteroge-
neous examples of legal reasoning.

As far as future directions of research are concerned, we have not discussed a
mechanism to handle defeasible norms that is provided, in nuce, by the present
framework and that requires further investigation. Consider the following norms:
(I) “a ought to bring about φ given ψ” and (II) “a ought not to bring about φ
given ψ and χ.” Since normative sources are just sets of norms, we can take a
normative source s1 which includes exactly (I) and a normative source s2 which
includes exactly (II). We can then formalize the two norms as ψ → Os1

a φ and
(ψ ∧ χ) → Os2

a ¬φ. Then, if s1 and s2 are the only relevant normative sources,
by taking s1 � s2, we get (ψ ∧ χ) → (O∗

a¬φ ∧ ¬O∗
aφ).

Another direction is to examine a richer framework of temporal logic, such
as a STIT-based or a CTL-based one, which would allow us to provide more
refined definitions of responsibility. From a philosophical perspective it would be
relevant to examine what kind of indeterminism is needed for the very possibility
of responsibility, taking the notion of avoidability as the starting point. Other
directions would include examining various specifically legal concepts, which are
the stock-in-trade of lawyers, and considering applications of our framework for
responsibility attribution in the areas of multi-agent systems and autonomous
vehicles (see, e.g., [9] and [14]).
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and Timo Lang. Daniela Glavaničová was supported by the Slovak Research and
Development Agency under the contract no. APVV-17-0057 and by the grant no.
UK/414/2018. Matteo Pascucci was funded by the WWTF project MA16-028. The
two authors equally contributed to the contents.

References

1. Alchourrón, C.E., Makinson, D.: Hierarchies of regulations and their logic. In:
Hilpinen, R. (ed.) New Studies in Deontic Logic, vol. 152, pp. 125–148. Springer,
Dordrecht (1981). https://doi.org/10.1007/978-94-009-8484-4 5

https://doi.org/10.1007/978-94-009-8484-4_5


Formal Analysis of Responsibility Attribution in a Multimodal Framework 51

2. Baldoni, M., Baroglio, C., Boissier, O., May, K.M., Micalizio, R., Tedeschi, S.:
Accountability and responsibility in agent organizations. In: Miller, T., Oren, N.,
Sakurai, Y., Noda, I., Savarimuthu, B.T.R., Cao Son, T. (eds.) PRIMA 2018. LNCS
(LNAI), vol. 11224, pp. 261–278. Springer, Cham (2018). https://doi.org/10.1007/
978-3-030-03098-8 16

3. Braham, M., Van Hees, M.: Responsibility voids. Philos. Q. 61, 6–15 (2011)
4. Braham, M., Van Hees, M.: An anatomy of moral responsibility. Mind 121, 601–

634 (2012)
5. Cane, P.: Responsibility in Law and Morality. Hart Publishing, Oxford (2002)
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Abstract. In recent years the area of knowledge representation and rea-
soning (KR&R) has witnessed a growing interest in the modelling and
analysis of data-driven/data-centric systems. These are systems in which
the two tenets of data and processes are given equal importance, differ-
ently from traditional approaches whereby the data content is typically
abstracted away in order to make the reasoning task easier. However,
if data-aware systems (DaS) are to be deployed in concrete KR&R sce-
narios, it is key to develop tailored verification techniques, suitable to
account for both data and processes. In this contribution we consider for
the first time to our knowledge the parameterised verification of DaS. In
particular, we prove that – under specific assumptions – this problem is
decidable by computing a suitable cut-off value. We illustrate the pro-
posed approach with a use case from the literature on business process
modelling.

1 Introduction

The ever increasing reliance of AI technologies on data acquisition, manage-
ments, and processing is having a profound impact on the nature and mission
of artificial intelligence itself [28]. In recent years the area of knowledge repre-
sentation and reasoning (KR&R) has witnessed a growing interest in the mod-
elling and analysis of data-driven/data-centric/data-intensive systems [3,15,16].
This paradigm shift towards data-aware systems (DaS) has initiated in the area
of business process modelling (BPM), in response to traditional approaches to
service-oriented computing that typically abstract the data content away to
reduce the complexity of the system description [30]. However, this data content
is often essential to drive a business process. Hence, according to the data-aware
perspective on BPM, the data content and the processes operating on it are seen
as two equally relevant tenets in modelling systems [11,20]. This data-aware
approach has proved fruitful also in applications to areas in KR&R, including
commitments in negotiation [27], planning [9], and service-oriented computing
[14], where processes are often thought of as agents, endowed with their own
goals, plans to achieve them, as well as information about the external environ-
ment [29].
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Yet, if agent-based DaS are to be deployed in concrete KR&R scenarios, it is
key to develop verification techniques, suitable to account for the two tenets of
data and processes. Then, a critical issue in tackling this task lies in the infinite
state space generated by the possibly infinite data content of DaS. Recently,
several contributions have addressed this problem [3,7,10,26], also leading to
the development of open-source toolkits for DaS verification [19,25]. Nonetheless,
we identify a conceptual difficulty with most of the current approaches in the
literature: data-aware systems are typically assumed to contain an actual infinity
of data and to be able to reason about such an actual infinity. For instance, in
[7,10] an infinite quantification domain is part of the system’s description. But
real-life scenarios actually deal only with a finite, possibly unbounded, quantity
of data. Hence, the soundness and applicability of those theoretical results to
concrete DaS scenarios cannot be taken for granted.

To provide an answer to the difficulties pertaining to reasoning about an
actual infinite data domain, in Sect. 2 we introduce parameterised agent-based
DaS (or P-AbDaS) as abstract systems, which are to be coupled with a (finite)
data domain, in order to generate a concrete agent-based DaS (or C-AbDaS).
Hence, differently from [7,10], the same P-AbDaS can be instantiated in possi-
bly infinitely-many C-AbDaS, but all of them are finite. Further, to specify the
behaviour of P-AbDaS we need both temporal operators to describe the system’s
evolution, and first-order features, including quantifiers and relation symbols,
to account for data. Hence, in Sect. 3 we consider a first-order extension of the
computation-tree logic CTL as the specification language for P-AbDaS, and then
define the parameterised model checking problem for this setting, which we show
to be undecidable in general. Then, in Sect. 4 we introduce techniques based on
isomorphisms and finite interpretation that allow – under specific assumptions
– for the existence of a cut-off, that is, a bound on the size of the quantifica-
tion domain above which the truth value of formulas in first-order CTL does
not change. The existence and value of the cut-off allow for a complete model
checking procedure that checks the specification on increasingly larger domains,
up to the cut-off value. We illustrate the formal machinery with a procurement
scenario from the literature on BPM [21]. Finally, we conclude in Sect. 5 by
discussing related work and pointing to future directions of research.

2 Agent-Based Data-Aware Systems

In this section we introduce parameterised agent-based data-aware systems (P-
AbDaS) and define the corresponding model checking problem w.r.t. a first-order
version of the temporal logic CTL. We first present the basic terminology on
databases that is used throughout the paper [1].

Definition 1 (Database schema and instance). A database schema is a
finite set D = {P1/q1, . . . , Pn/qn} of relation symbols P with arity q ∈ N.

Given a countable interpretation domain Y , a D-instance over Y is a map-
ping D associating each relation symbol P to a finite q-ary relation on Y , i.e.,
D(P ) ⊂

fin
Y q.
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By Definition 1 a database instance can be thought of as a finite relational
structure, in line with relational models of databases [1]. We denote the set of
all D-instances on domain Y as D(Y ). The active domain adom(D) of a D-
instance D is the finite set of all elements u ∈ Y occurring in some predicate
interpretation D(P ), that is, adom(D) =

⋃
P∈D{u ∈ Y | 〈u1, . . . , u, . . . , uq〉 ∈

D(P )}. Hereafter, we assume w.l.o.g. that the active domain also includes a
finite set C ⊆ Y of constants, i.e., C ⊆ adom(D). To describe the temporal
evolution of agent-based data-aware systems, we introduce the primed version
of a database schema D as the schema D′ = {P ′

1/q1, . . . , P
′
n/qn}. Then, the

disjoint union D ⊕ D′ of D-instances D and D′ is the (D ∪ D′)-instance such
that (i) (D ⊕ D′)(Pi) = D(Pi), and (ii) (D ⊕ D′)(P ′

i ) = D′(Pi), where D′ is the
primed version of D. Intuitively, D and D′ represent the current and next state
of the system respectively, represented as database instances.

To specify properties of databases, we now recall the syntax of first-order logic
with equality and no function symbols. Let V be a countable set of individual
variables and let a term be any element t ∈ T = V ∪ C .

Definition 2 (FO-formulas). Given a database schema D, the formulas ϕ of
the first-order language LD are defined by the following BNF:

ϕ ::= P (t1, . . . , tq) | t = t′ | ¬ϕ | ϕ → ϕ | ∀xϕ

where P ∈ D, t1, . . . , tq is a q-tuple of terms, and t, t′ are terms.

We define the free and bound variables in a formula ϕ as standard, and write
ϕ(x) to denote that the free variables of ϕ are among x1, . . . , xn.

To interpret first-order formulas on database instances, we introduce assign-
ments as functions σ : T → Y from terms to elements in Y . We denote by σx

u the
assignment such that (i) σx

u(x) = u; and (ii) σx
u(x′) = σ(x′) for every x′ �= x.

Also, we assume a Herbrandian interpretation of constants, that is, σ(c) = c for
all c ∈ C .

Definition 3 (Satisfaction of FO-formulas). Given a D-instance D, an
assignment σ, and an FO-formula ϕ ∈ LD, we inductively define whether D
satisfies ϕ under σ, or (D,σ) |= ϕ, as follows:

(D,σ) |= P (t1, . . . , tq) iff 〈σ(t1), . . . , σ(tq)〉 ∈ D(P )
(D,σ) |= t = t′ iff σ(t) = σ(t′)
(D,σ) |= ¬ϕ iff (D,σ) �|= ϕ
(D,σ) |= ϕ → ϕ′ iff (D,σ) �|= ϕ or (D,σ) |= ϕ′

(D,σ) |= ∀xϕ iff for all u ∈ adom(D), (D,σx
u) |= ϕ

A formula ϕ is true in D, or D |= ϕ, iff (D,σ) |= ϕ for all assignments σ.

Notice that we adopt an active domain semantics, where quantifiers range
over the active domain adom(D) of D. This is a standard assumption in database
theory [1]. Hereafter, we often write (D,u) |= ϕ whenever x are all the free
variables in ϕ and σ(x) = u. In particular, the satisfaction of a formula only
depends on its free variables.
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We now introduce a notion of agent whose local information state is rep-
resented as a relational database. In particular, inspired by the literature in
KR&R and BPM on the specification of agent actions in terms of pre- and
post-conditions [2,3,21], we introduce the notion of action type.

Definition 4 (Action Type). An action type is an expression α(x) ::=
g(x) � ef (x), where:

– guard g is an FO-formula with free variables x;
– effect ef is an expression built according to the BNF:

ef ::= add(P,x) | del(P,x) | ef ; ef | ef ∪ ef

where, intuitively, add(P,x) is the insertion of tuple x in relation P , del(P,x)
is the deletion of x from P , ef ; ef is the sequential composition, and ef ∪ ef
is the non-deterministic choice.

We now introduce a set Ag of agents, operating on databases, each of them
defined as follows:

Definition 5 (Agent). An agent is a tuple i = 〈Di, Acti〉, where

– Di is the local database schema;
– Acti is the finite set of action types α(x), whose guards and effects are built

over Di.

Intuitively, by Definition 5 we assume that at each moment agent i is in
some local state D ∈ Di(Y ) that represents all the information she has about
the global state of the system. In this respect we follow the typical approach
to agent-based systems [17,31], but here we require that this information is
structured as a database. Further, each agent has her own database schema Di,
but the same relation symbol might appear in several schemas.

As we are interested in the interactions of agents among themselves and with
the external environment, we introduce their synchronous composition.

Definition 6 (Parameterised AbDaS). A parameterised agent-based data-
aware system (or P-AbDaS) is a finite set Ag of agents defined as in Definition 5.

To endow a P-AbDaS with a data content, thus obtaining a concrete Ab-DaS,
we consider an infinite, countable interpretation domain Y, which intuitively
represents these data.

Definition 7 (Concrete AbDaS). A concrete agent-based data-aware sys-
tem (or C-AbDaS) is a tuple P = (Ag, Y ), where (i) Ag is a P-AbDaS; and (ii)
Y ⊇ C is a finite subset of Y.

Notice that, differently from [7,10], we do not assume an actual infinity of
elements in our models: each C-AbDaS only contains a finite set Y of elements.
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However, in general we can obtain infinitely many C-AbDaS based on the same
P-AbDaS, build on different domains Y ⊂

fin
Y.

We now introduce some technical notions that will be used in the rest of the
paper. Given a C-AbDaS P = (Ag, Y ), the (global) states of P are tuples s ∈
S =

∏
i∈Ag Di(Y ), whereas joint actions α(u) ∈ ACT (Y ) =

∏
i∈Ag Acti(Y ) take

values u from domain Y . Observe that every global state s = 〈D0, . . . , Dn〉 ∈ S
can be thought of as a database instance on the global database schema D =⋃

i∈Ag Di such that s(P ) =
⋃

i∈Ag Di(P ), for every P ∈ D. Then, we set si as
the restriction of s to the relation symbols in Di. That is, we assume that each
agent has a truthful, yet partial, view of the global database D, since in general
Di is a subset of D.

Further, the transition relation τ : S × ACT (Y ) → 2S is defined such that
t = 〈D′

0, . . . , D
′
n〉 ∈ τ(s, α(u)) iff for every i ∈ Ag, (si,u) |= gi, i.e., all guards are

satisfied and the corresponding joint action is enabled, and applying the effects
ef i(u). Specifically, if ef i = add(P,x) (resp. del(P,x)), then D′

i is obtained from
Di by performing the corresponding insertion (resp. deletion) in P with values
u. If ef i = ef ′

i; ef
′′
i , then ti is obtained from si by applying first the effects in

ef ′
i, and then ef ′′

i . Similarly for ef i = ef ′
i ∪ ef ′′

i .
Finally, we introduce the successor relation → on global states such that

s → t if there exists α(u) ∈ ACT (Y ) such that s
α(u)−−−→ t, i.e., t ∈ τ(s, α(u)). A

run r from state s is an infinite sequence s0 → s1 → . . ., with s0 = s. For n ∈ N,
we define r(n) = sn. Hereafter we assume that the relation → is serial. This
can be ensured by using skip actions. Notice that, in what follows we restrict
the set of global states as the set of reachable states only. The disjoint union
⊕ is extended to global states in a pointwise manner: for s = 〈D0, . . . , Dn〉 and
s′ = 〈D′

0, . . . , D
′
n〉, we define s ⊕ s′ as 〈D0 ⊕ D′

0, . . . , Dn ⊕ D′
n〉.

Example 1. To illustrate the formal machinery introduced thus far, we present a
business process inspired by a concrete IBM customer use case [21]. The order-to-
cash business process specifies the interactions of three agents in an e-commerce
situation relating to the purchase and delivery of a product: a manufacturer
m, a customer c, and a supplier s. The process begins when c prepares and
submits to m a purchase order (PO), i.e., a list of products c requires (action
createPO()). Upon receiving a PO, m prepares a material order (MO), i.e., a list
of components needed to assemble the requested products (action createMO()).
Then, m forwards to s the relevant material order. Upon receiving an MO, s can
either accept or reject it (actions acceptMO() and rejectMO()). In the former
case she proceeds to deliver the requested components to m (action shipMO()).
In the latter, she notifies m of her rejection. If an MO is rejected, m deletes it
and then prepares and submits a new MO (action deleteMO()). Upon delivery of
the components (action receiveMO()), m assembles the product and, provided
the order has been paid for (action payPO()), delivers it to c (action shipPO()).

We can encode the order-to-cash business process as a P-AbDaS, where the
data model is represented by means of database schemas, whose evolution is
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determined by an appropriate set of actions types. Formally the three agents
can be defined as follows:

– Ac = 〈Dc, Actc〉, where
• Dc{Products(prod code, budget), PO(id, prod code, offer, status)};
• Actc = {createPO(id, code), payPO(id), deletePO(id)};

– Am = 〈Dm, Actm〉, where
• Dm={PO(id, prod code, offer, status),MO(id, prod code, price, status)};
• Actm={createMO(id, price),receiveMO(id),deleteMO(id),shipPO(id)};

– As = 〈Ds, Acts〉, where
• Ds = {Materials(mat code, cost),MO(id, prod code, price, status)};
• Acts = {acceptMO(id), rejectMO(id), shipMO(id)}.

In Table 1 we provide the detailed action types for all agents in the use case.
As an example, according to action type createPO() (item (1.a)), the customer
can create a purchase order with a designed id only if there exists a product
with the same id. Further, by using createMO() the manufacturer can create a
material order with a designed id if MO does not contain a tuple with same id
in preparation status (item (2.a)).

Table 1. The list of actions in the order-to-cash scenario.

The actions of customer c:

1. createPO(id, code) ::=Products(code, x) ∧ ¬∃zPO(id, code, z, submitted) �
add(PO(id, code, x, submitted))

2. payPO(id) ::= (PO(id, x, y, prepared) ∧ PO(id, x, y′, submitted) ∧ y = y′) �
del(PO(id, x, y, submitted)); add(PO(id, x, y, paid))

3. deletePO(id) ::=PO(id, x, y, shipped) � del(PO(id, x, y, paid))

The actions of manufacturer m:

1. createMO(id, price) ::= (PO(id, x, offer, submitted) ∧ ¬∃zMO(id, z, price, preparation)) �
add(MO(id, x, price, preparation))

2. receiveMO(id) ::=MO(id, x, y, shipped) �
del(MO(id, x, y, preparation)); add(MO(id, x, y, received)); add(PO(id, x, y, prepared))

3. deleteMO(id) ::=MO(id, x, y, rejected) � del(MO(id, x, y, preparation))

4. shipPO(id) ::=PO(id, x, y, paid) � del(PO(id, x, y, prepared)); add(PO(id, x, y, shipped))

The actions of supplier s:

1. acceptMO(id) ::=MO(id, code, y, preparation) ∧ ¬∃zMO(id, code, z, accepted) ∧
Materials(code, y) � add(MO(id, code, y, accepted))

2. rejectMO(id) ::=MO(id, code, y, preparation) ∧ ¬∃zMO(id, code, z, rejected) ∧
¬Materials(code, y) � add(MO(id, code, y, rejected))

3. shipMO(id) ::=MO(id, x, y, accepted) � del(MO(id, x, y, accepted)); add(MO(id, x, y, shipped))

3 The Verification of AbDaS

In this section we introduce the specification language for AbDaS and the cor-
responding model checking problem. We recall that we consider a set V of indi-
vidual variables and a set C of individual constants. The terms t1, t2, . . . in T
are either variables in V or constants in C .
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Definition 8 (FO-CTL). The FO-CTL formulas ϕ over a database schema
D are defined as follows, where P ∈ D:

ϕ ::= P (t1, . . . , tq) | ¬ϕ | ϕ → ϕ | ∀xϕ | AXϕ | AϕUϕ | EϕUϕ

The language FO-CTL is a first-order extension of the propositional temporal
logic CTL. The temporal formulas AXϕ and AϕUϕ′ (resp. EϕUϕ′) are read as
“for all runs, at the next step ϕ” and “for all runs (resp. some run), ϕ until
ϕ′”. Given a formula ϕ, we denote the set of free and all variables as fr(ϕ) and
var(ϕ) respectively, and introduce formulas EXϕ, AFϕ, AGϕ, EFϕ, and EGϕ
as standard.

We now interpreted FO-CTL on concrete agent-based data-aware systems.

Definition 9 (Semantics of FO-CTL). We define whether a C-AbDaS P
satisfies a formula ϕ in a state s according to assignment σ, or (P, s, σ) |= ϕ,
as follows:

(P, s, σ) |= P (t) iff 〈σ(t1), . . . , σ(tq)〉 ∈ s(P )
(P, s, σ) |= t = t′ iff σ(t) = σ(t′)
(P, s, σ) |= ¬ϕ iff (P, s, σ) �|= ϕ
(P, s, σ) |= ϕ → ϕ′ iff (P, s, σ) �|= ϕ or (P, s, σ) |= ϕ′

(P, s, σ) |= ∀xϕ iff for all u ∈ adom(s), (P, s, σx
u) |= ϕ

(P, s, σ) |= AXϕ iff for all r, if r(0) = s then (P, r(1), σ) |= ϕ
(P, s, σ) |= AϕUϕ′ iff for all r, if r(0) = s then there is k ≥ 0 s.t. (P, r(k), σ) |= ϕ′,

and for all j, 0 ≤ j < k implies (P, r(j), σ) |= ϕ
(P, s, σ) |= EϕUϕ′ iff for some r, r(0) = s and there is k ≥ 0 s.t. (P, r(k), σ) |= ϕ′,

and for all j, 0 ≤ j < k implies (P, r(j), σ) |= ϕ

A formula ϕ is true at state s, or (P, s) |= ϕ, if (P, s, σ) |= ϕ for all assignments
σ; ϕ is true in C-AbDaS P, or P |= ϕ, if (P, s) |= ϕ for every s ∈ S. Finally,
Ag |= ϕ iff (Ag, Y ) |= ϕ for all Y ⊂

fin
Y.

Again, in Definition 9 we adopt an active domain semantics, whereby quan-
tifiers range over the active domain adom(s) of s.

Finally, we present the model checking problem for P-AbDaS with respect
to the specification language FO-CTL.

Definition 10 (Parameterised Model Checking). Given a P-AbDaS Ag,
an infinite domain Y, and an FO-CTL formula ϕ, determine whether Ag |= ϕ.

Notice that the parameterised model checking problem requires in principle
to check an infinite number of C-AbDaS built on the same P-AbDaS. Indeed,
model checking P-AbDaS is undecidable in general: we remark without proof that
P-AbDaS are expressive enough to encode Turing machines, and reachability of
a halting state can then be expressed in FO-CTL similarly to [7,15]. Hence, it
is of interest to investigate semantic restrictions on P-AbDaS that allow for a
decidable model checking problem.

To this end, a key notion to decide parameterised model checking in general
is the cut-off:
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Definition 11 (Cut-off). A natural number n ∈N is a cut-off for P-AbDaS
Ag and formula φ iff for all finite subsets Y ⊇ C , Y ′ ⊇ C of Y, if |Y | = n and
|Y ′| ≥ |Y |, then (Ag, Y ) |= φ iff (Ag, Y ′) |= φ.

Note that, in Definition 11 we suppose |Y ′| ≥ |Y | without considering that
|Y | is a subset of |Y ′|. This is because we define the set of constants C to be
in both |Y | and |Y ′|, and for this reason the intersection between |Y ′| and |Y |
cannot be empty.

The existence of the cut-off allows us to decide verification by checking all
C-AbDaS up to size |n|, of which there exist finitely many instances. We devote
the rest of the paper to finding sufficient condition for the existence of cut-offs.

We conclude this section by elaborating on Example 1.

Example 2. We can investigate properties of the order-to-cash business process
by using specifications in FO-CTL. For instance, the following formula intuitively
specifies that each material order MO has to match a corresponding purchase
order PO:

AG ∀id, pc (∃pr, s MO(id, pc, pr, s) → ∃o, s′PO(id, pc, o, s′))

The next specification states that given a material order MO, it can be the
case that eventually the corresponding PO will be shipped.

AG ∀id, pc (∃pr, s MO(id, pc, pr, s) → EF ∃o PO(id, pc, o, shipped))

Hereafter we develop techniques to model check specifications in FO-CTL
like the ones above.

4 Finding Cut-Offs

In this section we introduce model-theoretic notions that will be used to tackle
the parameterised model checking problem for P-AbDaS. In particular, we recall
some notions in [7].

Definition 12 (Isomorphism). Two database instances D ∈ D(Y ′), D′ ∈
D(Y ) are isomorphic, or D � D′, iff there exists a bijection ι : adom(D) →
adom(D′) s.t.:

(i) ι is the identity on the constants in C ;
(ii) for all P ∈ D, u ∈ Y q, u ∈ D(P ) iff ι(u) ∈ D′(P ).

When the above is the case, we say that ι is a witness for D � D′. Moreover, two
global states s = 〈D0, . . . , Dn〉 ∈ S and s′ = 〈D′

0, . . . , D
′
n〉 ∈ S′ are isomorphic,

or s � s′, iff there exists a bijection ι : adom(s) → adom(s′) such that for every
j ∈ Ag, ι is a witness for Dj � D′

j.
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By Definition 12 isomorphisms preserve the interpretation of constants as well
as of predicates up to renaming of terms. Obviously, isomorphisms are equiva-
lence relations. Given a function f : Y → Y ′ defined on adom(s), f(s) denotes
the instance in D(Y ′) obtained from s by renaming each u ∈ adom(s) as f(u).
If f is also injective (thus invertible) and the identity on C , then f(s) � s.

While isomorphic states share the same relational structure, two isomorphic
states do not necessarily satisfy the same FO-formulas as satisfaction depends
also on the values assigned to free variables. To account for this, we introduce
the following notion.

Definition 13 (Equivalent assignments). Given states s ∈ S and s′ ∈ S′,
and a set V ′ ⊆ V of variables, assignments σ : T → Y and σ′ : T → Y ′ are
equivalent for V ′ w.r.t. s and s′ iff there exists a bijection γ : adom(s)∪σ(V ′) →
adom(s′) ∪ σ′(V ′) such that:

(i) γ|adom(s) is a witness for s � s′;
(ii) σ′|V ′ = γ;σ|V ′ , where ; is function composition.

By Definition 13 equivalent assignments preserve both the (in)equalities of
the terms in s, s′ up to renaming. Clearly, the existence of equivalent assignments
implies that s, s′ are isomorphic. We say that two assignments are equivalent for
an FO-CTL formula ϕ, omitting states s and s′ when clear from the context, if
these are equivalent for the free variables fr(ϕ) in ϕ.

We now state the following standard result in first-order (non-modal) logic,
i.e., isomorphic states satisfy exactly the same FO-formulas, when interpreted
with equivalent assignments [1].

Proposition 1. Given isomorphic states s ∈ S and s′ ∈ S′, an FO-formula ϕ,
and assignments σ and σ′ equivalent for ϕ, we have that

(s, σ) |= ϕ iff (s′, σ′) |= ϕ

An immediate consequence of Proposition 1 is that isomorphic states cannot
be distinguished by FO-sentences. In the rest of the section we show how iso-
morphisms can actually be used to prove the preservation of the whole FO-CTL.
Notice that this is in marked contrast with similar results in the literature [3,7],
which need to assume some notion of (bi)simulation on the underlying tran-
sitions systems. Nothing similar is required here, we show that isomorphisms
suffice. More specifically, in [7] the requirement of uniformity was put forward
as a sufficient condition for bisimilar systems to satisfy the same formulas in
FO-CTL. We now show that C-AbDaS satisfy uniformity unrestrictedly.

Lemma 1 (Uniformity). All C-AbDaS P, P ′ are uniform, that is, for every
s, t ∈ S, s′ ∈ S′, t′ ∈ D(Y ), if t ∈ τ(s, α(u)) and s⊕ t � s′ ⊕ t′ for some witness
ι, then for every constant-preserving bijection ι′ that extends ι to u, we have
that t′ ∈ τ(s′, α(ι′(u))).
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Proof. For illustration, we consider the case in which there is only one agent,
i.e., α(u) = g(u) � ef(u). First of all, notice that if s⊕ t � s′ ⊕ t′ then for every
bijection ι′ extending ι to u, we have that (s,u) |= g(x) iff (s, ι′(u)) |= g(x) by
Proposition 1. Hence, action α(u) is enabled in s iff α(ι′(u)) is enabled in s′.

Now we prove by induction on the structure of ef(u) that t′ can be obtained
by applying effects ef(ι′(u)) to s′, and therefore t′ ∈ τ(s′, α(ι′(u))). For the
base of induction, consider ef(u) = add(P,u). Then, t differs from s only for
tuple u possibly added to the interpretation of P . Since s ⊕ t � s′ ⊕ t′, also
t′ differs from s′ only for tuple ι′(u) added to the interpretation of P , and
therefore t′ ∈ τ(s′, α(ι′(u))). As regards the base case for ef(u) = del(P,u),
t differs from s only for tuple u possibly deleted from the interpretation of P .
Since s ⊕ t � s′ ⊕ t′, again t′ differs from s′ only for tuple ι′(u) deleted from the
interpretation of P , and therefore t′ ∈ τ(s′, α(ι′(u))).

As for the inductive case for ef(u) = ef1(u1) ∪ ef2(u2), then t is obtained
from s by applying either the effects in ef1(u1) or in ef2(u2). Then, by induc-
tion hypothesis, t′ can be obtained from s′ by applying either the effects in
ef1(ι′(u1)) or in ef2(ι′(u2)), which is tantamount to ef(ι′(u)). Finally, for
ef(u) = ef1(u1); ef2(u2), t is obtained from s by applying first the effects in
ef1(u1) and then ef2(u2). Then, by induction hypothesis, t′ can be obtained
from s′ by applying first the effects in ef1(ι′(u1)) and then ef2(ι′(u2)), which is
tantamount to ef(ι′(u)).

Intuitively, the notion of uniformity in Lemma 1 captures the idea that
actions take into account and operate only on the relational structure of states,
irrespective of the actual data they contain. Because of this, uniformity has
been compared to the notion of genericity in database theory, whereby in spe-
cific cases the answer to a query depends only on the structure of the database
[1]. Actually, the result in Lemma 1 is stronger that the notion of uniformity in
[7], which is restricted to states belonging to the same system. We are able to
prove a stronger result, as we consider C-AbDaS built on the same P-AbDaS
and therefore sharing the same actions, which is not the case in [7].

We now demonstrate some auxiliary lemmas that will be used in proving
the main preservation result (Theorem 2). The first two guarantee that under
appropriate conditions on the cardinality of the interpretation domains, equiv-
alent assignments are preserved by the isomorphism relation. Hereafter we set
NAg =

∑
i∈Agmaxα(x)∈Acti{|x|}, i.e., NAg is the sum of the maximum num-

ber of parameters contained in the action types of each agent in Ag; whereas
P = (Ag, Y ) and P ′ = (Ag, Y ′) are C-AbDaS defined on the same P-AbDaS Ag.

Lemma 2. Consider C-AbDaS P and P ′ defined on the same P-AbDaS Ag,
isomorphic states s ∈ S and s′ ∈ S′, an FO-CTL formula ϕ, and assignments
σ and σ′ equivalent for ϕ w.r.t. s and s′. For every t ∈ S such that s → t, if
|Y ′| ≥ |adom(s) ∪ σ(fr(ϕ))| + NAg, then there exists t′ ∈ S′ such that s′ → t′,
t � t′, and σ and σ′ are equivalent for ϕ w.r.t. t and t′.
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Proof. First of all, let γ be a bijection witnessing that σ and σ′ are equivalent
for ϕ w.r.t. s and s′, and suppose that t ∈ τ(s,α(u)) for some joint action α(u).
Now define Dom(j) .= adom(s) ∪ σ(fr(ϕ)) ∪ u, and partition it into:

– Dom(γ) .= adom(s) ∪ σ(fr(ϕ));
– Dom(ι′) .= u \ Dom(γ).

Let ι′ : Dom(ι′) → Y ′ \ Im(γ) be an invertible total function. Observe that
|Im(γ)| = |adom(s′) ∪ σ′(fr(ϕ))| = |adom(s) ∪ σ(fr(ϕ))|, thus from the fact
that |Y ′| ≥ |adom(s) ∪ σ(fr(ϕ))|+NAg, we have that |Y ′ \ Im(γ)| ≥ |Dom(ι′)|,
which guarantees the existence of ι′.

Next, define j : Dom(j) → Y ′ as follows:

j(u) =
{

γ(u), if u ∈ Dom(γ)
ι′(u), if u ∈ Dom(ι′)

Clearly, j is invertible. In particular, j is a witness for s ⊕ t � s′ ⊕ t′, for
t′ = j(t). In particular, since t ∈ τ(s,α(u)), by uniformity we obtain that
t′ ∈ τ(s′,α(j(u))). Thus, s′ → t′. Finally, by construction of t′, σ and σ′ are
equivalent for ϕ w.r.t. t and t′. ��

The proof of Lemma 2 relies crucially on P and P ′ being uniform. Moreover,
since P and P ′ are defined on the same P-AbDaS Ag, we do not need to assume
that P and P ′ are bisimilar, as it is the case in [7, Lemma 3.9] for instance.

Then, Lemma 2 generalises to runs.

Lemma 3. Consider C-AbDaS P and P ′ defined on the same P-AbDaS Ag,
isomorphic states s ∈ S and s′ ∈ S′, an FO-CTL formula ϕ, and two assign-
ments σ and σ′ equivalent for ϕ w.r.t. s and s′. For every run r of P, if r(0) = s
and for all i ≥ 0, |Y ′| ≥ |adom(r(i)) ∪ σ(fr(ϕ))| + NAg, then there exists a run
r′ of P ′ such that for all i ≥ 0:

(i) r′(0) = s′;
(ii) r(i) � r′(i);
(iii) σ and σ′ are equivalent for ϕ w.r.t. r(i) and r′(i).

Proof. Let r be a run satisfying the lemma’s hypothesis. We inductively build
r′ and show that the conditions (i)–(iii) are satisfied. For i = 0, let r′(0) = s′.
By hypothesis, r is such that |Y ′| ≥ |adom(r(0)) ∪ σ(fr(ϕ))|+NAg. Thus, since
r(0) → r(1), by Lemma 2 there exists t′ ∈ S′ such that r′(0) → t′, r(1) � t′, and
σ and σ′ are equivalent for ϕ w.r.t. r(1) and t′. Let r′(1) = t′.

The case for i > 0 is similar. Assume that r(i) � r′(i) and σ and σ′ are equiv-
alent for ϕ w.r.t. r(i) and r′(i). Since r(i) → r(i + 1) and |Y ′| ≥ |adom(r(i)) ∪
σ(fr(ϕ))| + NAg, by Lemma 2 there exists t′ ∈ S′ such that r′(i) → t′, σ and σ′

are equivalent for ϕ w.r.t. r(i + 1) and t′, and r(i + 1) � t′. Let r′(i + 1) = t′. It
is clear that r′ is a run in P ′.

Again, Lemma 3 differs from similar results in the literature (e.g., [7,
Lemma 3.10]) as we do not need to assume that P and P ′ are bisimilar.

By Lemma 3 we can prove that, for sufficiently large domains, FO-CTL
formulas cannot distinguish isomorphic C-AbDaS built on the same P-AbDaS.
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Theorem 1. Consider C-AbDaS P and P ′ defined on the same P-AbDaS Ag,
isomorphic states s ∈ S and s′ ∈ S′, an FO-CTL formula ϕ, and two assign-
ments σ and σ′ equivalent for ϕ w.r.t. s and s′. If

1. for every run r such that r(0) = s, for all k ≥ 0 we have |Y ′| ≥ |adom(r(k))∪
σ(fr(ϕ))| + |var(ϕ) \ fr(ϕ)| + NAg;

2. for every run r′ such that r′(0) = s′, for all k ≥ 0 we have |Y | ≥
|adom(r′(k)) ∪ σ′(fr(ϕ))| + |var(ϕ) \ fr(ϕ)| + NAg;

then (P, s, σ) |= ϕ iff (P ′, s′, σ′) |= ϕ.

Proof. The proof is by induction on the structure of ϕ. We prove that if
(P, s, σ) |= ϕ then (P ′, s′, σ′) |= ϕ. The other direction can be proved analo-
gously. The base case for atomic formulas follows by Proposition 1. The inductive
cases for propositional connectives are immediate and thus omitted.

For ϕ ≡ ∀xψ, assume that x ∈ fr(ψ) (otherwise consider ψ, and the cor-
responding case), and no variable is quantified more than once (otherwise we
can rename variables w.l.o.g.). Let γ be a bijection witnessing that σ and σ′

are equivalent for ϕ w.r.t. s and s′. For u ∈ adom(s), consider the assign-
ment σx

u. By definition, γ(u) ∈ adom(s′), and σ′x
γ(u) is well-defined. Note that

fr(ψ) = fr(ϕ) ∪ {x}; so σx
u and σ′x

γ(u) are equivalent for ψ w.r.t. s and s′.
Moreover, |σx

u(fr(ψ))| = |σ(fr(ϕ))| + 1. The same considerations apply to
σ′. Further, |var(ψ) \ fr(ψ)| = |var(ϕ) \ fr(ϕ)| − 1, as var(ψ) = var(ϕ),
fr(ψ) = fr(ϕ) ∪ {x}, and x /∈ fr(ϕ). Thus, both hypotheses (1) and (2)
remain satisfied if we replace ϕ with ψ, σ with σx

u, and σ′ with σ′x
γ(u). Therefore,

by the induction hypothesis, if (P, s, σx
u) |= ψ then (P ′, s′, σ′x

γ(u)) |= ψ. Since
u ∈ adom(s) is generic and γ is a bijection, the result follows.

For ϕ ≡ AXψ, assume by contraposition that (P ′, s′, σ′) �|= ϕ. Then,
there exists a run r′ such that r′(0) = s′ and (P ′, r′(1), σ′) �|= ψ. Since
|var(ϕ) \ fr(ϕ)| ≥ 0, by Lemma 3, there exists a run r such that r(0) = s, and for
all i ≥ 0, r(i) � r′(i) and σ and σ′ are equivalent for ψ w.r.t. r(i) and r′(i). Since r
is a run such that r(0) = s, it satisfies hypothesis (1). Moreover, the same hypoth-
esis is necessarily satisfied by all the runs r′′ such that for some i ≥ 0, r′′(0) = r(i)
(otherwise, the run r(0) → · · · → r(i) → r′′(1) → r′′(2) → · · · would not sat-
isfy the hypothesis for r); the same considerations apply w.r.t hypothesis (2)
and for all the runs r′′′ such that r′′′(0) = r′(i), for some i ≥ 0. In particular,
these hold for i = 1. Thus, we can inductively apply the hypothesis, by replacing
s with r(1), s′ with r′(1), and ϕ with ψ (observe that var(ϕ) = var(ψ) and
fr(ϕ) = fr(ψ)). But then we obtain (P, r(1), σ) �|= ψ, thus (P, r(0), σ) �|= AXψ.

For ϕ ≡ EψUφ, assume that the only variables common to ψ and φ occur
free in both formulas (otherwise rename quantified variables w.l.o.g.). Let r be
a run such that r(0) = s, and there exists k ≥ 0 such that (P, r(k), σ) |= φ,
and (P, r(j), σ) |= ψ for 0 ≤ j < k. By Lemma 3 there exists a run r′ such
that r′(0) = s′ and for all i ≥ 0, r′(i) � r(i) and σ and σ′ are equivalent for ϕ
w.r.t. r′(i) and r(i). From each bijection γi witnessing that σ and σ′ are equiv-
alent for ϕ w.r.t. r′(i) and r(i), define the bijections γi,ψ = γi|adom(r(i))∪σ(fr(ψ))
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and γi,φ = γi|adom(r(i))∪σ(fr(φ)). Since fr(ψ) ⊆ fr(ϕ), fr(φ) ⊆ fr(ϕ), it can be
seen that γi,ψ and γi,φ witness that σ and σ′ are equivalent for respectively ψ
and φ w.r.t. r′(i) and r(i). By the same argument used for the AX case above,
hypothesis (1) holds for all the runs r′′ such that r′′(0) = r(i), for some i ≥ 0, and
hypothesis (2) holds for all the runs r′′′ such that r′′′(0) = r′(i). Now observe
that |σ(fr(φ))|, |σ(fr(ψ))| ≤ |σ(fr(ϕ))|. Moreover, by the assumption on the
common variables of ψ and φ, (var(ϕ) \ fr(ϕ)) = (var(ψ) \ fr(ψ)) � (var(φ) \
fr(φ)), thus |var(ϕ) \ fr(ϕ)| = |(var(ψ) \ fr(ψ)| + |(var(φ) \ fr(φ)|, hence
|(var(ψ) \ fr(ψ)|, |(var(φ) \ fr(φ)| ≤ |var(ϕ) \ fr(ϕ)|. Therefore hypotheses (1)
and (2) hold also with ϕ uniformly replaced by either ψ or φ. Then, the induc-
tion hypothesis applies for each i, by replacing s with r(i), s′ with r′(i), and ϕ
with either ψ or φ. Thus, for each i, (P, r(i), σ) |= ψ iff (P ′, r′(i), σ′) |= ψ, and
(P, r(i), σ) |= φ iff (P ′, r′(i), σ′) |= φ. Therefore, r′ is a run such that r′(0) = s′,
(P ′, r′(k), σ′) |= φ, and for every j, 0 ≤ j < k implies (P ′, r′(j), σ′) |= ψ, i.e.,
(P ′, s′, σ′) |= EψUφ.

For ϕ ≡ AψUφ, assume by contraposition that (P ′, s′, σ′) �|= ϕ. Then, there
exists a run r′ such that r′(0) = s′ and for every k ≥ 0, either (P ′, r′(k), σ′) �|= φ
or there exists j such that 0 ≤ j < k and (P ′, r′(j), σ′) �|= ψ. By Lemma 3 there
exists a run r such that r(0) = s, and for all i ≥ 0, r(i) � r′(i) and σ and σ′

are equivalent for ϕ w.r.t. r(i) and r′(i). Similarly to the case of EψUφ, it can
be shown that σ and σ′ are equivalent for ψ and φ w.r.t. r(i) and r′(i), for all
i ≥ 0. Further, assuming w.l.o.g. that all variables common to ψ and φ occur free
in both formulas, it can be shown, as in the case of EψUφ, that the induction
hypothesis holds on every pair of runs obtained as suffixes of r and r′, starting
from their i-th state, for every i ≥ 0. Thus, (P, r(i), σ) |= ψ iff (P ′, r′(i), σ′) |= ψ,
and (P, r(i), σ) |= φ iff (P ′, r′(i), σ′) |= φ. But then r is such that r(0) = s and
for every k ≥ 0, either (P, r(k), σ) �|= φ or there exists j such that 0 ≤ j < k and
(P, r(j), σ) �|= ψ, that is, (P, s, σ) �|= AψUφ.

We can now immediately extend Theorem 1 to the model checking problem
for C-AbDaS.

Theorem 2. Consider C-AbDaS P and P ′ defined on the same P-AbDaS Ag,
and an FO-CTL formula ϕ. If

1. |Y ′| ≥ maxs∈S |adom(s)| + |var(ϕ)| + NAg;
2. |Y | ≥ maxs′∈S′ |adom(s′)| + |var(ϕ)| + NAg;

then P |= ϕ iff P ′ |= ϕ.

Proof. Equivalently, we prove that if (P, s0, σ) �|= ϕ for some σ, then there exists
a σ′ s.t. (P ′, s′

0, σ
′) �|= ϕ, and viceversa. To this end, observe that hypotheses (1)

and (2) imply, respectively, hypotheses (1) and (2) of Theorem 1. Further, notice
that, by cardinality considerations, given the assignment σ : T → Y , there
exists an assignment σ′ : T → Y ′ such that σ and σ′ are equivalent for ϕ
w.r.t. s0 and s′

0. Thus, by applying Theorem 1 we have that if there exists an
assignment σ such that (P, s0, σ) �|= ϕ, then there exists an assignment σ′ such
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that (P ′, s′
0, σ

′) �|= ϕ. The converse can be proved analogously, as the hypotheses
are symmetric.

Theorem 2 shows that P-AbDaS Ag can in principle be verified by assum-
ing an interpretation domain of suitable size. Notice again that, since P and P ′

are defined on the same P-AbDaS Ag, differently from [7] we do not require
any notion of bisimulation. Moreover, if we are able to bound the quantity
maxs∈S |adom(s)| across Ag, then we obtain a cut-off value. These considera-
tions motivate the following definition.

Definition 14 (Bounded P-AbDaS). A P-AbDaS Ag is b-bounded, for b ∈ N,
if for all C-AbDaS P based on Ag, for all reachable states s ∈ S, |adom(s)| ≤ b.

Boundedness can be justified in terms of the underlying implementation of
a P-AbDaS. Indeed, in the order-to-cash scenarios it is likely that there is a
maximum number of purchase orders that the manufacturer can deal with at
any single time. By assuming boundedness, next result follows from Theorem 2.

Theorem 3. Consider a b-bounded P-AbDaS Ag over an infinite interpretation
domain Y. Then, n = b + k + NAg is a cut-off for all formulas with at most k
variables.

By Theorem 3 to decide whether a specification ϕ is true in a bounded P-
AbDaS Ag, we can check the corresponding C-AbDaS P based on increasingly
bigger domains Y ⊂

inf
Y, until we hit |Y | = b + var(ϕ) + NAg. If formula ϕ is

true in all iteration, we can then conclude that ϕ is true in Ag.

Discussion. The assumption of boundedness to obtain decidability may appear
restrictive. However, notice that in most implementation of data-aware systems,
the bound is set by the system’s specification in terms of memory. That is, we can
safely assume that our system will never contain more than a certain amount of
data, however large it can be, and use this bound to verify properties of interest.
Unfortunately, the problem of deciding whether a system is b-bounded, for some
b ∈ N, is undecidable in general. Some restrictions on the specification of actions
to obtain bounded systems have been explored in [3].

We conclude this section by elaborating on our running example.

Example 3. Consider again the order-to-cash scenario and suppose that the cus-
tomer can request at most 5 products for each purchase order and the manufac-
turer can request at most 10 materials to the supplier. Note that, in principle
the number of products could be infinite. Further, the total number of prod-
ucts and the total number of materials are both 20. So, we can fix a bound
b = 5 · 4 + 10 · 4 + 20 · 2 + 20 · 2 = 140, and notice that the FO-CTL specifica-
tions in Example 2 contain at most 6 variables. Then, the value for the cut-off
is n = 146 + NAg. Since the maximum number of parameters for the customer
and the manufacturer is 2 and for the supplier is 1, then n = 146 + 5 = 151 is
the total cut-off. As a result, to verify the FO-CTL specifications in Example 2
it is sufficient to model check them on C-AbDaS of domain size |Y | = 151.
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5 Related Work and Conclusions

Amongst the first contributions to consider the verification of data-aware systems
we mention [8,18]. This direction was then developed in [12,15], which apply
syntactic restrictions on the system description and the specification language
in order to obtain decidability. Closely related to the present contribution are
[3,7,10], where sufficient conditions for decidable model checking of data-centric
dynamic systems are given. Results on the verification of DaS have also appeared
in [5,6,13], and then applied to the monitoring of commitments [27] and plan
synthesis [9]. While we acknowledge the contribution of these works, there are
two important differences in our approach w.r.t. the state of the art. Firstly, we
here considered the parameterised model checking problem, where each system
is parametric w.r.t. a finite, possibly different, interpretation domain; whereas in
the references above each system carries its own infinite interpretation domain.
Secondly, because of this technical shift, instead of introducing notions of bisim-
ilarity to obtain finite abstractions [7], we rather explore the existence of cut-
offs defined on the same agents as the parameterised AbDaS, but with a finite
interpretation domain. We believe that this last problem is more interesting for
practical applications because, rather than dealing with an actual infinity of
data, data-aware systems usually encompass an unbounded number of elements,
which is more naturally modelled as a parameterised model checking problem.

On the subject of parameterised model checking of agent-based systems,
recently several methodologies and tools have been proposed [22,23]. These con-
tributions are orthogonal, as while they do not model data-aware systems, they
are capable of dealing with an arbitrary number of agents. As regards DaS, a
method for the verification of parameterised agent-based systems, each encoded
via infinite-state models, was presented in [24]. However, this approach only
supports a non-quantified specification language and does not deal with (semi-
)structured data as we do here. Finally, [4] reports on some preliminaries results
on the verification of data-aware multi-agent systems. But decidability results
are available only for a rather limited fragment of the specification language
considered therein. The present contribution differs from the works above as,
to the best of our knowledge, we introduce for the first time the problem of
parameterised model checking for data-aware systems. As we motivated, this
is a relevant question for verification, as we aim at guaranteeing the correct
behaviour of data-aware systems no matter what the underlying data content is.
To this end, we proved theoretical results on the preservation of specifications
written in FO-CTL under cardinality constraints. Finally, we showed that such
results guarantee the existence of a cut-off for the class of bounded P-AbDaS.
We illustrate the relevance of the formal machinery through an application to
an IBM use-case, the order-to-cash scenario.

We plan to extend the present work in several directions, including more
expressive specification languages, possibly with some form of arithmetic, which
is essential for real-life applications. Also of interest are the results in [22,23]
that allow for the verification of systems with an arbitrary number of agents.
We plan to explore such an extension of our present setting.
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Abstract. Edge computing is a paradigm for improving the perfor-
mance of cloud computing systems by performing data processing at
the edge of the network, closer to the users and sources of data. As data
processing is traditionally done in large data centers, typically located far
from their users, the edge computing paradigm will reduce the communi-
cation bottleneck between the user and the location of data processing,
thereby improving overall performance. This becomes more important
as the number of Internet-of-Things (IoT) devices and other mobile or
embedded devices continues to increase. In this paper, we investigate the
use of distributed constraint reasoning (DCR) techniques to model and
solve the distributed load balancing problem in edge computing prob-
lems. Specifically, we (i) provide a mapping of the distributed load bal-
ancing problem in edge computing to a distributed constraint satisfaction
and optimization problem; (ii) propose two DCR algorithms to solve
such problems; and (iii) empirically evaluate our algorithms against a
state-of-the-art DCR algorithm on random and scale-free networks.

Keywords: DisCSPs · DCOPs · Edge computing · Multi-agent
systems

1 Introduction

Cloud computing is unequivocally the backbone of a large fraction of AI sys-
tems, where it provides computational functionality and data storage to the
ever-growing number of Internet-of-Things (IoT), mobile, and embedded devices.
In today’s traditional cloud computing architecture, the compute and storage
resources are typically housed in data centers that may be managed by different
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Fig. 1. Illustration of cloud & edge computing paradigms. Figure adapted from [15]
(Color figure online)

public and private organizations. For example, Amazon’s AWS and Microsoft’s
Azure systems are two examples of popular cloud computing services that are
provided by Amazon and Microsoft to the public for a fee.

As the number of IoT and similar devices continue to grow [6], so will the
demand for cloud services. This increase in demand will eventually strain the
bandwidth limitations to the data centers, thereby resulting in a drop in the
quality of service of such services. To alleviate this limitation, researchers have
proposed a new paradigm called edge computing, whereby the compute and stor-
age resources are migrated from the data centers distant from users to com-
pute resources that are closer to the user devices at the edges of the network.
Figure 1(a) shows the traditional cloud computing paradigm, where the colors of
the arrows denote the congestion in the network – green arrows represent uncon-
gested links, yellow arrows represent marginally congested links, and red arrows
represent very congested links. Figure 1(b) shows an edge computing paradigm,
where services are hosted at resources at nodes labeled with ‘S’ and requests are
routed to those nodes, resulting in decreased network congestion, and thus in
increased performance of services. How to manage decisions about dispersal and
placement of services in such a paradigm, however, is still an open problem.

In this paper, we model the distributed load balancing problem for edge com-
puting as distributed constraint satisfaction and optimization problems, where
agents that control nodes in the network need to coordinate to identify which
node should host which services, subject to constraints on the capacity of the
nodes and the requirement to satisfy all expected incoming requests. We also
propose the Distributed Constraint-based Diffusion Algorithm (CDIFF) and Dis-
tributed Routing-based Diffusion Algorithm (RDIFF) to solve this problem and
show results on random and scale-free graphs.

2 Background: DisCSP and DCOP

A Distributed Constraint Satisfaction Problem (DisCSP) [22] is a tuple
〈X ,D, C,A, α〉, where X = {x1, . . . , xn} is a set of variables; D = {D1, . . . , Dn}
is a set of finite domains (i.e., xi ∈ Di); C = {c1, . . . , ce} is a set of constraints –
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each constraint ci is defined over its scope xci ⊆X and specifies the satisfying com-
bination of value assignments in its scope; A={a1, . . . , ap} is a set of agents; and
α : X → A is a function that maps each variable to one agent.

A Distributed Constraint Optimization Problem (DCOP) [7,13,16] gener-
alizes DisCSPs by encoding the constraints as functions ci :

∏
x∈xci Dx →

R
+
0 ∪ {−∞} that return a finite non-negative utility R

+
0 for satisfying com-

bination of value assignments and a negative infinity utility −∞ for infeasible
combination of value assignments. To ease readability, we assume that each agent
controls exactly one variable. Thus, we will use the terms “variable” and “agent”
interchangeably and assume that α(xi)=ai.

A solution is a value assignment σ for all the variables xσ ⊆ X that is
consistent with their respective domains. The utility C(xσ) =

∑
c∈C,xc⊆xσ

c(xσ)
is the sum of the utilities across all the applicable constraints in xσ. A solution
σ is a complete solution if xσ =X . The goal of a DisCSP is to find a complete
solution that satisfies all constraints while the goal of a DCOP is to maximize
the sum of utilities across all constraints. Or, more formally, to find a complete
solution x∗ =argmaxxC(x).

3 Load Balancing in Edge Computing

We now provide a simplistic description of the load balancing problem in edge
computing architectures. For more detailed discussions, we refer readers to the
following resources [17,18,21].

Assume that the network can be represented as a graph G = 〈V,E〉, where
each vertex v ∈ V corresponds to a compute node in the network that is able
to host services and each edge e ∈ E indicates that the two nodes connected by
that edge can communicate directly with each other. Each node v has a capacity
cap(v) indicating the amount of available resources to host services. Some of the
nodes in the graph are data centers, which are default nodes of these services.
Some of the nodes c ∈ C ⊂ V at the edge of the cloud are connected to pools of
IoT devices, referred to as client pools. Further, we assume that an estimate of
the load load(v, s, c) of each service s ∈ S induced by each client pool c at each
node v is available.

The primary objective of the problem is to distribute the hosting of services
across the compute network in such a way that all loads can be successfully
served. The problem also has a secondary objective of minimizing the latency
of the service requests where possible (i.e., services should be hosted as close to
the client pools as possible).

4 Mapping to DisCSPs and DCOPs

We now show how one can model this problem as a DisCSP, which takes into
account the primary objective only, as well as a DCOP, which additionally takes
into account the secondary objective. To model this problem as a DisCSP:
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• Each agent av ∈ A maps to a vertex v ∈ V in the graph.
• Each variable xv,s,c ∈ X maps to a pair 〈v, s, c〉 of vertex v ∈ V , service s ∈ S,

and client pool c ∈ C.
• Each variable xv,s,c is controlled by agent av.
• The domain Dv,s,c of each variable xv,s,c maps to the range of capacity

[0, cap(v)] of the vertex v.
• A constraint

∑
s∈S,c∈C vv,s,c ≤ cap(v) for each vertex v ∈ V is imposed to

ensure that agent av does not over-allocate resources to host services, where
vv,s,c is the value assignment for variable xv,s,c in the solution.

• Finally, a constraint
∑

v∈V,s∈S,c∈C vv,s,c ≥ ∑
v∈V,s∈S,c∈C load(v, s, c) is

imposed to ensure that the total load can be satisfied by the network.

To model this problem as a DCOP, one needs to include an additional global
soft constraint that takes as inputs the value assignments of all variables and
outputs the utility:

∑

v∈V,s∈S,c∈C

vv,s,c

dist(v, c)
(1)

where dist(v, c) is the number of hops between nodes v and c in the graph G.
While it may be better to use the latency between two nodes as the distance
metric, latency is dependent on network traffic, which depends on the allocation
of services based on the DCOP solution as well as the background traffic. These
dependencies also rely on the network protocols employed. Since accurate models
of these dependencies are unavailable, we use the number of hops as a proxy in
this paper.

As the DCOP model subsumes the DisCSP model and, consequently, the
DCOP algorithms will likely find solutions that are better than those found by
DisCSP algorithms, it may seem that there is little value in discussing DisCSPs
in this paper. However, we would like to highlight that the number of hops
between all pairs of nodes, which is required in the DCOP formulation, require
every agent to have complete knowledge about the entire network topology.
Such an assumption violates a common requirement of distributed constraint
reasoning approaches as well as our distributed load balancing problem – that
an agent should have access to local information only. Therefore, our DCOP

Fig. 2. Illustration of CDIFF operations. Figure adapted from [15] (Color figure online)
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model is actually not suitable for this application. Nonetheless, we propose the
DCOP model so that we can evaluate our two DisCSP algorithms against an
off-the-shelf optimal DCOP algorithm in terms of the quality of their solutions
found with respect to the secondary objective of minimizing latency of service
requests in the load balancing problem.

5 Proposed Algorithms

We now discuss our two DisCSP algorithms – Distributed Constraint-based Dif-
fusion Algorithm (CDIFF) and Distributed Routing-based Diffusion Algorithm
(RDIFF).

5.1 Distributed Constraint-Based Diffusion Algorithm (CDIFF)

This algorithm is inspired by other diffusion-based algorithms in the literature [3,
11,14]. At a high level, each overloaded agent (i.e., those agents that control
nodes where load(v) > cap(v)) identifies to which subset of other agents that it
should shed its excess load. Figure 2 illustrates its three phases, where numbers
in circles are the current loads of the nodes and red numbers are the capacities.
Node F is the overloaded agent, and nodes A, B, and D are possible nodes that
can absorb the excess load from A.1 We now describe the three phases at a high
level:

Algorithm 1. CDIFF (D)
1 CDIFF-InitVars()
2 newMap ← hostMap ← excessMap ← ∅
3 foreach (s, l) in D do
4 newMap ← newMap ∪ {(s, l, hop)}
5 (excessMap, hostMap) ← KeepPossible(newMap)
6 if excessMap �= ∅ then
7 phase ← 1

8 send (phase, excessMap) message to each neighbor n ∈ N
9 while true do

10 while not received message from all neighbors do
11 msgs ← ∅
12 if received message m from neighbor n then
13 msgs ← msgs ∪ {(m,n)}
14 if phase = 0 then CDIFF-ProcessPhase0(msgs);
15 else if phase = 1 then CDIFF-ProcessPhase1(msgs);
16 else if phase = 2 then CDIFF-ProcessPhase2(msgs);
17 send (0, null) message to each neighbor that the agent did not send a

message to in this cycle

1 While the figure illustrates an example with only one overloaded region, our descrip-
tion below generalizes to the case where there are multiple overloaded regions.
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Procedure. CDIFF-InitVars()
18 Reject ← ∅
19 parent ← msg ← null
20 hop ← phase ← 0
21 Children ← N

• Phase 1: Each overloaded agent sends a message to all neighboring agents
with the amount of excess load it needs to shed as well as a hop count indi-
cator that is initialized to 1.2 When an agent receives such a message for the
first time, it will propagate the received information to its neighbors after
incrementing the hop counter by 1. The agent will then ignore subsequent
Phase 1 messages by other neighbors and respond to them after Phase 3.
This propagation of information continues until it reaches either nodes with
sufficient capacity to accept the excess load or nodes that have received infor-
mation from a closer overloaded agent. At the end of this phase, the agents
have built a directed spanning forest, with roots at every overloaded agent.3

In the example in Fig. 2, node F is the sole root as it is the only overloaded
agent and nodes A, B, and D are the leaves.

Procedure. CDIFF-ProcessPhase0(msgs)
22 (m,n) ← choose any ((type,map), sender) from msgs where type = 1
23 parent ← n
24 (excessMap, hostMap) ← KeepPossible(m.map)
25 foreach ((type,map), n) ∈ msgs where n �= parent ∧ type = 1 do
26 Reject ← Reject ∪ {n}
27 send (REJECT, null) message to n

28 Children ← Children \ (Reject ∪ {parent})
29 if parent �= null then
30 if excessMap �= ∅ ∧ Children �= ∅ then
31 phase ← 1
32 send (phase, excessMap) message to each child n ∈ Children

33 else
34 phase ← 2
35 newMap ← ∅
36 foreach (s, load, h) in hostMap do
37 newMap ← newMap ∪ {(s, load, h + 1)}
38 send (phase, newMap) message to parent

2 This indicator counts the number of hops a node is from the overloaded agent.
3 If an agent receives this information from more than one neighbor at the same time,

it breaks ties by identifiers.
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• Phase 2: Each leaf agent v of the spanning forest sends a message to its
parent with its node ID, its available capacity cap(v)− load(v), and the num-
ber of hops it is away from its root. When an agent receives this information
from all its children, it aggregates the information received so that the sum of
available capacities is at most the amount of excess load needed to be shed,
preferring nodes with smaller hop counts, and sends the aggregated informa-
tion to its parent. This process continues until each root (i.e., the overloaded
agent) receives the messages from all its children.

• Phase 3: Each root agent then sends a message to each of its children indicat-
ing the amount of excess load it intends to shed to them and their descendants
in the spanning tree. This information gets propagated down to the leaves,
which then terminates the algorithm. For example, in Fig. 2, node F sheds 5
units of load – 2 units to node D and 3 units to node A.

These three phases continue until all overloaded regions successfully shed their
loads.

Algorithm 1 shows the pseudocode of CDIFF that is executed by each agent
av ∈ A. It takes as inputs its estimated load Dv, which is a mapping of (s, l)
indicating a load of l ∈ R

+
0 for service s ∈ S. Additionally, we assume that the

agent always knows about the set of neighboring agents Nv. In the pseudocode,
we drop the subscripts v since they always refer to the “self” agent. Each agent
maintains the following key data structures:

• parent and Children refer to the agent’s parent and set of children, respec-
tively, in the spanning forest built in Phase 1 of the algorithm.

• hop refers to the number of hops the agent is away from the root of its tree.
• phase refers to the phase of the algorithm that the agent is currently in.
• hostMap and excessMap are sets of service s, load l, and hop h tuples (s, l, h);

hostMap contains the information on how much load from each service will
it host and excessMap contains the information on how much excess load for
each service that it needs to shed.

Each agent first initializes its variables (lines 1–2). Then, it tries to host as
much load as possible via the function KeepPossible (lines 3–5). The function
takes as input the demand that it received aggregated with the hop value and
updates how much of the demand it will host in hostMap as well as how much
excess it must shed in excessMap. If it can host all demand, then it remains in
Phase 0. Otherwise, it is overloaded and goes into Phase 1 (line 7). It then sends
a message to each neighbor and goes into an infinite loop (or until timeout)
where it runs the following processes in each cycle: It waits for messages from
all neighbors; processes those messages based on its phase; and sends a message
to each neighbor at the end of that process (lines 8–17).

If an agent is in Phase 0, it runs the CDIFF-ProcessPhase0 procedure.
Upon receiving a message from a neighbor that is in Phase 1 (i.e., it is overloaded
and is asking for help), the agent sets the neighbor as parent and checks how
much excess load it can host from the parent. If the agent is able to host all the
load, it then replies to its parent with its capacity availabilities (lines 34–38).
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Procedure. CDIFF-ProcessPhase1(msgs)
39 foreach ((type,map), n) ∈ msgs do
40 if type = REJECT then
41 Children ← Children \ {n}
42 else if type = 1 ∧ n �= parent then
43 Children ← Children \ {n}
44 send (REJECT, null) message to n

45 else if type = 2 then
46 store capacity availabilities from children

47 if parent = null then
48 if Children = ∅ then
49 send (phase, excessMap) message to each neighbor n ∈ N
50 else
51 phase ← 3
52 plan ← shed load in excessMap to Children prioritizing smaller hop

counts
53 send (phase, plan) message to each child n ∈ Children

54 else if Children = ∅ then
55 phase ← 2
56 newMap ← ∅
57 foreach (s, load, h) in hostMap do
58 newMap ← newMap ∪ {(s, load, h + 1)}
59 send (phase, newMap) message to parent

60 else
61 phase ← 2
62 aggP lan ←aggregated capacity availabilities from children
63 send (phase, aggP lan) message to parent

Otherwise, it propagates the request from the parent to other neighbors to ask
for help (lines 30–32). If it receives such a message from more than one neighbor,
then it breaks ties randomly, chooses to help only one of them and rejects the
other requests (lines 22–27). Therefore, the request from the overloaded region
(i.e., root of a tree) will be propagated throughout the network until it reaches
agents with neighbors that are all not in Phase 0 (i.e., they are already part of
the spanning forest). In such a case, the leaf agents will go into Phase 2 and
respond to its parent with its available capacity (lines 34–38).
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Procedure. CDIFF-ProcessPhase2(msgs)
64 foreach ((type,map), n) ∈ msgs do
65 if type = 1 then
66 send (REJECT, null) message to n
67 else if type = 3 then
68 phase ← 3
69 (excessMap, hostMap) ← FollowPlan(map)
70 plan ← shed load in excessMap to Children prioritizing smaller hop

counts

71 send (phase, plan) message to each child n ∈ Children
72 CDIFF-InitVars()

If an agent is in Phase 1, it runs the CDIFF-ProcessPhase1 procedure,
where it goes into Phase 2 and send the aggregate available capacity received
from all children to the parent (lines 54–63). This process continues until the
information reaches the root, which will go into Phase 3, plans for how to shed
its excess load, and sends the final plans back to its children (lines 51–53).

If an agent is in Phase 2, it runs the CDIFF-ProcessPhase2 procedure,
where it goes into Phase 3, hosts as much load as possible based on the plan
received from the parent, plans for how to shed its excess load based on the
available capacities received from its children before, and sends those plans to
its children (lines 68–71). The agent then reinitializes its variables, goes back
into Phase 0 and is ready to help with new overloaded agents (line 72).

5.2 Distributed Routing-Based Diffusion Algorithm (RDIFF)

One limitation of CDIFF is that it does not take into account information of
where the client pools are located when deciding where the overloaded agents
should shed its load. As such, it is not able to optimize the secondary objective
of our problem. RDIFF addresses this limitation by shedding not only the excess
load of overloaded agents, but as much load as possible to the agents that are of
close proximity to the client pools. To do so, the agents operate in the following
manner:

• Phase 1: Each data center propagates its entire load received from each client
pool back towards that client pool by back-tracing the paths the requests took
from the client pool to the data center. At the end of this phase, the agents
have built a directed graph, where each branch of the graph corresponds to
the path requests from a client pool took to get to a data center.4

• Phase 2: Each client pool will host as much of the load it received as possible,
up to its capacity, and sheds its excess load to its parent (the next node along
the branch from client pool towards the data center). This process repeats
until all of the excess load is hosted. In the worst case where none of the

4 If there are multiple paths per client pool, we randomly choose one of them.
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Algorithm 2. RDIFF (D)
73 Parents ← Children ← ∅
74 hostMap ← pushMap ← excessMap ← 2DCMap ← ∅
75 foreach (s, l, c) in D do
76 if c is the “self” agent then
77 2DCMap ← 2DCMap ∪ {(s, l, c, c)}
78 else
79 pushMap ← pushMap ∪ {(s, l, c, r)}
80 (2DCMap, hostMap) ← KeepPossible(2DCMap)
81 while true do
82 foreach (s, l, c, r) ∈ pushMap do
83 if �n : (s, n, c, r) ∈ Children then
84 Children ← Children ∪ {(s, n, c, r)} where n is the neighbor that

sent the request for service s from client pool c to server r

85 send (1, (s, l, c, r)) message to child n where (s, n, c, r) ∈ Children

86 foreach (s, l, c, r) ∈ excessMap do
87 send (2, (s, l, c, r)) message to parent n where (s, n, c, r) ∈ Parents

88 foreach (s, l, c, r) ∈ 2DCMap do
89 send (DC, (s, l, c, r)) message to DC(s)

90 send (null, null) message to each neighbor that the agent did not send a
message to in this cycle

91 while not received message from all neighbors do
92 msgs ← ∅
93 if received message m from neighbor n then
94 msgs ← msgs ∪ {(m,n)}
95 RDIFF-ProcessMessages(msgs);

agents along the branch has excess capacity, the data center will host the
entire load.

Algorithm 2 shows the pseudocode of RDIFF that is executed by each agent
av ∈ A. It takes as inputs its estimated load Dv, which is a set of mappings
(s, l, c) indicating a load of l ∈ R

+
0 for service s ∈ S from client pool c ∈ A. Note

that this estimated load is different than that in CDIFF, where it now includes
the information per client pool. Like for CDIFF, we assume that the agent knows
about its set of neighboring agents Nv. Also, the agent knows the data center
DC(s) for each service s ∈ S. In the pseudocode, we drop the subscripts v since
they always refer to the “self” agent.

Each agent maintains the following key data structures:

• Parents refers to the sets of service s, agent a, client pool c, and server r
tuples (s, a, c, r), where the agent a is the agent’s parent for service s, client
pool c, and server r in the directed graph built in Phase 1 of the algorithm.
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Procedure. RDIFF-ProcessMessages(msgs)
96 foreach ((type,map), n) ∈ msgs do
97 if type = 1 then
98 foreach (s, l, c, r) in map do
99 if c is the “self” agent then

100 (excessMap, hostMap) ← KeepPossible({(s, l, c, r)})
101 else
102 pushMap ← pushMap ∪ {(s, l, c, r)}
103 if �p : (s, p, c, r) ∈ Parents then
104 Parents ← Parents ∪ {(s, n, c, r)}

105 else if type = 2 or type = DC then
106 foreach (s, l, c, r) in map do
107 if r is the “self” agent then
108 (2DCMap, hostMap) ← KeepPossible({(s, l, c, r)})
109 else
110 (excessMap, hostMap) ← KeepPossible({(s, l, c, r)})

• Children refers to a similar set as Parents, except that the agent a in the
tuple is the agent’s child for service s, client pool c, and server r in the directed
graph built in Phase 1 of the algorithm.

• hostMap, pushMap, excessMap, and 2DCMap are sets of service s, load l,
client pool c, and server r tuples (s, l, c, r); hostMap contains the information
on how much load l from each service s whose request originated from client
pool c towards server r will be hosted; pushMap contains the information
for how much load will be pushed from the server towards the client pool;
excessMap contains the information for how much load will be pushed from
the client pool towards the server; and 2DCMap contains the information for
how much load will be pushed from the server directly to the data center.

Each agent first initializes these variables (lines 73–74). Then, it tries to
host as much of its own load as possible if it is the client pool. Excess load is
aggregated into 2DCMap in preparation to be pushed towards the data center
(line 76–77). Loads from other client pools are aggregated into pushMap in
preparation to be pushed out towards those client pools (line 79). It then goes
into an infinite loop (or until timeout) where it runs the following processes in
each cycle: It sends a message to each neighbor; waits for messages from all
neighbors; and processes those messages (lines 81–95).

At the start, the agent will iterate through pushMap and send a Phase 1
message containing the amount of load to be pushed for each service, client pool,
and server combination to the appropriate child (lines 82–85). Upon receiving
this information, the child will aggregate that information into its own pushMap
in preparation to be sent to its child in the next cycle (line 102). This process
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continues until it reaches the client pool, at which point, it hosts as much load
as possible and stores the excess load in excessMap (line 100).

In the next cycle, the client pool will iterate through excessMap and send
a Phase 2 message containing the load to be pushed towards the server to the
appropriate parent (lines 86–87). Upon receiving this information, the parent
will host as much load as well and pushes the excess to its parent in the next
cycle (line 110). This process continues until all the load is hosted or it reaches
the server. If the server does not have enough capacity to host all the load, then
it stores the excess load in 2DCMap (line 108).

In the next cycle, the server will iterate through 2DCMap and send a DC
message containing the amount to be pushed to the appropriate data center
(line 89). As we assume that the data centers have infinite capacity, all the load
will then be hosted.

6 Theoretical Results

We now discuss some of the theoretical properties of the algorithms, where we
make the standard assumptions that: (1) messages sent are never lost and are
received in the order that they were sent; and (2) there exists a path from each
node of the network to every other node of the network.

Lemma 1. In CDIFF, an agent with available capacity will eventually be part
of the tree of an overloaded agent as long as one such overloaded agent exists.

Proof (Sketch): Since overloaded agents send Phase 1 messages that are propa-
gated throughout the network, the agent with available capacity will eventually
receive one such message and insert itself into the spanning tree of the overloaded
agent that initiated the series of messages that it received.

Lemma 2. In CDIFF, an overloaded agent will shed some of its excess load if
its tree includes agents with available capacity.

Proof (Sketch): Since Phase 1 messages are repeatedly propagated throughout
the network until they either reach agents with enough capacity to host all the
overloaded services of the root agent or reach agents without any free neighbors
(i.e., neighbors in Phase 0), the phase is guaranteed to end after a finite number of
cycles since the network is of finite size. Then, Phase 2 messages are propagated
from the leafs to the root of the tree, upon which the root sheds some of its load
based on the available capacities of the agents in its tree in Phase 3.

Theorem 1. CDIFF is guaranteed to find a satisfying solution if one exists.

Proof (Sketch): Based on Lemmas 1 and 2, it is easy to see that all overloaded
agents will eventually succeed at shedding their load assuming that there exists
agents with available capacity.

Theorem 2. RDIFF is guaranteed to find a satisfying solution if data centers
have infinite capacity.
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Proof (Sketch): It is trivial to see that each server will successfully push its load
to the client pools in Phase 1, and the agents along the path will host as much
as possible in Phase 2. Should the combined capacities of the agents along the
path be insufficient to host all the load, then the agent will send the excess load
to the data center, which will be able to host it since it has infinite capacity.

Theorem 3. If CDIFF and RDIFF finds a satisfying solution, it will take at
most O(|A| · d) cycles to do so, where d is the diameter of the network graph.

Proof (Sketch): In the worst case, the network is a chain of length d and every
agent a1, . . . , ad−1 along the chain is overloaded except for one agent ad at the
end of the chain that has sufficient capacity. In this scenario, agent ad−1 will first
succeed in shedding its load to ad. Then, agent ad−2 will shed its load and so on
until agent a1 sheds its load. Each time an agent sheds its load, it will take O(d)
number of cycles to do so since each phase of the algorithms take O(d) cycles
and there is only a constant number of phases. Since there are O(|A|) overloaded
agents, the total runtime is O(|A| · d) cycles.

7 Related Work

Since our work is on the use of DCOPs for cloud computing applications, we will
first discuss work at this intersection before broadening the discussion to other
DCOP-based approaches on similar load balancing applications and other multi-
agent approaches for cloud computing applications. Within this intersection, the
work by Rust et al. [19] is most relevant, where they used DCOPs to model
the problem of resiliently distributing computation nodes in edge computing
scenarios. Specifically, given a dynamic network, where nodes in the network may
fail and disappear over time, the goal is to identify k nodes to host replicated
services (aside from the one currently hosting the service) such that the service is
resilient to the node failures. There are several key differences between their work
and ours: (1) Their approach allows for node failures while our approach assumes
that the network remains unchanged over time. (2) Their approach seeks to only
identify k replicas to host services and migrates services to one of the replicated
nodes when the node hosting the service fails. In contrast, our approach seeks
to distribute the load across all the nodes that are hosting services to ensure
that all load can be served while optimizing for quality-of-service metrics like
response times.

Within the broader application of DCOPs, aside from the many applications
listed in the introduction, the most relevant one to our problem is the one on
dynamic load balancing problems in wireless LANs [2]. In this problem, a set
of access points need to coordinate and identify who should serve each mobile
station in a set of such mobile stations. DCOPs are used to model this optimiza-
tion problem, where the objective optimizes the received signal strength of each
mobile station as well as distribute the load among all access points as evenly
as possible. The key difference between their work and ours is that the sources
of load in their problem are the mobile stations that physically move within an
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environment. In contrast, the sources of load in our problem are service requests
made by clients within a fixed topology.

Finally, other multi-agent based approaches such as negotiation and auctions
have also been used for resource allocation and load balancing problems in cloud
computing [4,20] and grid computing [8,12]. The key difference is that these
negotiation and auction-based approaches often assume that the agents are self-
interested and seek to optimize their individual objective functions. In contrast,
agents in our DCOP-based approach are completely cooperative, where the goal
is to optimize a global objective function.

8 Experimental Results

In this paper, we empirically evaluate CDIFF and RDIFF algorithms against
DPOP [16], a state-of-the-art complete DCOP algorithm. However, it is impor-
tant to note that it will be impractical to use DPOP (or any other DCOP
algorithm) as the information that they need to optimize their utility function,
which is the number of hops between all pairs of nodes in the network, is often
unavailable in practice. We therefore include the results of DPOP mostly as
a way to quantify the quality of solutions found by CDIFF and RDIFF with
respect to the optimal DCOP solution.5

We evaluate the algorithms on random networks [5] with a density p1 of 0.5
and scale-free networks [1], where we randomly choose a node as the data center
in random networks and choose the node with the most number of neighbors
as the data center in scale-free networks. The data center initially hosts three

Table 1. Quality of solutions on random networks

|A| CDIFF RDIFF DPOP

A B C Total A B C Total Total

5 0.32 0.25 0.34 0.91 0.33 0.29 0.38 1.00 1.59

10 0.29 0.29 0.32 0.90 0.23 0.30 0.35 0.88 –

15 0.28 0.33 0.27 0.88 0.39 0.38 0.34 1.11 –

20 0.23 0.33 0.34 0.90 0.35 0.34 0.34 1.03 –

Table 2. Quality of solutions on scale-free networks

|A| CDIFF RDIFF DPOP

A B C Total A B C Total Total

5 0.28 0.28 0.31 0.87 0.29 0.27 0.36 0.92 1.56

10 0.27 0.23 0.30 0.80 0.26 0.25 0.33 0.84 –

15 0.14 0.15 0.18 0.47 0.19 0.18 0.23 0.60 –

20 0.21 0.21 0.23 0.65 0.20 0.19 0.24 0.63 –

5 https://github.com/map-dcomp/map-code.

https://github.com/map-dcomp/map-code
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services A, B, and C, and will then redirect the service request to other nodes by
following the solutions of the algorithms. We randomly place three client pools
in both random and scale-free networks. Each client pool makes 10 batches of
service requests, and each batch starts a minute after each other. Each batch has
20 requests per service, and each request induces a load of 0.1 units of resource.
Each node has a capacity of 20 units of resource, and the data center has a
capacity of 8 units. For all three algorithms, we set the thresholded capacity of
nodes to be 55% of their actual capacity. A node is a considered overloaded if
its predicted load is greater than its thresholded capacity.

We vary the number of agents |A|, which are nodes in the graph, from 5 to
20, and we report the quality of solution measured using the utility function
defined by Eq. (1) as well as the number of successful requests as a function
of the number of hops between the client pool and the server that served the
requests. All experiments were performed on an Intel Core i5, 2.0 GHz machine
with 8 GB of RAM. Data points are averaged of over 20 instances.

Tables 1 and 2 tabulate the quality of solutions found by CDIFF, RDIFF,
and DPOP on random and scale-free networks, respectively. As expected, DPOP
finds the best solutions since it explicitly optimizes for the global utility function
while CDIFF and RDIFF do not. Nonetheless, DPOP fails to solve the larger
problems as it ran out of memory. In both networks, RDIFF is often able to find
better solutions with larger utilities than CDIFF. The reason is that RDIFF
sheds the excess load towards the edge, closer to the client pools. On the other
hand, CDIFF sheds the excess load to nodes around the data center, which tends
to be further away from the client pools. The difference in solution qualities
between RDIFF and CDIFF is more pronounced in scale-free networks than in
random networks. The reason is that the distance between client pools and data
centers is often times larger in scale-free networks than in random graphs.

Table 3. Number of successful requests on random networks

|A| CDIFF RDIFF DPOP

0 1 2 3 Total 0 1 2 3 Total 0 1 2 3 Total

5 1805 683 845 127 3460 10407 230 354 50 11041 1290 1084 307 0 2681

10 1307 1241 728 59 3335 11652 503 296 49 12500 – – – – –

15 522 1391 799 49 2761 10607 976 523 33 12139 – – – – –

20 107 1286 977 0 2370 1362 1032 851 0 3245 – – – – –

Table 4. Number of successful requests on scale-free networks

|A| CDIFF RDIFF DPOP

0–3 4–6 7–10 Total 0–3 4–6 7–10 Total 0–3 4–6 7–10 Total

5 3681 0 0 3681 11687 0 0 11687 4576 0 0 4576

10 2929 187 0 3116 11171 92 0 11263 – – – –

15 1834 452 30 2316 12065 181 0 12246 – – – –

20 2315 383 74 2772 11359 172 24 11555 – – – –
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Tables 3 and 4 tabulate the number of successful requests as a function of the
number of hops between the client pool and the server that served the requests.
We make the following observations:

• RDIFF has a larger fraction of successful requests served closer to the client
pool compared to CDIFF. In fact, in most cases, more than 80% of the
requests were served in the node that is also the client pool (when the number
of hops is zero). This observation is to be expected since RDIFF pushes the
load towards the client pools while CDIFF diffuses the load around the data
center.

• All three algorithms did not succeed in successfully serving all requests. A
request is considered to be a failed request if it is not served within a pre-
scribed time window, which occurs when the request is directed to a node that
is busy serving other requests and have a large number of pending requests
in its queue. This occurs during the execution of the algorithms before they
found a load-balanced solution. During the execution time of the algorithms,
the agents execute the default strategy of serving all requests at the data
center, which is overloaded. As a result, the longer the execution time of an
algorithm, the larger the number of failed requests due to the default strat-
egy. Another reason for failed request is a mismatch between the actual load,
which is based on the actual number of requests, and the estimated load,
which is based on the number of requests in the past. Since the load-balanced
solutions are based on estimated loads, some requests may fail if the actual
load is underestimated.

• DPOP has the smallest number of successful requests compared to CDIFF
and RDIFF. The reason is because it has the longest runtime. As a result, it
has the most number of requests being directed to an overloaded data center.

• RDIFF has a larger number of successful requests than CDIFF. The reason
is because there are more nodes with loads that are closer to the thresholded
capacity in CDIFF than in RDIFF. In CDIFF, loads from all three services
are congregated around the data center. In contrast, in RDIFF, load from
each service is dissipated towards the client pool for that service.

In summary, these empirical results show that RDIFF is better than CDIFF
in terms of both the DCOP utility function of, despite both algorithms not
optimizing that function explicitly, as well as the number of successful requests
served.

9 Conclusions and Future Work

In this paper, we proposed a distributed constraint reasoning approach to model
and solve a distributed load balancing problem in edge computing. Our two
algorithms, Distributed Constraint-based Diffusion Algorithm (CDIFF) and Dis-
tributed Routing-based Diffusion Algorithm (RDIFF), are guaranteed to find
satisfying solutions (i.e., all the estimated load will be served by nodes in the
network) under certain conditions. Further, despite not optimizing for the global
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objective function explicitly, because it is impractical to do so as the information
needed to do so (= number of hops between all pairs or nodes in the network) is
often unavailable in practice, RDIFF still found solutions that are within 60%
of optimal. Experimental results also show that both CDIFF and RDIFF can
scale better than DPOP, a state-of-the-art DCOP algorithm, and that RDIFF
is better than CDIFF in terms of the number of successful requests served.
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Fig. 3. Motivating scenario for inte-
grating CDIFF and RDIFF

Future work includes integrating CDIFF
and RDIFF into a single algorithm, where,
like RDIFF, data centers propagate their
entire loads received to their respective client
pools. However, unlike RDIFF, which allo-
cates the loads to the agents along the paths
from the client pools to the data centers only,
the integrated algorithm allocates the loads
around the client pools like in CDIFF. This
will likely result in more load being hosted closer to the client pools. Figure 3
illustrates such a motivating example, where, like the example in Fig. 2, numbers
in circles are the current loads of the nodes and red numbers are the capacities.
In this example, node A is the data center serving 30 units of load from a client
pool at node D. RDIFF would have allocated 10 units of load to nodes B, C,
and D, and cannot consider allocations to E since it is not on the path from A
to D. In contrast, a better solution would be to allocate 10 units of load to C, D,
and E, and such a solution would be found by the integrated algorithm. Finally,
we also plan to improve all of these algorithms so that they are more resilient to
dynamic changes [19] as well as proactively take into account anticipated future
changes [9,10].
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5. Erdös, P., Rényi, A.: On random graphs, i. Publicationes Mathematicae (Debrecen)
6, 290–297 (1959)

6. Evans, D.: The internet of things: How the next evolution of the internet is changing
everything. CISCO White Paper 1(2011), 1–11 (2011)

7. Fioretto, F., Pontelli, E., Yeoh, W.: Distributed constraint optimization problems
and applications: a survey. J. Artif. Intell. Res. 61, 623–698 (2018)

8. Grosu, D., Das, A.: Auction-based resource allocation protocols in grids. In: Pro-
ceedings of ICDCS, pp. 20–27 (2004)

9. Hoang, K.D., Fioretto, F., Hou, P., Yokoo, M., Yeoh, W., Zivan, R.: Proactive
dynamic distributed constraint optimization. In: Proceedings of AAMAS, pp. 597–
605 (2016)

10. Hoang, K.D., Hou, P., Fioretto, F., Yeoh, W., Zivan, R., Yokoo, M.: Infinite-horizon
proactive dynamic DCOPs. In: Proceedings of AAMAS, pp. 212–220 (2017)

11. Hu, Y., Blake, R.: An optimal dynamic load balancing algorithm. Technical report,
SCAN-9509056 (1995)

12. Izakian, H., Abraham, A., Ladani, B.T.: An auction method for resource allocation
in computational grids. Future Gener. Comput. Syst. 26(2), 228–235 (2010)

13. Modi, P., Shen, W.M., Tambe, M., Yokoo, M.: ADOPT: asynchronous distributed
constraint optimization with quality guarantees. Artif. Intell. 161(1–2), 149–180
(2005)

14. Muthukrishnan, S., Ghosh, B., Schultz, M.H.: First-and second-order diffusive
methods for rapid, coarse, distributed load balancing. Theory Comput. Syst. 31(4),
331–354 (1998)

15. Paulos, A., et al.: A framework for self-adaptive dispersal of computing services.
In: IEEE Self-Adaptive and Self-Organizing Systems Workshops (2019)

16. Petcu, A., Faltings, B.: A scalable method for multiagent constraint optimization.
In: Proceedings of IJCAI, pp. 1413–1420 (2005)

17. Puthal, D., Obaidat, M.S., Nanda, P., Prasad, M., Mohanty, S.P., Zomaya, A.Y.:
Secure and sustainable load balancing of edge data centers in fog computing. IEEE
Commun. Mag. 56(5), 60–65 (2018)

18. Rabinovich, M., Xiao, Z., Aggarwal, A.: Computing on the edge: a platform for
replicating internet applications. In: Douglis, F., Davison, B.D. (eds.) Web Content
Caching and Distribution, pp. 57–77. Springer, Dordrecht (2004). https://doi.org/
10.1007/1-4020-2258-1 4

19. Rust, P., Picard, G., Ramparany, F.: Self-organized and resilient distribution of
decisions over dynamic multi-agent systems. In: International Workshop on Opti-
mization in Multiagent Systems (2018)

20. Shen, W., Li, Y., Ghenniwa, H., Wang, C., et al.: Adaptive negotiation for agent-
based grid computing. J. Am. Stat. Assoc. 97(457), 210–214 (2002)

21. Shi, W., Dustdar, S.: The promise of edge computing. Computer 49(5), 78–81
(2016)

22. Yokoo, M., Durfee, E., Ishida, T., Kuwabara, K.: Distributed constraint satisfaction
for formalizing distributed problem solving. In: Proceedings of ICDCS, pp. 614–621
(1992)

https://doi.org/10.1007/1-4020-2258-1_4
https://doi.org/10.1007/1-4020-2258-1_4


A Distributed and Clustering-Based
Algorithm for the Enumeration Problem

in Abstract Argumentation

Sylvie Doutre, Mickaël Lafages, and Marie-Christine Lagasquie-Schiex(B)

IRIT, UT1-UT3, Toulouse, France
{doutre,mickael.lafages,lagasq}@irit.fr

Abstract. Computing acceptability semantics of abstract argumenta-
tion frameworks is receiving increasing attention. Large-scale instances,
with a clustered structure, have shown particularly difficult to compute.
This paper presents a distributed algorithm, AFDivider, that enumer-
ates the acceptable sets under several labelling-based semantics. This
algorithm starts with cutting the argumentation framework into clusters
thanks to a spectral clustering method, before computing simultaneously
in each cluster parts of the labellings. This algorithm is proven to be
sound and complete for the stable, complete and preferred semantics,
and empirical results are presented.

Keywords: Abstract argumentation · Algorithms · Clustering ·
Enumeration

1 Introduction

Argumentation is a reasoning model which has been of application in multi-agent
systems for years (see [16] for an overview). The development of argumentation
techniques and of their computation drives such applications.

Among the various argumentation models, the one that is considered in this
paper has been defined by Dung [23]: an abstract argumentation framework (AF)
considers arguments as abstract entities, and focuses on their attack relation-
ships, hence representing arguments and their underlying conflicts by a directed
graph. Which arguments can be accepted is defined by [23] as a collective notion,
by a semantics: a set of arguments is collectively acceptable under the seman-
tics. Four semantics (grounded, stable, complete and preferred) were defined by
Dung, and a variety of other semantics have followed (see [6] for an overview).
Several enrichments of the argumentation framework have also been proposed
(e.g. [7,17]).
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The enumeration of all the acceptable sets of an AF under a given semantics
is a problem that has received a lot of attention (see [21] for an overview). This
problem has been shown to be computationally intractable for some of the above-
mentioned semantics [25]. A competition, ICCMA, that compares argumentation
solvers on their ability to solve this problem (and other decision problems) was
created a few years ago.1 The last editions of this competition have been ana-
lyzed: [12,34] highlight that some AF instances have been particularly hard to
solve, and that others were not solved at all, considering the preferred semantics
notably. Many of these instances are of Barabási–Albert (BA) type [1], which is
a structure found in several large-scale natural and human-made systems, such
as the World Wide Web and some social networks [4]. More generally, these hard
graphs are non-dense, but contain parts which are dense:2 such graphs have a
clustered structure.

Recent algorithms, proposed for an efficient enumeration of the acceptable
sets, are based on a cutting of the AF [18,24,27], along with, for some of them, the
use of distributed, parallel computation in each part, to construct the acceptable
sets [19]. In this research line, our paper presents a new “cutting and distributed
computing” algorithm, called AFDivider, for the enumeration of the acceptable
sets of an AF, under the stable, preferred and complete labelling semantics. The
cutting of the AF is done in a new way, using spectral clustering methods. Com-
pared to the existing approaches, the added value of AFDivider is its way to
split the AF and thus to distribute the solving hardness of the whole AF into
smaller parts, the reunifying process requiring less checks than the construc-
tion of the labellings over the whole AF. AFDivider is shown to be sound and
complete. The algorithm has been empirically tested, and the results have been
compared to those of two solvers of the ICCMA 2017 edition, Pyglaf [3] and
ArgSemSAT [20].

The paper starts with presenting the background of this work (Sect. 2), before
describing the algorithm (Sect. 3). Soundness and completeness of the algorithm
are proven in Sect. 4. A preliminary empirical analysis is conducted (Sect. 5).
Related works are presented in Sect. 6. Perspectives for future work are then
opened.

2 Background

2.1 Abstract Argumentation

According to [23], an abstract argumentation framework consists of a set of
arguments and of a binary attack relation between them.

1 International Competition on Computational Models of Argumentation (ICCMA)
http://argumentationcompetition.org/.

2 The density in an argumentation graph is the ratio “number of existing attacks”
over “number of potential attacks” (this last number is equal to n2 with n being the
number of arguments).

http://argumentationcompetition.org/
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Definition 1 (AF). An argumentation framework (AF) is a pair Γ = 〈A,R〉
where A is a finite3 set of abstract arguments and R ⊆ A×A is a binary relation
on A, called the attack relation: (a, b) ∈ R means that a attacks b.

Hence, an argumentation framework can be represented by a directed graph
with arguments as vertices and attacks as edges. Figure 1 shows an example of
an AF.

Acceptability semantics can be defined in terms of labellings [6,15].

Definition 2 (Labelling). Let Γ = 〈A,R〉 be an AF, and S ⊆ A. A labelling
of S is a total function � : S → {in, out, und}. The set of all labellings of S is
denoted as L (S). A labelling of Γ is a labelling of A. The set of all labellings of
Γ is denoted as L (Γ ).

We write in(�) for {a|�(a) = in}, out(�) for {a|�(a) = out} and und(�)
for {a|�(a) = und}.

a

b

c

d

ef

gh

i j

k l m

n

Fig. 1. Example of an argumentation framework AF .

Definition 3 (Legally labelled arguments, valid labelling). An in-labelled
argument is said to be legally in iff all its attackers are labelled out. An out-
labelled argument is said to be legally out iff at least one of its attackers is
labelled in. An und-labelled argument is said to be legally und iff it does not
have any attacker that is labelled in and one of its attackers is not labelled out.
A valid labelling is a labelling in which all arguments are legally labelled.

Let Γ = 〈A,R〉 be an AF, and � ∈ L (Γ ) be a labelling. Different kinds of
labelling can be defined:

Definition 4 (Admissible, complete, grounded, preferred and stable
labellings). � is an admissible labelling of Γ iff for any argument a ∈ A such
that �(a) = in or �(a) = out, a is legally labelled. � is a complete labelling of Γ
iff for any argument a ∈ A, a is legally labelled. � is the grounded labelling of Γ
iff it is the complete labelling of Γ that minimizes (w.r.t ⊆) the set of in-labelled
arguments. � is a preferred labelling of Γ iff it is a complete labelling of Γ that
maximizes (w.r.t ⊆) the set of in-labelled arguments. � is a stable labelling of
Γ iff it is a complete labelling of Γ which has no und-labelled argument.

3 According to [23], the set of arguments is not necessarily finite. Nevertheless, in this
paper, it is reasonable to assume that it is finite.
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Note that each complete labelling includes the grounded labelling. This prop-
erty will be used by the algorithm presented in Sect. 3 in order to compute the
AF labellings in a distributed way. Let Γ = 〈A,R〉 be an AF, and L (Γ ) be its
set of labellings, semantics can be defined.

Definition 5 (Semantics). A semantics σ is a total function σ that associates
to Γ a subset of L (Γ ). The set of labellings under semantics σ, with σ being
either the complete (co), the grounded (gr), the stable (st) or the preferred (pr)
semantics, is denoted by Lσ(Γ ). A labelling � is a σ-labelling iff � ∈ Lσ(Γ ).

Example 1. Let us consider the AF given in Fig. 1. Table 1 shows the labellings
corresponding to the different semantics (the other possible labellings are not
given). Note that this AF has no stable labelling.

2.2 Clustering Methods

A cluster in a graph can be defined as a connected subgraph. Finding clusters
is a subject that has been widely studied (see [31,35]). The clustering approach
implemented in our algorithm is based on a spectral analysis of a defined simi-
larity matrix of the graph. We chose this clustering method as it is well suited
for a non-dense graph (see Sects. 3.1 and 3.2 for more explanation). We give here
a succinct description of this approach (for details, see [36]):

Table 1. Labellings of the AF of Fig. 1 under the grounded, complete, preferred and
stable semantics.

arguments σ

a b c d e f g h i j k l m n gr co pr st

�1 in out out out in out in out in und und und out in × ×
�2 in out out in out in out in out und und und out in × ×
�3 in out out out in out in out in und und und und und ×
�4 in out out in out in out in out und und und und und ×
�5 in out out und und und und und und und und und und und × ×
�6 in out out und und und und und und und und und out in ×

Computation of a similarity matrix of the graph. In this squared matrix,
the values represent how much two nodes are similar according to a given
similarity criterion, and the rows may be seen as the coordinates of the graph
nodes in a similarity space.
Computation of the Laplacian matrix of this similarity matrix. The rows of
this Laplacian matrix represent how much a node is similar to the others
and how much each of its neighbours contributes to its global similarity with
its neighbourhood.
Computation of the eigenvectors (see [33]) of the Laplacian matrix with their
associated eigenvalues.
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These eigenvalues are sorted by increasing order. A number n of them is
kept with their associated eigenvectors.4

A matrix whose columns are the remaining eigenvectors is built. Its rows
represent the new node coordinates in a space that maximizes the proximity
between similar nodes. In that space, the euclidean distance between two
nodes shows how much a node is similar to another.
Then a simple algorithm of clustering such as KMeans is applied to that
new data set, seeking for a partition into n parts, based on the coordinates
of the nodes (see [30] for more information about KMeans algorithm).

An illustration of this method on the running example is given in Sect. 3.2
while the similarity criterion used is explicited in Sect. 3.1.

3 The Algorithm

This section presents the AFDivider algorithm designed for the complete, stable
and preferred semantics (denoted by σ). It computes the semantics labellings
of an AF by first removing trivial parts of the AF (the grounded labelling, as
done in [18]), then cutting the AF into clusters and computing simultaneously
in each cluster labelling parts, before finally reunifying compatible parts to get
the σ-labellings of the whole AF. Each of these steps will be presented and then
illustrated on the running example.

Algorithm 1: AFDivider algorithm.
Data: Let Γ = 〈A, R〉 be an AF and σ be a semantics
Result: Lσ ∈ 2L (Γ ): the set of the σ-labellings of Γ

1 �gr ← ComputeGroundedLabelling(Γ )
2 CCSet ← SplitConnectedComponents(Γ, �gr)
3 for all γi ∈ CCSet do in parallel
4 ClustSet ← ComputeClusters(γi)
5 L γi

σ ← ComputeCompLabs(σ, ClustSet)

6 Lσ ← ∅

7 if �γi ∈ CCSet s.t. L γi
σ = ∅ then Lσ ← {�gr} × ∏

γi∈CCSet L
γi
σ

8 return Lσ

4 Sorted in ascending order, the eigenvalue sequence represents how the similarity
within clusters increases as the number of clusters grows. Obviously, the more clus-
ters, the more homogeneous they will get, but also, the more cases to compute. A
compromise between the number of clusters and homogeneity is needed. A heuris-
tic (called “elbow heuristic”) to find the appropriate number of dimensions to keep,
consists in detecting the jump in the eigenvalues sequence.



92 S. Doutre et al.

3.1 Description

Given an argumentation framework Γ = 〈A,R〉, the AFDivider algorithm (Algo-
rithm1) starts with computing the grounded labelling of Γ (line 1). Indeed in
each of the semantics σ we are interested in, the arguments labelled in or out
in the grounded labelling are labelled in the same way in all the σ-labellings. It
is a fixed part. Note that the function ComputeGroundedLabelling(Γ ) returns
a partial labelling of Γ in which the arguments are labelled in or out. The und-
labelled arguments according to the grounded semantics do not belong to �gr.

Γ is then split into disjoint sub-AFs obtained after removing the arguments
labelled in or out in the grounded labelling (line 2). The CCSet variable is the
set of connected components computed.

Given that there is no relation between them, the labelling computation
of those connected components can be made in a simultaneous way (line 3)
according to the chosen semantics.

For each of these connected components, a clustering is made (line 4) using
the spectral clustering method presented in Sect. 2.2. The similarity matrix on
which the spectral analysis relies is a kind of adjacency matrix where the direc-
tionality of edges is omitted and where the matrix values are the number of
edges between two arguments. Basically, the more an argument will be related
to another, the more similar the two arguments will be considered.

This similarity criterion is particularly relevant for non-dense graphs with a
clustered structure. Indeed, it produces sparse matrices and as a consequence the
eigenvector equation system to solve will be simplified as there will be many zero
values. This is what motivated our choice for the spectral clustering method.

After this clustering process, ComputeCompLabs (Algorithm2) is called to
compute in a distributed way all the labellings of the connected component
according to σ (line 5).

Finally, given that �gr is a fixed part of all σ-labellings of Γ and that all the
connected components are completely independent, to construct the σ-labellings
of the whole AF, a simple Cartesian product is made (line 7) between the
labellings of all the components and the grounded one.

If one of the components has no labelling then the whole AF has no labelling
(so Lσ = ∅).

Consider now Algorithm 2 that computes the component labellings in a dis-
tributed way, relying on the clustering made. The σ-labellings of each cluster are
computed simultaneously (line 1). Unlike the case of connected components used
in Algorithm1, there exist attacks between clusters. In order to compute all the
possible σ-labellings of a given cluster, every case concerning its inward attacks
(attacks whose target is in the current cluster but the source is from another
cluster) have to be considered. Given that the sources of an inward attack could
be labelled in, out or und in their own cluster, the σ-labellings of the current
cluster have to be computed for all the labelling combinations of inward attack
sources.



A Distributed and Clustering-Based Algorithm for Abstract Argumentation 93

Algorithm 2: ComputeCompLabs algorithm.
Data: Let ClustSet be a set of cluster structures for a component γ, σ be a

semantics
Result: Lσ ∈ 2L (γ): the set of the σ-labellings of γ

1 for all κj ∈ ClustSet do in parallel L
κj
σ ← ComputeClustLabs(σ, κj)

2 Lσ ← ReunifyCompLabs(
⋃

κj∈ClustSet L
κj
σ , ClustSet)

3 if σ = pr then Lσ ← {� |� ∈ Lσ s.t. �� ′ ∈ Lσ s.t. in(�) ⊂ in(� ′)}
4 return Lσ

Note that having “well shaped” clusters (i.e. clusters with few inter cluster
attacks) reduces considerably the number of cases to compute, as there are few
edges cut. Thus this algorithm is well suited for clustered non-dense graphs.

Once that, for all clusters, the ComputeClustLabs function has computed the
σ-labellings for all the possible cases (this is done by calling any sound and com-
plete procedure computing the semantics labellings), the ReunifyCompLabs
function is called in order to reunify compatible labelling parts. Labelling parts
are said to be compatible together when all the targets of the inter cluster attacks
are legally labelled in the resulting reunified labelling.

A special step has to be done for the preferred semantics as this reunify-
ing process does not ensure the maximality (w.r.t ⊆) of the set of in-labelled
arguments (so not all of the labellings produced in line 2 are preferred ones). A
maximality check is done (line 3) in order to keep only the wanted labellings.

Note that, when computing the stable semantics, the set of labellings Lσ

returned by the function ReunifyCompLabs may be empty. It happens when
one of the component clusters has no stable labelling.

3.2 An Illustrating Example

In this section, the behaviour of our algorithms is illustrated on the AF given
in Fig. 1 for the preferred semantics, as it is the most complex semantics of the
three targeted ones.

The first step consists in computing the grounded labelling in order to
eventually split the AF into sub-AFs. The grounded labelling of the AF
restricted only to the in-labelled and out-labelled arguments is: �gr =
{(a, in), (b, out), (c, out)}.

Removing arguments a, b and c from the AF produces two connected com-
ponents, as illustrated in Fig. 2.

Then simultaneously γ1 and γ2 are clustered using the spectral clustering
method This is done by several steps. First, we consider the similarity matrices
of γ1 and γ2 according to our criterion, i.e. the number of attacks between
arguments. They may also be seen as the adjacency matrices of the weighted
non-directed graphs obtained from γ1 and γ2 (see Fig. 3). Given that the AF
relation density is low, the matrices are rather sparse.
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Fig. 2. Connected components resulting from the grounded removal pre-processing.
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M 1
a =

⎡
⎢⎢⎢⎢⎢⎢⎣

d e f g h i

d 0 2 0 1 0 0
e 2 0 1 0 0 0
f 0 1 0 2 0 0
g 1 0 2 0 1 0
h 0 0 0 1 0 1
i 0 0 0 0 1 0

⎤
⎥⎥⎥⎥⎥⎥⎦

(c) Similarity matrix of 1.

M 2
a =

⎡
⎢⎢⎢⎢⎣

j k l m n

j 0 1 1 0 0
k 1 0 1 0 0
l 1 1 0 1 0
m 0 0 1 0 2
n 0 0 0 2 0

⎤
⎥⎥⎥⎥⎦

(d) Similarity matrix of 2.

Fig. 3. Step 1 of the spectral clustering.

Once the AF similarity matrix is constructed, data are projected in a new
space in which similarity is maximised. If a certain structure exists in the data
set, we will see in that space some agglomerates appear, corresponding to the
node clusters. To do this projection, we compute the n smallest eigenvalues5
of the Laplacian matrix obtained from the similarity matrix and the vectors
associated with them (this n is an arbitrary parameter; in this example we
have chosen to keep all the vectors, i.e. n = 5). Indeed, the eigenvectors found
will correspond to the basis of that similarity space and the eigenvalues to the
variance on the corresponding axes. Given that we are looking for homogeneous
groups, we will consider only the axis on which the variance is low, and so the
eigenvectors that have small eigenvalues. The space whose basis is the n selected
eigenvectors (corresponding to the n smallest eigenvalues) is then a compression
of similarity space (i.e. we keep only the dimension useful for a clustering).

5 There exist algorithms, such as Krylov-Schur method, able to compute eigenvectors
from smallest to greatest eigenvalue and to stop at any wanted step (e.g. the number
of vectors found). With such an algorithm it is not necessary to find all the solutions
as we are interested only in the small eigenvalues.
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Let us take as an example the case of γ2. Its degree matrix Mγ2
d and its

Laplacian matrix Mγ2
l are given in Fig. 4.

M 2
d =

⎡
⎢⎢⎢⎢⎣

j k l m n

j 2 0 0 0 0
k 0 2 0 0 0
l 0 0 3 0 0
m 0 0 0 3 0
n 0 0 0 0 2

⎤
⎥⎥⎥⎥⎦

(a) Degree matrix of 2.

M 2
d −M 2

a =M 2
l =

⎡
⎢⎢⎢⎢⎣

j k l m n

j 2 −1 −1 0 0
k −1 2 −1 0 0
l −1 −1 3 −1 0
m 0 0 −1 3 −2
n 0 0 0 −2 2

⎤
⎥⎥⎥⎥⎦

(b) Laplacian matrix of 2.

Fig. 4. Step 2 of the spectral clustering for γ2.

The eigenvalues of Mγ2
l sorted in ascending order are:

[
λ1 λ2 λ3 λ4 λ5

2.476651 × 10−16 5.857864 × 10−1 3.000000 3.414214 5.000000
]

and their associated eigenvectors are:
⎡

⎢
⎢
⎢
⎢
⎣

v1 v2 v3 v4 v5

−0.4472136 0.4397326 7.071068 × 10−1 0.3038906 0.1195229
−0.4472136 0.4397326 −7.071068 × 10−1 0.3038906 0.1195229
−0.4472136 0.1821432 −5.551115 × 10−17 −0.7336569 −0.4780914
−0.4472136 −0.4397326 −2.775558 × 10−16 −0.3038906 0.7171372
−0.4472136 −0.6218758 −1.665335 × 10−16 0.4297663 −0.4780914

⎤

⎥
⎥
⎥
⎥
⎦

Now that the similarity space is found, the following step is to find how many
groups we have in that space. This number can be founded using the eigenvalue
sequence sorted in ascending order and identifying in this sequence the “best
elbow” (i.e. the point that corresponds to a quick growth of the variance, see
Fig. 5). In our example, the number of clusters determined by that heuristic is 2.

1 2 3 4 5

−2

0

2

4

Fig. 5. Step 3 of the spectral
clustering. (Color figure online)

To compute that “best elbow” we consider
the second derivative (green line with triangles)
of the ascending order sequence. As the second
derivative represents the concavity of the eigen-
value sequence, we can take the first value of
the second derivative above a certain threshold
(red line without symbol) determined experi-
mentally (i.e. the first position where the eigen-
value sequence is enough convex).

The first point of the second derivative,
corresponding to the concavity formed by the
first three eigenvalues, is the first value above
the threshold; so we determine that the “best
elbow” is in position 2.
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Once the number of clusters is chosen, we must to find the partition of the
set of arguments. This is done using a KMeans type algorithm [30]6 applied on
the kept eigenvectors following the chosen number of clusters (see Fig. 6).

−1 −0.8 −0.6 −0.4 −0.2 0
−1

−0.5

0

0.5

1

j
k

l

m
n

v1

v 2
Fig. 6. Step 4 of the spectral clustering.

The matrix composed by the kept
eigenvectors (the two first eigenvec-
tors, 2 being the number of clusters):

⎡
⎢⎢⎢⎢⎣

v1 v2

j −0.4472136 0.4397326
k −0.4472136 0.4397326
l −0.4472136 0.1821432
m −0.4472136 −0.4397326
n −0.4472136 −0.6218758

⎤
⎥⎥⎥⎥⎦

The lines of this matrix corre-
spond to the coordinates of the nodes
in the compressed similarity space. With a KMeans algorithm we can find groups
of datapoint in that space and so have the partition of arguments we wanted
(here {j, k, l} and {m,n}).

The complete result given by the spectral clustering is shown in Fig. 7. κ1

and κ2 are the clusters determined from γ1, and κ3 and κ4 are the ones from γ2.

h

i

(a) 1.

d

ef

g

(b) 2.

j

k l

(c) 3.

m

n

(d) 4.

Fig. 7. Identified clusters.

After the clustering, the next step of our algorithm is the computation of
preferred labellings. This computation is made simultaneously in the different
clusters using an external solver (one of the best solvers identified in the ICCMA
competition, see [34]). Recall that, for each cluster, every case concerning its
inward attacks (attacks whose target is in the current cluster but the source is
from another cluster) have to be considered. Given that the sources of an inward
attack could be labelled in, out or und in their own cluster, the σ-labellings
of the current cluster have to be computed for all the labelling combinations of
inward attack sources. For instance, for κ1 (resp. κ4), three cases for h and so
for i (resp. for m and so for n) must be considered. Whereas for κ2 and κ3, there
is no inward attack, the computed labellings only depend on the content of the
cluster. The tables in Fig. 8(a) show the computed labelling parts for each cluster.
6 Given n observations, a KMeans algorithm aims to partition the n observations into k

subsets such that the distance between the elements inside each subset is minimized.
Here we have n = 5 and k = 2.
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Notice that although three cases are computed for κ4, only two labellings are
obtained. This is due to the maximality of the preferred semantics. Indeed, even
though m is attacked by an und-labelled argument, n may be labelled in as it
defends itself against m. As a consequence, m would be labelled out.

The last step of our algorithm is the reunifying phase (line 2, Algorithm2). In
this step, the constructed labellings are those in which all the target arguments
are legally labelled. As an example, �κ1

1 cannot be reunified with �κ2
2 as h would

be illegally out-labelled. Figure 8(b) shows the valid reunified labellings for each
component.

Fig. 8. Labellings computed using our algorithm.

In that particular example all the reunified labellings are maximal w.r.t ⊆ of
the set of in-labelled arguments, so the maximality check (line 3, Algorithm 2)
does not change the set of labellings.7

Finally, the preferred labellings of the whole AF are constructed by perform-
ing a Cartesian product of the component labellings and of the grounded one.
See the final computed preferred labellings in Table 1, Sect. 2.1 (labellings �1

and �2).

4 Soundness and Completeness

This section presents formal properties of AFDivider : soundness and complete-
ness for the complete, the stable and the preferred semantics. Let σ be one of

7 To highlight the necessity of the maximality check, let us take as minimal example
the AF defined by 〈{a, b}, {(a, b), (b, a)}〉 and a partition of it in which each argument
is in a different cluster. For each cluster, we will have three possible labellings as
the inward attack source may be labelled in, out or und in the other cluster. The
reunifying phase will thus admit the labelling {(a, und), (b, und)} which is not a
preferred labelling.
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these three semantics. To be sound for σ means that the algorithm produces
only σ-labellings. To be complete for σ means that the algorithm produces all
the σ-labellings. In other words, given σ, AFDivider produces only and all the
σ-labellings.

In order to prove these properties, we rely on the notions of top-down and
bottom-up semantics decomposability introduced in [5] and then developed in [9].
In a few words, a semantics σ is said to be top-down decomposable if, for all AF
Γ and for all its partitions into sub-AFs, the set of σ-labellings of Γ is included in
the set of valid labellings obtained by reunifying the σ-labellings of its sub-AFs.
A semantics σ is said to be bottom-up decomposable if, for all AF Γ and for all
its partitions into sub-AFs, the set of valid labellings obtained by reunifying the
σ-labellings of its sub-AFs is included in the set of σ-labellings of Γ . A semantics
is said to be fully decomposable if it is top-down and bottom-up decomposable.
These notions of top-down and bottom-up semantics decomposability can also
be defined w.r.t. a specific type of partition. For instance, the partition selector
denoted by SUSCC only produces partitions in which SCCs (Strongly Connected
Components) are not split into different parts. In [9] it has been proven that:

The stable and complete semantics are fully decomposable.
The preferred semantics is top-down decomposable.
The preferred semantics is fully decomposable w.r.t to SUSCC .

Proposition 1. AFDivider is sound and complete for the complete and the sta-
ble semantics.

Sketch of proof. Let σ be a fully decomposable semantics. Let Γ = 〈A,R〉
be an AF. Let �gr be the grounded labelling of Γ restricted to the in-labelled and
out-labelled arguments. Let Ω = {ωgr, ω1

1, . . . , ω1
n1

, . . . , ωk
1 , . . . , ωk

nk
} be a

partition of A such that ωgr is the set of arguments labelled in �gr and such that
for all i and j, ωj

i is the set of arguments corresponding to the cluster j of the
component i determined by the component clustering performed by AFDivider.

Given that for all clusters, the labellings are computed for all possible
labellings of the cluster inward attack sources, and given that σ is fully decom-
posable, the set of valid reunified labellings produced by AFDivider is equal to
Lσ(Γ ).

And so AFDivider is sound and complete for the complete and the stable
semantics. �

Proposition 2. AFDivider is sound and complete for the preferred semantics.

Sketch of proof. Let σ be the preferred semantics. Let Γ = 〈A,R〉 be
an AF. Let �gr be the grounded labelling of Γ restricted to the in-labelled and
out-labelled arguments. Let {γ1, . . . , γk} be the set of all connected components
obtained by AFDivider after removing �gr. Let Ω = {ωgr, ω1

1, . . . , ω1
n1

, . . . ,
ωk
1 , . . . , ωk

nk
} be a partition of A such that ωgr is the set of arguments labelled in



A Distributed and Clustering-Based Algorithm for Abstract Argumentation 99

�gr and such that for all i and j, ωj
i is the set of arguments corresponding to the

cluster j of the component γi determined by the component clustering performed
by AFDivider.

Given that the preferred semantics is top-down decomposable, and given that
for all clusters, the labellings are computed for all possible labellings of the clus-
ter inward attack sources, then for each component γi, Lpr(γi) is included in
the set of valid reunified labellings produced by the function ReunifyCompLabs
(Algorithm2, line 2). The maximality check (line 3) makes Algorithm2 sound
and complete for the preferred semantics.

Let Ω′ = {ωgr, ω
1, . . . , ωk} be a partition of A such that ωgr is the set of

arguments labelled in �gr and such that for all i: ωi =
⋃ni

j=1(ω
i
j). Let S =

{(a, b)|∃i s.t. (a, b) ∈ (ωgr × ωi) ∩ R} be the set of all attacks going from an
argument labelled in �gr to an argument non present in �gr. Note that all the
sources of these attacks are out-labelled in �gr. Let Γ ′ = 〈A,R′〉 with R′ = R\S,
be the AF obtained from Γ when removing the attacks in S. Given that the
sources of attacks removed to obtained Γ ′ from Γ are all out-labelled arguments,
we have Lσ(Γ ′) = Lσ(Γ ). Note that Ω′ ∈ SUSCC(Γ ′). Indeed, for all i, (ωgr ×
ωi) ∩ R′ = ∅ and for all j 	= i, (ωj × ωi) ∩ R′ = ∅.

Given that the preferred semantics is fully decomposable w.r.t. SUSCC then
the set of valid labellings obtained by reunifying the σ-labellings of the sub-
AFs corresponding to Ω′ equal to Lσ(Γ ′). Given that Algorithm2 is sound
and complete for the preferred semantics, the Cartesian product made in Algo-
rithm1 (line 7) computes exactly Lσ(Γ ′). As a consequence, Algorithm1 com-
putes exactly Lσ(Γ ). AFDivider is thus sound and complete for the preferred
semantics. �

5 Experimental Results

In this section we present some experimental results conducted with the AFDi-
vider algorithm. The experiments have been made on some hard instances of
the ICCMA competition, which are mostly of Barabási–Albert (BA) type. They
all are non-dense and have a clustered structure.

To compute the labellings of a cluster given a particular labelling of its inward
attack sources, we have used an already existing solver called “Pyglaf ”, one of
the best solvers at the ICCMA 2017 session, which transforms the AF labelling
problem into a SAT problem [3]. In this paper, we compare our algorithm (using
Pyglaf ) with Pyglaf itself, and with ArgSemSAT [20], for the preferred, the
complete and the stable semantics.

For each experiment, we used 6 cores of a Intel Xeon Gold 6136 processor,
each core having a frequency of 3 GHz. The RAM size was 45GB. As at least
two of the three used solvers are multithreaded (Pyglaf and AFDivider), we have
chosen to compare them using both CPU and real time (the CPU time includes
the user and the system times). Note that, for our algorithm, the durations cover
both the clustering time and the computation of labellings time. The timeout
has been set to 1 h for the real time.
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Table 2 gives the obtained results on 8 significant instances:8 i1 to i8
for respectively BA_120_70_1.apx, BA_100_60_2.apx, BA_120_80_2.apx,
BA_180_60_4.apx, basin-or-us.gml.20.apx, BA_100_80_3.apx, amador-
transit_20151216_1706.gml.80.apx and BA_-200_70_4.apx. Note that these
instances have a number of labellings under the preferred and stable semantics
that is particularly large (more than a hundred thousand), and even larger for
the complete semantics.

In Table 2, it is worth noting that, first, none of the chosen instances is solved
by ArgSemSAT ; second, that none of the three solvers can provide results for the
complete semantics; third, that our algorithm is far better than Pyglaf on those
instances for the preferred semantics.9 Actually, we can observe a real order of
magnitude change which increases with the hardness of the instances: from 39 s to
5 s for i1 and from almost one hour to 31 s for i5 (i6 to i8 being unsolved by Pyglaf
in less than one hour). The last chosen instance (i8), with its more than ten billion
preferred labellings, presents a memory representation challenge; a compressed
representation of the labellings is to be found to tackle such instances. This is
also the case for the complete semantics. Finally, concerning the stable semantics,
Pyglaf and AFDivider give similar results: in term of real time, Pyglaf is slightly
better except on i7. Nevertheless, it is worth noting that, in term of CPU time,
AFDivider is generally better than Pyglaf; this last point needs further studies.

Overall, these preliminary experimental results show that the AF clustering
approach brings a real added value in terms of resolution time in the case of
the preferred semantics, and that an additional analysis will be necessary for
identifying how to improve the results for the other semantics.

6 Related Work

There exist many approaches for enumerating semantics labellings, but most
of them are non-direct, in the sense that they reduce the semantics computa-
tion to other problems (most of the time to the SAT problem). Such non-direct
approaches may use some kind of cutting process and even distributed compu-
tation (it is the case of Pyglaf [3]). Direct approaches, such as AFDivider, are
less common. It is with the existing direct approaches that we compare in this
section the AFDivider algorithm.

Here are some direct approach algorithms which use some kind of cut-
ting techniques:10 [24], that presents an algorithm based on a dynamic anal-
ysis of an argumentation framework; [27], where the algorithm computes the
labellings of an AF following its SCC decomposition; [18], where the R-PREF

8 amador-transit_20151216_1706.gml.80.apx and basin-or-us.gml.20.apx are
instances which come from real data of the traffic domain.

9 Note that Pyglaf is also multi-core. Moreover, when we compare Pyglaf and AFDi-
vider, we use a computer with the same number of cores. So the fact that there is a
more important parallelization in AFDivider (so more threads) is not what explains
the difference in runtime for the preferred semantics.

10 For an overview on the different AF splitting possibilities see [8].
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algorithm is based on [27]’s approach, with the addition of applying the decom-
position process recursively when the labellings under construction break the
SCCs; [19], where the P-SCC-REC algorithm, inspired by notions introduced in
[5,10,28,29], is the parallelized version of R-PREF ; [11], where the algorithm
splits the AF in two parts (without breaking SCCs), and computes their labelling
before reunifying them. Let us compare AFDivider with these approaches in two
respects.

First, on their ability to break SCCs: [27] and [11] do not do so; [18] and [19]
can do so, given a current SCC and an ancestor labelling, but only when the
ancestor labelling has some particular effects on the current SCC; [24] always
breaks SCCs as at each step at most one argument is added or removed from
the considered sub-AF. Nevertheless, this way of updating argument after
argument in [24] generates a lot of computations and uses a lot of memory.
AFDivider, and this is one of its advantages, breaks SCCs whenever it is well
suited to have well shaped clusters.
Second, on their ability to compute the labellings in a distributed way: [11,18,
24,27] are fully sequential. AFDivider and [19] use distributed computation,
but in [19], the computation of one labelling is mainly sequential (it is very
unlikely that the greedy phase suffices to generate a labelling). Furthermore
parallelizing following labellings could overload the CPUs as the number of
solutions in hard AF problems may be huge.

To conclude, what distinguishes best AFDivider from the other ones is that
cutting the AF into clusters limits the combinatorial effect due to the number
of labellings, to the cluster. The other approaches propagate this effect to the
whole AF. This property makes AFDivider well suited for non-dense AF with a
clustered structure. Indeed, in such a structure, the reunifying phase will be less
expensive than exploring the whole AF to construct each of the labellings.

An incremental algorithm that computes labellings has been proposed in [2]
but it does not concern the enumeration problem. Other works such as [14,22,37]
might be related to our approach as they analyze some kind of AF matrices;
however, it is not done in order to cluster the AF.

7 Conclusion

AFDivider is the first algorithm that uses spectral clustering methods to com-
pute semantics labellings. After removing the trivial part of the AF (grounded
labelling), the algorithm cuts the AF into small pieces (the identified clusters),
then it computes simultaneously (in each cluster) labelling parts of the AF,
before reunifying compatible parts to get the whole AF labellings. Soundness
and completeness of this algorithm are proven for the stable, the complete and
the preferred semantics.

We compared the behaviour of our algorithm with other ones that also use
some kind of clustering. Among the various advantages of our method (its ability
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to break SCCs and to compute the labellings in a distributed way), we high-
lighted the fact that cutting the AF into clusters has the great advantage of
limiting the solving hardness to the clusters. This algorithm is particularly well
suited for non-dense AFs with a clustered structure, such as the ones which are
among the hardest instances of the ICCMA competition.

An empirical analysis of AFDivider on the benchmarks of the competition is
underway and some preliminary results are presented in this paper. Nevertheless,
more exhaustive experiments are planned, in particular:

an analysis of the impact of the partition on the solving time, from a random
one to a clustered one; different clustering methods may also be compared;
a complete comparison with the other existing solvers used in ICCMA compe-
tition including the 2019 edition (for instance, CoquiAAS [26], or μ-toksia [32],
which is the winner of the 2019 edition);
and finally the use of AFDivider for the other tasks, on the other semantics,
of the competition (see [13]).

Another interesting question to answer is how to know in a reasonable time if an
AF is well suited for the AFDivider algorithm. In fact, this is a double question:
“what is a theoretical characterization of such an AF?” and “given an AF, what is
the computational cost for checking whether it respects this characterization?”.

Moreover, among future works, this approach may be extended to enriched
argumentation frameworks (e.g. with a support relation or with higher-order
interactions), and to other acceptability semantics.
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Abstract. We study dynamic multi-agent systems (dmass). These are
multi-agent systems with explicitly dynamic features, where agents can
join and leave the system during the evolution. We propose a general
conceptual framework for modelling such dmass and argue that it can
adequately capture a variety of important and representative cases. We
then present a concrete modelling framework for a large class of dmass,
composed in a modular way from agents specified by means of automata-
based representations. We develop generic algorithms implementing the
dynamic behaviour, namely addition and removal of agents in such sys-
tems. Lastly, we state and discuss several formal verification tasks that
are specific for dmass and propose general algorithmic solutions for the
class of automata representable dmass.

1 Introduction

A multi-agent system (mas) comprises a set of agents acting and interacting
in a common arena. Each agent is equipped with a set of available actions and
all agents contribute with simultaneously performed actions, thus generating
collectively action profiles causing state transitions in the system.

An overall objective in the area of formal methods for multi-agent systems
(mass), is to design frameworks for modelling of the structure and evolutions of
such systems and to develop methods for algorithmic verification of properties of
such abstract models specified in suitable formal (usually, logic-based) languages.

Traditionally, the set of agents in such frameworks – including the well-known
concurrent game structures [2] and interpreted systems [6] – is assumed fixed
during the system evolution. In many settings this is an essential limitation, as
witnessed by the increasing interest in parametric mass [1,5,10,12] where the
set of agents is taken as a parameter and every instantiation of that parameter
gives rise to a mas. Parametric model-checking amounts to verifying a property
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irrespectively of the specific value of the parameter. However, even in this case,
once the parameter is bound to a specific value, it does not change during the
system evolution.

1.1 Our Contributions

In this work we take a step forward and consider truly dynamic mas (dmass),
where agents can join and leave the system during the evolution. From a prac-
tical perspective, the dynamic feature naturally arises in many practical scenar-
ios, such as: markets, where brokers joining and leaving the system dynamically
impacts the price of goods and shares; sensor/computer networks where global
properties of the network depends dynamically on the connections between com-
ponents and the network topology; manufacturing [3], where adding/removing
machines can enable or disable the capability of producing specific products; and
others that we discuss further in the paper.

To the best of our knowledge, this is one of the first efforts to study and
analyse such systems using formal methods. Thus, as a first main contribution,
we present in detail a conceptual formalisation of dmass. We believe that our
framework is general enough to cover many scenarios and we provide several
examples to support this claim. We note that, on the one hand, such a general
framework provides a broad conceptual characterisation of dmass, but on the
other hand, such a generality makes it quite difficult to develop algorithmic
procedures for them.

As a second main contribution, we ground the abstract modelling framework
by proposing an automata-based approach for modelling dmass and show how
it provides automated procedures for adding and removing agents. We then
providing concrete algorithms for implementing these dynamic features.

As a third main contribution, we formulate the main dynamic reasoning tasks
that are specific for dmass and propose general algorithmic solutions for the class
of automata-representable dmass.

1.2 Related Work

Our interest in parametric systems is mostly in the way they describe interactions
among a bounded, but unknown, number of agents. Here we mention a few
related works and lines of research.

Among the first works to consider verification of parametric systems is [1],
where a counting abstraction is used and decidability of formal properties is
achieved by using vector addition systems with states (vass). In [12] strategic
reasoning is considered but only for a restricted set of properties such as reach-
ability, coverability and deadlock avoidance. In order to achieve decidability,
assumptions on the system evolutions are made and, in particular, monotonic-
ity with respect to a well-quasi-ordering. In [10] temporal epistemic properties
on parameterized interpreted systems are checked irrespective on the number of
agents by using cutoff techniques.

The idea of decoupling the interaction between agents from their internal
evolution by means of signals/observations is inspired by modular interpreted
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systems [9], where however, no truly dynamic behaviour is considered, as the set
of agents is fixed.

It is also worth mentioning the work in [3] where a sort of dynamic synthesis
problem is solved: given a transducer representing a target behaviour to real-
ize, and a set of transducer types, the output is the minimal number of actual
transducers which, suitably (asynchronously) orchestrated, can realize the target
behaviour. Another related work, though with different motivation and agenda,
is [8] where term-modal logics are introduced for reasoning about systems with
unspecified number of agents.

Other, more closely related works are discussed in Sect. 3.

2 Framework

This section is devoted to the formalization of a conceptual framework for
dynamic MAS (dmas). For the sake of readability, we first introduce the main
components of a dmas and defer its formal definition to the end of the section.
Also, in order to illustrate the introduced concepts for the reader, we make use
of a running example.

Example 1. Let us consider manufacturing plants [3] as dynamic multi-agent
systems, where pieces of raw materials are processed by machines – the agents
– and assembled in final products.

From a high-level perspective, we aim at providing a modular representation
of agents in a dmas, and we adapt concepts and terminology borrowed from
object-oriented programming to our setting. To help the reader, we use different
fonts to distinguish the introduced concepts.

– Agent types represent the abstract behavior of agents as autonomous and
stand-alone entities, e.g., robotManipulator or person.

– Agent roles describe the part that an agent type could play within a dmas,
e.g., in the manufacturing plant agent type robotManipulator can play the
role of a roboticArm with a laser as hand effector, or a the type person can
play the role of assemblyLineWorker.

– Agent instances are actual concrete agents in a dmas, characterized by a type,
a role, and a unique identification, e.g., a robotManipulator in the role of a
roboticArm, installed in a specific location of the plant.

We emphasize that an agent type is not a concrete agent, as it only describe
the high-level features that agent instances of that type have. The same rea-
soning holds for agent roles. The conceptual difference between a type and
a roles is that the former is not related to any specific dmas, while the lat-
ter is dmas-specific. Also, the same agent type (e.g., person) can play several
roles depending on the dmas it is employed in (e.g., assemblyLineWorker in the
manufacturing plant or trader in a financial market) and vice-versa, the same
role (assemblyLineWorker) can be performed by possibly different agent types
(robotManipulator or person). Also, there may be several concrete instances
of the same type and role, for example, several roboticArms in the plant. In the
rest of the section we formalize such concepts.
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2.1 Agent Types

Informally, an agent type describes the abstract behavior of an agent by itself,
independently from the system it could be deployed in. Mathematically, it is akin
to a Mealy machine, i.e. a finite state automaton, the transition function and
outputs of which depends not only on its own actions, but also on the inputs,
or observations, that come from the system in which it could be deployed to
operate.

Definition 1 (Agent type).

T = 〈ST, ActT, avtT,O, δT〉 where:

– ST is a finite set of internal states;
– ActT is a finite set of action types;
– avtT : ST → 2ActT \ ∅ maps to each state a set of available action types;
– O is a set of observations;
– δT : ST × ActT × O ��� ST is the partial transition function such that for each

s ∈ ST, act ∈ avtT(s) and o ∈ O we have that δT(s, act, o) is defined.

s1 s2 s3

(appr, fail)

(appr,
succ) (manip, ∗)

(back, fail)

(back, succ)

(a) Graphical representation of agent
type robotManipulator.

s1 s2 s3

(appr, fail)

(appr,
succ) (cut, ∗)

(back, succ)

(b) Graphical representation of the automa-
ton instance of type robotManipulator

with role roboticArm and parameter
handEffector assigned to value laser .

Fig. 1. Graphical representation of an agent type and instance.

Example 2. Figure 1a shows a graphical representation of agent type
robotManipulator. The circles are states and the transition function is ren-
dered by arrows labeled with pairs (action, observation), where ∗ represent any
value. The set of actions is ActT = {appr, manip, back, noop}. Also, we assume
a self-looping transition (noop, ∗) in any state, not represented in the picture for
the sake of readability. The set of observations is O = {fail , succ}. Intuitively,
the abstract behavior of robotManipulator is as follows. In state s1 it tries
to reach for the object to manipulate by performing action appr. Its success in
doing so depends on the system it is currently acting: if, e.g., the object is not
available or there are obstacles in its path, then it observes fail , thus looping in
s1. If it observes success, then it successfully moves to s2, where it can perform
its (still abstract) action of manipulating the object. Finally, in state s3 it goes
back in its original position or not by performing action back depending on the
observation, analogously to what happens in s1.
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We remark that observations are the interface with the external world and they
allow to decouple the internal behavior of the agent from the possible events
coming from the outside. To be more precise, we distinguish between signals
that a dmas produces, which will be formally defined later, and observations
that agents have of signals coming from the other agents and the system. In
other words, signals are global events that a dmas generates while observations
are the interpretation that agents have of signals. From now on, we denote by
Σ the set of signals of a dmas.

2.2 Agent Role, Agent Instances and Instance Creation Function

Unlike agent types, roles are conceptually related to a specific dmas. Formally, a
role is a set of parameter names R = {p1, . . . ,pm}, where each parameter can be
thought as a characteristic element, or a feature, assigned to an agent in role R.
As it will be shown later on, parameter names are assigned values when creating
agent instances.

Example 3. In the manufacturing plant example, the role roboticArm is charac-
terized by one parameter name only, handEffector. Any instance of roboticArm
will have a specific value assigned to it, such as laser or rotaryTool .

When a new agent joins a dmas, first an agent instance is created for it
and then that instance is incorporated into the system. The latter operation is
described in the next section, while here we focus on the former. The creation
of the instance is an operation specific to each dmas, called instance creation
function: it takes as inputs a type T, a role R and an assignment β of values to
parameters in R and returns an agent instance. An agent instance can be thought
of as an automaton that specializes T. Indeed, there is a mapping between states
of the automaton instance to states of the automaton type, and analogously for
actions.

Definition 2. An agent instance of type T = 〈ST, ActT, avtT,O, δT〉 with role R
and assignment β is an automaton:

ag = 〈S,Act, α, avt,O, obs, δ〉 where:

– S is the set of local states;
– Act is the set of actions;
– α : S ∪ Act → ST ∪ ActT is the abstraction function such that for each s ∈ S

we have α(s) ∈ ST and for each act ∈ Act we have α(act) ∈ ActT;
– avt : S → 2Act is consistent with avtT, namely, for each act ∈ Act and s ∈ S,

if act ∈ avt(s), then α(act) ∈ avtT(α(s));
– obs : S×Σ → O is the observation function, mapping local states and signals

coming from the system to observations;
– δ : S × Act × O ��� S it is such that:

• it is defined for each available action in each state, namely for each s ∈ S
and act ∈ avt(s) there exists o ∈ O such that δ(s, act, o) is defined;
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• it is consistent with transition function δT through mapping α, viz. if
δ(s, act, o) is defined and equal to s′, then δT(α(s), α(act), o) is defined
and equal to α(s′).

We remark that all components of an agent instance depend not only on
the type, but also on the role and assignment. This is hidden in the definition
because such a dependency is domain-specific and cannot, in general, be formally
generalized.

Example 4. Figure 1b shows a graphical representation of the automaton
instance of type robotManipulator with role roboticArm and parameter
handEffector assigned to value laser in the dmas manufacturing plant. The
abstraction function is such that α(appr) = appr, α(cut) = manip and α(back) =
back. We do not present here the whole observation function but we point out
that, for each signal σ ∈ Σ, it is such that obs(σ, s3) = success. This is because
robotic arms in the plant are placed in an obstacle-free area which makes the
action of going back in the initial position always successful (as opposed to action
appr that can fail if the object to manipulate is not present). For this reason,
there is no (loop, fail) transition in state s3. The diligent reader can easily verify
that transition function δ satisfies the constraints of Definition 2.

We now have all the concepts needed to define a dmas.

2.3 Dynamical Multi-Agent Systems

In a dmas, agents can join and leave during the evolution. From a high-level
perspective, at each time instant the system (global) state is characterized by the
tuple of local states of the agent instances that are currently part of the system.
At each step, either the instances concurrently perform an action that results in
the system evolving in a new global state, or a single agent is added/removed
to the system. In the first case, the step can be conceptually understood as a
sequence of micro-steps:

1. each agent chooses and performs an action, thus generating an action profile
π (formally defined later);

2. given π and the current global state, the system generates a signal σ;
3. the local state of each agent instance ag is updated according to the obser-

vation of σ and ag’s own action, which results in the new global state being
computed.

When an agent is added, first its instance is generated by calling the system’s
instance creation function described before (by providing a type, a role, and an
assignment of values to the role parameters) and then the instance is incorpo-
rated into the system by adding its initial state to the current global state. When
an agent is removed from the system, its local state is simply removed from the
system’s global state.

There is a special agent instance in every dmas that we call the arena: it
is of type T0 and role R0 and it is unique, namely: there is only one instance
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of type T0 with role R0 in every dmas; no other agent instances are of type
T0 or role R0 and it cannot be removed, thus it is always present. In order
to explain its purpose, let us consider the actual usage we intend to make of
dynamic mas, which is verifying formal properties. In a traditional mas (global)
system states are labeled with atomic propositions, but in our dynamic setting
the states themselves are subject to change (as it will be clear later in this
section) given that they depend on which, or how many, agents are currently
present. Thus, the issue of how to express properties naturally arises, and we
solve it by labelling the arena states with atomic propositions. The arena is like
any other agent type and role but conceptually represents the ground where the
agents play (or equivalently, the behavior of the fixed components that cannot
be removed from the system). We note that such arena can be designed so as to
incorporate properties that we are interested to check in a dmas: it is sufficient
to design specific arena states that are reached when the (un)desired conditions
are met. E.g., in the factory example, we can model arena states that are reached
whenever an agent instance fails an action, i.e., when it performs a transition
with observation fail . Such a choice makes our framework suitable to model the
effects that dynamic agents cause on the environment/arena they live in.

A dmas D has the following components:

– a set {T0, T1, . . . , Tn} of agent types;
– a set {R0,R1, . . . ,Rm} of roles, where each Ri is a set of parameter names

for i ∈ {0, . . . ,m};
– a set of domain values for each parameter name;
– a finite set Σ of signals;
– a function sig mapping system (global) states and action profiles π to signals;
– an instance creation function;
– an add protocol add;
– a remove protocol rem.

We have already introduced the instance creation function: it takes a type
Tj a role Ri and an assignment β for the parameters in Ri and produces an
agent instance. More precisely, β assigns to each parameter in Ri a value from
its domain. It remains to formalize the function sig and the add and remove
protocols.

Signal Function. It intuitively defines the core behavior of the system as it tells
which signals are produced for every possible joint action of the agent instances
currently present in the system, regardless of how many they are and of which
type and role. Given that the number of agent instances is unbounded, such a
function is usually defined implicitly.

Let ST be the union of local states for every agent instance that may be
present in the system. We note that such a set is finite and bounded by the
number of roles, parameters and assignments. We denote STn := ST × ... × ST
(n times) and likewise ACTn. The function sign outputs a signal for n agent
instances in any state performing any action, as follows: sign : STn×ACTn ��� Σ.
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Lastly, we define sig :=
⋃∞

1 sign and with this definition at hand, we can now
describe the behavior of a dmas D for a specific set of agent instances, which
we call a modular multi-agent structure (mmas).

Definition 3 (MMAS). Let D be a dmas and let Ag = 〈ag0, ag1, . . . , agx〉
be a tuple of agent instances where ag0 is the arena and each agi ∈ Ag is
〈Si,Acti, αi, avti,Oi, obsi, δi〉. A modular multi-agent structure for D with agents
Ag is the tuple:

GD(Ag) = 〈Q,Π,Δ〉 where:

– Q ⊆ S0 × . . . × Sx is the set of global states. Given a state q ∈ Q we denote
by q(i) the state of agent agi.

– Π ⊆ Act0 × . . . × Actx. An action profile for q ∈ Q is any π ∈ Π such that
π(i) ∈ avti(q(i)) for each i ∈ {0, . . . , x}.

– Partial transition function Δ : Q × Π ��� Q is such that Δ(q, π) is defined
and equal to q′ iff:

• π is an action profile for q and
• for each i ∈ {1, . . . , x} the next state of agent agi is given by transition

function δi from: agi current state q(i); agi performed action π(i) and
from agi observation of the signal computed by sig function (which in
turns depends on the whole current system state q and action profile π).
Formally we have that q′(i) = δi(q(i), π(i), obsi(q(i), sig(q, π))) for each
i ∈ {1, . . . , x}.

Note how the evolution of the system is described by means of transition
function Δ: the local state of each agent instance is updated according to its
current local state, its action and the observation of the signal that is generated
by the system, which in turn depends on the whole action profile.

We also remark that a modular multi-agent structure is parameterized by a
tuple of agents Ag and thus it suffices to specify how to update such a tuple to
handle the joining and leaving of agents. This is precisely the purpose of add
and rem protocols.

Add and Remove Protocols. Let GD(Ag) be a mmas, the protocols define a new
mmas that is the result of adding/removing an agent to/from GD(Ag). We remark
that such protocols do not provide yet actual procedures for incorporating or
removing an agent to an existing mmas, as such procedures are domain-specific
and may not be even computable, in general. In Sect. 4 we will be more con-
crete and will provide an actual algorithm for the add and rem protocols for a
specific class of dmas, namely those composed by using automata-based agent
representation and techniques.

Definition 4 (Add protocol). Let GD(Ag) be a mmas for a dmas D with
Ag = 〈ag0, . . . , agx〉 and let q ∈ Q be the current state of GD(Ag). The addition
of agent instance ag 
∈ Ag is defined by function:

add(GD(Ag), q, ag) which returns (GD(Ag) ⊕ ag, q′) where:
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– GD(Ag) ⊕ ag = GD(〈ag0, . . . , agx, ag〉) and
– q′ is the new current state after the addition of ag and it is such that q′(i) =

q(i) for every i ∈ {0, . . . , x}.
Note that, in general, no constraint is put on the current state of the new agent
after the addition. This is because such a state depends on the specific applica-
tion, but intuitively, it functionally depends on q and ag.

Definition 5 (Remove protocol). Let GD(Ag) be a mmas with Ag =
〈ag0, . . . , agx〉 and let q ∈ Q the current state of GD(Ag). The removal of agent
agi 
= ag0 is defined by function

rem(GD(Ag), q, agi) which returns (GD(Ag) � agi, q
′) where:

– GD(Ag) � agi = GD(〈ag0, . . . , agi−1, agi+1, . . . , agx〉) and
– q′ is the new current state after the removal of agi and it is obtained from q

by dropping the element in position i.

We note that if Ag and Ag′ differ only on the order of agents, they still give
rise to different GD(Ag) and GD(Ag′). However, since the behavior of a mmas
does not depend on the order of the agents, we say that GD(Ag) and GD(Ag′) are
order-isomorphic iff Ag is a rearrangement of Ag′ (we omit the details for lack
of space). With such a notion at hand, we notice that the add and rem protocols
enjoy the following property: for every set of agent instances Ag, every agent
instance ag1, ag2 and every state q ∈ Q, adding an agent and then removing it
results in the same mmas: rem(add(GD(Ag), q, ag1), ag1) = (GD(Ag), q).

3 Some Concrete Examples

In what follows we informally show how to model some existing frameworks
as mmass. The multi-agent systems that we model, although not all necessarily
dynamic, are characterized by being parametric, namely systems whose evolution
can be described symbolically regardless how many concrete agents are part of
it. The purpose is solely to show the expressiveness of mmass, therefore the
translations are by no means efficient, nor unique.

Homogeneous Dynamic Multi-Agent Systems (hdmas). We refer to the frame-
work in [4], where homogeneity means that all agents have the same available
actions at any given state and the actions have the same effects regardless of
which agents perform them. The global state transitions are therefore determined
only by the vector of numbers of agents performing each action and are specified
symbolically, by means of conditions on these numbers, called guards. The inter-
nal states of the arena are the global states of the hdmas. Conceptually, here
the arena is passive, meaning that it does not perform actions. Technically, we
allow for the same spurious action in every state. All agents are thus represented
by the same agent type and the same agent role (with no parameters), i.e. the
set of agents is homogeneous. The internal states of the agent type are again the
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global states of the hdmas, whose action availability function follows from the
hdmas and so does the transition function. Signals and observations coincides.
We have one for each guard and they are used to tell which guard is satisfied at
each step. The global state of the mmas is a tuple of agents states, but, being
agent-homogeneous, such tuples are of the kind 〈s, s, . . . , s〉, i.e., composed by
the same state. The protocol for adding one agent appends one more element
(the current state) to the tuple of the global states and updates the transitions
to account for the new agent, according to the hdmas transition function. The
protocol for removing an agent takes no inputs and removes one state from the
global mmas state tuple and updates the transitions according to the hdmas
transition function, analogously to the addition.

Open Multi-Agent Systems (omas) [11]. These are dynamic mas where agents
can be added or removed during the system evolution by means of special tran-
sitions and their behaviour is described by means of automata similar to our
agent types. At each time instant, the system is described by the tuple of local
states of agents. However, we point out two main differences between omas and
dmas. The first concern the way the interaction between a possibly unbounded
number of agents is achieved: in omas, agents evolutions depends on the pro-
jection of the joint action of all agents into a set rather than the joint action
itself. Secondly, the (global) transition function of the whole system in omas is
asynchronous, but synchronization between agents can be achieved by means of
special actions. Each omas agent type can be modeled as a mmas agent type.
As the omas global transition function take into account only if every action
has been performed by at least one agent, the corresponding mmas transition
function can be described with a finite number of signals and observations. The
add, resp., rem protocols simply add, resp., remove, the agent local state from
the tuple of global states.

Population Protocols [5]. These are homogeneous asynchronous systems where
at each step only a pair of agents change state. The global transition relation
thus comprises nondeterministically all possible interactions that can happen at
each step among pairs of agents. As agents in a population are homogeneous, we
need one agent type and one role only. We also equip the system with actions
and signals to “resolve” the intrinsic nondeterminism of the protocol: at each
step is the system that decides which pair of agents interact (and thus change
state). In order to do so, however, each agent instance in a mmas should be
formally distinguishable, or otherwise the environment cannot specify which pair
of agents change state (notice indeed that agent instances of the same type
and role react to signals in the very same way). We can make agent instances
distinguishable from each other by assigning for each of them different values
to a special role parameter, although this requires an unbounded domain for
that parameter whenever we want to model an unbounded number of agents to
join/leave the system.
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4 Automata-Based Representation

Here we use infinite word automata in order to model dynamic mmas, following
the general framework outlined in Sect. 2.

Definition 6. A deterministic infinite word automaton is a tuple WA =
〈Γ , S, γ,Acc〉 where Γ is the input alphabet, S is the set of states, γ : S ×Γ → S
is the transition function, and Acc is the accepting condition.

For the chosen accepting condition, we denote by L(WA, s) the set of words
accepted by the automaton WA starting from the state s. Here we consider
Büchi accepting condition for the automata. We represent an agent as being a
deterministic infinite word automaton as follows.

Let ag = 〈S,Act, α, avt,O, obs, δ〉 be an agent instance of type T, role R and
assignment β. The interaction between the agent and the other agents in the
system, as well as the arena, materialises in an infinite sequence of actions of the
agent and observations over the signals sent by the system. Then, the automaton
WAag corresponding to the agent ag is such that it accepts all words over actions
and observations that describe possible interactions. That is, the alphabet of the
automaton is Γ = Act × O, S = S ∪ {⊥} and γ is defined as

γ(s, act • o) =

{
δ(s, act, o) if act ∈ avt(s)
⊥ otherwise

and γ(⊥, act • o) =⊥ for any action act and observation o, where • denotes, from
now on, the concatenation of two elements or tuples. The set of accepting states
is Acc = S \ {⊥} = S. Note that the state ⊥ in the automaton mimics the fact
that the agent ag played an unauthorized action.

Lemma 1. The automaton WAag accepts exactly the paths in ag.

Proof. Note that the transitions of WAag are equivalent to the ones in ag when
the transition function in ag is defined, otherwise the sink state ⊥ is reached.
Therefore, since the accepting condition in WAag asks to not visit ⊥ infinitely
often, WAag accepts only executions corresponding to executions in ag.

4.1 Modular Multi-Agent Structures as Composition of Automata

Let D be a dynamic mas, Ag = 〈ag0, ag1, . . . , agx〉 be a set of agent instances
where ag0 is the arena and each agi ∈ Ag is 〈Si,Acti, αi, avti,Oi, obsi, δi〉. Let
moreover GD(Ag) the mmas for Ag and WAi = 〈Γi, Si, γi,Acci〉 the word automa-
ton for agi for i ∈ {1, . . . , x}.

We model the mmas GD(Ag) by the synchronous composition of the automata
WAagi and we call the resulting automaton WAAg = 〈Γ ,W, γ,Acc〉. Note that
GD(Ag) is already by definition the synchronous (commutative) product of the
agent instances ag from the set Ag of agents. Transitions are labelled with tuples
of actions of the agent instances together with signals. Such signals are not
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only those generated by tuples of actions of agents in Ag, but they might be
generated by other (longer) tuples of actions. This technical solution is used
to solve the dynamic verification Problem 5 in Sect. 5. We therefore say that
a signal σ is compatible with a state w ∈ S0 × . . . × Sx and a tuple of actions
π ∈ Act0× . . .×Actx if there is some tuple π′ ∈ ACT∗ such that σ = sig(w, π •π′).
Technically a state of WAAg is composed of local states of the agent instances
together with symbol � when the state is reached by a signal generated by the
currently present agents in Ag, or with symbol + when the state is reached
by a (compatible) signal generated when other agents are added. Also, if agent
instances do not play available actions or the signal is not compatible with the
current state and the actions played, then the next state in the automaton is
the sink state ⊥. In what follows, we use the usual notation π(i) for the i-
th component of the action profile. More precisely, WAAg = 〈Γ ,W, γ,Acc〉 is
defined as follows:

– alphabet Γ = Act0 × . . . × Actx × Σ consisting of action profiles paired with
signals;

– the set of states is W = S0 × . . . × Sx × {�,+} ∪ {⊥}.
States in W are denoted by w • c, where w ∈ S0 × . . . × Sx, w(i) is the i-th
component of w and c ∈ {�,+}.

– the transition function γ : W × Γ → W is defined as follows:
• γ(⊥, π • σ) =⊥;
• γ(w • c, π • σ) =⊥ if there exists i ∈ {0, . . . , x} such that

γi(w(i), π(i) • obsi(w(i), σ))) =⊥ (instance agi is performing a non-
available action) or σ is not compatible with w and π;

• otherwise γ(w • c, π • σ) = w′ • c′ where w′(i) = γi(w(i), π(i) • obsi(w(i), σ))
for i ∈ {0, . . . , x} and c′ = � if c = � and σ = sig(w, π) and c′ = +
otherwise;

– accepting set Acc = W \ {⊥} consisting of all states but ⊥.

A run in the automaton WAAg is a (infinite) sequence ρ = (w0 •c0)(π0 •σ0)(w1 •

c1)(π1 • σ1)(w2 • c2)(π2 • σ2) . . . of states and actions and signals such that c0 = �
and (wi+1 • ci+1) = γ(wi • ci, πi • σi) for any i ∈ N. It is then accepted if it visits
infinitely often the states in Acc. That is, since the transitions in WAAg are such
that, once in ⊥ the automaton stays there, the run is accepted if it never visits
the state ⊥.

Adding Protocol. Let WAAg = 〈Γ ,W, γ,Acc〉 be the automaton modelling the
mmas GD(Ag) for a given set of agents Ag, let w • � be a state in W , and
let WAag = 〈Γ , S, γ,Acc〉 be the automaton for agent ag to be added to
WAAg. The protocol for adding ag is then defined as: add(WAAg,WAag, w • �) =
(WA′

Ag+ , w′ • �) where WA′
Ag+ = 〈Γ ′,W ′, γ′,Acc′〉 is the new word automaton

obtained after the addition of WAag, which intuitively is composed from the
(old) word automaton WAAg by “attaching” to state w • � the word automaton
WAAg∪{ag} = 〈ΓAg∪{ag},WAg∪{ag}, γAg∪{ag},AccAg∪{ag}〉, that is, the automaton
for agents Ag∪{ag}. In other words, from state w • � the new automaton WA′

Ag+

“jumps” to WAAg∪{ag} in state w′ • � and start behaving like it. The new current



118 R. Condurache et al.

state w′ = w • s is obtained by adding a state s ∈ S of WAag to the old global
state. Notice that the choice of the specific state s is up to the protocol itself,
and depends on its inputs. More precisely, WA′

Ag+ = 〈Γ ′,W ′, γ′,Acc′〉 where:

– Γ ′ = Γ ∪ ΓAg∪{ag};
– W ′ = W ∪ WAg∪{ag};
– γ′ : (W ∪ WAg∪{ag}) × (Γ ∪ ΓAg∪{ag}) → (W ∪ WAg∪{ag}) is such that:

• γ′(w • c, π • σ) = γ(w • c, π • σ) for each w in W and every π • σ ∈ Γ such
that γ(w • c, π • σ) 
= w • �;

• γ′(w • c, π • σ) = w′ • � for each w in W and every π • σ ∈ Γ such that
γ(w • c, π • σ) = w • �;

• γ′(w • c, π • σ) = γ(w • c, π • σ) for each w in WAg∪{ag} and every π • σ ∈ Γ .
– Acc′ = WA′

Ag+ \ {⊥}.

Intuitively, the jump into the automaton WAAg∪{ag} is modelled by identify-
ing states w • � and w′ • � and defining the transitions at that merged state so
that the incoming ones are those for state w • � in the automaton WAAg and the
outgoing transitions are those from the state w′ • � in WAAg∪{ag}.

Removing Protocol. The removing protocol is modelled here by projecting
away the state of the removed agent ag. Formally, we define the function
rem(WAAg, ag, w • �) = (WA′

Ag− , w′ • �) where, analogously as before, WA′
Ag−

is composed from the old automaton WAAg where we attach to state w • � the
word automaton WAAg\{ag}. Intuitively, WA′

Ag− behaves like WAAg until state
w • � is reached, and then it “jumps” to WAAg\{ag} in state w′ • � and start
behaving like it. More precisely, WA′

Ag− = 〈Γ ′,W ′, γ′,Acc′〉 where:

– Γ ′ = Γ ∪ ΓAg\{ag};
– W ′ = W ∪ WAg\{ag};
– γ′ : (W ∪ WAg\{ag}) × (Γ ∪ ΓAg\{ag}) → (W ∪ WAg\{ag}) is such that:

• γ′(w • c, π • σ) = γ(w • c, π • σ) for each w in W and every π • σ ∈ Γ such
that γ(w • c, π • σ) 
= w • �;

• γ′(w • c, π • σ) = w′ • � for each w in W and every π • σ ∈ Γ such that
γ(w • c, π • σ) = w • �;

• γ′(w • c, π • σ) = γAg\{ag}(w • c, π • σ) for each w ∈ WAg\{ag} and every
π • σ ∈ ΓAg\{ag};

– Acc′ = WA′
Ag− \ {⊥}.

5 Dynamic Verification of MMASs

Modelling dynamic multi-agent systems using automata enables us to solve some
relevant and important decision problems that arise in the context of mmass in
a uniform way. Here we state and sketch solutions for the most important ones.
All these problems can be solved using automata and game theory approaches.
In what follows, we assume properties to be expressed in Linear-time Temporal
Logic (LTL) where the atomic propositions are labels on the arena states, given
that it is the only agent instance that is always present and never removed.

A classical verification problem is the one asking whether any interaction of
the agents present in the model satisfies some required property:
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Problem 1 (Verification). Let GD(Ag) be a mmas. Does the mmas GD(Ag) sat-
isfy the property ϕ at a state q?

Problem 1 was already studied and proved to be solvable in Pspace [13],
thus the same technique can be used here by considering only states of GD(Ag)
marked with �. In the following, we introduce some problems that are related to
the changes that may appear in a mmas when agents leave or new agents join.

5.1 Addition of Agents

Problem 2 (Verification of additions of agents). Let GD(Ag) be a mmas with
its current state q and ag 
∈ Ag be an agent instance. Does the addition of the
agent ag in GD(Ag) at the current state satisfy the property ϕ?

Theorem 1. There is an algorithm that solves Problem 2 for all LTL properties
in ExpTime.

Proof. The problem is solved using the automata approach outlined here as
follows. First, we build the automata WAAg and WAag for GD(Ag) and ag and
then apply the function add to compute the automaton WA′

Ag+ and its current
state w′ • �. Also, we set the accepting states for WA′

Ag+ as being all states
w • � with w ∈ W ′. That is, we only accept executions that correspond to the
interaction of agents in the set Ag and call those “good” executions. Then, the
problem is reduced to verifying whether L(WA′

Ag+ , w′ • �) ⊆ L(ϕ) holds. The
automaton WA′

Ag+ has a size polynomial in the size of the input. However, the
verification of the LTL formula ϕ on all “good” executions takes ExpTime. ��
Problem 3 (Existence of an agent satisfying a requirement). Let GD(Ag) be the
mmas for D and agents Ag. Is there an agent a 
∈ Ag such that its addition in
the current state w • � of the mmas GD(Ag) guarantees the property ϕ?

Theorem 2. There is an algorithm that solves Problem 3 for all LTL properties
in NExpTime.

Proof. There is a nondeterministic algorithm that guesses an agent type T, a
role R, and an assignment β, such that for the resulting agent ag we can answer
positively Problem 2. Note that, since the set of allowed types, roles, and domains
are fixed in the dmas D, when the domains are finite there is a finite number
of agent instances that may be added to GD(Ag). The complexity bound is a
consequence of the nondeterministic choice and the verification in exponential
time. ��
Problem 4 (Satisfiability of a property after addition of an agent). Let GD(Ag)
be the mmas for D and agents Ag. Is there a state in the mmas WAAg and an
agent a 
∈ Ag such that the agents in Ag∪{a} can cooperate and ensure ϕ in the
resulting mmas?
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Theorem 3. There is an algorithm that solves Problem 4 for all LTL properties
in NExpTime.

Proof. The nondeterministic algorithm first guesses an agent instance (an agent
type, a role, and an assignment) and a state s in WAAg, then it builds the
automaton corresponding to the addition of the chosen agent, then guess a path
in the resulting automaton and, finally, verifies in ExpTime that it satisfy the
LTL condition.

Problem 5 (Stability). Let GD(Ag) be the mmas for D and agents Ag. Can the
agents in Ag ensure ϕ whenever an arbitrary number of agents of any type and
role are added to the mmas?

Theorem 4. There is an algorithm that solves Problem 5 for all LTL properties
in 2ExpTime.

Proof. Solving Problem 5 can be reduced to solving a two-players game between
a constructor and a spoiler on WAAg. The constructor proposes actions of the
agents and spoiler plays signals. We remark that the spoiler in any state w • c
can play signals that leads to a state marked with +, say w′ • +. This intuitively
means that there exist agents which, added in w • c, can perform actions leading
to w′ • +. The objective of the constructor is therefore to play a strategy profile
for the players in Ag such that for any actions of the spoiler, the state ⊥ is never
reached and the LTL formula is satisfied. Note, that this problem is equivalent to
LTL synthesis for the agents in Ag against an environment where the objective
is ϕ ∧ �¬ff, where ϕ is the LTL formula given as input, � is the “always”
modality, and the property ff is true only in the state ⊥. This problem is solved
in 2ExpTime.

5.2 Removal of Agents

Problem 6 (Verification of removals of agents). Let GD(Ag) be the mmas for D
and agents Ag. Does the removal of agent a ∈ Ag from the mmas WAAg at its
current state ensure the truth of formula ϕ at that state?

Theorem 5. There is an algorithm that solves Problem 6 for LTL properties in
ExpTime.

Proof. The algorithm runs as follows: first it builds the automaton for the system
and then verifies in ExpTime that all its executions satisfy the LTL formula.

Problem 7 (Satisfiability of a property after removal of an agent). Let GD(Ag)
be the mmas for D and agents Ag. Is there a state in WAAg and an agent a ∈ Ag
such that its removal from that state guarantees the property ϕ?

Theorem 6. There is an algorithm that solves Problem 7 for LTL properties in
NExpTime.

Proof. The algorithm guesses the state in WAAg and the agent to be removed.
Then, after building the automaton corresponding to the removal of the chosen
agent, it verifies if all paths in it verify the LTL property ϕ.
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6 Concluding Remarks

In this work we propose dmas, a conceptual framework for modeling dynamic
mas the main features of which are being modular and automata-based. The
latter enables using techniques and results from automata-based verification.
We argue that dmass are expressive enough to capture a wide range of scenar-
ios and other frameworks in literature. However, we note that not all types of
multi-agent systems can be modeled as dmass. For instance, concurrent game
structures (cgs), not being modular, make the removal of agents not generally
implementable. Also, in dynamic reactive modules [7] the available actions of a
module m depend not only on the state of variables of m, but also on the state
of the variables of any other module m′ to which m has access. Therefore, the
behavior of m modeled as an agent instance may become undefined when mod-
ule m′ is removed, as dmass do not feature a dynamic “availability function” of
actions. Extending our framework to cover such cases is left for future work.
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Abstract. This paper focuses on modelling information usefulness.
More precisely, it aims at characterizing how useful a piece of informa-
tion is for a cognitive agent which has some beliefs and goals. The paper
presents three different approaches. We take Information Retrieval as a
particular application domain and we compare some existing measures
with the usefulness measure introduced in the paper.

1 Introduction

Usefulness is a ubiquitous notion. For instance, in Data Mining, evaluating the
interest of the extracted knowledge is necessary [9]; in Natural Language Pro-
cessing, identifying useful terminology [19] is a prerequisite to any analysis. In
Social Science, studying how people achieve effective conversational communi-
cation in common social situations is needed. Grice [10], introduced the maxim
of quantity which emphasizes the fact that a speaker contribution must be as
informative as required for the current purposes of the exchange, but not more
informative. In the database domain, taking the goals and the preferences of the
user who asks a query is necessary for generating cooperative answers [12]. In
Information Retrieval (IR), the aim is to take into account a query expressed
by a user and provide documents which best suit the user need i.e., which are
the most useful ones. Initially, the topical relevance approach considered that
relevant documents are those whose topics best match the topics of the user
query [11]. This led to the aboutness measure. Then, other dimensions have
been considered: coverage, which measures how strongly the user interests are
included in a document [13]; appropriateness, which measures how suitable a
document is with respect to the user interests [8]; and novelty, which measures
how novel is the document with respect to what the system has already proposed
to the user [4]. However, the user who asks a query is a cognitive agent [7,14]:
he/she has some goals to achieve and he/she has some beliefs about the world.
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Moreover, these beliefs are generally incomplete and the user asks queries to the
system in order to get new information which will help him/her achieve his/her
goals.

In the present work, we consider a general framework in which there are two
cognitive agents: one is the user who has some beliefs and some goals modelled
as propositional formulas; the second is the system. The latter has some beliefs
about the user’s beliefs and goals. Its goal is to provide the user with informa-
tion which is the most useful for him/her to achieve his/her own goals. This
framework is general enough to model the paradigm of cooperative exchanges
with a system (a speaker, a database, the search engine) who answers the query
expressed by the user (the listener, the database user, the web user. . . ) in which
the system has to provide the most useful information to the user. Defining the
concept of information usefulness in such a context is the main aim of this paper.
More precisely, we take the system point of view and try to characterize how
useful a piece of information can be for the user.

The paper is organised as follows. In Sect. 2 we give some preliminaries and
state our working hypotheses. In Sects. 3, 4 and 5 we propose three different def-
initions of information usefulness, respectively called binary, ordinal and numer-
ical. In Sect. 6, we consider the particular case of Information Retrieval and
compares some measures defined there with ours. Some concluding remarks are
given in Sect. 7.

2 Preliminaries

We consider a propositional language L of which a subset, LG, is the language
used to represent the goals. We consider an agent a with a goal set Ga, which is
a finite set of positive literals from LG. For example, finish the state of the art
of my article, prepare for Monday’s class. Moreover, agent a has a belief base
Ba composed of two subsets Bm

a and Bg
a. Bm

a is the set of formulas from L \ LG

which represents a’s beliefs. For example, I know modal logic and I know the
Python language. Bg

a contains as many formulas l1g ∧ . . . ∧ l
mg
g → g, where each

lig is a positive literal of L \ LG, as there are g ∈ Ga. Such formulas represent
the beliefs of a about what is needed to achieve its goals. For example, to finish
the state of the art (g) I need knowledge about modal logic (p) and BDI agents
(q) (i.e., p ∧ q → g). The conjunction l1g ∧ .. ∧ l

mg
g is called premise of g and

it is noted premise(g). Notice that, according to the previous assumptions, we
consider that the agent knows how to achieve its goals (in Ga)—the agent knows
which are the pieces of information it needs to achieve its goals. This means that
the goals for which the agent does not know the information necessary to achieve
them are not considered.

Definition 1. Let C and C ′ be two conjunctions of literals. C is included in C ′,
noted C ⊆ C ′, iff all the literals of C are literals of C ′. C is equal to C ′, noted
C = C ′, iff the literals of C are exactly the same as the literals of C ′. The result
of the intersection between C and C ′, noted C ∩ C ′, contains literals which are
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both in C and in C ′. The result of the difference between C and C ′, noted C \C ′,
contains literals which are in C but not in C ′. The cardinality of a conjunction
of literals C, noted |C|, corresponds to the number of literals in C.

Definition 2. Let S and S′ be two sets of conjunctions of positive literals. S �1

S′ iff (i) |S| ≤ |S′| and (ii) if |S| = |S′| then there is a bijection f : S → S′ such
that: ∀ψ ∈ S ψ ⊆ f(ψ). S ≺1 S′ iff S �1 S′ and S′ ��1 S.

Definition 3. Let S and S′ be two sets of conjunctions of positive literals. S �2

S′ iff (i) |S| ≤ |S′| and (ii) if |S| = |S′| then there is a bijection f : S → S′ such
that: ∀ψ ∈ S |ψ| ≤ |f(ψ)|. S ≺2 S′ iff S �2 S′ and S′ ��2 S.

Thus S �1 S′ (resp., S �2 S′) iff S does not have more elements than
S′; if S and S′ have the same number of elements, then the conjunctions in
S are included in the conjunctions of S′ (resp., are shorter than those of S′).
Notice that �1 is a preorder but it is not total. Some sets of conjunctions are
incomparable, such as {p, q ∧ r} ��1 {r, s} and {r, s} ��1 {p, q ∧ r}. �2 is a total
preorder.

Lemma 1. 1 Let S and S′ be two sets of conjunctions of positive literals.

– If S �1 S′ then S �2 S′

– If S �1 S′ and S′ �1 S then S = S′

– If S �2 S′ and S′ �2 S then S = S′

– S ≺1 S′ iff (i) | S |< |S′| or (ii) |S| = |S′| and there is a bijection f : S → S′

such that ∀ψ ∈ S ψ ⊆ f(ψ) and ∃ψ0 ∈ S ψ0 ⊂ f(ψ0).
– S ≺2 S′ iff (i) |S| < |S′| or (ii) |S| = |S′| and there is a bijection f : S → S′

such that ∀ψ ∈ S | ψ |≤| f(ψ) | and ∃ψ0 ∈ S | ψ0 |<| f(ψ0) |.
Definition 4 (Missing Information). Let a be an agent with its belief base
Ba and its goal set Ga. Let g ∈ Ga be such that Ba �|= g. Missing(Ba, g), is
defined as follows:

Missing(Ba, g) =
∧

l:l∈premise(g) and Ba �|=l

l

Missing(Ba, g) is the conjunction of all the literals in the premise of g which
cannot be deduced from Ba (i.e., which are not yet believed by the agent). There-
fore, in the particular case in which Bm

a = ∅, Missing(Ba, g) = premise(g), i.e.,
the missing piece of information to achieve g is premise(g).

Notice that the notion of missing information is defined only for the goals that
are not already achieved (i.e, goals such that Ba �|= g). A missing information
associated to a goal is then the conjunction of all the literals representing the
information need to achieve that goal (not yet achieved), and only these ones.
Moreover, we would like to stress out that, according to Definition 4, the formula
whose conclusion is g can be written as: Missing(Ba, g) ∧ ψBa,g → g with
ψBa,g ∈ L \ LG, Ba |= ψBa,g and Ba �|= Missing(Ba, g).

1 Proofs are omitted due to length limitation.
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Proposition 1.
– Let ϕ ∈ L \ LG be a formula and g ∈ Ga be a goal of agent a. We have that

Missing(Ba ∪ ϕ, g) ⊆ Missing(Ba, g).
– If ψ |= ϕ then Missing(Ba ∪ ψ, g) ⊆ Missing(Ba ∪ ϕ, g).
– Let ϕ1 ∈ L \ LG, ϕ2 ∈ L \ LG be two formulas and g ∈ Ga be a goal of agent

a. We have that Missing(Ba ∪ (ϕ1 ∧ ϕ2), g) = Missing((Ba ∪ ϕ1) ∪ ϕ2), g).

Definition 5 (Multisetofmissing information).Leta be anagentwhose belief
base is Ba and whose goal set is Ga. The multiset2 of missing information to achieve
the goals in Ga is: Missing(Ba, Ga) = {Missing(Ba, g1), . . . , Missing(Ba, gk)}
with {g1, . . . , gk} = {gi ∈ Ga and Ba �|= gi}.

There is therefore as much missing information as there are unachieved goals,
i.e., the cardinality of Missing(Ba, Ga) corresponds to the number of goals that
are not yet achieved. Actually, we would like to take into account the weight of
the missing information and not only the number of missing information.

Example 1. Let us consider a propositional language whose letters are: p, q, r,
g1 and g2 respectively meaning “I know the main papers about modal logic”, “I
know the main papers about BDI agents”, “I know the Python language”, “I
can start writing the state of the art” and “My Monday’s class is prepared”. Let
us consider Ga = {g1, g2} and Ba = {p} ∪ {p ∧ q → g1, r → g2}. We have that,
Missing(Ba, g1) = q, Missing(Ba, g2) = r and therefore, Missing(Ba, Ga) =
{q, r}. This means that, in order to achieve its goals, the agent lacks knowledge
about BDI agents and about the Python language.

The following proposition shows that adding a belief to the belief base Ba

does not increase the number of missing conjunctions. Moreover, if this does not
reduce it either, then it does not increase their size. Finally, if adding a belief to
the belief base Ba reduces the number of missing conjunctions, then this means
that such new belief allows to achieve one or more goals.

Proposition 2. For all formula (piece of information) ϕ ∈ L \ LG, we have:

– |Missing(Ba ∪ ϕ,Ga)| ≤ |Missing(Ba, Ga)|.
– ∀ϕ if |Missing(Ba ∪ ϕ,Ga)| = |Missing(Ba, Ga)| then there is a bijection

f : Missing(Ba ∪ ϕ,Ga) → Missing(Ba, Ga) such that ∀ψ ∈ Missing(Ba ∪
ϕ,Ga) ψ ⊆ f(ψ).

– If |Missing(Ba ∪ ϕ,Ga)| < |Missing(Ba, Ga)| then ∃Gi ∈ Ga such that
Missing(Ba, gi) ∈ Missing(Ba, Ga) and Ba ∪ ϕ |= gi.

3 A Binary Approach

In this section, we characterize useful information for an agent in view of achiev-
ing its goals in two different ways. According to this binary approach, a piece of
information is useful or not.
2 Reminder: a multiset is a set whose elements can have several occurrences, such as

{p, q, p}.
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Definition 6. Let a be an agent with its belief base Ba and its set of goals
Ga. Formula ϕ ∈ L \ LG is U1-useful for agent a iff Missing(Ba ∪ ϕ,Ga) ≺1

Missing(Ba, Ga). We use the notation U1
Ga,Ba

ϕ or, more simply, U1ϕ, when
there is no ambiguity.

According to this definition, a formula ϕ in L \ LG is useful for a in view
of achieving its goals Ga iff being aware of ϕ allows a to reduce its information
need either by reducing the number of missing conjunctions or by simplifying
them. Restricting useful information to formulas of L \ LG only amounts (i) to
restrict to information the agent must acquire in order to achieve its goals and
(ii) to rule out the fact that a goal can be achieved by a other than through
the acquisition of information recommended in the formulas whose aims are the
conclusions.

Definition 7. Let a be an agent with its belief base Ba and its goals Ga. The for-
mula ϕ ∈ L\LG is U2-useful for a iff Missing(Ba∪ϕ,Ga) ≺2 Missing(Ba, Ga).
We use the notation U2

Ga,Ba
ϕ or U2ϕ when there is no ambiguity.

According to this second definition, a formula ϕ of L \ LG is U2-useful for
a if knowing ϕ allows a to reduce its information need either by reducing the
number of missing conjunctions or by reducing their size. However, the two
previous definitions, based on different pre-orders, are equivalent as shown by
the following proposition.

Proposition 3.
U1ϕ ⇐⇒ U2ϕ.

Since U1ϕ and U2ϕ are equivalent, we will use just Uϕ to denote both.

Example 2. Example 1 (continued).Missing(Ba, Ga) = {q, r}.Missing(Ba∪
{r}, Ga) = {q}. Missing(Ba ∪ {q}, Ga) = {r}. Missing(Ba ∪ {q ∧ r}, Ga) = ∅.
Therefore, Ur, Uq and U(q ∧ r). In addition, if x is a propositional letter of the
language,we haveU(r∧x)whichmeans that r∧x is useful. Indeed, knowingPython
and Java is useful for the agent because it allows the agent to achieve G2.

The last remark in this example shows a limitation of this binary model.
Indeed, r is useful and so is r ∧ x because, like r, it reduces the agent’s need
for information. However, this could be questionable because r ∧ x contains x,
which does not result in reducing the agent’s need for information. In other
words, reading a document on Python and Java, certainly allows the agent to
acquire useful information about Python to prepare the class, but leads the agent
to read content about Java, not useful for achieving its goals. This limitation is
emphasized by the following proposition.

Proposition 4. Let ϕ1 and ϕ2 be two formulas of L \ LG. If Uϕ1 then U(ϕ1 ∧
ϕ2).

Some more results are given below.
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Proposition 5.

– If ϕ is not useful then Missing(Ba ∪ ϕ,Ga) = Missing(Ba, Ga).
– If ∃ψ ∈ Missing(Ba, Ga) such that ϕ |= ψ then Uϕ.
– ∃ϕ Uϕ �⇒ Missing(Ba, Ga) |= ϕ.
– ∃ϕ Missing(Ba, Ga) |= ϕ �⇒ Uϕ.

The first point of this proposition shows that adding unnecessary information
to the agent’s belief base does not change missing information. The second point
shows that any information that implies missing information is useful. In particu-
lar, any missing information is useful. The reverse is obviously not true. See Exam-
ple 2: r∧x is useful but does not belong to Missing(Ba, Ga). Therefore, all missing
information is useful, but some useful information is not missing. The third point
illustrates the fact that useful information is not necessarily a logical consequence
of the Missing(Ba, Ga) set. Finally, the fourth point illustrates the fact that there
are logical consequences of Missing(Ba, Ga) set that are not useful.

4 An Ordinal Approach

In this section we are interested in a notion of relative usefulness by defining, in
two different ways, a pre-order between the formulas. To compare two formulas
ϕ1 and ϕ2, we compare the two sets of information that is missing once the piece
of information is added to the belief base, i.e., we compare Missing(Ba∪ϕ1, Ga)
and Missing(Ba ∪ ϕ2, Ga), by using either of the pre-orders �1 and �2. Here,
the obtained definitions will not be equivalent (see Example 3).

Definition 8. Let a be an agent, Ba be its belief base and Ga be its set of goals.
Let ϕ1 and ϕ2 be two formulas of L \ LG. ϕ1 is at least as useful for a as ϕ2,
denoted by ϕ2 �1

u ϕ1, iff Missing(Ba ∪ ϕ1, Ga) �1 Missing(Ba ∪ ϕ2, Ga). ϕ1

is strictly more useful for a than ϕ2, denoted by ϕ2 ≺1
u ϕ1, iff ϕ2 �1 ϕ1 and

ϕ1 ��1 ϕ2. Finally, ϕ1 is as useful for a as ϕ2, denoted by ∼1
u, iff ϕ2 �1

u ϕ1 and
ϕ1 �1

u ϕ2.

According to this definition, if one piece of information allows to achieve
more goals than another, then it is more useful. If it makes it possible to achieve
the same number of goals but if, for at least one goal, it makes it possible to
reduce missing information, then it is more useful.

Obviously, ϕ2 ≺1
u ϕ1 iff Missing(Ba ∪ ϕ1, Ga) ≺1 Missing(Ba ∪ ϕ2, Ga)

and ϕ2 ∼1
u ϕ1 iff Missing(Ba ∪ ϕ1, Ga) = Missing(Ba ∪ ϕ2, Ga). �1

u is a pre-
order on all the propositional formulas but not a total pre-order. For example,
in Example 3 below, p ∧ q and p ∧ r are incomparable. Indeed Missing(Ba ∪
(p ∧ q), Ga) = {r} and Missing(Ba ∪ (p ∧ r), Ga) = {q} and {r} ��1 {q} and
{q} ��1 {r}.

Definition 9. Let a be an agent, Ba be its belief base and Ga be its set of goals.
Let ϕ1 and ϕ2 be two formulas of L \ LG. ϕ1 is at least as useful for a as ϕ2,
denoted by ϕ2 �2

u ϕ1, iff Missing(Ba ∪ ϕ1, Ga) �2 Missing(Ba ∪ ϕ2, Ga). ϕ1
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is strictly more useful for a than ϕ2, denoted by ϕ2 ≺2
u ϕ1, iff ϕ2 �2

U ϕ1 and
ϕ1 ��2

U ϕ2. Finally, ϕ1 is as useful for a as ϕ2, denoted by ∼2
u, iff ϕ2 �2

u ϕ1 and
ϕ1 �2

u ϕ2.

According to this definition, if one piece of information allows to achieve
more goals than another, then it is more useful. If it achieves the same number
of goals and if the missing information is generally shorter, then it is more useful.
These two definitions are not equivalent as shown below.

Example 3. Let us suppose that: Ba = {p ∧ q → g1, p ∧ r → g2} and
Ga = {g1, g2}. We have for instance, Missing(Ba ∪ (p ∧ x), Ga) = {q, r} and
Missing(Ba ∪ r,Ga) = {p ∧ q, p}. Thus r ≺2

u (p ∧ x) but r �≺1
u (p ∧ x).

Proposition 6. If ψ |= ϕ then ϕ �1
U ψ and ϕ �2

U ψ.

In particular ϕ1 �1
U ϕ1 ∧ ϕ2 and ϕ1 �2

U ϕ1 ∧ ϕ2. That is to say ϕ1 ∧ ϕ2 is
at least as useful, in the sense of �1

U (and of �2
U ) than ϕ1. However, we do not

have ϕ1 ≺1
U ϕ1 ∧ϕ2 neither ϕ1 ≺2

U ϕ1 ∧ϕ2 as shown in the previous examples
where p ∼1 p ∧ x and p ∼2 p ∧ x.

5 A Numerical Approach

In this section, we follow a numerical approach by associating each piece of
information with a usefulness degree. To begin with, we state some rationality
postulates such a measure must satisfy. The general case will not be treated, and
we will limit ourselves to calculating the degree of usefulness of conjunctions of
positive literals. Let ϕ be a conjunction of positive literals. We define:

– Cons(Ba, ϕ) = {l positive literal of L \ LG : Ba ∪ ϕ |= l}
– N1(ϕ) = Σg∈Ga

|Cons(Ba, ϕ) ∩ Missing(Ba, g)|
– N2(ϕ) = Σg∈Ga

|Missing(Ba, g) \ Cons(Ba, ϕ)|
– N3(ϕ) = |ϕ \ ∪G∈Ga

Missing(Ba, g)|
Cons(Ba, ϕ) is the set of all the positive literals that are deducible after

adding ϕ to Ba. N1(ϕ) counts the positive literals common to Cons(Ba, ϕ) and
to the missing information. The larger the N1(ϕ), the more ϕ reduces the miss-
ing information to achieve the goals. N2(ϕ) counts the positive literals of missing
information that are not in Cons(Ba, ϕ).
Notice that N2(ϕ) = Σg∈Ga

|Missing(Ba, g)| − N1(ϕ). Therefore, if N1(ϕ)
increases, N2(ϕ) decreases. N3(ϕ) counts the positive literals of ϕ that are not
literals of missing information. Adding them is therefore not useful to achieve
the goals.

Let us consider again agent a whose belief base is Ba and goal set is Ga.

Definition 10. The set of goals that a formula ϕ allows the agent to achieve
is:

EBa,Ga
(ϕ) = {g ∈ Ga, Ba �|= g and Ba ∪ ϕ |= g}

We use E(ϕ) when there is no ambiguity.

Let U(ϕ) be a real number representing how much ϕ is useful for a. We have
based our definition on the following postulates.
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Monotonicity on the Number of Goals

(P1) |E(ϕ1)| < |E(ϕ2)| =⇒ U(ϕ1) < U(ϕ2).

The number of goals that a piece of information allows an agent to achieve
should influence the degree of usefulness of such a piece of information for the
agent. Intuitively, a piece of information which allows to achieve a higher number
of goals (with respect to another piece of information) should be more useful.

Monotonicity on the Quantity of Information Needed

(P2) |E(ϕ1)| = |E(ϕ2)| and N1(ϕ1) > N1(ϕ2) =⇒ U(ϕ1) > U(ϕ2).

The amount of missing information (needed information) provided by a formula
should influence its degree of usefulness. Intuitively, when two formulas allow to
achieve the same number of goals, one of them is more useful than the other if
it reduces the amount of missing information more than the other.

Monotonicity on the Quantity of Useless Information

(P3) |E(ϕ1)| = |E(ϕ2)| and N1(ϕ1) = N1(ϕ2) and N3(ϕ1) < N3(ϕ2) =⇒
U(ϕ1) > U(ϕ2).

The amount of useless information conveyed by a piece of information should also
influence its degree of usefulness. Intuitively, when two formulas allow to achieve
the same number of goals, a formula is more useful than another if it provides
less useless information than the other. This idea agrees with the maxmin princi-
ple of Grice’s. Useless information while not being harmful in view of reaching a
goal may produce an overhead on whom has to process it which may be qualified
as a cost.

Equality

P4 |E(ϕ1)| = |E(ϕ2)| and N1(ϕ1) = N1(ϕ2) and N3(ϕ1) = N3(ϕ2) =⇒ U(ϕ1) =
U(ϕ2).

Two pieces of information which allow to achieve the same number of goals,
and which have exactly the same amount of useful and useless information should
have the same degree of usefulness.

To sum up, according to (P1), the higher the number of goals that a formula
makes it possible to achieve, the higher its usefulness degree. According to (P2),
(P3) and (P4), when two formulas allow to achieve the same number of goals
(whether the goals are the same, different or even no goals at all), then the
more a formula reduces missing information the more useful it is. Moreover, in
case of equality, the most useful information is the one which brings the least
useless information; finally, if they have the same number of useless pieces of
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information, then they have the same usefulness degree. These postulates are
consistent because their premises are incompatible.

Notice that, according to these postulates, if N1(ϕ1) = N1(ϕ2) and N3(ϕ1) =
N3(ϕ2) then U(ϕ1) = U(ϕ2).

In the following, we provide the definition of a usefulness measure U which
satisfies these postulates.

Definition 11. Let a be an agent whose goals are in Ga and let ϕ be a conjunc-
tion of positive literals. We define the usefulness degree3 by:

U(ϕ) = 1
|Ga|+1

[
|E(ϕ)| + N1(ϕ)

N1(ϕ)+N2(ϕ)+
N3(ϕ)

N3(ϕ)+1

]

N1(ϕ) quantifies the useful part of ϕ for the agent, while N2(ϕ) quantifies
the agent’s disappointment (lack of needed information) towards ϕ and, finally,
N3(ϕ) quantifies the disturbance caused to the agent by the unexpected and
unnecessary content of ϕ. Our definition of usefulness takes these three aspects
into consideration.

The intuitive idea behind this definition of usefulness is as follows. The use-
fulness of information can be seen as a calculation of the similarity between the
information the agent needs to achieve its goals and the piece of information that
arrives. The more direct or indirect elements (that can be deduced) there are in
common between the two, the more useful the information will be. We would
like to stress that this fact allows to account for the serendipity factor [17] in the
definition of usefulness. Indeed, an agent gets (asks for) a piece of information to
achieve a given goal, but if the received piece of information also helps achieve
other goals then this fact is considered in the computation of the usefulness.
However, the number of common elements is not always enough to distinguish
the degrees of usefulness between two pieces of information. Indeed, in some
cases it would also be necessary to take into account their differences. We have
been inspired by Tversky’s idea [18], according to which, in order to calculate
the similarity between two objects A and B, we should consider, in addition to
what they have in common, what distinguishes them, i.e., the features of A which
are not features of B and vice-versa. This is the reason why we have considered
these three values, N1(ϕ), N2(ϕ) and N3(ϕ), in our definition.

Remark 1. We can notice that for any conjunction of positive literals ϕ we
have:

0 ≤ N1(ϕ)

N1(ϕ)+N2(ϕ)+
N3(ϕ)

N3(ϕ)+1

≤ 1.

N1(ϕ)

N1(ϕ)+N2(ϕ)+
N3(ϕ)

N3(ϕ)+1

= 1 =⇒ E(ϕ) = Ga.

3 Such a degree should be noted UBa,Ga(ϕ) but we will note it U(ϕ) when there is no
ambiguity.
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Proposition 7. The measure U(ϕ) proposed in Definition 11 satisfies postulates
(P1)–(P4).

Example 4. Let us consider: Ba = {q} ∪ {p ∧ q → g1, p ∧ r → g2} and Ga =
{g1, g2}. We have then Missing(Ba, Ga) = {p, p ∧ r}. We obtain U(p ∧ r) = 1,
U(p) = 5/6, U(p ∧ q) = U(p ∧ x) = 11/14, U(r) = 1/6, U(q ∧ r) = 1/7,
U(q ∧ x) = U(q) = 0. In other words, p ∧ r is the piece of information that has
the maximal degree of usefulness, which is explained by the fact that adding
p ∧ r allows to achieve both goals g1 and g2. The usefulness of p is lower than
the usefulness of p ∧ r but it is higher than those of the other formulas, because
adding p allows to achieve a goal (g1). On the other hand, p ∧ q, is less useful
than p because of q: the agent already knows q therefore q is not useful anymore
for the agent because not novel. The same reasoning holds for p ∧ x. Formula r
instead is less useful because it only reduces missing information regarding one
single goal. It is easy to understand that q ∧ r is less useful than r once more
because of the unnecessary information q. Obviously, q and q ∧ x are not useful
at all because they do not help progressing towards a goal.

Proposition 8. If U(ϕ1) = U(ϕ2) then |E(ϕ1)| = |E(ϕ2)| and N1(ϕ1) =
N1(ϕ1), N2(ϕ1) = N2(ϕ1), N3(ϕ1) = N3(ϕ1).

By this proposition, the only way two formulas can have the same usefulness
is by having the same values for these three parameters. This shows that Def-
inition 11 does not permit any compensation: a variation of one of these three
values cannot be compensated by the variation of the others.

Particular Cases

– When Bm
a = ∅: In the case where Bm

a = ∅, i.e., when the only beliefs of
the agent concern the agent’s needs in terms of information about the way to
achieve its goals, we have: Missing(Ba, g) = premise(g) and Cons(Ba, ϕ) =
ϕ. U(ϕ) can then be written as:

U(ϕ) = 1
|Ga+1| ·

[
|E(ϕ)| + N1(ϕ)

K+
N3(ϕ)

N3(ϕ)+1

]

with E(ϕ) = {g ∈ Ga, premise(g) ⊆ ϕ}, N1(ϕ) = ΣG∈Ga
|ϕ ∩ Premise(g)|,

K = Σg∈Ga
|premise(g)|, N3(ϕ) = |ϕ \ ∪g∈Ga

Premise(g)|
– When Bm

a = ∅ and Ga is a singleton: In this case, the agent has a single
goal, g0, and its only beliefs is the formula which expresses the information
need for achieving that single goal. U(ϕ) can then be written as follows:

U(ϕ) = 1
2 ·

(
n(ϕ) + |ϕ∩premise(g0)|

|premise(g0)|+ |ϕ\premise(g0)|
|ϕ\premise(g0)|+1

)

with n(ϕ) = 1 if premise(g0) ⊆ ϕ and n(φ) = 0 otherwise.
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Example 5. Take premise(g0) = a ∧ b. Then we have U(c) = 0, U(a ∧ c) = 1/5,
U(a) = 1/4, U(a ∧ b ∧ c) = 9/10, U(a ∧ b) = 1. In other words, c is not useful at
all because knowing c does not allow the agent to reach or get closer to its goal.
a ∧ c is a little more useful, because even if knowing c is not useful to the agent,
knowing a allows it to get a little closer to its goal. a is more useful than a ∧ c
because it does not add unnecessary information. a ∧ b ∧ c is even more useful
because even if it adds unnecessary information, it allows the agent to achieve
its goal. Finally, a ∧ b is the most useful because it allows the agent to reach its
goal and does not add any unnecessary information.

6 An Example of Application to Information Retrieval

In this section, we will first recall some relevance dimensions in information
retrieval which have been used in the literature [8] to propose documents to a
user (who now takes the place of what we called “agent” in the above general
framework). We will then compare those dimensions with the usefulness mea-
sure we are proposing here. However, to have a fair comparison, we need to
reformulate those dimensions in a logical setting [1].

6.1 A Refresher on Relevance Dimensions

The aboutness [5] dimension is a core notion in Information Retrieval. It is
used to compute the topical matching between a document and a user query.
However, its modeling gave raise to several distinct interpretations, which char-
acterize a variety of Information Retrieval models, of which the vector space
model is an example. Formally, in the vector space model, a piece of informa-
tion or, more generally, a document d, can be represented as a vector of T
elements, d = [w1d, . . . , w|T |d]. The user interests are represented by a vector
q = [w1q, . . . , w|T |q], |T | being the size of the term vocabulary used. Different
choices have been made in the literature regarding the values of wid, for example:
simply based on the presence or absence of a word in the document, in this case
the vector contains values in {0, 1}, or based on the frequency of the word in
the document and in the whole repository (TF-IDF) [2]. Here, we will use the
vector space model interpretation, and, like in [8], in addition to the aboutness
measure, we will consider the appropriateness dimension (proposed in [8]) and
the coverage dimension (proposed in [13]). We have considered those three rele-
vance dimensions because they explicitly account for the user query/goals. This
is not the case for the popularity relevance dimension for example.

Aboutness. The term aboutness (topical relevance) is formally defined as fol-
lows. Let d = [w1d . . . w|T |d] and q = [w1q . . . w|T |q] representing document d
and query q, respectively, with |T | representing the size of the term vocabulary
used. The measure of aboutness (topical relevance) is calculated by the standard
cosine-similarity [15]:
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AboutnessIR(d, q) =
∑|T |

i=1(wiq.wid)√∑|T |
i=1 w2

iq .
∑|T |

i=1 w2
id

. (1)

Coverage. The coverage criterion is assessed on the document representation
and on the user profile representation. It measures how strongly the user interests
are included in a document.

CoverageIR(d, q) =
∑|T |

i=1 min(wiq, wid)
∑|T |

i=1 wiq

. (2)

This function produces the maximum value 1 when the non null elements
in q’s vector also belong to d’s vector. It produces the value zero when the two
vectors have no common element. Moreover, the value of the function increases
with the increase of the number of common elements.

Appropriateness. This dimension allows to measure how appropriate or how
seemly a document is with respect to the user interests.

AppropriatenessIR(d, q) = 1 −
∑|T |

i=1 |wiq − wid|
|T | . (3)

According to this definition, a piece of information is considered fully appropriate
if it covers all the user interests. However, if in addition it covers other subjects,
it is considered less appropriate.

6.2 Reformulation in Logic

We can consider a user query in information retrieval as the information needed
to achieve a goal. This way, the premise of the goal can be represented by a
formula that corresponds to the agent’s information needed. Let ϕ and ψ be two
conjunctions of positive literals of a propositional language. We have:

AboutnessLogic(ϕ,ψ)) = |ϕ∩ψ|√
|ϕ| . |ψ| ,

CoverageLogic(ϕ,ψ) = |ϕ∩ψ|
|ψ| ,

AppropriatenessLogic(ϕ,ψ) = 1 − |ϕ\ψ|+|ψ\ϕ|
|L| .

After replacing the premises of the agent’s goal by the formula ψ, the measure
defined in Definition 11 is then re-written as follows:

U(ϕ,ψ) = 1
2 ·

(
n(ϕ) + |ϕ∩ψ|

|ψ|+ |ϕ\ψ|
|ϕ\ψ|+1

)

with n(ϕ) = 1 if ψ ⊆ ϕ and n(φ) = 0 otherwise.
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More precisely, we consider a propositional language L that has |T | propo-
sitional letters p1 . . . p|T | and a letter g0 representing the goal of the user.
A document d can then be represented by a formula noted ϕd defined as:
ϕd =

∧
i=1,...,|T | and wi,d=1 pi. A query q can also be represented by a formula

noted premise(g0) defined by ψq =
∧

i=1,...,|T | and wi,q=1 pi.
The following proposition allows us to reformulate in logic the three IR rel-

evance dimensions we have considered from the literature.

Proposition 9.

AboutnessIR(d, q) = AboutnessLogic(ϕd, ψq)
CoverageIR(d, q) = CoverageLogic(ϕd, ψq)

AppropriatenessIR(d, q) = AppropriatenessLogic(ϕd, ψq)

Example 6. Let us consider again Example 5, with the propositional language
whose letters are a, b, c and g0. ψ = a ∧ b and let us consider the five formulas:
ϕ1 = c, ϕ2 = a ∧ c, ϕ3 = a, ϕ4 = a ∧ b ∧ c, and ϕ5 = a ∧ b. The following table
summarizes the values of the four measurements.

ϕ About Cov Approp U

ϕ1 = c 0 0 0 0

ϕ2 = a ∧ c 1/2 1/2 1/3 1/5

ϕ3 = a 1√
2

1/2 2/3 1/4

ϕ4 = a ∧ b ∧ c 2√
6

1 2/3 9/10

ϕ5 = a ∧ b 1 1 1 1

A number of observations emerge from these results. First of all, we notice that
two formulas can have identical degrees of coverage without their degrees of useful-
ness being identical. Thus, Coverage(ϕ2, ψ) = Coverage(ϕ3, ψ) but U(ϕ2, ψ) �=
U(ϕ3, ψ). Similarly, two formulas may have identical degrees of appropriateness
without their degrees of usefulness being identical. Thus, Appropriatemess(ϕ3,
ψ) = Appropriateness(ϕ4, ψ) but U(ϕ3, ψ) �= U(ϕ4, ψ). We also notice that a
and a ∧ b ∧ c have identical appropriateness values although for different reasons:
appriopriateness(a, a ∧ b) = 2/3 because a says nothing about b, whereas this is
part of the user’s information need, and appriopriateness(a ∧ b ∧ c, a ∧ b) = 2/3
because a ∧ b ∧ c, although providing all the information the user need to achieve
his/her goal, it provides unnecessary information, c. On the other hand, these dif-
ferent reasons lead to different degrees of usefulness and, in particular, U(a, a ∧ b)
is much lower than U(a ∧ b ∧ c, a ∧ b). Indeed, by definition, U favors information
that allows the user need to be satisfied (this is fully the case with a∧ b∧ c whereas
it is partially the case with a). Even if a ∧ b ∧ c provides unnecessary information,
namely c, the user will be able to achieve his/her goal with it, unlike with a.
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The following proposition provides some comparisons between the U measure
and the IR ones.

Proposition 10. Let ϕ and ψ be two conjunctions of literals.

– U(ϕ,ψ) = Aboutness(ϕ,ψ) = Appropriateness(ϕ,ψ) = 1 ⇐⇒ ϕ = ψ.
– Coverage(ϕ,ψ) = 1 ⇐⇒ ψ ⊆ ϕ.
– U(ϕ,ψ) = Aboutness(ϕ,ψ) = Appropriateness(ϕ,ψ) = Coverage(ϕ,ψ) =

0 ⇐⇒ ϕ ∩ ψ = ∅.
– Coverage(ϕ1, ψ) < Coverage(ϕ2, ψ) =⇒ U(ϕ1, ψ) < U(ϕ2, ψ).
– Appropriateness(ϕ1, ψ) ≤ Appropriateness(ϕ2, ψ) and Coverage(ϕ1, ψ) =

Coverage(ϕ2, ψ). =⇒ U(ϕ1, ψ) ≤ U(ϕ2, ψ).

7 Conclusion and Future Work

We have proposed three approches to define the notion of usefulness for a cogni-
tive agent. A binary approach, which allows to classify a piece of information as
being useful or not. An ordinal approach, which allows to compare two pieces of
information in order to establish which one is more useful. Two different oper-
ators have been proposed in this case: a pre-order operator and a total order
operator. However, and like for the binary approach, the proposed ordinal app-
roach does not allow to consider unnecessary information. This is accounted for
by the third approach by means of a numerical definition of usefulness. We have
compared, through an easy to understand example, three IR measures from the
literature with our numerical measure. The results of the comparison show that
our numerical definition of usefulness, based on the cognitive aspects of the user,
allows to capture in a single value different dimensions, without the need for elic-
iting an explicit priority order on the dimensions from the user. In addition, it
allows to somehow account for the serendipity factor (see Example 4). Moreover,
it also allows to account for novelty with respect to the user’s beliefs, not only
with respect to the past user interactions as usual in the literature (see again
Example 4, in which the fact that a piece of information contains information
already known by the user diminishes its usefulness).

An application of our framework that would be interesting to investigate
is its use to reduce the needs to coordinate multiple assistive agents advising
the same user [16]. Other possible applications would be in the case of the
Information Flow Problem in multi-agent systems, in which there is a need to
ensure an adequate exchange of information within a system [3], and in the case
of BDI personal medical assistant agents, where one critical requirement is to
(automatically) produce an accurate documentation [6].

We also plan to extend our framework in a more general case where premise of
a goal is not restricted to a conjunction but may be a more complex formula. We
also plan to consider weighted goals in order to take into account the importance
of goals in the definition of information usefulness.
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Abstract. Scheduling appliances is a challenging and interesting prob-
lem aimed at reducing energy consumption at a residential level. Previous
work on appliance scheduling for smart homes assumes that user pref-
erences have no uncertainty. In this paper, we study two approaches to
address this problem when user preferences are uncertain. More specif-
ically, we assume that user preferences in turning on or off a device
are represented by Normal distributions. The first approach uses sample
average approximation, a mathematical model, in computing a schedule.
The second one relies on the fact that a scheduling problem could be
viewed as a constraint satisfaction problem and uses depth-first search
to identify a solution. We also conduct an experimental evaluation of the
two approaches to investigate the scalability of each approach in different
problem variants. We conclude by discussing computational challenges
of our approaches and some possible directions for future work.

Keywords: Smart Home Scheduling · Probabilistic user preference

1 Introduction

Demand Side Management (DSM) is a portfolio of measures to improve the
energy system at the consumption side. The initial goal of DSM is to cut the cost
or energy consumption from the power grid, and that goal is a well-studied sub-
ject in smart grids (Department of Energy and Climate Change 2009a; 2009b).
In recent years, with the rapid growth of technology and engineering such as
Internet of Things, smart devices and ubiquitous computing, appliances in a
household can communicate with each others. This creates a new environment
in which each appliance can be considered as an agent, and the team of agents
is able to collaborate to achieve a specific goal; for example, to execute a pre-
computed schedule of the appliances. It is not difficult to envision that in the near
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future, these agents can be controlled by a central server (or multiple servers)
that can generate schedules of the appliances on the fly to improve the users’
comfort while keeping energy consumption minimal.

In this paper, we aim at developing a scalable and efficient scheduling system
for smart homes. The main difference between the proposed system and contem-
porary ones (see Sect. 6 for a discussion of current approaches) lies in that the
former system will take user preferences into consideration under the assumption
that the preferences are uncertain. This assumption is realistic since, as shown
in the literature, user preferences could be approximately but not completely
learned (see, e.g., [6,13,14,16]).

The present work could be considered as bridging the preference elicitation
research and the development of smart home schedulers. This also provides a
core component for the development of a comprehensive energy management
system for smart grids in which individuals (e.g., homes, companies, etc.) can
control their own energy consumption and, at the same time, coordinate with
each other to lower the overall energy consumption, contributing to improved
sustainability.

The main contributions of this paper are the following: (i) We provide a
definition of a multi-objective Smart Home Scheduling Problem (SHSP) with
probabilistic user preferences; (ii) We propose two approaches to solve SHSP, one
based on Sample Average Approximation (SAA) and the other based on depth-
first search; (iii) We present an empirical evaluation of the two approaches. Our
empirical evaluation shows that the depth-first search based approach performs
better than the sampling-based approach and thus provides a viable system for
SHSP.

2 Smart Home Scheduling Problem

In this section, we define the Smart Home Scheduling Problem (SHSP) with
probabilistic user preferences and its solutions.

Definition 1. A scheduling problem P is a tuple 〈A,E, T,C, L,D〉, where
– A is a set of appliances (or devices), usually written as the set of integers

{1, . . . , |A|}.
– E = (e1, e2, ..., e|A|) is a vector of positive real numbers, where each ei repre-

sents the energy consumption of device i.
– T is a set of time slots, usually written as the set of integers {1, . . . , |T |}.
– C = (c1, c2, ..., c|T |) and L = (l1, l2, ..., l|T |) are vectors of non-negative real

numbers, where ci and li represent the cost of 1 kWh and the maximum
permissible load of all the devices at time i, respectively.

– D is an |A| × |A| matrix, called dependency matrix, each cell D(i, j) rep-
resents a hard constraint between devices i and j. The relations/constraints
can be one of the following types:

• before (resp. after) means that the device i must be turned on before
(resp. after) device j.
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• parallel (resp. not-parallel) means that the device i must run in parallel
(resp. must not run in parallel) with the device j.

• nil if the usage of the device i is independent from that of the device j.

Intuitively, a scheduling problem P represents the problem of when to turn
on devices. P is said to have no dependency if every element in D is nil. In
this paper, without the loss of generality, we will assume that each device in P
is turned on exactly once within |T | time slots. For simplicity of the presenta-
tion, we will also assume that each device is active for only one time slot. The
definitions and propositions in this paper can easily adapted for systems with
appliances that work in multiple time slots (e.g., the washing machine runs for
two hours) or need to be turn off (e.g., the light bulbs). Furthermore, we assume
that the matrix D is symmetric in the following sense: (i) If D(i, j) = before
(resp. D(i, j) = after), then D(j, i) = after (resp. D(j, i) = before); (ii) If
D(i, j) = parallel (resp. D(i, j) = not-parallel), then D(j, i) = parallel (resp.
D(j, i) = not-parallel); and (iii) If D(i, j) = nil, then D(j, i) = nil. A user
preference for a scheduling problem is defined as follows.

Definition 2. A probabilistic user preference over a scheduling problem
P = 〈A,E, T,C, L,D〉 is a tuple C = 〈N,α, β, λ〉, where

– N is an |A| × |T | matrix, called preference matrix, where each cell N(i, j)
is a Normal distribution N (μij , σij) representing the probability distribution
of the user’s preference in turning the device i on at time slot j.

– α, called the cumulative satisfaction threshold, is a number represent-
ing the minimum acquired cumulative preference required by a user from a
schedule.

– β is a number in the interval [0, 1] representing the probability threshold,
which indicates the threshold of the probability that α will be achieved given a
schedule in order for a user to accept that schedule.

– λ is a number indicating the cost threshold that a user could accept.

Table 1 presents an example of preference matrix for |A| = 4 and |T | = 3.
Scheduling problems with probabilistic preferences are defined next.

Definition 3. A Smart Home Scheduling Problem (SHSP) with probabilistic
user preferences (or p-scheduling problem, for short) is a pair (P, C), where P
is a scheduling problem and C is a probabilistic preference over P .

In this paper, for brevity, when we refer to SHSPs, we mean SHSPs with prob-
abilistic user preferences.

We next define the notions of a schedule for P and when a schedule for P
satisfies constraints in dependency matrix in D.

Definition 4. Given a scheduling problem P = 〈A,E, T,C, L,D〉, a schedule
for P is an |A| × |T | matrix H, where each cell H(i, j) is either 0 ( off) or 1
( on), representing the status of the device i at time slot j, and
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Table 1. An example of preference matrix N for |A| = 4 and |T | = 3. The two numbers
in each cell of the table represent the Normal distribution for user preference to turn
on an appliance at a time slot. For example, the preference to turn on device 1 at time
1 is N (10, 0.2).

Time slots

1 2 3

Appliances 1 10, 0.2 9, 0.1 6, 0.15

2 6, 0.01 8, 0.05 2, 0.78

3 6, 0.51 7, 0.2 7, 0.99

4 2, 0.41 6, 0.67 6, 0.09

– if D(i, j) = before, then H(i, t) = 1 implies that H(j, k) = 0 for every k ≤ t;
– if D(i, j) = after, then H(i, t) = 1 implies that H(j, k) = 0 for every k ≥ t;
– if D(i, j) = parallel, then H(i, t) = 1 implies that H(j, t) = 1; and
– if D(i, j) = not-parallel, then H(i, t) = 1 implies that H(j, t) = 0.

It is easy to see that the following observation holds under the assumption
that each appliance is turned on exactly once among |T | time slots.

Observation 1. For each schedule H of a problem P = 〈A,E, T,C, L,D〉
∀i ∈ [1, |A|] ,∃j ∈ [1, |T |] such that H(i, j) = 1

and ∀j1, j2 ∈ [1, |T |] ,H(i, j1) = H(i, j2) = 1 =⇒ j1 = j2.

Definition 5. The Normal distribution of a schedule H for a p-schedule
problem (P, C), with P = 〈A,E, T,C, L,D〉 and C = 〈N,α, β, λ〉, is defined by
NH(μH , σH) , where

– μH =
|A|∑

i=1

|T |∑

j=1

μij · H(i, j) and

– σH =
|A|∑

i=1

|T |∑

j=1

σij · H(i, j).

Intuitively, the distribution NH(μH , σH) represents the satisfactory of a user
given the schedule H. Given a schedule H of a problem P , we define:

– the total energy consumption of all appliances at a given time slot j as:

eH(j) =
|A|∑

i=1

ei · H(i, j). (1)

– the cost at a given time slot j is

cH(j) = cj · eH(j). (2)
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Recall that the complementary cumulative distribution function (ccdf) of a
real-valued random variable X is defined as FX(x) = Prob(X ≥ x). We thus
use FNH(μH , σH)(α) to represent the probability that the cumulative preference
acquired by schedule H is greater than or equal to a cumulative satisfaction
threshold α.

We are now ready to define the notion of satisfaction of a user preference by
a schedule.

Definition 6. Given a p-schedule problem P = (P, C), with P = 〈A,E, T,
C, L,D〉 and C = 〈N,α, β, λ〉 over P , a schedule H satisfies C if it meets the
following conditions:

– Power Safety:
∀j ∈ [1, |T |] , eH(j) ≤ lj . (3)

– User Preference:
FNH(μH , σH)(α) ≥ β. (4)

– Cost Efficiency:

fH
c =

|T |∑

j=1

cH(j) ≤ λ (5)

We say that a schedule H∗ is optimal if

H∗ = argmin
H∈H

|T |∑

j=1

cH(j) (6)

where H is the set of schedules satisfying Conditions (3), (4), and (5).

Intuitively, Condition (3) requires that at any given time slot j, the total energy
consumption of all appliances (i.e., eH(j)) is at most equal to the given maximum
load (i.e., lj). Condition (4) states that the probability in which the cumulative
preference acquired by H meets the cumulative satisfaction threshold (i.e., that
accumulate preference is at least α) is at least β. Finally, Condition (5) indicates
that the cost of the schedule must be at most λ.

In the next sections, we propose two methods to solve the SHSP. The first
method is based on Sample Average Assumption (SAA) and the second method
is based on depth-first search.

3 Solving SHSPs Using Sample Average Approximation

Sample Average Approximation (SAA) [5] is a method to solve an optimization
problem of the form

min
x∈Θ

f̃(x), (7)
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where Θ ⊆ R
d (d < ∞) and the real-valued function f̃(·) cannot be computed

exactly, but can be estimated through a (stochastic) simulation.
Throughout this section, (P, C) denotes a p-scheduling problem, where P =

〈A,E, T,C, L,D〉 is a scheduling problem and C = 〈N,α, β, λ〉 is a constraint
over P .

Observe that in SHSPs, if the user preferences are deterministic (i.e., each
cell of the matrix N is a real number), then a schedule that maximally satisfies
the user preferences can be easily computed (e.g., as proposed in [18]). So, one
way to use SAA in computing a solution of a SHSP P = (P, C) is to randomly
generate deterministic samples from the given P, compute their solutions, and
take the average of these solutions as the solution of P. From this realization, in
order to solve a SHSP using SAA approach, we aim at formalizing the SHSP as a
Mixed Integer Linear Programming (MILP). We start with some extra notations.

Definition 7. Let N be a preference matrix of the size |A| × |T |. A sample
of N is an |A| × |T | matrix where the cell (i, j) is a value generated from the
Normal distribution N (μij , σij).

Given a sample and a schedule, the projection of the schedule on the sample is
defined as follows.

Definition 8. Let s be a sample matrix of N . The projection of a schedule H
on s, denoted by H, is an |A| × |T | matrix, where, for each cell (i, j)

H(i, j) =
{

s(i, j) if H(i, j) = 1
0 otherwise (8)

Definition 9. Let s be a sample matrix of N . The cumulative preference of
a schedule H in s, denoted by Cs, is defined by

Cs =
|A|∑

i=1

|T |∑

j=1

H(i, j). (9)

We define the indicator function for a sample s as follows.

f(s) =
{

1 if Cs ≥ α
0 otherwise (10)

Let n be an integer and S = {sk}n
k=1 be a sequence of samples of N . A schedule

H is said to satisfy the user preference condition in S if

n∑

k=1

f(sk) ≥ β × n

100
(11)
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The above allows us to transform a p-scheduling problem P = (P, C) to a
MILP,1 denoted as program Π:

S = {sk}n
k=1 is a sequence of n samples of N

maximize
n∑

k=1

f(sk) subject to

|T |∑

j=1

H(i, j) = 1 ∀i = 1, ..., |A| (from Definition 4)

e(j) ≤ lj ∀j = 1, ..., |T | (from Eq. 3)
|T |∑

j=1

c(j) ≤ λ (from Eq. 5)

|A|∑

i=1

|T |∑

j=1

H(i, j) · sk(i, j) ≥ α ∀k = 1, ..., n

n∑

k=1

f(sk) ≥ β × n

100
(from Eq. 11)

4 Solving SHSP Using Depth-First Search

In this section, we propose an approach to solving p-scheduling problems using
depth-first search (DFS).2 As in the previous section, P = (P, C) denotes a p-
scheduling problem, where P = 〈A,E, T,C, L,D〉 is a scheduling problem and
C = 〈N,α, β, λ〉 is a preference over P . Due to Observation 1, we can view P
as a Constraint Satisfaction Problem (CSP), denoted by csp(P), whose set of
variables H̃1, . . . , H̃|A| and the domain of each variable is {1, . . . , |T |}. Intuitively,
each variable H̃i encodes a schedule of the appliance i. It is easy to see that
there is a one-to-one correspondence between a complete variable assignment
H̃ = {H̃i = vi | i = 1, . . . , |A|} of csp(P) and a schedule H of P defined by

H(i, j) = 1 iff H̃i = j. (12)

For this reason, we often use H and H̃ interchangeably. We will begin with a
theorem that helps in choosing the value of a variable in the expansion phase as
well as pruning the search tree.

1 Our proposed transformation from a p-scheduling problem P = (P, C) to a MILP
does satisfy Conditions (3), (4), and (5), but ignores the dependency matrix D in
P . We leave a proposal for a complete transformation for future work.

2 One could also use other search algorithms as well because our core contribution
here is to formulate the problem into a search problem and propose a number of
pruning conditions that can be used with any search strategy.
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Theorem 1. Let N (μ1, σ1),N (μ2, σ2), ...,N (μn, σn) be the Normal distribu-
tions of the random variables x1, x2, ..., xn, respectively, α be a number, and

K ∈ [1, n]. Then, the probability xK ≥ α is maximal when
μK − α

σK
is maximal

among
μ1 − α

σ1
, . . .,

μn − α

σn
.

Proof. Denote φ(ξ) = Prob(x < ξ) for a standard Normal distribution. It holds
that

Prob(N (μK , σK) ≥ α) = Prob(σKN (0, 1) + μK ≥ α)

= Prob
(
N (0, 1) ≥ α − μK

σK

)
= 1 − φ

(α − μK

σK

) (13)

This implies that:

max
K

(Prob(N (μK , σK) ≥ α)) ⇔ max
K

(
1 − φ

(α − μK

σK

))

⇔ min
K

(
φ
(α − μK

σK

))

⇔ min
K

(α − μK

σK

)

⇔ max
K

(μK − α

σK

)

(14)

How can Theorem 1 help us in searching for a schedule? Observed that if we were
to use DFS to solve the CSP of P, then each possible solution H corresponds to
a complete assignment of the variables H̃i (1 ≤ i ≤ |A|). So, Theorem 1 indicates
that the schedule H with N (μH , σH) that has large μH and small σH has the
best chance to satisfy the user preferences than other schedules. More precisely,
from Eqs. 4 and 13, we have the following:

FN (μH , σH)(α) ≥ β ⇔ Prob(N (μH , σH) ≥ α) ≥ β

⇔ 1 − φ(
α − μH

σH
) ≥ β ⇔ φ(

α − μH

σH
) ≤ 1 − β

(15)

Consider a partial assignment H̃ ′ and assume that H̃ is a completion of H̃ ′, i.e.,
H̃ ′ ⊆ H̃. Let

μmax
˜H′ =

∑

˜Hi=vi∈ ˜H′

μ(i, vi) +
∑

˜Hi=vi∈ ˜H\ ˜H′,i �=k

max
j=1,...,|T |

μ(i, j) (16)

σmax
˜H′ =

∑

˜Hi=vi∈ ˜H′

σ(i, vi) +
∑

˜Hi=vi∈ ˜H\ ˜H′

max
j=1,...,|T |

σ(i, j) (17)

Assume that H is the schedule equivalent to H̃ as defined in (12). Clearly,

μmax
˜H′ ≥ μH and σmax

˜H′ ≥ σH (18)
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Therefore,
α − μmax

˜H′

σmax
˜H′

≤ α − μH

σH
(19)

which implies

1 − φ
(α − μmax

˜H′

σmax
˜H′

)
≥ 1 − φ

(α − μH

σH

)
(20)

That leads to the following theorem, which is also the pruning condition
based on user preference.

Theorem 2. Assuming that H̃ ′ is a partial assignment of the variables in the
CSP of a p-scheduling problem P. If

1 − φ
(α − μmax

˜H′

σmax
˜H′

)
< β

and H̃ is a completion assignment such that H̃ ′ ⊆ H̃, then the schedule H
corresponding to H̃ does not satisfy Condition (4).

Theorem 2 can then be used to eliminate a partial assignment H̃ ′ from consider-
ation in the search for a solution. This is used in the algorithm that we present
next.

Given a problem P = 〈A,E, T,C, L,D〉, we say that the number of depen-
dencies of an appliance i, denoted by d(i), is the number of elements in row i
of D whose value differs from nil. Without loss of generality, we will assume
that the appliances in A are listed in decreasing order of dependencies, i.e., if
1 ≤ i < j ≤ |A|, then d(i) ≥ d(j). For a partial assignment H̃ ′, let

cost(H̃ ′) =
∑

˜Hi=vi∈ ˜H′

cvi
·
⎛

⎝
|A|∑

i=1

ei × |{i | H̃t = vi ∈ H̃ ′}|
⎞

⎠

Notice that cost(H̃ ′) is the energy consumption of all appliances specified by H̃ ′.
Due to the space limitation, we will only present the algorithm for computing
an optimal solution for a p-scheduling problem P = (P, C).

In Algorithm 1, the function ok(H̃) returns false if one of the following
conditions is satisfied: (i) cost(H̃) > λ (cost efficiency requirement violated);
(ii) the dependencies among current scheduled appliances do not satisfy the
conditions in Definition 4 (dependency violated); and (iii) 1 − φ

(
α−μmax

˜H

σmax
˜H

)
< β

(user preference violated).
Intuitively, Algorithm 1 implements DFS by selecting a time slot for an

appliance in each iteration of the overall while-loop (Lines 6–36), in the order
1, . . . , |A|. If all the time slots of the first appliance have been considered, then
the search is complete (Line 8–10). For each device, the algorithm starts with
the time slot whose preference distribution has maximal mean over other time
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slots that have not been considered (Line 18–19). When a time slot is assigned
to an appliance, the algorithm uses Theorem 2 and other checks (ok(.)) to rule
out whether the search should be continued or backtracked (the loop command,
Lines 21–23) for a different time slot of the appliance or the previous appli-
ance (Lines 21–23). When a backtrack to the previously considered appliance
(Lines 11–17), the assignment of the current appliance is removed from the
schedule and its set of time slots is reseted to false (Lines 12–15). If all appli-
ances have been assigned some time slots, then we need to check whether the
generated schedule satisfies the user preference and optimal (Lines 26–30).

Observe that if we add “return H̃” to Line 29 of Algorithm 1, then it
returns the first satisfiable schedule. Furthermore, additional bookkeeping on
the dependencies (e.g., removing all time slots that violate the dependencies
in the schedule from the set c(i)) could help prune certain selections. We did
implement this measure in our implementation. Due to the verifications in Lines
21 and 26, it is easy to see that the following theorem holds.

Theorem 3. Algorithm 1 is sound and complete.

5 Experiments

We performed an empirical evaluation of the two proposed methods (labeled
DFS and SAA) on randomly-generated problems (i.e., problems with randomly-
generated energy consumption vectors E and preference matrices N).

We implemented DFS method using Python, and we used Matlab Release
2017a, for SAA method, to solve the mixed integer linear programming proposed
in program Π. The number of samples in SAA is 100. In our experiments, we
investigate the runtime and success rates of the two approaches in the following
four SHSP variants:

– Variant 1 : There are 10 dependencies between the appliances and the goal is
to find a satisfiable solution.

– Variant 2 : All appliances are independent from each other and the goal is to
find a satisfiable solution.

– Variant 3 : There are 10 dependencies between the appliances and the goal is
to find an optimal solution.

– Variant 4 : All appliances are independent from each other and the goal is to
find an optimal solution.

For each variant, we generated problems varying the number of appliances
|A| = 20, 25, 30, . . . , 65, set the horizon |T | = 24, and set α = 6.5 · |A| and
β = 0.8. Finally, we use costs from the literature [12].

We set a time limit of 10 min and 1 hour for problems whose goal is to
find satisfiable and optimal solutions, respectively, and we report average run-
times and success rates (=number of instances successfully solved) of the two
approaches.
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Input : A p-scheduling problem P = (P, C)
Output: An optimal schedule of P

1 optimalValue = +∞
2 optimalCandidate = nil

3 Let ˜H = ∅
4 Let checked be a Boolean |A| × |T | matrix, initialized with false
5 i = 1
6 while true do
7 Let c(i) = {k | checked(i, k) = false}
8 if c(i) = ∅ ∧ i = 1 then
9 break

10 end
11 if c(i) = ∅ ∧ i > 1 then
12 Set checked(i, k) = false for k = 1, . . . , |T |
13 Identify x such that ˜Hi = x belongs to ˜H

14 ˜H = ˜H \ { ˜Hi = x}
15 i = i − 1
16 loop

17 end
18 Let j ∈ c(i) such that μ(i, j) = maxk∈c(i) μ(i, k)
19 checked(i, j) = true

20 ˜H = ˜H ∪ { ˜Hi = j}
21 if ¬ok( ˜H) then
22 loop
23 end
24 if i = |A| then
25 Let H be the schedule correspond to ˜H

26 if FNH(μH , σH )(α) ≥ β ∧ fH
c < optimalValue then

27 optimalCandidate = ˜H

28 optimalValue = fH
c

29 % return ˜H if only satisfiable schedule is needed

30 end

31 Identify x such that ˜Hi = x belongs to ˜H

32 ˜H = ˜H \ { ˜Hi = x}
33 else
34 i = i +1
35 end

36 end
37 if optimalCandidate = nil then
38 return no optimal schedule found
39 end
40 return optimalCandidate;

Algorithm 1: Computing an Optimal Schedule for P = (P, C)

Figure 1 shows the runtimes (in seconds) and Table 2 tabulates the success
rates (in percentages) of the two approaches on the four variants. We only ran
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SAA for Variant 2 because our formulation does not take into account depen-
dencies between appliances (and is thus inapplicable for Variants 1 and 3) and
it is not guaranteed to find optimal solutions since it is an approximation app-
roach (and is thus inapplicable for Variants 3 and 4). Results for the number
of appliances |A| > 35 for Variants 3 and 4 are not shown because none of the
approaches successfully solved a single instance for those large problems within
the time limit.

The results show that DFS is faster than SAA in Variant 2 and, thus, it
is more scalable than SAA. In Variants 1 and 2, DFS maintains acceptable
runtimes of within 40 seconds and success rates of approximately 80%. Not
surprisingly, DFS is slower when solving the optimization problems of Variants 3
and 4 compared to the satisfaction problems of Variants 1 and 2. Similarly, DFS
also has smaller success rates on the optimization problems.

Fig. 1. Average runtimes of solved instances (in seconds)
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6 Related Work

In the literature, existing works to solve SHSPs can be divided into three cate-
gories: mathematical optimization, meta-heuristic search and heuristic search [2].
Between these three categories, most of the work is in mathematical opti-
mization, especially ones using MILP-based approaches. Some recent works
[1,3,10,12] used MILP, while others have formulated the problem in convex pro-
gramming [17] and quadratic programming [15] in which the cost or the energy
consumption function is optimized. To a certain extent, our proposed SAA model
can be considered as the first work that applies SAA mathematical model into
solving SHSPs.

Table 2. Success rates (in percentages)

Variant Approach Number of appliances |A|
20 25 30 35 40 45 50 55 60 65

1 DFS 75 79 84 80 83 72 85 79 81 81

2 DFS 100 100 100 100 100 100 100 100 100 100

SAA 100 100 100 100 100 95 86 81 69 46

3 DFS 42 25 14 5 0 0 0 0 0 0

4 DFS 35 23 15 7 0 0 0 0 0 0

There exist also several studies in applying search techniques in managing
residential energy usage [4,7,9]. For example, Misra et al. presented a scheduling
mechanism based on Markov Decision Processes (MDPs) for reducing energy
expenses, which differs from our approach as we do not use MDPs [9]. Our work
is similar to the work by Lee et al. [7], where they introduced a backtracking-
based scheduling approach. The key differences between their work and ours
are the following: (i) They do not take into account user preferences; (ii) Their
objective is to reduce the peak energy load of homes or buildings, while ours is
to minimize the cost of energy usage while satisfying user preference threshold.

Another work that is worth mentioning is the one by Fioretto et al. [4], where
the authors described a mapping of SHSPs to distributed constraint optimization
problems and proposed a distributed algorithm to solve it. The key difference
between their work and ours is that they solve the bi-objective optimization
problem by minimizing the weighted sum of both energy cost and user discomfort
(opposite of user preference). Instead, we seek to only minimize energy cost while
ensuring that the user preference (or user discomfort) is within some acceptable
threshold.

With respect to the last general area of meta-heuristic search, researchers
have proposed a scheduling method using genetic algorithm [8] and studied the
application of particle swarm optimization [11] in determining a near-optimal
solution for a multi-objective optimization problem like SHSPs.
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7 Conclusions and Future Work

In this paper, we introduced two approaches to solve the smart home schedul-
ing problem with probabilistic user preferences. More precisely, we consider the
scheduling problem when user preferences for using (turning on/off) a device are
Normal distributions. The first approach relies on sample average approximation
(SAA) and the second approach uses depth-first search (DFS). We also propose
pruning strategies, which we applied to our DFS algorithm. As these strategies
are general for search-based approaches, they can also be applied to other heuris-
tic search approaches aside from DFS. Our experimental results show that DFS
is faster and scales better than SAA.

Future work includes more comprehensive evaluations, where we vary the α
and β parameters of DFS and SAA as well as the degree of dependencies of the
devices. We also plan to investigate improved optimization techniques for SAA.
Finally, we also plan to consider an online extension of the problem, where some
subset of preferences are elicited and schedules are provided in a repeated and
interactive manner with users.
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Abstract. In the very near future, we anticipate that more and more
artificially intelligent agents will be deployed to represent individuals and
institutions. Automated negotiation environments are a mechanism by
which to coordinate the behavior of such agents. Most existing work on
automated negotiation assumes a context that is predefined, and hence,
static. This paper focuses on the dynamic case, which we call situated
negotiation, where agents need to decide not only how to negotiate, but
with whom, and about what. We describe a common benchmark sim-
ulation environment for evaluating situated negotiation strategies, and
evaluate several baseline strategies in the proposed environment.

1 Introduction

Negotiation is a process by which self-interested parties aim to reach an agree-
ment. Self-interestedness implies a partial ordering over different possible out-
comes, which in turn implies the existence of a continuous utility function that
assigns a real value to all outcomes [6].

In automated negotiation, one or more of the negotiating parties is an
artificially intelligent (AI) agent. Interest in automated negotiation is increasing,
because of the growing use of AI to automate business operations [17], and the
understanding that these agents must be capable of reaching agreements, if the
businesses they represent are to be successful.

We refer to an instance of automated negotiation as a negotiation thread.
A negotiation thread involves at least two agents (often called negotiators), each
with its own utility function and strategy, negotiating about some agenda. A
negotiation strategy is a mapping from the state of the negotiation, as under-
stood by an agent, to the actions allowed by the negotiation protocol (some-
times called a mechanism). A negotiation agenda is the space of issues under
consideration: e.g., in the context of supply chain management, the possible
prices, quantities, and delivery dates.

Traditionally, automated negotiation research has focused on context-free
negotiations. Such a negotiation is characterized by a single thread, in which
c© Springer Nature Switzerland AG 2019
M. Baldoni et al. (Eds.): PRIMA 2019, LNAI 11873, pp. 153–169, 2019.
https://doi.org/10.1007/978-3-030-33792-6_10
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agents endowed with static utility functions negotiate about a fixed agenda [3].
Here, the key research questions usually pertain to the design of an effective
negotiation strategy [7].

To apply automated negotiation technology in realistic business settings,
however, agents will need to decide not only how to negotiate, but with whom
and about what. Furthermore, when an agent is simultaneously negotiating with
multiple other agents, their utility in one negotiation is necessarily dynamic, as it
depends on the success or failure of other negotiations [2]. We call such scenarios
situated negotiations to emphasize the role of the context, or the situation,
in the negotiation process.

In many settings, it may not be optimal, or even possible, to decompose a
situated negotiation neatly. For example, consider an agent A that is negotiating
with another agent B. If A receives an offer from a third agent C, it should be
reluctant to accept any worse offer from B. In general, the availability of a third
agent C as a potential or actual negotiation partner will affect the offers that
A places and is willing to accept from B. Dividing a situated negotiation into a
set of independent negotiations may lead to suboptimal behavior in all of them.

Different aspects of situated negotiations have been studied in the literature
under different names, including negotiation with outside options [9], one-to-
many negotiation [11], negotiation in distributed environments [10], concurrent
negotiations [20], and was applied to complex multiagent resource allocation [2],
distributed task allocation [8], cloud computing [2], and smart grids [1].

The first contribution of this paper is to present a common benchmark sim-
ulation environment called the Supply Chain Management (SCM) world that is
rich enough to help illuminate the challenges faced by situated negotiators, while
at the same time simple enough to focus the research effort on core problems.
Availability of similar benchmark problems in other domains has proved use-
ful in stimulating research and generating new ideas. Examples include the Face
Recognition Grand Challenge (FRGC) [16], the Trading Agent Competition [18],
The Robot World Cup Initiative (RoboCup), and the Automated Negotiation
Agents Competition (ANAC) [7]. The second contribution of this paper is three
baseline strategies and their evaluation in the proposed environment.

This paper is organized as follows. Section 2 defines situated negotiations
in more detail. Section 3 outlines the objectives we believe a simulation should
attain in order to serve as a useful benchmark for current and future research
on situated negotiations. Section 4 describes the proposed benchmark problem
that was designed to achieve these objectives. Section 5 describes the annual
automated agent negotiation competition (ANAC) 2019 supply chain manage-
ment league (SCML), an instantiation of these ideas. Section 6 introduces three
strategies for this problem, and Sect. 7 evaluates the proposed strategies.

2 Situated Negotiations

Problems in automatic negotiation are usually studied without regard to the
environment in which the negotiation takes place. From an engineering perspec-
tive, this abstraction is justifiable; it can make an otherwise intractable problem
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tractable. For example, external pressures to reach agreement quickly can be
modeled by a negotiation deadline, an exponential discount factor on a utility
function, as part of the opponent model, or in a reservation value (i.e., the value
for failure to reach agreement). But in many negotiation scenarios, it is not so
simple to encode the effect of the environment on the negotiation. Informally, the
environment creates what we call situated negotiations. An agent is engaged
in a situated negotiation if the utility function it uses to guide its negotiation is
dynamic, and varies with the context in which the negotiation is situated.

A primary example of a situated negotiation is a negotiation under uncer-
tainty. For example, when an agent is not endowed with perfect knowledge of
the utility function of the entity it represents, and consequently engages in pref-
erence elicitation during the negotiation [14] to refine its estimate of its utility
function, its current estimate is, in general, situation-dependent.

An agent’s utility function is also situation-dependent when it is negotiating
in the presence of an outside option, i.e., a substitute, whose value is either
unknown or subject to change. For example, if an agent is negotiating about the
price of a plane ticket from Tokyo to California, and in the midst of the negoti-
ation there is an earthquake in Tokyo, the agent’s utility function—specifically,
its reservation value—may suddenly need to be updated.

An important type of situated negotiation is an embedded negotiation.
In such a negotiation, an agent’s utility function heavily depends on contextual
information in that it depends on the collective outcome of multiple negotiations.
We call such a utility function global. A key task of the agent, then, is to figure
out a way to decompose this global utility function into local utility functions
to be farmed out to the separate negotiation threads. This task is known to
be notoriously difficult for autonomous bidders in simultaneous and sequential
auctions [5], a special case of many-to-one automated negotiation in which the
“one’s” (i.e., the auctioneer’s) strategy is public, but can be done effectively
when integrated with an appropriate bidding strategy [19].

For example, imagine an agent that engages in two concurrent negotiations
on behalf of someone planning to attend the Tokyo Olympics—one about plane
tickets and the other about hotel reservations. The agent’s global utility function
may ascribe non-zero value only to both travel goods together, implying that
the goods are complements. Regardless of how this global utility function is
decomposed into local utility functions and then farmed out to the two separate
negotiation threads, the negotiations are embedded because the conclusion of
either would impact the agent’s utility function in the other.

The matching market in the U.S. Navy detailing system, which allocates
sailors to job vacancies, is an example of an embedded negotiation that marries
concurrent negotiations with outside options [9]. In this system, vacancies are
published and sailors apply to fill them. Commanders then choose among the
applicants via concurrent bilateral negotiations. (Likewise, one can imagine a
sequential version in which negotiations are conducted consecutively instead of
concurrently, and where the utility function of each subsequent negotiation is
affected by past outcomes and predictions about future outcomes.) Li et al. [9]
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argue that relying on fixed reservation values in each negotiation thread for the
duration of the concurrent negotiations is sub-optimal. On the contrary, the
reservation value (and hence utility function) in one thread must be updated
based on how negotiations unfold in the others.

What these scenarios have in common is that factors external to a negotiation
thread itself affect aspects of that negotiation, which entail changes to the utility
function. These scenarios are called situated negotiations in this paper, and
are characterized by dynamic utility functions that emerge endogenously during
possibly concurrent and/or possibly consecutive negotiations.

3 Design Objectives

The goal of this work is to advance the state-of-the-art in situated negotiation.
To achieve this goal, we propose that researchers benchmark their progress using
a common simulation environment. The primary advantage of a common envi-
ronment is that it facilitates the comparison of agent negotiation strategies.
The alternative would involve the arduous task of reimplementing strategies
across domains. Moreover, when multiple research teams develop competing
approaches, running them all on a common benchmark environment more closely
resembles real-world negotiations among disparate parties.

We believe that any common benchmark environment that is intended to fur-
ther research in autonomous agents and multi-agent systems (AAMAS) should
satisfy three design objectives. First, it should model a real-world scenario,
thereby increasing its relevance, and enabling researchers to jump start the
(strategic) design process using existing intuitions. Second, it should be easy
for researchers to run experiments to compare different mechanisms, different
agent strategies/designs within a given mechanism, etc. Finally, it should sup-
port a canonical design and implementation, to facilitate collaboration among
researchers and reproducibility of results.

For the special case of situated negotiation, the environment should model
a negotiation scenario that involves one or more of the sub-problems depicted
in Sect. 2; and if the scenario involves more than of these sub-problems, it should
be relatively straightforward to isolate and study specific ones.

4 The SCM World: A Common Benchmark Environment

A supply chain is a sequence of processes by which raw materials are
converted into finished goods. A supply chain is usually managed by multiple
independent entities, whose coordination is called supply chain management
(SCM). SCM exemplifies situated negotiation. The SCM world was built on top
of an open-source automated negotiation platform called NegMAS [13] to serve
as a common benchmark environment for the study of situated negotiation.
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Fig. 1. The main entities and their managers (agents) in the SCM world simulation.

Entities. SCM consists of six types of entities and their corresponding man-
agers (See Fig. 1): factories, mining facilities, retail companies, transportation
companies, banks, and insurance companies. The relationship between these enti-
ties and their managers is one-to-one. All entities have accompanying wallets
that store their cash. Moreover, factories, mining facilities, retail companies, and
insurance companies have accompanying storage warehouses. In more detail:

Factories convert raw materials and intermediate products into intermediate
and final products by running their manufacturing processes for some time,
assuming all inputs, enough funds, and enough time are available to run the
processes. They are managed by factory managers.

Mining facilities are capable of mining raw materials, which they do to satisfy
their negotiated contracts. They are managed by miners that act only as
sellers in the SCM world.

Retail companies are interested in consuming a subset of the final products
to satisfy some predefined consumption schedule. They are managed by
consumers that act only as buyers.

Transportation companies transport materials between warehouses. They
are managed by transporters that represent service providers.

Banks provide loans to potential buyers.
Insurance companies insure managers against breaches of contract com-

mitted by other managers (e.g., failure of a seller to deliver promised prod-
ucts on time, insufficient funds in the buyer’s wallet at the time of delivery,
transportation delay by a transporter, etc).

Agents. In the SCM world, agents represent managers. The goal of each agent
is to accrue as much profit as possible.

All trade in the SCM world is conducted through negotiations. Negotia-
tions can be bilateral or multilateral, and can use any negotiation protocol—
synchronous or asynchronous—to reach an agreement. As a special case, some
(or all) agreements may be arrived at using auction protocols, allowing for direct
comparison between the auction mechanisms and other negotiation protocols.
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When an agreement is signed, it is converted into a contract. When a contract
comes due, the simulator attempts to execute it. For a contract between a buyer
and a seller, it moves the agreed upon quantity of that product from the seller’s
inventory to the buyer’s, and the agreed upon price from the buyer’s wallet to
the seller’s. For a transportation contract, it moves the products from the source
to the destination (after any agreed upon transportation delay), and moves the
transportation cost to the wallet of the transporter. If any of these executions
fail, a breach of contract can occur. Breaches can also occur if either party decides
not to honor the contract. In cases of potential breaches, the simulator may offer
the agents involved an opportunity to renegotiate.

To find negotiation partners, agents may request-a-negotiation with
potential trading partners directly, or publish their interest in negotiating on
a public bulletin board that lists call-for-proposals (CFPs). Each such CFP
specifies the publisher and the proposed negotiation issues. Interested agents
then respond to the publisher with a request to negotiate. Requesting such a
negotiation implies acceptance of the negotiation agenda.

Simulation. Before the start of the simulation, an initial balance is deposited in
each agent’s wallet, and catalog prices are posted for all products. In addition,
each agent is assigned a private profile, which characterizes its production capa-
bilities and/or its consumption preferences. Each SCM world simulation runs for
multiple (say, 100) steps. During each step:

1. Agents make any outstanding loan payments, all contracts that come due are
executed, and any breaches that arise are handled.

2. Agents then engage in negotiations for multiple steps (say, 10). During this
time, they are also free to read the bulletin board, post CFPs, and respond
to CFPs.

3. Finally, all production lines in all factories advance one time step, meaning
required inputs are removed from inventory, generated outputs are stored in
inventory, and production costs are subtracted from the factories’ wallets.
Moreover, transportation advancement is simulated.

Utility Functions. The SCM world does not endow agents with utility func-
tions. On the contrary, all utility functions are endogenous, meaning they are
engendered by the simulator’s dynamics and agents’ interactions. Endogenous
utility functions that arise as the market evolves are a distinguishing feature of
situated negotiations. In the SCM world, a major determiner of an agent’s prof-
its is its ability to position itself well in the market via successful negotiations,
which in turn depends on the utility functions it uses to guide its negotiations.

Desiderata. The SCM world satisfies the generic AAMAS design objectives out-
lined in Sect. 3, as well as the ones that are specific to situated negotiations.
First, it is possible to instantiate all the example situated negotiation scenar-
ios described in Sect. 2. For example, by disabling banks, insurance companies,
transportation companies, and factory managers, so that only miners and con-
sumers negotiate about the price of a ready-made product to be delivered at a
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fixed time, it is possible to model negotiation with outside options [9], where the
outside options are other agents trading the same product. Second, the environ-
ment is a simulation of a real-world marketplace in which business intuitions
can be applied to generate and test automated negotiation strategies. Finally, a
canonical implementation of the SCM world simulation is available as an open
source library [13], to enhance reproducibility and provide a common platform
to advance the state-of-the-art in situated negotiations.

5 ANAC 2019 SCM League

One way to expedite the widespread use of a common benchmark environment
throughout a research community is to sponsor a competition in the environ-
ment. To this end, in 2019, the SCM league (SCML), based on the SCM world
design was organized as part of the Automated Negotiation Agents Competition
(ANAC) [7], held at the International Joint Conference on AI.

SCML ’19 is one relatively simple instantiation of the SCM world. The sim-
plifications were design choices aimed at reducing any complexity in the SCM
world that did not immediately pertain to situated negotiations, so as to provide
a relatively straightforward setting in which to develop innovative negotiation
strategies, while at the same time ensuring a sufficient level of activity. Specif-
ically, in SCML ’19, activity was measured via business size, defined as the
total monetary value of all successfully executed contracts. The design was then
optimized in attempt to avoid market blockage, namely a business size of zero.

SCML ’19 ignored logistics (i.e. no transportation companies were simulated).
Instead, all products were transported between all entities free of charge, after
a predefined constant delay (which was set to zero). In addition, warehouse
capacity was infinite. The bank was disabled and all agents were initialized with
large balances to avoid the need for loans. These simplifications, which side-
stepped cash flow, storage limitations, and logistic complications, were intended
to lower the barrier to entry in the initial year of the competition.

The insurance company was not removed from the simulation. Agents inter-
acted with the insurance company via the ultimatum mechanism: i.e., the latter
made a single final offer of an insurance policy, which the agent could accept or
reject, without any possibility of haggling. All other agreements were reached
via bilateral negotiations, using the alternating offers protocol [3], in which
agents exchange offers and counteroffers.

The production graph used in SCML ’19 was organized as a single chain, with
a single raw material, a single finished good, and a set of intermediate products.
To manufacture each product, there was but a single process that consumed one
item of the product just before it in the chain.

The SCML development team designed the miners, the consumers, and the
insurance company. The job of the participants was to develop a factory man-
ager. The development team also provided a baseline factory manager, whose
strategy is described in Sect. 6. This agent was an eager business partner, and
thus participated in the competition to ensure sufficiently many trading oppor-
tunities, thereby increasing the business size metric.
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The behavior of the built-in agents make SCML ’19 a pull economy, mean-
ing it is demand driven. Proactive consumers drive demand by posting buy
CFPs. Baseline factory manager agents react by responding to the consumers’
buy CFPs (offering to sell), and then post their own buy CFPs further down the
chain. Miners at the far end of the chain are similarly reactive.

Consumers. Consumers in SCML ’19 are proactive. They post buy CFPs, which
drive the supply chain. The negotiation agendas that characterize these CFPs
reflect the consumers’ utility functions, which in turn are characterized by con-
sumption schedules that usually cannot be fulfilled via a single factory during a
single time step, but instead require multiple of one or the other or both, and
hence create a situated negotiation scenario.

A consumer c’s utility of consuming a finished good is determined by its pro-
file πc. This profile includes a predefined consumption schedule Sc that defines,
for each step, a preferred quantity to consume, as well as overconsumption and
underconsumption penalties, Ôc and Ûc, respectively. Thus, the utility functions
reward consumers who follow their schedules closely, and penalize deviations
from them. These assumptions lead to the form of consumers’ utility functions
shown in Eq. 1.

Given an outcome (u, q, t), denoting unit price, quantity, and execution time,
respectively, consumer c’s utility is given by

Uc (u, q, t) =

{
0, u < 0 or q < 0 or t < 0
αuhτu,βu

u (u) + αqh
τq,U,O
q (q, S (t)) , otherwise

(1)
The parameters α∗, where ∗ is the issue name (i.e., ∗ ∈ {u, q}), are values
in (0, 1) drawn from a Dirichlet distribution that varies with the consumer.
The parameters βu, τu, τq, U , and O, are drawn from a normal distribution that
likewise varies with the consumer.

The function hτu,βu
u is monotonic in the unit price, x ∈ R+

0 : hτu,βu
u (x) =

− (x/βu)τu . The function h
τq,U,O
q takes as input two quantities; the first is specified

by the outcome, and the second, by the consumer’s schedule at time t. This
function has the following form:

hτq,U,O
q (x, y) =

{
e−U( y−x

y )τq

x ≤ y ∧ y �= 0

e−O( x−y
y )τq

x ≥ y ∧ y �= 0
(2)

With every negotiation opportunity a fresh utility function is created based
on the consumer’s profile. Consequently, even if a consumer already engaged in
a failed negotiated with another agent about an existing CFP, it will behave
differently the next time, so their negotiation may as yet succeed.

Miners. Miners in SCML ’19 are purely reactive. They wait for buy CFPs for
the raw material to be posted, and respond, based on their utility functions, to
all whose negotiation agendas are consistent with their mining abilities. Note
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that miners’ utilities are not coupled across negotiations in the same way that
consumers’ are, because a miner’s total profit across negotiations is simply the
sum of its profits in its individual negotiations.

A miner m’s utility of mining (i.e., generating) any quantity of a raw material
is determined by its profile πm. At a high-level, miners should prefer to mine
fewer raw materials, as late as possible, which it should then aim to sell the
highest possible prices. However, in an attempt to increase business size, miners
preferred to mine more, rather than fewer, raw materials. These assumptions lead
to the form of the miners’ utility functions, described in Eq. 3, and generated in
an analogous way to consumers’.

Given an outcome (u, q, t), denoting unit price, quantity, and execution time,
respectively, miner m’s utility is given by

Um (u, q, t) =

{
0, u < 0 or q < 0 or t < 0
αugu (u) + αqgq (q) + αtgt (t) , otherwise

(3)

The parameters α∗, where ∗ is the issue name (i.e., ∗ ∈ {u, q, t}), are values
in (0, 1) drawn from a Dirichlet distribution that varies with the miner. The
parameters τ∗ and β∗, where ∗ is again the issue name, are drawn from a normal
distribution that likewise varies with the miner. The functions g∗ are monotonic
in the issue value, x ∈ R+

0 : g∗ (x) = (x/β∗)τ∗ .
With the goal in mind of optimizing business size, the following design choices

were made for SCML ’19: Baseline factory managers always bought insurance.
The insurance premium was relatively cheap (10% of the outcome’s total value),
and did not increase all that much with breaches, and breach penalties were
minimal (2%). These choices effectively prevented market blockage, and favored
larger business sizes, as shown in Sect. 7.

6 Strategies

There are inherent difficulties in building a realistic simulation environment.
Figuring out how to best trade off time and/or space complexity for realism, for
example, can be challenging.

SCM factory managers face multiple challenges, including: (1) strategic place-
ment of CFPs (i.e., proactively initiating negotiation opportunities), (2) reacting
to negotiation requests from others, (3) creating utility functions for negotiation
threads, (4) negotiation strategies for each thread, (5) inventory control, and (6)
production scheduling. An SCM agent strategy encompasses all the heuristics a
factory manager uses to address these six challenges.

In this section, we describe three agents strategies we developed for the SCM
world, as instantiated in SCML ’19. The first was designed as a baseline strat-
egy, upon which participating teams could base their design. This strategy tack-
led the embedded negotiation aspect of SCML (see Sect. 2), albeit heuristically.
The second strategy focuses on procurement, and draws inspiration from the
newsvendor model [15], by formulating a discrete optimization problem whose
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decision variables are the quantity of inputs to buy. The solution to this prob-
lem is useful in deciding what buy CFPs to post, and what sell CFPs to respond
to. The third strategy tries to find a negotiation agenda—specifically, a price—
that is both profitable from its point of view and, at the same time, acceptable
to other agents. By working to artificially inflate prices, this strategy aims at
altering the trading environment in which the agent is situated to promote itself.

Greedy Factory Manager: A Baseline. The Greedy Factory Manager (GFM)
was designed to showcase all the components needed to design a factory manager
for the SCM world. GFM was also intended to be run in all simulations so that
it could ensure sufficient business size, even at the expense of being profitable.
GFM’s strategy overcontracts, which avoids starving factory managers at earlier
levels in the supply chain, but results in many breaches of contract.

The GFM agent employs a reactive-seller, proactive-buyer strategy, much
like consumers. It is reactive in that it requests negotiations with the publish-
ers of all buy CFPs about the product it produces, as long as it can schedule
the desired quantity of the product of interest to be manufactured within the
proposed delivery time. When such a negotiation request is accepted, GFM cal-
culates the utility of the potential sell contract as the marginal utility of its
outcome, given all existing (buy and sell) contracts, pessimistically assuming
that any ongoing negotiations will fail.In this way, the controller decomposes
the agent’s global utility function, which values the potential outcomes of mul-
tiple negotiations, into local utility functions, which values only one outcome.
GFM then spawns a negotiator, endowed with the corresponding marginal util-
ity as its utility function. These negotiators embody embedded negotiations, in
the sense of Sect. 2.

After a sell contract is signed, the consumption schedules of the necessary
inputs are increased accordingly, and GFM then proactively places buy CFPs,
using the same placement strategy as consumers (Sect. 5). The utility of each
potential buy contract is calculated using Eq. 1, taking as the target consump-
tion schedule the production demands of all existing sell contracts. When it
accepts another agent’s request to negotiate, GFM spawns an internal consumer
agent, which in turn spawns a negotiator with this utility function. Similar to
consumers, the GFM controller couples these negotiators through utility func-
tions that depend on a shared consumption schedule. Whenever a contract is
signed or executes successfully, the utility functions of all ongoing negotiations
are updated to reflect a change in production demands and production line
occupancy. Likewise, GFM recalculates the marginal utilities of all potential sell
contracts whenever a contract is signed or executes successfully.

GFM uses a simple time-based negotiation strategy [4]. At time step t, it
offers an outcome with the minimum utility above the so-called aspiration
level a, which deceases over time as follows: a(t) = 1 − (t/T)4. Here T is the
maximum number of negotiation steps, a value specified by the protocol. GFM
accepts an offers if its utility is at least the utility of its own ensuing offer at the
current aspiration level.
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The GFM agent is so called because it uses a greedy heuristic to scheduling
production. This heuristic aims to produce outputs as late as possible, in attempt
to increase the negotiation power of the agent when buying inputs.

Newsvendor Model Agent. The Newsvendor Model Agent (NVM) takes
inspiration from the newsvendor model [15], a classic model in operations
research used to model the choice of an optimal inventory level for a perish-
able product (e.g., a newspaper). The NVM agent plans for some finite horizon,
assuming that unsold inputs and outputs at the end of that horizon will have
no value. Analogous to newsvendor models, an agent implementing this strategy
tries not to over- or under-produce during its planning horizon. They do not
want to stock too many products, as any excess (whatever does not sell) will go
to waste; but they also do not want to stock too few, as any shortage will result
in lost sales.

At each time step t, an SCML agent faces (at least) four decisions: the quan-
tity of inputs to buy, yt

in; the price at which to buy those inputs, xt
in; the quantity

of outputs to sell, yt
out; and the price at which to sell those outputs, xt

out. The
goal of the NVM agent is to maximize its total expected profits over a finite time
horizon, in the face of uncertain and non-stationary elastic demand.

The NVM agent models the uncertainty it faces at time step t by a joint distri-
bution Gt .= Gt

Pin,Qin,Pout,Qout
, where Gt

Pin,Qin,Pout,Qout
(P t

in ≤ pt
in, Q

t
in ≤ qt

in, P
t
out ≤

pt
out, Q

t
out ≤ qt

out) is the cumulative probability that, at time t, qt
in units of the

input in will be sold at price pt
in per-unit, and qt

out units of the output out
will be sold at price pt

out. We denote by GP t
out

(respectively, GQt
out

, GP t
in
, and

GQt
in
) the marginal distribution over output prices (respectively, output quan-

tities, input prices, and input quantities). GPin,Qin,Pout,Qout
was estimated by a

histogram, which was constructed from data obtained offline, via repeated sim-
ulations between one NVM agent and one GFM at each of the other levels in
the production chain. For SCML ’19, a histogram was a sufficient representation
because of the small number of trading quantities entertainined by GFM agents.

Given a fixed time horizon T , a plan of action is defined as a collection of
tuples P = {(xt, yt, zt)}T

t=1. This plan completely specifies for each time period
t = 1, . . . , T, the number xt of inputs to buy, yt of outputs to sell, and zt of
inputs to turn into outputs. A plan is feasible if it can be executed, i.e., if at
every time step there are enough inputs to be bought, enough outputs to be
sold, and enough inputs to be converted into outputs.

More formally, the goal of the NVM agent is to find a feasible plan that
maximizes its total expected profits over the time horizon T :

max
x,y,z

EQt
in,Qt

out

[∑T
t=1 pt

out min(yt, Q
t
out) − pt

in min(xt, Q
t
in) − Cost · zt

]
s.t. zt ≤ Capacity

yt ≤ Ot =
∑t−1

k=1 zk − yk

zt ≤ It =
∑t−1

k=1 xk − zk

xt, yt, zt ≥ 0

(4)
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All these constraints must hold for all time steps t ∈ {1, . . . , T}, with initial
conditions O1 = I1 = y1 = z1 = 0. Variables Ot and It are auxiliary variables
representing the output, respectively the input, inventory levels at time t. The
initial conditions specify that, at the beginning of the planning horizon, the
agent has no inputs nor outputs in storage, and hence, cannot produce or sell
outputs. Note that these initial conditions can easily be changed; thus, the agent
can plan differently given non-zero storage. Cost is the agent’s private, per-unit
production cost, while Capacity is the maximum number of inputs that can be
converted into outputs during a single time step. The current version of NVM
sets pt

in = E[P t
in] and pt

out = E[P t
out].

At each time t, NVM solves for an optimal plan of action.1 Given this plan,
the agent posts a single buy CFP with quantity range (max(1, y1 − δq), y1 + δq),
price range between 0 and the expected catalog price pt

in = E[P t
in], and time

range (t+δt, t+δt).2 Additionally, NVM requests negotiations with publishers of
sell CFPs. With sufficient (e.g., unlimited) negotiation resources, it can conduct
negotiations that are consistent with its optimal plan of action with any agent
who is interested in negotiating about anything.

To estimate the utility of a potential buy contract, NVM uses an ad hoc
function defined solely in terms of price, namely u(p) = 1 − p, which means the
agent prefers lower prices, at all possible values of quantity and time. The utility
of a potential sell contract is calculated in terms of both price and quantity, as
u(p, q) = e(p−1.5)q, if p > 0 and −∞ otherwise. In other words, NVM prefers to
sell many outputs at higher prices, provided the price is not zero. An indepen-
dent copy of the relevant (buy or sell) utility function is used in all concurrent
negotiations.

Like GFM, NVM operates as a reactive seller (requesting negotiations with all
publishers of buy CFPs) and uses the built-in aspiration-level negotiator. Unlike
GFM, upon receiving a delivery of inputs, it immediately sends the inputs to
one of its production lines, where they are scheduled in a FIFO fashion.

Self-Adjustable Heuristic Agent (SAHA). Rather than redesign the various com-
ponents of an agent (negotiators, utility functions, scheduler, etc.), the self-
adjustable heuristic agent (SAHA) implements a high-level behavior on top
of GFM. Specifically, SAHA imports the aspiration-level negotiator, the utility
functions, and the baseline scheduler from GFM. The main focus of SAHA is
then on strategic placement of CFPs with the intent of achieving a high profit
margin. Moreover, the interaction of multiple SAHA agents, all aiming for higher
profit margins, artificially inflates (deflates) the prices of its sell (buy) contracts.

When selling (buying) products, SAHA posts CFPs with progressively higher
(lower) prices until the other agents start rejecting their proposals outright.
SAHA then decreases (increases) prices until it enters into negotiations again,
always seeking to post CFPs with prices near the highest (lowest) observed

1 Details of the dynamic program we used to efficiently solve (4) for optimal plans are
left for a longer version of this paper.

2 These parameters were manually tuned to δt = 5, δt = 15, and δq = 5.
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acceptable price. We observed in our experiments that over time, the agent’s
buying and selling price ranges seem to stabilize. In more detail:

1. SAHA requests a negotiation with the publisher of a buy CFP for its outputs,
or it counters with a modified negotiation agenda in its desired price range.

2. SAHA requests a negotiation with the publisher of a sell CFP for its inputs,
up to a stock limit, again within its desired price range.

3. SAHA posts sell (buy) CFPs for all the outputs in inventory (inputs needed).
4. If SAHA enters into a negotiation and it fails, it reverts the desired price

range for that product to its previous value.

The SAHA agent maintains a set of records based on past and current CFPs
containing each product’s minimum and maximum prices. Whenever a new CFP
is posted, or the agent reaches an agreement, the records are updated with the
new information, and the product price ranges for that product are recalculated,
adding or subtracting an increment as follows: Buying Range = [0,CP+Δ1CP],
where CP is the catalog price for the product and Δ1 is the buy increment;
ans Selling Range = [M − Δ1M,M + Δ2M ], where M is the maximum price
observed for that product, Δ1 is the buy increment and Δ2 is the sell increment.
The agent will create a set of 20 prices for the negotiation between those ranges
in order to avoid a negotiation fail due to a timeout.

We tuned the agent’s behavior by optimizing three hyperparameters: the
minimum elapsed time until entering a negotiation; the maximum inventory
level at any time; and the buy and sell increments used to create price ranges.

7 Experiments

This section describes a series of experiments that we ran to evaluate the three
aforementioned agent strategies for managing a factory in the SCM world. The
following round-robin design was employed. A set of N random world configu-
rations were generated. For each configuration, two sets of factories, each of car-
dinality F , were selected. For each of the three possible combinations of agents
(i.e., GFM vs. NVM, GFM vs. SAHA, and SAHA vs. NVM), two simulations
were conducted, one with each of the two sets of factories managed by each of
the two competing agents. In total, each of the N world configurations was sim-
ulated 3 × 2 = 6 times. An agent’s score in a single simulation is the profit it

Table 1. Results of a Comparative Study using the SCML ’19 settings.

Strategy Median Mean (±Std.) Kolmogorov-Smirov Test Statistic (p-value)

NVM SAHA GFM

NVM 0.315 0.221 (±0.636) – 0.213 (0.046) 0.625 (1.359 × 10−14)

SAHA 0.168 0.401 (±0.628) – 0.588 (6.059 × 10−13)

GFM −0.055 −0.107 (±0.154) –



166 Y. Mohammad et al.

achieves as a fraction of its initial wallet balance (which was set to 1000 for these
experiments, for all agents). All agents’ scores in all simulations were collected
and analyzed, as described in the following subsections.

In the first experiment, the settings used in the ANAC SCML ’19 standard
track league (Sect. 5) were used [12]. Twenty different world configurations were
employed, with one factory per strategy per simulation (F = 1), leading to 120
world simulations and 240 scores per agent. A summary of the results of this
experiment is presented in Table 1. SAHA achieved the highest average score
while NVM achieved the highest median score. The difference in score distri-
butions between SAHA and NVM was not statistically significant, according
to a factorial two-sided Kolmogorov–Smirnov test with a Bonferroni multiple-
comparisons correction (t = 0.213, p = 0.046 > 0.05/3). Both agents achieved
higher scores than the baseline GFM agent (p < 1.4 × 10−14 for NVM, and
p < 6.1 × 10−13 for SAHA).

(a) Wallet Balance (b) Inventory Size

Fig. 2. Evolution of wallet balance and inventory size over time.

Figure 2a shows the evolution of the three agents’ wallet balances and inven-
tory sizes over time. NVM’s evolving wallet balances and inventory sizes accu-
rately reflects its strategy: its wallet balance initially decreases while its inventory
size increases, as it accrues inputs to manufacture into outputs; its wallet balance
then begins to recover (around time step 20), when it starts to do more selling
than buying. SAHA, in contrast, tries to create favorable market conditions from
the beginning, and achieves a nearly monotonic increase in both its wallet bal-
ance and its inventory size. By the end of the simulations, NVM and SAHA
tend to achieve similar wallet balances, and similar inventory sizes, thought

Table 2. Effect of the insurance company on the market.

Condition Negotiations Agreements Contracts Executed Business size

Without Insurer 5867.5 3559 1068.5 397.5 2379.25

With Insurer 5299 3781 983 472.5 3927.58
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NVM, because of its lookahead, does a better job of unloading excess inventory
at the very end than SAHA. GFM’s balance, on the other hand, decreases almost
monotonically, due to its tendency to overcontract.

The insurance company was introduced into the SCM world to increase busi-
ness size. To assess whether it was successful in achieving this goal, we reran the
experimental design used in the comparative study, but without the insurance
company. The results of this experiment are presented in Tables 2 and 3.

In Table 2, we see that although there were more agreements reached in the
presence of the insurance company, there was also an 8% reduction in the number
of contracts signed, likely because of the cost of insurance. (GFM and SAHA
always buy insurance; NVM never does.) Nevertheless, there was also a 16%
reduction in the number of breached contracts, because breaches at lower levels
of the production chain did not automatically cause breaches at higher levels.
This in turn led to a 65% increase in business size, which demonstrates that the
insurance company did provide the benefits for which it was designed.

Table 3. Results of the Comparative Study without the insurance company.

Strategy Median Mean (±Std.) Kolmogorov-Smirov Test Statistic (p-value)

NVM SAHA GFM

NVM 0.077 −0.044 (±0.524) – −0.37 (1.22× 10−24) 0.448 (7.612× 10−36)

SAHA 0.257 0.421 (±0.477) – 0.603 (1.247× 10−64)

GFM −0.050 −0.071 (±0.112) –

We now briefly investigate how heavily each of the three agents relied on
the insurance company (Table 3). SAHA appears to be least dependent, with
its median profit increasing by 16.8%, and with almost no change in its mean
profit. This robustness allowed SAHA to outperform both NVM and GFM, and
the difference is statistically significant after a Bonferroni multiple-comparisons
correction (p < 1.3 × 10−64 for NVM) and (p < 7.7 × 10−36 for GFM).

Our experimental results suggest that NVM and SAHA are more successful
factory managers in the SCM world than the baseline GFM. NVM’s performance
has lower variance in the presence of the insurance company, while SAHA has
better average performance and is especially robust to the omission of the insur-
ance company. It remains to be seen, however, whether GFM might be more
competitive if it were not parameterized to maximize business size.

Conclusion

This paper described a common benchmark simulation environment, which is
available as an open-source library, and can thus serve as a sandbox to advance
research on situated negotiations. We presented a set of desiderata we believe
this kind of simulator should satisfy in order to be a useful model of real-world
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negotiation scenarios, and argued that the proposed benchmark satisfies them.
We then described the SCM world, as well as SCML, an automated negotiation
competition, that was run in 2019 using this benchmark. A baseline strategy for
this competition, along with two other competitive entrants, were also described
and evaluated. In future renditions of SCML, we expect to alter the SCM world
simulation in light of the lessons learned in 2019. Ultimately, our goal is to design
and build environments that isolate various aspects of situated negotiations to
promote the development of automated negotiation strategies.
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Abstract. Simultaneous environment coverage represents a challenging
multi-agent application, in which mobile agents (drones) must cover sur-
faces by simultaneously capturing images from different viewpoints. It
constitutes a complex optimization problem with potentially conflicting
criteria, such as mission time and coverage quality, and requires dynamic
coordination of agent tasks. In this paper, we introduce a decentralized
coordination method, adaptive to a dynamic and a priori unknown 3D
environment. Our approach selects the role an agent should take on and
coordinates the assignment of agents to their computed viewpoints. Our
main goal is to cover all detected objects in the environment at a certain
quality as soon as possible. We evaluate the methods in AirSim in dif-
ferent setups and assess how the proposed methods respond to dynamic
changes in the environment.

Keywords: Multi-agent system · Simultaneous coverage · Drones ·
Viewpoint constellations · Market-based task assignment · AirSim
simulator

1 Introduction

Mobile robots represent a prototypical example of a multi-agent system, and we
have witnessed their tremendous progress in research and applications over the
last decades. Collaborative aerial robots or multi-drone systems (e.g. [21,25]) are
a particularly challenging research field due to their flexibility, scalability and
resource limitations.

This paper deals with simultaneous coverage of unknown environments which
represents an important problem for multi-drone systems. In various applica-
tions, such as monitoring, inspection, 3D reconstruction, and depth measure-
ments, drones with onboard cameras autonomously move in the environment
to capture imagery of objects of interest with sufficient quality [15]. In case of
dynamic environments, the capturing time of images is highly relevant, and esti-
mation of the state of the environment or the objects of interest may become
c© Springer Nature Switzerland AG 2019
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uncertain if the time lag of the individual image capturing is too large. Simulta-
neous coverage mitigates this problem by requiring concurrent image capturing
from k different viewpoints and thus simplifies multi-view image analysis.

In our approach, objects of interest must be first detected and then covered by
simultaneously captured images from k different viewpoints. Figure 1 depicts dif-
ferent stages of such coverage mission where drones explore the initially unknown
environment (gray area) to detect objects (pink cuboids). Once an object has
been detected, it needs to be observed in order to abstract its shape and to com-
pute the required viewpoints (constellations) for the coverage. Finally, dynamic
teams are formed and move along the paths to the assigned viewpoints. When
the required viewpoint locations are reached, the drones simultaneously capture
images with overlapping field of view (yellow area) and continue the mission.
Dynamic coordination of tasks and paths is crucial, since simultaneous coverage
constitutes a complex optimization problem with changing knowledge about the
state of the environment.

Fig. 1. Sketch of a simultaneous coverage mission where drones explore the environ-
ment, observe detected objects, compute constellations, and navigate along the con-
stellations in dynamically assigned teams (here for k = 3 drones). (Color figure online)

Weyrer and Rinner [24] introduced a path planning algorithm and a model-
predictive controller for a fixed team of two drones, and Mazdin and Rinner [16]
proposed a market-based drone assignment for coverage in simple, a priori known
2D environments. The contribution of this paper can be summarized as follows:
First, we expand the simultaneous coverage algorithm to 3D unknown environ-
ments where drones autonomously take on different roles. Second, the computa-
tion of the required viewpoints explores the tradeoff between achieved coverage
quality and coverage area. Third, we introduce an adaptive market-based coordi-
nation approach for dynamic task assignment. Finally, we perform a simulation
study of our approach using the multi-drone framework AirSim [22].
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The paper is organized as follows: Sect. 2 briefly compares our contribu-
tion with the state of the art. Section 3 provides the formal problem definition,
and Sect. 4 describes our approach. Section 5 discusses the achieved results, and
Sect. 6 summarizes the contribution and discusses potential future work.

2 Related Work

Even with small-scale drones, leveraging onboard cameras is widely used for
various inspection tasks of an object’s surface, and the approaches differ whether
a priori knowledge of the environment or the object’s shape is considered. Heng
et al. [13] propose an algorithm for simultaneous exploration and coverage in
an unknown environment, whereas Bircher et al. [3] address the exploration of
an unknown environment and extend their work to include the inspection of
surfaces in [4]. An alternative approach to a similar exploration path planning
problem can be found in [26]. Galceran and Carreras [10] survey the problem of
coverage path planning and its applications.

Stereo coverage is a well-known topic of arranging two cameras with over-
lapping fields of view (FoV) [4,9,13]. Gallup et al. [11] introduce the concept
of altering the baseline and resolution by modifying the focal length in order
to keep the depth error constant, where depth error is affected by quantization
noise [6,9]. Variable baseline stereo tracking vision system used to estimate the
distance to the object being tracked is described in [19]. This paper contributes
to optimizing of constellations in terms of minimizing the depth and matching
error, increasing the overlap with adjacent coverage patches, and achieving as
high target resolution as the mission objective allows.

Among different coordination aspects, we focus on task assignment in this
paper. However, when we introduce a dynamic environment with incomplete
knowledge about its behaviour, our static task assignment problem becomes a
dynamic decision problem. On top of that, the problem includes two aspects: task
decomposition and task allocation. Some of the solutions to task allocation com-
prise market-based approaches [12,17,20], game theoretical and machine learning
approaches [14,23,27], optimization-based approaches [2,5,8], etc. We adopt the
market-based approach from [16], due to its simplicity, dynamic response and
decentralization. Moreover, we improve the approach by elaborating on the task
decomposition aspect in terms of adaptation to the partial available environment
knowledge of drones.

3 Problem Definition

The simultaneous coverage problem can be formalized as follows: A set of m
drones D = {d1, . . . , dm} covers a 3D environment which includes a set of ground
objects of interest O = {o1, . . . , op}, whose position and shape are initially
unknown. We consider static objects that neither change their position nor shape,
and semi-dynamic objects that don’t change their position but may experience
some dynamics of their shape, e.g. due to wind. After detection and sufficient
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observation, an object oi is abstracted by a set of surfaces Si = {si1, . . . , sin}. A
constellation ci represents the k viewpoints, i.e. the positions and orientations
of the drones required to cover a surface or parts of it. A (part of a) surface
is simultaneously covered if k drones visit the viewpoints of the corresponding
constellation and capture overlapping images concurrently.

The mission is achieved when the specified area is fully explored and every
surface of the detected objects has been simultaneously covered. The overall
objective is to complete the mission as fast as possible and at a certain quality.

Solving the simultaneous coverage problem can be decomposed into sev-
eral interdependent sub-problems: (1) exploring the environment, (2) detect-
ing objects, abstracting surfaces and computing the required constellations,
(3) assigning drones to constellations, and (4) covering all surfaces by follow-
ing collision-free paths between the constellations. In our approach, drones
autonomously take on different roles when contributing to the different sub-
problems.

4 Approach

4.1 Mission Objective

Our overall objective is to cover every surface satisfying a certain quality as
soon as possible. We have thus two sub-objectives: the mission duration and the
coverage quality. We represent the mission duration objective by the number
of constellation points Jnc, since the time it takes a drone to cover each point
comprises the time to reach it, to decelerate and stabilize as well as to wait for
the other k−1 drones in order to simultaneously capture images. The number of
constellation points is dependent on the coverage quality: For achieving higher
quality, more constellation points are necessary. We label the coverage quality,
represented by the resolution δ, with Jcq, and formulate the mission objective
as minimizing

Jmo = λ · Jnc + (1 − λ) · Jcq, (1)

where λ ∈ R|0 ≤ λ ≤ 1 controls the effect of the two optimization goals. We
define Jcq = δmax

δ to be within the limits imposed by simple camera model
with image width w, minimum safe distance to the surface Dmax, and the lens
horizontal aperture angle αH , i.e. δmax = w

2·Dmax·tan(
αH
2 )

[24]. As we aim to
minimize this objective, we need to increase δ to increase the coverage quality.

We estimate the number of constellation points Jnc by

Jnc =
2 · k · ∑n

i=1 Li · λas · Hi · δ2

w · h
, (2)

which depends on k, the resolution δ, image width w and height h, a sum
∑n

i=1 Li

of lengths of all surfaces of an object oi (double the value due to the require-
ment of at least 50% horizontal overlap), the object’s height Hi, and a weight
parameter λas ≥ 1. As opposed to Jcq, a low value of δ reduces the mission dura-
tion. We use λas throughout the mission to tune the importance of maximizing
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additional covered area for the purpose of increasing the overlap with adjacent
image patches. When λas is set to 1, we obtain no vertical additional area that
leads to no overlap between images taken from two neighboring surfaces (in a
vertical direction).

4.2 Selection of Drone Roles

Fig. 2. Four drone roles and transition conditions.

In order to find a solution to the simultaneous coverage problem, we decom-
pose it into smaller sub-problems and adopt a bottom-up approach by solving
them individually. These sub-problems comprise exploration, object detection
and observation, and coverage, and introduce different roles that drones can take
on during the mission. Figure 2 depicts the drone roles and the predefined tran-
sition conditions by means of a state diagram. The default role of a drone di is
explore, represented as de

i , where it moves in the environment following a given
exploration strategy for detecting objects. Once an object has been detected,
the drone changes its role to observe do

i , investigates the shape of the object
in order to abstract surfaces, and computes constellation points. These points
represent the positions and orientations of k cameras satisfying the quality con-
straints (cp. Sect. 4.3). Afterwards, the computed constellation points to cover
the detected object(s) have to be assigned to appropriate drones. Therefore, the
drone changes its role to auction da

i to perform this task assignment by means
of different auction strategies (cp. Sect. 4.4). The assigned drones change to the
cover role dc

i and execute the necessary steps for covering the assigned surface(s).
Drone assignment is not successful if less than k drones are available for cov-

ering an object or surface, respectively. In this case, the drone can either change
to explore or participate in the bidding of another auction drone. This drone
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periodically checks if a sufficient number of drones has become available and
continues then with the auctioning of unassigned items as long as this condition
is satisfied.

Only drones with role de
i and role da

i but an insufficient number of bidders
can participate in the bidding. We further assume that drones with roles do

i and
dc

i cannot be interrupted by a bidding request.

4.3 Constellation Computation

Figure 3 sketches a constellation of three drones placed at positions [xi, yi, zi],
separated by baselines bij , and at distance ŷ to the surface. For simplicity, the
covered partition of length Lp is perpendicular to the y axis, and the cameras’
views are perpendicular to the surface. The covered partition Psij ⊆ Sij is
defined by the points pxyz = [x, y, z] which are visible to all k cameras. If we
apply a simple camera model with focal length f , sensor dimensions w × h and
aperture angles αH and αV , the following constraints between any camera pair
i and j must hold:

|x − xi − bij

2
| ≤ wŷ − bijf

2f
,

y − yi ≥ bijf

w
,

|z − zi| ≤ ŷh

2f
.

(3)

Note that these constraints impose an overlap in the cameras’ FoV of at
least 50%. The partition can be specified by the four corner points of Psij as

[x1, y1, z1] [x2, y1, z1] [x3, y1, z1]

LPεL εR

f f f

b12

b13

w w w

b23

b13f
w

x

y

ŷ

Fig. 3. Drone constellation with covered FoV represented in the xy plane. k = 3 drones,
positioned at [xi, y1, z1], simultaneously cover the partition of length Lp.



176 P. Mazdin and B. Rinner

[xP , yP , zP ], [xP + LP , yP , zP ], [xP + LP , yP , zP + HP ], [xP , yP , zP + HP ], where
LP and HP represent the width and the height of Psij , respectively.

In our approach, we formulate the constellation computation problem as a
multi-objective optimization problem, having three fitness functions to be min-
imized:

Jco = λde · Jde + λme · Jme − λas · Jas, (4)

where Jde represents the depth error, Jme represents the matching error, and
Jas corresponds to the covered area.

We use a first order Taylor series approximation to estimate the depth error
Jde = ŷ2

bijf · εd given the distance ŷ, the disparity error εd caused by the corre-
sponding pixels’ difference in x coordinates, baseline bij , and the focal length
f . The matching error Jme depends on the parameters a and b describing
matching performance and the relative viewing angle γ, and is approximated
as 1

a · (e−b|γ| − 1) [18,24].
The third cost function component Jas rewards the additional area covered

beyond the border of the partition Psij . This additional overlap with adjacent
image patches helps to improve the overall stitching of the images from the
individual partitions. Basically, we want to increase both εR and εL in Fig. 3 and
therefore subtract it in Eq. 4, as opposed to the other objectives.

With the equal height of the k constellation points, the y and z coordinates
of the drones are given as yi = yP − LP

tan(
αH
2 )

and zi = zP + HP

2 . Note that if
k = 1 only Jas is taken into account aiming for an overlap with neighboring
partitions of at least 50%.

Since constellation computation is an NP-hard multi-objective optimization
problem, we address it with an efficient evolutionary algorithm NSGA-II (non-
dominated sorting genetic algorithm-II), leading to Pareto optimal solutions [7].
This fast, elitist and parameterless algorithm is known for its low computational
complexity with a simple but efficient constraint-handling method and fast non-
dominated sorting procedure resulting in improved convergence. We limit the
number of function evaluations of the algorithm based on the mission’s update
rate.

As previously stated, k controls the required simultaneously captured images
for a surface. Thus, a larger k may provide more data about dynamic textures,
occlusions, etc., which might be beneficial for certain applications. Therefore,
we extend our constellation computation algorithm to be suitable for a larger
k. Figure 4 depicts two relaxations for the constellation computation for k = 3
drones. We allow (a) asymmetric drone placements resulting in different base-
line settings and (b) different distances between drones and the covered surface
resulting in different target resolutions.

Since we consider 3D objects in the environment, we have to assure the
coverage of all visible surfaces, including the top ones. We do so by projecting
the top surface of the object as an additional vertical partition to the vertical
surface being covered. However, we are aware of a lower achievable resolution
due to the fact that the far most part of the top surface is further away than
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Fig. 4. Different constellation relaxations for k = 3: (a) different baselines, and (b)
different distances to the surface.

the vertical surface. To assure corner detection in the images, we add another
horizontal partition to the right of each surface.

4.4 Adaptive Task Assignment

After constellation computation has been completed, drone di changes its role
to da

i and starts the assignment of available drones to constellations. We adopt
a decentralized market-based assignment due to its scalability, efficiency, and
suitability for dynamic settings [1]. Optimal assignment algorithms that reach
the global optimum are mostly centralized. Many decentralized multi-agent task
assignment methods employ auctioning mechanisms which have been applied
to NP-hard problems (routing, scheduling, planning, etc.), or address problems
where only partial knowledge about the environment is available, and therefore
local information is exploited. Since our mission is defined in such a way, agents
make decisions based on their current (local) knowledge. Due to the lack of
knowledge, most often the global optimum solution is not found. When, on top
of that, we consider a dynamic environment and only agents’ local knowledge
about it, the resulting assignment quality gets difficult to measure.

We adopt our previous approach [16], where we deployed a basic auction
mechanism enabling drones to bid for constellations and introduced an object-
based (OB) and surface-based (SB) variant. OB allocation assigns all constel-
lation points of an object to the same team of k drones, whereas SB allocation
assigns constellations individually to k drones.

Algorithm 1 describes our new adaptive allocation algorithm which is run-
ning on each drone di with unassigned constellations. As long as drone di has
unassigned allocation items, it is free to explore around and periodically (line 7)
broadcast the request for roles in order to find out the number of drones available
for bidding (lines 8 to 11). If there are at least k drones available, di selects an
object from Oa

i , computes the constellations of object o and initiates an auction
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Algorithm 1. Market-based Constellation Assignment
Input: set of unassigned objects Oa

i of drone di, set of surfaces Si for oi ∈ Oa
i , auction

Ta and request Tr timeout

1: F a
i ← set of drones free to bid to di

2: Ba
i ← set of drones that bid to di

3: Ca
i ← set of constellation points to assign

4: Sa
i ← subset of Si being assigned to winners in Ba

i

5: ta = 0, tr = Tr ← auction and request timeout counter
6: while Oa

i �= ∅ do
7: if tr ≥ Tr then
8: di ← de

i

9: broadcast role request()
10: tr ← 0

11: F a
i ← update free drones()

12: if |F a
i | ≥ k then

13: di ← da
i

14: o ← select object(Oa
i )

15: Ca
i ← compute constellations(o)

16: broadcast constellations(Ca
i )

17: if ta < Ta then
18: ta ← ta + 1
19: Ba

i ← update bids()
20: if |Ba

i | ≥ k then
21: Sa

i ← allocate surfaces()
22: broadcast decision(Sa

i )
23: wait for acknowledgment()
24: Oa

i ← Oa
i \ o; tr ← Tr

25: break
26: else
27: di ← de

i

28: tr ← Tr; ta ← 0

29: else
30: tr ← tr + 1

31: di ← de
i

by broadcasting the constellations of o (lines 14 to 16). It does so as long as
it has not received enough bids (lines 19 and 20) and the timeout ta has not
expired. If a sufficient number of bids has been received, di selects the k drones
from Ba

i with the highest bid values and broadcasts a decision (lines 21 and 22).
We consider this part to be of importance when adapting to the dynamic

change of roles and the current knowledge drones possess. This knowledge com-
prises a number of drones, their roles and locations, and the shape of the object
and its constellations. Basically, we improve the task decomposition aspect of
the task assignment problem by assigning a number of neighboring surfaces pro-
portionally to the number of bids and their distances to the drones that bid. This
way we parallelize the coverage when multiples of k drones bid. This is impor-
tant because with such a dynamic environment and quick changes, especially
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in drones’ movements, proceeding with an assumption made at the moment an
object was ready to be assigned could prolong the mission.

Once the drone di receives an acknowledgment from all allocated drones (line
23), it removes the object from Oa

i and resets timer tr to be ready to broadcast
role requests again (line 24). If the timeout has exceeded, di keeps exploring
and resets both timers to broadcast role requests again (lines 27 and 28). If all
objects have been assigned, di changes its role to explore (line 31).

To consider the auction successful, drone di waits for the acknowledgments
from all assigned drones. This acknowledgment mechanism also holds for the
bidding drones. If they did not receive an acknowledgment from the drone di

within a predefined timeout Tc, they cancel the bid and start exploring or submit
a bid to another auction.

As stated above, due to the partial environment knowledge, we cannot aim for
the global optimum solution, rather for the optimal solution given the knowledge
a drone auctioneer possesses at the moment it starts the auction. One reason for a
non-optimal outcome could be an unknown obstacle between assigned drones(s)
and constellation points, which results in a prolonged flight time as compared
to the estimated time of the drone bidder.

4.5 Exploration and Object Detection

We apply a simple heuristic for exploring the environment to detect objects
of interest. The drones start exploring from the ground station in a random
direction and move straight until they detect an object, encounter an obstacle,
or reach the border of the environment. In the latter case, they rotate at a
random angle to stay within the environment and continue exploration. For
object and obstacle detection we exploit the drone’s frontal camera. In particular,
we leverage the API of AirSim to retrieve an uncompressed depth image from
the left frontal camera, convert it to a gray-scale image, and remove the ground
to show only the relevant part. We estimate the distance to a potential object
by evaluating the corresponding pixel values and perform further analysis based
on the size of the pixel cluster in the depth image. To investigate the shape
of an object, the drone performs wall following by keeping the distance to the
object fixed while moving around the object. Once wall following has reached
the starting position, i.e. the path around the object has been closed, the drone
ascends to estimate the height of the object.

We adapt the path planning approach [16] by considering online obstacle
detection and avoidance. Whenever an object or obstacle is detected on the
computed path towards a constellation point, we perform a similar wall following
approach for bypassing the obstacle at a safe distance. If the path towards the
constellation point is clear, the drone continues in a straight line.
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5 Experiments

5.1 Experimental Setup

We use the open-source simulator Microsoft AirSim1 (Aerial Informatics and
Robotics Simulation) which is built on the Epic Games’ Unreal Engine 4 (UE4)2

for our simulation study. We created a virtual environment on a 64-bit Windows-
10 platform (cp. Fig. 5), imported it to a Linux platform running Ubuntu 16.04
LTS, and added the AirSim plugin as a replacement for AirSim drone with the
SimpleFlight built-in flight controller. As we aim for a fully decentralized system
and want to deploy our algorithms on real drones, we incorporated the recent
ROS2 version (distribution Bouncy Bolson)3. With this setup the drone agents
are able to exchange messages at an update rate of 1 s which is very important for
real-world missions. ROS2 is supposed to run under Windows. However, in our
64-bit Windows-10 setup, ROS2 showed unreliable performance, in particular,
more than 50% of the messages were lost when running simulations with more
than 4 drones. Therefore, we used the Windows platform only for creating the
environment and the Linux platform for running the experiments and exchanging
messages among the drone agents via ROS2.

Fig. 5. The virtual environment for our simulation study rendered by the Epic Games
Unreal Engine 4.

For our simulation we use an environment of 240 m × 240 m and place
building blocks of different sizes as objects of interest. The ground station is at
the center from where all drones start their mission. The drones are equipped
with cameras, GPS, an Inertial Measurement Unit (IMU), and a barometer.
We perform experiments with varying k ∈ {1, 2, 3} and for the object-based
(OB), surface-based (SB), and adaptive (AD) auction variants. As baseline for

1 https://github.com/Microsoft/AirSim.
2 https://www.unrealengine.com.
3 https://github.com/ros2/ros2.

https://github.com/Microsoft/AirSim
https://www.unrealengine.com
https://github.com/ros2/ros2
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(a) Scenario A (b) Scenario B
δ[ px

m
]

AD 62.53 ± 8.32
OB 50
SB 50
FP 50

(c) Achieved δ

Fig. 6. Average mission time with standard deviations for adaptive auction (AD),
object-based (OB), surface-based (SB), and fixed pair (FP) assignment for scenario A
(6a) and scenario B (6b). Achieved pixel resolution δ (6c).

the comparison we also run experiments with fixed teams of k drones (FP), i.e.
offline assigned teams jointly explore the environment and simultaneously cover
the detected surfaces and no dynamic assignment is necessary.

We measure the total mission time and the achieved pixel resolution δ as
key performance metrics. We further measure the object coverage time, which
is defined as the time period when an object has been detected until it is fully
covered, as well as the times the drones operate in the four different roles. We
compare our approach with two different settings: Scenario A is composed of
4, and Scenario B is composed of 6 unevenly distributed building blocks. We
run the experiments with varying number of drones m ∈ {2, 4, 6, 8}. Important
simulation parameters are fixed as follows: The timeout thresholds Tr, Ta and Tc

are set to 3 s, 5 s and 10 s, respectively. We use the following camera parameters:
f = 1662.8 px, αH = 60◦, w × h = 1920 × 1080 px (full HD sensor). In order to
give more priority to the mission’s duration over coverage quality, we set λ to 0.7,
whereas we set λas to be equal to 1.5 to ensure 50% of the vertical overlap. Both
minimum distance between drones and a distance to objects are set to 3 m. We
run 10 simulations for each experiment in order to lower the effect of randomness
in exploration. Since we consider the mission to be successfully completed when
the whole area is known and all objects have been covered, we terminate the
experiments when all objects have been completely covered, assuming we know
a priori the number of objects.
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Fig. 7. Impact of number of drones m on time each object required to be fully covered
from the moment it was ready to be assigned, and the average exploration time per
drone (7e), for the environment setup from Scenario A.

5.2 Experimental Results

Figure 6 depicts the impact of k and the assignment variant (AD, OB, SB, and
FP) on the overall mission time for both scenarios. It is rather intuitive that the
coverage time increases with k as more drones have to be jointly assigned and
potentially wait for each other at the assigned points. In the AD auction variant,
we aim to take advantage of both the OB and the SB variant, and on top of that,
adapt the coverage quality to mission requirements. As shown in Fig. 6a for k = 1
and k = 2 and in Fig. 6b for k = 1, the SB variant outperforms the OB variant
due to a sufficiently large number of drones m. If the number of objects and
hence unassigned tasks is relatively small as compared to the available drones,
the OB variant outperforms the SB variant, since the auctioneering drones do
not lose time on waiting for bids for each surface. In this case, assignment of
drones for the whole object is more efficient.

Our AD variant outperforms the other variants since it adapts to the mis-
sion and its dynamics of discovering new objects. Furthermore, it achieves a
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higher pixel resolution δ as the fixed one of the other three variants (cp. Fig. 6c).
Regarding a comparison between fixed and dynamic assignment, we analyze how
the FP variant performs with varying k in our scenarios. For k = 1, the FP vari-
ant performs as the OB variant, since the same drone which has detected the
object can also cover it. For k = 2, FP performs only slightly worse than OB
or SB. For k = 3, the performance of FP deteriorates. The main reason for this
degraded performance is that the FP variant explores the environment in fixed
teams of k co-located drones and is therefore less effective in detecting objects
as compared to the exploration with independent drones. Even though the FP
variant’s advantages in terms of shorter coverage time are not evident in the total
mission time, drones did cover some objects faster for certain scenarios because
of the proximity of the other k − 1 drone(s). Moreover, we have introduced two
relaxations for k = 3: different baselines and different distances to the surface.
From the coverage time perspective, the effect of these relaxations is negligible
because the distance variation of a k constellation point for two relaxations is
much smaller than the distances between the constellation points. However, the
coverage quality can benefit from these relaxations, and we therefore applied
both relaxations for our simulations with k = 3, i.e. variable distances at corners
to increase the overlap and variable baselines for regular surfaces.

We further evaluated the scalability of our AD variant by varying m ∈
{2, 4, 6, 8} for scenario A with k = 2. The horizontal bars in Fig. 7 show the
object coverage time for all objects in order to visualize the overall mission exe-
cution and the effect of exploration for different m. The left value on the x axis
represents the time when the first object has been detected, whereas the right
value represents the overall mission time. For m = k = 2, we can clearly observe
the sequential coverage of the four objects (Fig. 7a); the gaps in between corre-
spond to the time required for detection and abstraction of surfaces. Figures 7b
to d plot results for m > k, where objects can be covered in parallel. Note that
coverage of a particular object can be interrupted due to too few drones avail-
able. Figure 7e summarizes the time drones explored the environment searching
for objects. This exploration time does not decrease with increasing number of
drones. It strongly depends on the uncertainty of the environment (i.e. random
object placement) and chosen exploration method.

6 Conclusions

We have presented a decentralized coordination method to simultaneously cover
a priori unknown environments aiming for minimizing the mission duration and
maximizing the coverage quality. The allocation of drones to constellation points
is a critical step for this problem. Our adaptive market-based assignment (AD)
achieved a shorter mission duration as compared to surface-based (SB), object-
based (OB) or fixed assignments (FP) in our simulation study, as well as a higher
coverage quality. Since we apply our approach in initially unknown environments,
the time required for exploration has a significant influence on the overall mission
time. Thus, there is a tradeoff between exploration and coverage and the effort
put into (concurrently) solving these sub-problems.
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Simultaneous coverage represents a challenging multi-agent problem, and effi-
cient solutions will leverage various applications including monitoring, inspection
and reconstruction. As future work we intend to investigate in (i) coordinated
exploration methods to decrease the object detection time, (ii) considering the
object’s semantics to adapt k and δ for each object individually, and (iii) in
deploying our dynamic coordination in real multi-drone applications.
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Autonomous Aerial Vehicles (uav.aau.at) at the University of Klagenfurt.
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Abstract. This paper introduces a new negotiating agent model for
automated negotiation. We focus on applications without time pres-
sure with multidimensional negotiation on both continuous and discrete
domains. The agent bidding strategy relies on Monte Carlo Tree Search,
which is a trendy method since it has been used with success on games
with high branching factor such as Go. It also exploits opponent modeling
techniques thanks to Gaussian process regression and Bayesian learning.
Evaluation is done by confronting the existing agents that are able to
negotiate in such context: Random Walker, Tit-for-tat and Nice Tit-
for-Tat. None of those agents succeeds in beating our agent. Also, the
modular and adaptive nature of our approach is a huge advantage when
it comes to optimize it in specific applicative contexts.

Keywords: Automated negotiation · MCTS · Supply chain

1 Introduction

Negotiation is a form of interaction in which a group of agents with conflicting
interests and a desire to cooperate try to reach a mutually acceptable agreement
on an object of negotiation [2]. The agents explore solutions according to a
predetermined protocol in order to find an acceptable agreement. Being widely
used in economic domains and with the rise of e-commerce applications, the
question of automating negotiation has gained a lot of interest in the field of
artificial intelligence and multi-agent systems.

Many negotiation frameworks have been proposed [13]. They may be charac-
terized along different aspects, whether concerning the set of participants (e.g.
bilateral or multilateral), agent preferences (e.g. linear or not), issues of negoti-
ated objects (e.g. discrete or continuous), or even the characteristics of the inter-
action protocol (e.g. globally bounded in time or number of rounds). They run
negotiating agents that use strategies to evaluate the received information and
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make proposals. Several strategies have been proposed. Either fixed or adaptive,
most of them rely on a known deadline (either in time or in rounds). However in
several applications, the deadline of an agent may change over the negotiation.
The negotiation horizon may vary depending on external elements such as other
opportunities. To the best of our knowledge, these elements have not been taken
into account so far.

In this paper, we propose to handle this issue by designing a loosely con-
strained adaptive strategy for automated negotiation. This strategy considers
that: (1) the agent preferences are nonlinear, (2) the issues of negotiated objects
can be both continuous and discrete and (3) the time pressure is undefined, and
therefore the deadline of the negotiation. To cope with this objective, our agent
is based on General Game Playing [11] and Machine Learning [2]. Its strategy
relies on both Monte Carlo Tree Search (MCTS), a heuristic technique that has
been used with success for many kinds of games (see for instance [5,23]), and
opponent modeling techniques in order to be more efficient.

The paper is organized as follows. Section 2 describes our targeted industrial
application. Section 3 provides some background on automated negotiation and
AI strategies for games. Section 4 gives the theoretical and formal setting for
bargaining in order to motivate the use of AI for games. Section 5 introduces our
strategy. Section 6 gives some details on the agent implementation and shows
its performance against a Random Walker agent, Tit-for-Tat agent and Nice
Tit-for-Tat agent. The last section gives concluding remarks and perspectives.

2 Target Application

This work is part of an industrial project that addresses an economic application,
the factoring. This application requires a solution that complies with the specific
scope we consider here and which is neglected by the literature.

When a company sells goods or services to another company, it produces
an invoice. The selling company is called supplier and the customer is called
debtor. Each country may define a legal payment term of generally several weeks.
Moreover, the principal may not pay within this payment term. In the supply
chain, the debtor is often much larger than the supplier. It can therefore impose
its own conditions at the expense of the supplier. The consequences are quite
harmful for the latter: during those payment delays, its working capital is reduced
and hence its capacity to produce, fulfill future orders or pay its own suppliers.

Factoring is an interesting answer to this issue. A funding company (called a
factor) accepts to fund the invoices of the supplier, by paying them immediately
less than their nominal amount and assuming the delay of payment of the princi-
pal. From the factor perspective – generally a bank or an investment fund – the
principal can be seen as a short-term investment, where the risk of defaulting on
payment depends on the reputation of the principal. Since we consider the case
where the principal is much larger than the supplier, this risk is lower and the
rate is more affordable for the supplier.

As this kind of funding may be recurrent, there is a strong interest in
automating the negotiation between the supplier and the factor. Moreover, some
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recent works have shown an increase in the number of factoring marketplaces
all around the world [8]. However, there are several specificities to this setting.
The first specificity is the negotiation domain. Several elements are negotiated
at the same time: the nominal amount to be funded and the discount rate are
the primary elements of the negotiation. Also, for identical nominal amounts, a
factor may ask the supplier to sell invoices of certain principals it trusts. Finally,
when several invoices are available, the expected number of financing days may
also be negotiated. Therefore, we consider complex issues that combine at the
same time elements of various kinds: continuous (the discount rate), numeric
(the numerical amount and the financing days), and categorical (the principal).

The second specificity is related to uncertainty and resource availability.
Automated negotiation often considers a deadline, which defines the time allo-
cated to the negotiation. Most of the negotiation strategies rely on this time
pressure to compute a concession rate. In our application, time pressure is not
constant over the negotiation. For the factor, the time pressure depends both
on the money it has to invest and on the investment opportunities. If the factor
has a lot of money and few opportunities, the time pressure increases: the factor
sees not invested money as a loss. On the contrary, when resources are limited
and opportunities are common, the factor tries to get a better discount rate
and the time pressure decreases. For the supplier, the situation is even more
unpredictable. Time pressure depends on its opportunities to get new credit
lines (including bank loans) and even on the time the principal takes to pay it:
the negotiation may be brutally interrupted at some point if the payment of an
invoice makes it useless for the supplier.

Automated negotiation components relying either on a deadline commonly
known by the agents, or on a deadline private to each of them is therefore not
applicable to our target applications. In our target application the negotiation
domain consists of numerical, continuous and categorical issues, the agent pref-
erences are nonlinear, and the time pressure is dynamic.

3 Related Work

Our agent is at the meeting point of automated negotiation and Monte Carlo
methods applied to games. In this section, we introduce both domains.

3.1 Automated Negotiation

Various authors have explored the negotiation strategies with different perspec-
tives. Most of those works have identified three components that make up the
“BOA” architecture [1]: a Bidding strategy defines the offers the agent sends
to its opponent, an Acceptance strategy defines whether the agent accepts
the offer it just received or if it makes a counterproposal, and an Opponent
modeling models some features of the opponents, as its bidding strategy, its
preference domain and its acceptance strategy. The latter aims to improve the
efficiency of the bidding strategy and/or the acceptance strategy of the agent.
The following subsections present the related work for each component.
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Bidding Strategy. Bidding strategies may depend on several elements: the
history, including the concessions made by the opponent and/or a negotiation
deadline, the utility function of the agent, and the opponent model. Faratin et al.
proposed the so-called tactics that mainly rely on the criticality of the resources,
the remaining time before the deadline is reached or the concessions made by the
opponent. All of them except the last rely on a known deadline. The latter has
been extended to create more complex strategies, as the Nice tit-For-Tat agent
[4], which uses learning techniques in order to improve it. Genetic algorithms
[15] use generated proposals as individuals. They rely on the time pressure for
the variation of their proposals and make some that are acceptable for their
opponent.

This paper advances the state of the art in the bidding strategies by intro-
ducing and evaluating a strategy that considers the negotiation as a game and
uses the very efficient Monte Carlo Methods.

Acceptance Strategy. Acceptance strategies can be divided into two main
categories [3]. The first category is called “myopic strategies” as they only con-
sider the last bid of the opponent. An agent may accept an offer when (1) it is
better than the new one produced by its own bidding strategy, (2) it is better
than the last one made by the agent, (3) it is above a predetermined threshold,
or (4) it embodies any combination of the previous ones. The second category
consists of “optimal strategies” [3] that rely on an opponent bidding strategy in
order to optimize the expected utility. They are based on the concessions made
by the opponent and a prediction that the expected utility of the agent should
increase while the deadline is getting closer. So, the first category is not suitable
for our context. We therefore propose to use the second category in our agent
model.

Opponent Modeling. [2] presents an exhaustive review of the opponent mod-
eling techniques related to automated negotiation. They are generally used to
model (1) opponent bidding strategy, (2) its utility and (3) its acceptance strat-
egy as well as private deadline and a reserve price, depending on which of these
elements are relevant in each context.

There are two main methods to model adaptive bidding strategy which
does not rely on the deadline: neural networks and time series-based techniques.
Neural networks use a fixed number of previous offers as input, and the expected
value for the next proposal as output. Time series methods can be generalized
very easily. Among them, the Gaussian process regression is a stochastic tech-
nique which has been used with success by [24]. Due to its nature, it can generate
various proposals at each negotiation turn. Those proposals are proportional to
a likelihood provided by the regression. We select this technique to model the
opponent bidding strategy since it is particularly adapted to the Monte Carlo
Tree Search.

The opponent utility is generally considered as the weighted average of par-
tial utility functions for each issue. Two families of methods are used to model
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them. The first one is based on the frequency of each value among the previ-
ous opponent bids. The methods of this family make the hypothesis that the
most frequent values are the ones the opponent prefers, and that the most sta-
ble issues are the most important for it. They are relevant in the cases where
the negotiation domain only consists of discrete issues; their extension to the
continuous case is not suitable to complex domains, as it requires the definition
of a distance function which depends on the negotiation domain. The second
family of methods is based on Bayesian Learning [14]. It is well suited for the
continuous case and can be easily extended to categorical domains. We use it as
is for the numerical issues and make an extension for the categorical ones. The
latter is presented in Sect. 5.1.

Their is two ways to learn the opponent acceptance strategy: either by
assuming that the opponent has a myopic strategy or by using neural networks
[9]. The latter is quite expensive in terms of computation time. The weights of
the network must be updated each time the opponent makes a new proposal.

3.2 Monte Carlo Tree Search

Monte Carlo methods are regularly used as heuristics for games. Rémi Coulom
[6] proposes a method to combine the construction of a game tree – a traditional
method for games that has proved to be very to be effective – with Monte Carlo
techniques. This method is called Monte Carlo Tree Search (MCTS) and it has
been improved using various extensions [5], including pruning the less promising
branches of the tree. It has met great success in games, particularly games with
high branching factor [23].

MCTS consists of 4 steps. A selection is dedicated to the exploration of the
already built part of the tree, based on a predefined strategy. While exploring a
node, the algorithm chooses whether to explore a lower-level branch or expand
a new branch. In the latter case, there is an expansion of a new node; it is
created just below the last explored one. Once a new node has been expanded,
a simulation of the game is performed until a final state is reached. Finally,
outcomes of the final state are computed and a backpropagation of them is
made over all the nodes that have been explored.

[16] presents a recent attempt to exploit MCTS for General Game Playing,
with Automated Negotiation as a potential application. The negotiation domain
considered is limited to a single-issue, discrete domain with complete informa-
tion (each agent knows what is the optimal deal for its opponent). Our work is
specifically made for recent evolution of Automated Negotiation, focusing thus
on multi-issues, combining continuous, numerical and categorical domains with
incomplete information (the agent has no information on the opponent utility
profile). These differences have consequences on the technical aspects of these
works. The referenced works use Upper Confidence Trees, inapplicable in our
case since it imposes the number of possible moves at each step to be finite.
Also, [16] does not require opponent modeling, since the opponent utility profile
is known.
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4 Negotiation as a Game

Monte Carlo Tree Search has been applied with success to extensive games.
In this section, we show how it is possible to represent negotiation using this
model. We first associate each aspect of negotiation to a game element. We then
describe specificities of negotiation that prevent us from using most common
MCTS selection, expansion and simulation strategies.

An extensive game [20] consists of a set of players, the set of all possible
game histories, a function mapping each non-terminal history to the player who
must play then and a preference profile. By using this definition, it is possible
to define a bargaining B as an extensive game:

Definition 1 (Bargaining). A bargaining can be represented as triple B =(
H,A, (ui)i∈�1,2�

)
where:

1. A is the set of two players: the buyer (player 1) and the seller (player 2),
2. H is the set of possible histories of the negotiation. Each history consists

of the sequence of messages the agents sent to each other: proposals, accep-
tance and rejection messages. Terminal histories are the histories ending by
acceptance or rejection, and infinite histories. Each message is a pair (α, c)
where α is the speech act (performative) of the message and c is the content
of the message, i.e. a list of couples (k, v) where k is the key of an issue of
the negotiation domain and v is the corresponding value. The history can be
divided in two parts, each part corresponding to the messages sent by one of
the agents: hi = (α, c)i,

3. the player function is based on the parity of the size of the history (we suppose
that the buyer (player 1) always plays first). Therefore ∀h ∈ H, player(h) =
2 − (|h| mod 2) where |h| is the size of h,

4. the preference profile, ui, i ∈ {1, 2}, is an evaluation of terminal histories
with regards to each player. If the history ends with an acceptance of the
agent, ui returns the utility associated by the agent, if not it returns a specific
value that may depend on the engaged resources.

The representation of bargaining as a game has already been investigated
in [19,22] for single issue bargaining. More complex domains has been initially
dealt by making the assumption that the agents proposals are independent of
the opponent’s ones [10]. However in recent advances in automated negotiation,
the agent bidding strategies are generally adaptive i.e. the proposals made by
an agent depend on its opponent’s ones.

However, negotiation is not a classical combinatorial game as Chess or Go.
Its resolution is a challenge to the MCTS approach for three reasons. First,
it is a non-zero sum game: agents try to find a mutually beneficial agreement
which is often much better for both agents than their reserve utility i.e. the
situation where the agents do not find an agreement. Second, it is an incomplete
information game: the agent preference profiles are unknown to their opponents
and generally modeled by them. These two specificities make it impossible to
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use the most common implementation of MCTS, the Upper Confidence Tree
[17]. Last, we consider a large and complex domain that encompasses numeric,
continuous and categorical issues, with nonlinear utility functions and possibly
infinite game trees. This has several consequences on the way the tree is explored,
in particular on the criterion followed to expand a new node.

5 MCTS-Based Agent

As we explained in the previous section, negotiation is a particular game. It
is therefore required to adapt the heuristics traditionally used for games to its
specificities. In this section, we present our automated negotiation agent rely-
ing on MCTS. The agent architecture is composed of three modules presented
in Fig. 1. The bidding strategy module implements MCTS and uses the oppo-
nent modeling module. The latter consists of two submodules: one models the
opponent utility, the other models its bidding strategy. The last module is the
acceptance strategy, which makes a comparison between the last proposal from
the opponent and the bid generated by the bidding strategy. Each of the agent
submodules and their interactions are described in this section.

Selection Expansion Simulation Backpropagation

Bidding strategy

Strategy (Gaussian
Process Regression)

Utility (Bayesian Learning)

Opponent modeling

A
cceptance

strategy

Fig. 1. Interaction between the modules of our agent

5.1 Opponent Modeling

In order to improve the efficiency of MCTS, we model both the bidding strategy
and the utility of the opponent.

Bidding Strategy Modeling. The goal of this model is to predict what pro-
posal the opponent will make at turn x∗. To do so, we use Gaussian Process
Regression [21]. This method produces a Gaussian with the mean corresponding
to the value predicted by the algorithm and a standard deviation corresponding
to the uncertainty induced by the model.
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The first step is to compute the covariance matrix K which represents the
proximity between the turns (xi)i∈�1,n� of the sequence, based on a covariance
function, also called kernel k. Let

K =

⎛
⎜⎝

k(x1, x1) . . . k(x1, xn)
...

...
k(xn, x1) . . . k(xn, xn)

⎞
⎟⎠ (1)

we then compute the distance between the turn of the predicted proposal x∗ and
the previous turns in the vector K∗:

K∗ = (k(x∗, x1), . . . , k(x∗, xn)) (2)

The Gaussian process regression relies on the supposition that all these values
are the dimensions of a multivariate Gaussian. Using results on multivariate
Gaussian, we can compute

y∗ = K∗K−1y (3)

σ2
∗ = Var(y∗) = K∗∗ − K∗K−1K�

∗ (4)

where K∗∗ = k(x∗, x∗). The result corresponds to a Gaussian random variable
with mean y∗ and standard deviation σ∗.

One of the capital aspects of Gaussian process regression is the choice of
the kernel. The most common ones are radial basis functions (RBF), rational
quadratic functions (RQF), Matérn kernel and exponential sine squared (ESS).
These kernels are used to define distance between the turns of the bargaining.
We tested these four kernels on various negotiations among finalists of ANAC
2014 (bilateral general-purpose negotiation with nonlinear utilities). The Table
1 shows the results of GPR for each of the aforementioned kernels. We generated
randomly 25 negotiation sessions and modeled two agents using each kernel. We
got a total of 50 models by kernel. Each bid of each sequence is predicted using
previous proposals and is used to predict following ones. The table shows average
Euclidean distance between the actual proposals and the predicted sequences.
The lower the value, the closer is the prediction to the actual proposal. The
kernel that got the best result is the Rational Quadratic Function. Our agent
therefore uses this one.

Table 1. Average Euclidean distance between actual proposals of a bargaining and
values predicted by GPR, depending on the used kernel.

Kernel RBF RQF Matérn ESS

Avg. distance 43.288 17.766 43.228 22.292

This method also allows to make predictions on the categorical issues. The
method presented in chapter 3 of [21] is also possible and relies on Monte Carlo
method for some integration estimation.
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Preference Profile Modeling. Bayesian learning described in [14] makes the
only supposition that an agent makes concessions at roughly constant rate.
Though this constraint may seem tough, it is relatively low in comparison with
other methods.

The opponent utility is approximated by a weighted sum of triangular func-
tions. A function t of [a, b] ⊂ R in [0, 1] is called triangular if and only if:

– t is linear and either t(a) = 0 and t(b) = 1 or t(a) = 1 et t(b) = 0, or:
– there is some c in [a, b] such that t is linear on [a, c] and [c, b], t(a) = 0,

t(b) = 0 and t(c) = 1.

The method can be divided into two steps. First, the agent generates a prede-
termined number of hypotheses on the utility function. These hypotheses are
composed of weighted sums of triangular functions (one per issue). Each issue is
therefore associated with a weight and a triangular function.

The estimated utility of the opponent is the weighted sum of these hypotheses
where each weight is the probability computed using Bayesian learning. This
method does not make any supposition on the opponent strategy, which makes
it more general than the frequency based techniques.

This method can be naturally extended to the categorical issues. Given a
categorical issue C = {C1, . . . , Cn}, the partial utility function is chosen among
the set of functions of [0, 1]C .

Acceptance Strategy Model. Acceptance strategy is modeled in a very sim-
ple way: a simulated agent accepts the proposal from its opponent if and only
if its utility is better than the utility generated by the bidding strategy model.
This method presented by Baarslag et al. in [2] is not computationally expensive.

5.2 MCTS-Based Bidding Strategy

Monte Carlo methods are very adaptive, and achieve promising results in various
games, including games with high branching factor. In this section, we describe
the way we have adapted these methods to the negotiation context.

Raw MCTS. As we explained before, MCTS is a general algorithm and relies
on several strategies. Each time an agent needs to take a decision, it generates
a new tree and explores it using MCTS. The most common implementation of
MCTS is Upper Confidence Tree (UCT). This method has proved to be very
efficient, particularly for Go. Nevertheless, it expands a new node whenever it
explores a node whose children have not all been explored, which is not applicable
when issues are continuous. Beyond that, in the case where the branching factor
is not small in comparison with the number of simulation, UCT keeps expanding
a new node without exploring deeper nodes, which loses the interest of MCTS
compared to flat Monte Carlo. In our context, it is therefore necessary to define
a different implementation of MCTS:
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Selection. For this step, we use progressive widening, as described by [7].
The expansion criterion of the progressive widening states that a new node is
expanded if and only if:

nα
p ≥ nc (5)

where np is the number of times the parent has been simulated, nc is its number
of children and α is a parameter of the model. If the result is that a new node
is not expanded, the selected node is the node i maximizing:

Wi =
si

ni + 1
+ C × nα

√
ln(n)
ni + 1

(6)

where n is the total number of simulations of the tree, si is the score of the node
i and C is also a parameter of the model.

Expansion. The content of the expanded node is chosen randomly among all
the possible bids of the domain with an even distribution.

Simulation. During the simulation, the model of the opponent bidding strategy
is used in order to make the simulation more representative. The model of the
opponent utility and its acceptance strategy are used to decide when it accepts
a proposal.

Backpropagation. The backpropagation also uses the opponent utility model.
The utility of both agents is computed and the scores of both agents is updated
for each visited node. The utility of the agent itself is computed using its real
preference profile.

Pruning. In order to explore only the interesting nodes for the agent, it is pos-
sible to use the knowledge of the agent on the game to prune the less promising
branches of the tree. Though we do not have much information in our context, we
decide that the opponent should find any offer it made acceptable. We therefore
decide to prune all the branches of the tree where our agent makes a proposal
less interesting than the best proposal received from the opponent: the goal is
to use the best proposal of the opponent as a lower bound and to try to improve
on this basic value.

6 Experiments

In order to evaluate our agent, we use the Genius [18] framework. We confront
our agent with the only agents that do not require a deadline for their strategy
to the best of our knowledge: two variants of the Tit-for-Tat agent and a Ran-
domWalker agent. In this section, we describe the implementations of our agent
and those three. We then describe in detail the experimental protocol and finally
we present the achieved results.
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6.1 Implementation

Our agent is developed in Java and consists of a set of independent modules con-
nected to Genius platform thanks to interfaces. Figure 2 presents this architec-
ture (the represents the messages sent and received by the agent). It consists
of the components of Sect. 5: a module for the MCTS-based bidding strategy
(with classes for the Monte Carlo Tree, its nodes, etc.), a module for opponent
utility modeling and another one for the opponent bidding strategy modeling.
We use the same acceptance strategy for both our agent and the model it uses
for its opponent. As they are very simple, there is no module dedicated to them.

As MCTS are computationally expensive and take quite a long time, we
parallelized them. The stochastic aspect of the opponent bidding strategy model
ensures that two simulations going from the same branch of the tree are not
similar, while still prioritizing the most probable values. The Gaussian process
regression, which relies on matrix computation, has been developed using the
Jama library1. The parameters of the kernel are optimized using the Apache
Commons Math library utilities2.

Fig. 2. Software architecture of the modules of our agent

The time taken by our agent for each round has been set empirically. When
our agent makes a choice among 200 bids, there is generally one that results into
a high utility both for it and its opponent. In order to explore the tree in depth,
we let it enough time to generate about 50’000 simulations. Then, to make a
proposal, our agent takes about 3 min. This duration meets the expectation of
the real-world applications of our industrial partners. From these values, we get
α = 0.489.

6.2 Opponent’s Description

In this section, we provide a description of the confronted agents. It is impos-
sible to compare our agents with state-of-the-art ones, as they all rely on the
1 http://math.nist.gov/javanumerics/.
2 http://commons.apache.org/proper/commons-math/.

http://math.nist.gov/javanumerics/
http://commons.apache.org/proper/commons-math/
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Our agent Random Walker Tit-for-tat Nice Tit-for-tat

Fig. 3. Average utility of negotiating agents

supposition that there is a publicly known deadline. The only three agents able
to negotiate without a given deadline are the RandomWalker, the Tit-for-Tat
agent and its more evolved variant, the Nice Tit-for-Tat.

RandomWalker. The RandomWalker is described by Baarslag in [3] and
makes random proposals.

Tit-for-Tat. Tit-for-tat agent was first described by Faratin et al. in [10]. This
agent makes a concession whenever its opponent makes concessions itself. Several
possible implementations are given. Here, when it has received fewer than 2
proposals the agent makes the most interesting proposal from its own perspective
(it generates 10’000 random proposals and chooses the best one for its utility
function). For the other proposals, the agent looks at the last two proposals of its
opponent and computes the made concession. This concession may be positive
or negative. It adds this concession to the utility of its own last proposal. It
then searches for a proposal with the closest utility to this target value. In our
implementation, 10’000 proposals are generated to this end.

Nice Tit-for-Tat. Nice Tit-for-Tat is somehow, a more evolved version of the
Tit-for-Tat. It has been described by Baarslag et al. in [4]. The goal of this work
is to comply with domains where mutual agreement is possible. The agent then
uses the same opponent utility modeling as our agent and uses it to estimate
the Nash point of the setting, i.e. the agreement maximizing the product of the
utilities of the agents. The concession rate is computed between the first and the
last bids of the opponent as the percentile of the distance between its first bid
and the Nash point. The corresponding concession is made from the agent point
of view. Among the equivalent offers, the utility model is also used in order to
choose the best bid for the opponent among equivalent ones for the agent. The
only difference with the version used in our experiments and the agent proposed
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in [4] is the acceptance strategy. Indeed, the strategy proposed in the original
version which is presented in [3] depends on the deadline of the negotiation in
order to take the time pressure into account. Here, we provide the Nice Tit-for-
Tat with a simplified version of its acceptance strategy, which corresponds to
the same acceptance strategy as our agent.

6.3 Experimental Protocol

Genius makes it possible to negotiate on numerical or categorical issues, but
not yet on continuous ones. In order to evaluate our agent, we want to target a
negotiation domain that is at the same time neutral enough to show the generic
aspects of our work, but complex enough to motivate its use. ANAC is an inter-
national competition used to determine the effective negotiation strategies. The
negotiation domain used in ANAC 2014 [12] fits well to this objective. Subse-
quent competitions focused on multilateral negotiation and specific application
domains. In ANAC 2014 domain, issues are numerical, varying from 1 to 10.
Several domains have been proposed, varying from 10 to 50 issues. In order to
reduce computational complexity which is not the concern of this work, we use
the 10-issue version. The utility functions are non-linear, and the reserve utility
is set to 0, which is the minimal outcome value for the agents. As the time pres-
sure is supposed to vary over time, we do not use a discount rate. While it does
not exactly correspond to the targeted application, its complexity (1010 possible
proposals) makes a suitable test bench for our negotiation strategy. In order to
simulate the fact that the time pressure is unknown to the agent, we put a very
large deadline, so that it is never reached.

6.4 Results

Figure 3 displays the utility of the agents when negotiating with each other using
a histogram. The results are averaged over 20 negotiation sessions with each
profile, with error bars representing the standard deviation from the average.

Note that the two preference profiles are very different from each other, and
not symmetrical at all. This specificity explains the fact that for all the agents in
all configurations, utility is always higher with Profile 2 than it is with Profile 1.

As shown on Fig. 3a, our agent is able to beat the Random Walker in every
situation, even when its preference profile is Profile 1 and Random Walker’s is
Profile 2. It is interesting to note that the negotiations with Random Walker are
very short with only 3.1 proposals in average: 2.5 when it gets Profile 1 and 3.7
proposals when our agent gets Profile 2. This difference can be explained by the
fact that it is easy to find agreements with very high results for Profile 1 (0.9 or
more) and high results for Profile 2 (0.6). In most of the negotiations, the first
proposal of our agent is of this kind. In that case, Random Walker is more likely
to generate a proposal with utility lower than the one proposed by our agent
and accepts it, generating a utility of 0.6 for Random Walker and a negotiation
session consisting of a single proposal.



MCTS-Based Automated Negotiation Agent 199

Negotiating with Tit-for-Tat is harder, as we can see on Fig. 3b. Our agent
gets a lower utility than the Random Walker but is able to beat Tit-for-Tat.
The expectation level of Tit-for-Tat also generates much longer negotiations:
34.2 proposals on average with 31.55 proposals when it gets Profile 1 and 36.85
proposals when our agent gets Profile 2. This result can be explained the same
way as the results of the negotiation with Random Walker.

The negotiations with Nice Tit-for-Tat never ends: the agents keep negotiat-
ing forever. Our MCTS-based method refuses to make a concession significant
enough to have a chance to be accepted by Nice Tit-for-Tat, considering the
high expectation it has by using the Nash point. Reciprocally, Nice Tit-for-Tat,
without time pressure, and dynamic adaptation of its acceptance strategy, does
not accept the proposals of our agent. By looking at the internal state of the
Nice Tit-for-Tat, we also see that its estimation of the Nash point is incorrect:
it expects a utility above the real one.

We propose instead an indirect evaluation by confronting Nice Tit-for-Tat
with Random Walker, in the same setting. The results are represented on Fig. 3c.
The performances of both agents are comparable, considering the standard devi-
ation of the series.

7 Conclusion

In this paper, we presented an automated negotiation agent able to negotiate
in a context where agents do not have predetermined deadline, neither in time
nor in rounds, and where the negotiation domain can be composed of numeri-
cal, continuous and categorical issues. We described this setting as an extensive
game and described a negotiation strategy based on a specific implementation of
MCTS relying on two opponent models and a pruning strategy. One of them is
the Gaussian process regression, which relies on a covariance function. We tested
several covariance functions and chose the one that provides better results in
context similar to ours.

Experiments were run in the context of a large negotiation domain, with
nonlinear utility functions using different preference profiles. The experimental
results are promising: against all the agents that can negotiate in its negotiation
domain, our agent outperformed Random Walker and Tit-for-Tat and draws
with Nice Tit-for-Tat. This work therefore indicates that techniques from games
such as MCTS can be used with success in automated negotiation. However, the
modularity of the architecture and the variety of strategies proposed on General
Game Playing and Machine Learning areas are a huge advantage when it comes
to optimizing the agent for a specific application domain.

Among the perspectives of this work, we would like to create a customized
version of our agent and adapt it to the context where the deadline is known,
in order to make it available for these applications. Our agent can already be
used in this context, but the fact that it does not exploit this information may
make it less efficient than its opponents. Another possible direction would be to
adapt it to the multilateral context. In fact, there would be little modification
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to make it available for a context of stacked alternate protocol or a many-to-
many bargaining scenario, since MCTS has already been used in n-player games.
The use of our agent in its industrial context, in particular with corresponding
negotiation domains would yield very interesting results. Last, we would like to
improve our agent by using MCTS variations. It would be interesting for instance
to test other kinds of pruning. The use of traditional MCTS techniques such as
Rapid Action Value Estimation or All Moves As First to reduce the number of
simulations while keeping their intrinsic qualities would be interesting.
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Abstract. This work provides proof-search algorithms and automated
counter-model extraction for a class of STIT logics. With this, we answer
an open problem concerning syntactic decision procedures and cut-free
calculi for STIT logics. A new class of cut-free complete labelled sequent
calculi G3Ldmm

n , for multi-agent STIT with at most n-many choices, is
introduced. We refine the calculi G3Ldmm

n through the use of propagation
rules and demonstrate the admissibility of their structural rules, resulting
in the auxiliary calculi Ldmm

n L. In the single-agent case, we show that the
refined calculi Ldmm

n L derive theorems within a restricted class of (forest-
like) sequents, allowing us to provide proof-search algorithms that decide
single-agent STIT logics. We prove that the proof-search algorithms are
correct and terminate.

Keywords: Decidability · Labelled calculus · Logics of agency · Proof
search · Proof theory · Propagation rules · Sequent · STIT logic

1 Introduction

Modal logics of STIT, an acronym for ‘seeing to it that’, have a long tradition
in the formal investigation of agency, starting with a series of papers by Bel-
nap and Perloff in the 1980s and culminating in [3]. For the past decades, STIT
logic has continued to receive considerable attention, proving itself invaluable
in a multitude of fields concerned with formal reasoning about agentive choice
making. For example, the framework has been applied to epistemic logic [5],
deontic logic [11,13], and the formal analysis of legal reasoning [5,12]. Surpris-
ingly, investigations of the mathematical properties of STIT logics are limited
[2,15] and its proof-theory has only been addressed recently [4,19]. What is more,
despite AI-oriented STIT papers motivating the need of tools for automated rea-
soning about agentive choice-making [1,2,4], the envisaged automation results
are still lacking. The present work will be the first to provide terminating, auto-
mated proof-search for a class of STIT logics, including counter-model extraction
directly based on failed proof-search.
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The sequent calculus [7] is an effective framework for proof-search, suitable for
automated deduction procedures. Given the metalogical property of analyticity,
a sequent calculus allows for the construction of proofs by merely decomposing
the formula in question. In the present work, we employ the labelled sequent
calculus—a useful formalism for a large class of modal logics [14,18]—and intro-
duce labelled sequent calculi G3Ldmm

n (with n,m ∈ N) for multi-agent STIT
logics containing limited choice axioms, discussed in [20].

In order to appropriate the calculi G3Ldmm
n for automated proof-search,

we take up a refinement method presented in [17]—developed for the more
restricted setting of display logic—and adapt it to the more general setting
of labelled calculi. In the refinement process the external character of labelled
systems—namely, the explicit presence of the semantic structure—is made inter-
nal through the use of alternative, yet equivalent, propagation rules [17]. The
tailored propagation rules restrict and simplify the sequential structures needed
in derivations, producing, for example, shorter proofs. Moreover, one can show
that through the use of propagation rules, the structural rules, capturing the
behavior of the logic’s modal operators, are admissible. In our case, the result-
ing refined calculi Ldmm

n L derive theorems using only forestlike sequents, allowing
us to adapt methods from [17] and provide correct and terminating proof-search
algorithms for this class of STIT logics.

In short, the contribution of this paper will be threefold: First, we provide
new sound and cut-free complete labelled sequent calculi G3Ldmm

n for all multi-
agent STIT logics Ldmm

n (with n,m ∈ N) discussed in [20]—thus extending the
class of logics addressed in [4]. Second, we show how to refine these calculi to
obtain new calculi Ldmm

n L, which are suitable for proof-search. Last, for each
n ∈ N, we provide a terminating proof-search algorithm deciding the single-
agent STIT logic Ldm1

n. Although [9] provides a polynomial reduction of Ldmm
n

into the modal logic S5 (providing decidability via S5-SAT), the present work has
the advantage that it offers a syntactic decision procedure within the unreduced
Ldmm

n language and is modular, that is, it will allow us to extend our work to a
variety of STIT logics. We conclude by discussing the prospects of generalizing
the latter results to the multi-agent setting.

The paper is structured as follows: We start by introducing the class of logics
Ldmm

n in Sect. 2. In Sect. 3, corresponding labelled calculi G3Ldmm
n are provided,

which will subsequently be refined, resulting in the calculi Ldmm
n L. We devote

Sect. 4 to proof-search algorithms and counter-model extraction.

2 Logical Preliminaries

STIT logic refers to a group of modal logics using operators that capture agen-
tial choice-making. The STIT logics Ldmm

n , which will be considered throughout
this paper, employ two types of modal operators: First, they contain a set-
tledness operator � expressing which formulae are ‘settled true’ at a current
moment. Second, they contain, for each agent i in the language, an atemporal—
i.e., instantaneous—choice operator [i] expressing that ‘agent i sees to it that’.
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This basic choice operator is referred to as the Chellas STIT [3]. Using both oper-
ators, one can define the more refined notion of deliberative STIT: i.e., [i]dφ iff
[i]φ∧¬�φ. Intuitively, [i]dφ holds when ‘agent i sees to it that φ and it is possible
for φ not to hold’. The multi-agent language for Ldmm

n is defined accordingly:

Definition 1 (The Language Lm [10]). Let Ag = {1, 2, ...,m} be a finite set of
agent labels and let V ar = {p, q, r...} be a countable set of propositional variables.
Lm is defined via the following BNF grammar:

φ ::= p | p | φ ∧ φ | φ ∨ φ | �φ | ♦φ | [i]φ | 〈i〉φ

where i ∈ Ag and p ∈ V ar.

Notice, the language Lm consists of formulae in negation normal form. This
notation allows us to reduce the number of rules in our calculi, enhancing the
readability and simplicity of our proof theory. The negation of φ, written as φ, is
obtained by replacing each operator with its dual, each positive atom p with its
negation p, and each p with its positive variant p [4]. Consequently, we obtain
the following abbreviations: φ → ψ iff φ ∨ ψ, φ ↔ ψ iff (φ → ψ) ∧ (ψ → φ),
	 iff p ∨ p, and ⊥ iff p ∧ p. We will freely use these abbreviations throughout
this paper. Since we are working in negation normal form, diamond-modalities
are introduced as separate primitive operators. We take 〈i〉 and ♦ as the duals
of [i] and �, respectively.

Following [10], since we work with instantaneous, atemporal STIT it suffices
to regard only single choice-moments in our relational frames. This means that
we can forgo the traditional branching time structures of basic, atemporal STIT
logic [3]. In what follows, we define Ldmm

n frames as those STIT frames in which
n > 0 limits the amount of choices available to each agent to at most n-many
choices (imposing no limitation when n = 0).1

Definition 2 (Relational Ldmm
n Frames and Models). Let |Ag| = m and

let Ri(w) := {v ∈ W | (w, v) ∈ Ri} for i ∈ Ag. An Ldmm
n -frame is defined as a

tuple F = (W, {Ri | i ∈ Ag}) where W �= ∅ is a set of worlds w, v, u... and:

(C1) For each i ∈ Ag, Ri ⊆ W × W is an equivalence relation;
(C2) For all u1, ..., um ∈ W ,

⋂
i Ri(ui) �= ∅;

(C3) Let n > 0 and i ∈ Ag, then

For all w0, w1, · · · , wn ∈ W,
∨

0≤k≤n−1, k+1≤j≤n

Riwkwj

An Ldmm
n -model is a tuple M = (F, V ) where F is an Ldmm

n -frame and V is
a valuation assigning propositional variables to subsets of W , i.e. V : V ar �→
P(W ). Additionally, we stipulate that condition (C3) is omitted when n = 0.

1 For a discussion of the philosophical utility of reasoning with limited choice see [20].
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φ → (ψ → φ) (ψ → φ) → (φ → ψ) (φ → (ψ → χ)) → ((φ → ψ) → (φ → χ))

(S5�) �(φ → ψ) → (�φ → �ψ) �φ → φ ♦φ → �♦φ �φ ∨ ♦φ

(S5[i]) [i](φ → ψ) → ([i]φ → [i]ψ) [i]φ → φ 〈i〉φ → [i]〈i〉φ [i]φ ∨ 〈i〉φ

(IOA)
∧

i∈Ag ♦[i]φi → ♦(
∧

i∈Ag[i]φi) (Bridge) �φ → [i]φ
φ

�φ

φ φ → ψ

ψ

(APCi
n) ♦[i]φ1 ∧ ♦(φ1 ∧ [i]φ2) ∧ · · · ∧ ♦(φ1 ∧ · · · ∧ φn−1 ∧ [i]φn) → φ1 ∨ · · · ∨ φn

Fig. 1. The Hilbert calculus for Ldmm
n [3,20]. A derivation of φ in Ldmm

n from a set
of premises Γ , is written as Γ �Ldmm

n
φ, and is defined inductively in the usual way.

When Γ is the empty set, we refer to φ as a theorem and write �Ldmm
n

φ.

As in [10], the set of worlds W is taken to represent a single moment in which
agents from Ag are making their decision. Following (C1), for every agent i, the
relation Ri is an equivalence relation; that is, Ri functions as a partitioning of
W into what will be called choice-cells for agent i. Each choice-cell represents
a set of possible worlds that may be realized by a choice of the agent. The
condition (C2) expresses the STIT principle independence of agents, ensuring
that any combination of choices, available to different agents, is consistent. The
last condition (C3), represents the STIT principle which limits the amount of
choices available to an agent to a maximum of n. For a philosophical discussion
of these principles we refer to [3, Chap. 7C].

Definition 3 (Semantic Clauses for Lm [4,10]). Let M be an Ldmm
n -model

(W, {Ri | i ∈ Ag}, V ) and let w be a world in its domain W . The satisfaction
of a formula φ ∈ Lm on M at w is inductively defined as follows:

1. M, w � p iff w ∈ V (p)
2. M, w � p iff w �∈ V (p)
3. M, w � φ∧ψ iff M, w � φ and M, w � ψ
4. M, w � φ ∨ ψ iff M, w � φ or M, w � ψ

5. M, w � �φ iff ∀u ∈ W , M, u � φ
6. M, w � ♦φ iff ∃u ∈ W , M, u � φ
7. M, w � [i]φ iff ∀u ∈ Ri(w), M, u � φ
8. M, w � 〈i〉φ iff ∃u ∈ Ri(w), M, u � φ

A formula φ is globally true on M (i.e. M � φ) iff it is satisfied at every world
w in the domain W of M . A formula φ is valid (i.e. � φ) iff it is globally true
on every Ldmm

n -model. Last, Γ semantically implies φ, written Γ � φ, iff for all
models M and worlds w in W of M , if M,w � ψ for all ψ ∈ Γ , then M,w � φ.

It is worth emphasizing that the semantic interpretation of � refers to the
domain of the model in its entirety; i.e., φ is settled true iff φ is globally true.
This is an immediate consequence of considering instantaneous STIT in a single-
moment setting (cf. semantics where a relation R� is introduced for �, e.g.,
[4]).
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The Hilbert calculus for Ldmm
n in Fig. 1 is taken from [20]. Apart from

the propositional axioms, it consists of S5 axiomatizations for � and [i], for
each i ∈ Ag. It contains the standard bridge axiom (Bridge), linking [i] to �.
Furthermore, it contains an independence of agents axiom (IOA), as well as an
n-choice axiom (APCi

n) for each i ∈ Ag. The rules are modus ponens and �-
necessitation.

Theorem 1 (Soundness and Completeness [10,20]). For any formula φ ∈
Lm, Γ �Ldmm

n
φ if and only if Γ � φ.

3 Refinement of the Calculi G3Ldmm
n

In this section, we introduce the labelled calculi G3Ldmm
n for multi-agent STIT

logics (with limited choice). Our calculi are modified, extended versions of the
labelled calculi for the logics Ldmm

0 (with m ∈ N) proposed in [4] and cover a
larger class of logics. The calculi G3Ldmm

n possess fundamental proof-theoretic
properties such as contraction- and cut-admissibility which follow from the gen-
eral results on labelled calculi established in [14]. The main goal of this section is
to refine the G3Ldmm

n calculi through the elimination of structural rules, resulting
in new calculi Ldmm

n L that derive theorems within a restricted class of sequents.
As a result of adopting the approach in [10], the omission of the relational struc-
ture corresponding to the � modality offers a simpler approach to proving the
admissibility of structural rules in the presence of propagation rules (Sect. 3.2).
Let us start by introducing the class of G3Ldmm

n calculi.

3.1 The G3Ldmm
n Calculi

We define labelled sequents Λ via the following BNF grammar:

Λ ::= x : φ | Λ,Λ | Rixy, Λ

where i ∈ Ag, φ ∈ Lm and x, y are from a denumerable set of labels Lab =
{x, y, z, ...}. Labelled sequents consist exclusively of labelled formulae of the form
x : φ and relational atoms of the form Rixy. For this reason, sequents can be
partitioned into two parts: we sometimes use the notation R, Γ to denote labelled
sequents, where R is the part consisting of relational atoms and Γ is the part
consisting of labelled formulae. Last, we interpret the commas between relational
atoms in R conjunctively, the comma between R and Γ in R, Γ implicationally,
and the commas between labelled formulae in Γ disjunctively (cf. Definition 7).

The labelled STIT calculi G3Ldmm
n (where n,m ∈ N) are shown in Fig. 2.

Note that for each agent i ∈ Ag, we obtain a copy for each of the rules (〈i〉),
([i]), (refli), (eucli), and (APCi

n). We refer to (refli), (eucli), (IOA), and (APCi
n)

as the structural rules of G3Ldmm
n . The rule (IOA) captures the independence

of agents principle. Furthermore, the rule schema (APCi
n), limiting the amount

of choices available to agent i, provides different rules depending on the value
of n in G3Ldmm

n (we reserve n = 0 to assert that the rule does not appear).
When n > 0, the (APCi

n) rule contains n(n + 1)/2 premises, where each sequent
R,Rixkxj , Γ (for 0 ≤ k ≤ n−1 and k+1 ≤ j ≤ n) represents a different premise
of the rule. As an example, for n = 1 and n = 2 the rules for agent i are:



Automating Agential Reasoning 207

(id)R, w : p, w : p, Γ
R, w : φ ∧ ψ, w : φ, Γ R, w : φ ∧ ψ, w : ψ, Γ

(∧)R, w : φ ∧ ψ, Γ

R, w : φ ∨ ψ, w : φ, w : ψ, Γ
(∨)R, w : φ ∨ ψ, Γ

R, Riwv, v : φ, Γ
([i])†R, w : [i]φ, Γ

R, w : �φ, v : φ, Γ
(�)†R, w : �φ, Γ

R, w : ♦φ, u : φ, Γ
(♦)R, w : ♦φ, Γ

R, R1u1v, ..., Rmumv, Γ
(IOA)†R, Γ

R, Riwu, w : 〈i〉φ, u : φ, Γ
(〈i〉)R, Riwu, w : 〈i〉φ, Γ

R, Riww, Γ
(refli)R, Γ

R, Riwu, Riwv, Riuv, Γ
(eucli)R, Riwu, Riwv, Γ

{
R, Riwkwj , Γ

∣∣∣ 0 ≤ k ≤ n − 1, k + 1 ≤ j ≤ n
}

(APCi
n)R, Γ

Fig. 2. The G3Ldmm
n labelled calculi. The superscript † on the (�), ([i]), and (IOA) rule

names indicates an eigenvariable condition: the variable v occurring in the premise of
the rule cannot occur in the context of the premise (or, equivalently, in the conclusion).

R,Riw0w1, Γ
(APCi

1)R, Γ

R,Riw0w1, Γ R,Riw0w2, Γ R,Riw1w2, Γ
(APCi

2)R, Γ

Theorem 2. The G3Ldmm
n calculi have the following properties:

1. All sequents of the form R, w : φ,w : φ, Γ are derivable;
2. Variable-substitution is height-preserving admissible;
3. All inference rules are height-preserving invertible;
4. Weakening and contractions are height-preserving admissible:

R, Γ
(wk)R,R′, Γ ′, Γ

R,R′,R′, Γ
(ctr)RR,R′, Γ

R, Γ ′, Γ ′, Γ
(ctr)FR, Γ ′, Γ

5. The cut rule is admissible:

R, x : φ, Γ R, x : φ, Γ
(cut)R, Γ

6. For every formula φ ∈ Lm, w : φ is derivable in G3Ldmm
n if and only if

�Ldmm
n

φ, i.e., G3Ldmm
n is sound and complete relative to Ldmm

n .

Proof. The proof is a basic adaption of [14] and can be found in the online
appended version (available at https://arxiv.org/abs/1908.11360). ��

Proof-theoretic properties like those expressed in (4) and (5) of Theorem 2 are
essential when designing decidability procedures via proof-search. In construct-
ing a proof of a sequent, proof-search algorithms proceed by applying inference
rules of a calculus bottom-up. A bottom-up application of the (cut) rule in a
proof-search procedure, however, requires one to guess the cut formula φ, and

https://arxiv.org/abs/1908.11360


208 T. Lyon and K. van Berkel

thus risks non-termination in the algorithm. (One can think of similar arguments
why (ctr)R and (ctr)F risk non-termination.) It is thus crucial that such rules are
admissible; i.e. everything derivable with these rules, is derivable without them.

Remark 1. To obtain contraction admissibility (Theorem 2-(4)) labelled calculi
must satisfy the closure condition [14]: if a substitution of variables in a struc-
tural rule brings about a duplication of relational atoms in the conclusion, then
the calculus must contain another instance of the rule with this duplication
contracted.

We observe that if we substitute the variable u for v in the structural rule
(eucli) (below left), we obtain the rule (eucli)∗ (below right), when the atom
Riwu is contracted:

R,Riwu,Riwu,Riuu, Γ
(eucli)R,Riwu,Riwu, Γ

R,Riwu,Riuu, Γ
(eucli)∗

R,Riwu, Γ

Thus, following the closure condition, we must also add (eucli)∗ to our cal-
culus. However, (eucli)∗ is a special instance of the (refli) rule, and hence it is
admissible; therefore, we can omit its inclusion in our calculi. None of the other
structural rules possess duplicate relational atoms in their conclusions under
a substitution of variables, and so, each G3Ldmm

n calculus satisfies the closure
condition.

3.2 Extracting the Ldmm
n L Calculi

We now refine the G3Ldmm
n calculi, extracting new Ldmm

n L calculi to which proof-
search techniques from [17] may be adapted. In short, we introduce new rules to
our calculi, called propagation rules, which are well-suited for proof-search and
imply the admissibility of the less suitable structural rules (refli) and (eucli).

Propagation rules are special sequent rules that possess a nonstandard side
condition, consisting of two components. For the first component (1), we trans-
form the sequent occurring in the premise of the rule into an automaton. The
labels appearing in the sequent determine the states of the automaton, whereas
the relational atoms of the sequent determine the transitions between these
states. The following definition, based on [17, Definition 4.1], makes this notion
precise:

Definition 4 (Propagation Automaton). Let Λ be a labelled sequent, Lab(Λ)
be the set of labels occurring in Λ, and w, u ∈ Lab(Λ). We define a propagation
automaton PΛ(w, u) to be the tuple (Σ,S, I, F, δ) s.t. (i) Σ := {〈i〉 | i ∈ Ag} is
the automaton’s alphabet, (ii) S := Lab(Λ) is the set of states, (iii) I := {w} is
the initial state, (iv) F := {u} is the accepting state, and (v) δ : S × Σ → S is
the transition function where δ(v, 〈i〉) = v′ and δ(v′, 〈i〉) = v iff Rivv′ ∈ Λ.

We will often write v
〈i〉−→ v′ instead of δ(v, 〈i〉) = v′ to denote a transition

between states. A string is a, possibly empty, concatenation of symbols from Σ
(where ε indicates the empty string). We say that an automaton accepts a string

ω = 〈i1〉〈i2〉 · · · 〈ik〉 iff there exists a transition sequence w
〈i1〉−→ v

〈i2〉−→ · · · 〈ik〉−→ u



Automating Agential Reasoning 209

from the initial state w to the accepting state u. Last, we will abuse notation and
use PΛ(w, u) equivocally to represent both the automaton and the set of strings
ω accepted by the automaton, i.e. {ω | PΛ(w, u) accepts string ω}. The use of
notation can be determined from the context.

The second component (2) of the rule’s side condition restricts the application
of the rule to a particular language that specifies and determines which types
of strings occurring in the automaton allow for a correct application of the
propagation rule. We define this language accordingly:

Definition 5 (Agent i Application Language). For each i ∈ Ag, we define
the application language Li to be the language generated from the regular expres-
sion 〈i〉∗, that is, Li = {ε, 〈i〉, 〈i〉〈i〉, 〈i〉〈i〉〈i〉, · · · } with ε the empty string.2

Bringing components (1) and (2) together, a propagation rule is applica-
ble only if the associated propagation automaton accepts a certain string—
corresponding to a path of relational atoms in the premise of the rule—and
the string is in the application language.

Definition 6 (Propagation Rule). Let i ∈ Ag, Λ1 = R, w : 〈i〉φ, u : φ, Γ ,
and Λ2 = R, w : 〈i〉φ, Γ . The propagation rule (Pri) is defined as follows:

R, w : 〈i〉φ, u : φ, Γ
(Pri)††

R, w : 〈i〉φ, Γ

The superscript †† indicates that PΛk
(w, u) ∩ Li �= ∅ for k ∈ {1, 2}.3

We use PR := {(Pri) | i ∈ Ag} to represent the set of all propagation rules.

The underlying intuition of the rule (applied bottom-up) is that, given some
labelled sequent Λ, a formula φ is propagated from w : 〈i〉φ to another label
u, if w and u are connected by a sequence of Ri relational atoms in Λ (with
i fixed). In the corresponding propagation automaton PΛ(w, u), this amounts
to the existence of a string ω ∈ PΛ(w, u) ∩ Li which represents a sequence of
transitions from w to u, such that all transitions are solely labelled with 〈i〉. To
see how the language Li secures the soundness of the rule, we refer to Theorem 4.
For an introduction to propagation rules and propagation automata, see [17].

Let us make the introduced notions more concrete by providing an example:

Example 1. Let Λ = R1wu,R2uv,R1vz, w : 〈1〉φ. The propagation automaton
PΛ(w, z) is depicted graphically as (where the single-boxed node w designates
the initial state and a double-boxed node z represents the accepting state):

w
〈1〉

u
〈2〉

〈1〉
v

〈1〉

〈2〉
z

〈1〉

2 For further information on regular languages and expressions, consult [16].
3 Observe that PΛ1(w, u) = PΛ2(w, u). Hence, deciding which automaton to employ in

determining the side condition is inconsequential: when applying the rule top-down
we may consult Λ1, whereas during bottom-up proof-search we may regard Λ2.
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(id)R, w : p, w : p, Γ
R, w : φ ∧ ψ, w : φ, Γ R, w : φ ∧ ψ, w : ψ, Γ

(∧)R, w : φ ∧ ψ, Γ

R, w : φ ∨ ψ, w : φ, w : ψ, Γ
(∨)R, w : φ ∨ ψ, Γ

R, w : �φ, v : φ, Γ
(�)†R, w : �φ, Γ

R, w : ♦φ, u : φ, Γ
(♦)R, w : ♦φ, Γ

R, R1u1v, ..., Rmumv, Γ
(IOA)†R, Γ

R, Riwv, w : [i]φ, v : φ, Γ
([i])†R, w : [i]φ, Γ

R, w : 〈i〉φ, u : φ, Γ
(Pri)††

R, w : 〈i〉φ, Γ

{
R, Riwkwj , Γ

∣∣∣ 0 ≤ k ≤ n − 1, k + 1 ≤ j ≤ n
}

(APCi
n)R, Γ

Fig. 3. The labelled calculus Ldmm
n L. The superscript † on the (�), ([i]), and (IOA) rules

indicate that v is an eigenvariable. The †† side condition is the same as in Definition 6.
Last, we have ([i]), (Pri), and (APCi

n) rules for each i ∈ Ag.

Observe that every string the automaton accepts must contain at least one
〈2〉 symbol. Since no string of this form exists in L1, it is not valid to propagate
the formula φ to z. That is, the sequent R1wu,R2uv,R1vz, w : 〈1〉φ, z : φ does
not follow from applying the propagation rule (Pr1) (bottom-up) to Λ.

On the other hand, consider the propagation automaton PΛ(w, u):

w
1

u
2

1

v
1

2

z

1

The automaton accepts the simple string 〈1〉, which is included in the language
L1. Therefore, it is permissible to apply the propagation rule (Pr1) (bottom-up)
and derive R1wu,R2uv,R1vz, w : 〈1〉φ, u : φ from Λ.

Remark 2. We observe that both of the languages PΛ(w, u) and Li are regular,
and thus, the problem of determining whether PΛ(w, u)∩Li �= ∅, is decidable [17].
Consequently, the propagation rules in PR may be integrated into our proof-
search algorithm without risking non-termination.

The proof theoretic properties of G3Ldmm
n are preserved when extended with

the set of propagation rules PR (Lemma 1). Moreover, the nature of our prop-
agation rules allows us to prove the admissibility of the structural rules (refli)
and (eucli), for each i ∈ Ag (resp. Lemmas 2 and 3), which results in the refined
calculi Ldmm

n L (shown in Fig. 3). The proofs of Lemmas 1 and 2 are present
in the online appended version (the latter is similar to the proof of Lemma 3
presented here).

Lemma 1. The G3Ldmm
n +PR calculi have the following properties: (i) all

sequents Λ of the form Λ = R, w: φ,w: φ, Γ are derivable; (ii) variable-
substitution is height-preserving admissible; (iii) all inference rules are
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height-preserving invertible; (iv) the (wk), (ctr)R and (ctr)F rules are height-
preserving admissible.

Lemma 2 ((refli)-Elimination). Every sequent Λ derivable in G3Ldmm
n + PR

is derivable without the use of (refli).

Lemma 3 ((eucli)-Elimination). Every sequent Λ derivable in G3Ldmm
n +PR

is derivable without the use of (eucli).

Proof. The result is proven by induction on the height of the given derivation.
We show that the topmost instance of a (eucli) rule can be permuted upward in a
derivation until it is eliminated entirely; by successively eliminating each (eucli)
inference from the derivation, we obtain a derivation free of such inferences. Also,
we evoke Lemma 2 and assume that all instances of (refli) have been eliminated
from the given derivation.

Base Case. An application of (eucli) on an initial sequent (below left) can be
re-written as an instance of the (id) rule (below right).

R, Riwu, Riwv, Riuv, z : p, z : p, Γ
(eucli)R, Riwu, Riwv, z : p, z : p, Γ

(id)R, Riwu, Riwv, z : p, z : p, Γ

Inductive Step. We show the inductive step for the non-trivial cases: (〈i〉) and
(Pri) (case (i) and (ii), respectively). All other cases are resolved by applying IH
to the premise followed by an application of the corresponding rule.

(i) Let Riuv be active in the (〈i〉) inference of the initial derivation (below
(1)). Observe that when we apply the (eucli) rule first (below (2)), the atom
Riuv is no longer present in Λ = R,Riwu,Riwv, u : 〈i〉φ, v : φ, Γ , and so, the
(〈i〉) rule is not necessarily applicable. Nevertheless, we may apply the (Pri) rule
to derive the desired conclusion since 〈i〉〈i〉 ∈ PΛ(u, v) ∩ Li. Namely, the fact
that 〈i〉〈i〉 ∈ PΛ(u, v) only relies on the presence of Riwu,Riwv in Λ.

R,Riwu,Riwv,Riuv, u : 〈i〉φ, v : φ, Γ
(〈i〉)R,Riwu,Riwv,Riuv, u : 〈i〉φ, Γ

(eucli)R,Riwu,Riwv, u : 〈i〉φ, Γ

(1)

R,Riwu,Riwv,Riuv, u : 〈i〉φ, v : φ, Γ
(eucli)R,Riwu,Riwv, u : 〈i〉φ, v : φ, Γ

(Pri)R,Riwu,Riwv, u : 〈i〉φ, Γ

(2)

(ii) Let Λ1 be the first premise R,Riwu,Riwv,Riuv, x : 〈i〉φ, y : φ, Γ of
the initial derivation (below (3)). In the (Pri) inference of the top derivation, we
assume that Riuv is active, that is, the side condition of (Pri) is satisfied because
some string 〈i〉n ∈ PΛ1(x, y) ∩ Li with n ∈ N. (NB. For the non-trivial case, we
assume that 〈i〉n ∈ PΛ1(x, y) relies on the presence of Riuv ∈ Λ1, that is, the

automaton PΛ1(x, y) makes use of transitions u
〈i〉−→ v or v

〈i〉−→ u defined relative
to Riuv.) When we apply the (eucli) rule first in our derivation (below (4)), we
can no longer rely on the relational atom Riuv to apply the (Pri) rule. However,
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due to the presence of Riwu,Riwv in Λ2 = R,Riwu,Riwv, x : 〈i〉φ, y : φ, Γ we
may still apply the (Pri) rule. Namely, since 〈i〉n ∈ PΛ1(x, y), we know there is

a sequence of n transitions x
〈i〉−→ z1

〈i〉−→ · · · zn−1
〈i〉−→ y from x to y. We replace

each occurrence of u
〈i〉−→ v with u

〈i〉−→ w
〈i〉−→ v and each occurrence of v

〈i〉−→ u

with v
〈i〉−→ w

〈i〉−→ u. There will thus be a string in PΛ2(x, y) ∩ Li, and so, the
(Pri) rule may be applied.

R,Riwu,Riwv,Riuv, x : 〈i〉φ, y : φ, Γ
(Pri)R,Riwu,Riwv,Riuv, x : 〈i〉φ, Γ

(eucli)R,Riwu,Riwv, x : 〈i〉φ, Γ

(3)

R,Riwu,Riwv,Riuv, x : 〈i〉φ, y : φ, Γ
(eucli)R,Riwu,Riwv, x : 〈i〉φ, y : φ, Γ

(Pri)R,Riwu,Riwv, x : 〈i〉φ, Γ

(4)

��
Theorem 3 (Cut-free Completeness of Ldmm

n L ). For any formula φ ∈ Lm,
if � φ, then x : φ is cut-free derivable in Ldmm

n L.

Proof. Follows from Theorem 2, Lemma’s 1–3, and the fact that, for each i ∈ Ag,
the (〈i〉) rule is admissible, that is, the (〈i〉) rule is an instance of the rule
(Pri). ��

Last, we must ensure that Ldmm
n L is sound. To prove this, we need to stipulate

how to interpret sequents on Ldmm
n -models. Our definition is based on [4]:

Definition 7 (Interpretation, Satisfaction, Validity). Let M be an Ldmm
n -

model with domain W , Λ = R, Γ a labelled sequent, and Lab the set of labels.
Let I be an interpretation function mapping labels to worlds: i.e. I: Lab �→ W .

Λ is satisfied in M with I iff for all relational atoms Rixy ∈ R, if Rix
IyI

holds in M , then there must exist some z : φ in Γ such that M, zI � φ.
Λ is valid iff it is satisfiable in every M with any interpretation function I.

Theorem 4 (Ldmm
n L Soundness). Every sequent derivable in Ldmm

n L is valid.

Proof. We know by Theorem 2 that all rules of Ldmm
n L, with the exception of

(Pri), preserve validity. Details of the (Pri) case are given in the online appended
version (available at https://arxiv.org/abs/1908.11360). ��

4 Proof-Search and Decidability

In this section, we provide a class of proof-search algorithms, each deciding a logic
Ldm1

n (with n ∈ N). (We use 1 to denote the agent in the single-agent setting.) In
the single-agent case, the independence of agents condition is trivially satisfied,
meaning we can omit the (IOA) rule from each calculus and from consideration

https://arxiv.org/abs/1908.11360
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during proof-search. We end the section by commenting on the more complicated
multi-agent setting.

In what follows, we prove that derivations in Ldm1
nL need only use forestlike

sequents. The forestlike structure of a sequent Λ refers to a graph corresponding
to the sequent. This control in sequential structure is what allows us to adapt
methods from [17] to Ldm1

nL, and produce a proof-search algorithm that decides
Ldm1

n, for each n ∈ N. Let us start by making the aforementioned notions precise.

Definition 8 (Sequent Graph). We define a graph G to be a tuple (V,E,L),
where V is the non-empty set of vertices, the set of edges E ⊆ V × V , and L is
the labelling function that maps edges from E into some non-empty set S and
vertices from V into some non-empty set S′.

Let Λ = R, Γ be a labelled sequent and let Lab(Λ) be the set of labels in Λ.
The graph of Λ, denoted G(Λ), is the tuple (V,E,L), where (i) V = Lab(Λ), (ii)
(w, u) ∈ E and L(w, u) = i iff Riwu ∈ R, and (iii) L(w) = φ iff w : φ ∈ Γ .

Example 2. The sequent graph G(Λ) corresponding to the labelled sequent Λ =
R1xy,R1zx, x : p, y : p ∨ q, z : r, z : ♦q is shown below:

y

p ∨ q
x

p1��
z

r, ♦q1��

Definition 9 (Tree, Forest, Forestlike Sequent, Choice-tree). We say
that a graph G = (V,E,L) is a tree iff there exists a node w, called the root,
such that there is exactly one directed path from w to any other node u in the
graph. We say that a graph is a forest iff it consists of a disjoint union of trees.

A sequent Λ is forestlike iff its graph G(Λ) is a forest. We refer to each
disjoint tree in the graph of a forestlike sequent as a choice-tree and for any
label w in Λ, we let CT (w) represent the choice-tree that w belongs to.

The above notions will be significant for our proof-search algorithms, for
example:

Remark 3. When interpreting a sequent, each choice-tree that occurs in the
graph of the sequent is a syntactic representation of an equivalence class of
R1 (i.e., a choice-cell for agent 1). Using this insight, we know that if agent 1 is
restricted to n-many choices, then if there are m > n choice-trees in the sequent,
at least two choice-trees must correspond to the same equivalence class in R1.
We use this observation to specify how APC1

n is applied in the algorithm.

The following definitions introduce the necessary tools for the algorithms:

Definition 10 (Saturation, �-, [1]-realization, ♦-, 〈1〉-propagated). Let Λ
be a forestlike sequent and let w be a label in Λ.

The label w is saturated iff the following hold: (i) If w : φ ∈ Λ, then w : φ �∈
Λ, (ii) if w : φ ∨ ψ ∈ Λ, then w : φ ∈ Λ and w : ψ ∈ Λ, (iii) if w : φ ∧ ψ ∈ Λ,
then w : φ ∈ Λ or w : ψ ∈ Λ.

A label w in Λ is �-realized iff for every w : �φ ∈ Λ, there exists a label u
such that u : φ ∈ Λ. A label w in Λ is [1]-realized iff for every w : [1]φ ∈ Λ, there
exists a label u in CT (w) such that u : φ ∈ Λ.



214 T. Lyon and K. van Berkel

A label w in Λ is ♦-propagated iff for every w : ♦φ ∈ Λ, we have u : φ ∈ Λ
for all labels u in Λ. A label w in Λ is 〈1〉-propagated iff for every w : 〈1〉φ ∈ Λ,
we have u : φ ∈ Λ for all labels u in CT (w).

Definition 11 (n-choice Consistency). Let Λ be a forestlike sequent and let
our logic be Ldm1

n with n > 0. We say that Λ is n-choice consistent iff G(Λ)
contains at most n-many choice-trees.

Definition 12 (Stability). A forestlike labelled sequent Λ is stable iff (i) all
labels w in Λ are saturated, (ii) all labels are �- and [1]-realized, (iii) all labels
are ♦- and 〈1〉-propagated, and (iv) Λ is n-choice consistent.

We are now able to define our proof-search algorithms for the logics Ldm1
n.

The algorithms are provided in Fig. 4 and are inspired by [17]. We emphasize
that the execution of instruction 4 in Fig. 4 corresponds to an instance of the
(Pr1) rule. The algorithms are correct (Theorem 5) and terminate (Theorem 6).
Last, Lemma 4 ensures that the concepts of realization, propagation, n-choice

Function Proven(Sequent R, Γ) : Boolean

1. If R, Γ = R, w : p, w : p, Γ ′, return true.

2. If R, Γ is stable, return false.

3. If some label w in R, Γ is not saturated, then:

(i) If w : φ ∨ ψ ∈ R, Γ, but either w : φ R∈	 , Γ or w : ψ R∈	 , Γ, then let

R, Γ ′ = R, w : φ, w : ψ, Γ and return Proven(R, Γ ′).
(ii) If w : φ ∧ ψ ∈ R, Γ, but neither w : φ R∈	 , Γ nor w : ψ R∈	 , Γ, then

let R, Γ1 = R, w : φ, Γ, let R, Γ2 = R, w : ψ, Γ, and return false if

Proven(R, Γi) = false for some i ∈ {1, 2}, and return true otherwise.

4. If some label w in R, Γ is not 〈1〉-propagated, then there is a label u
in CT (w) such that u : φ 	∈ Γ. Let R, Γ ′ = R, u : φ, Γ and return

Proven(R, Γ ′).
5. If some label w in R, Γ is not ♦-propagated, then there is a label u

such that u : φ 	∈ Γ. Let R, Γ ′ = R, u : φ, Γ and return Proven(R, Γ ′).
6. If there is a label w that is not [1]-realized, then there is a

w : [1]φ ∈ Γ such that u : φ 	∈ Γ for every label u ∈ CT (w). Let

R′, Γ ′ = R, R1wv, v : φ, Γ with v fresh and return Proven(R′, Γ ′).
7. If there is a label w that is not �-realized, then there is a

w : �φ ∈ Γ such that u : φ 	∈ Γ for every label u in R, Γ. Let

R, Γ ′ = R, v : φ, Γ with v fresh and return Proven(R, Γ ′).
8. If R, Γ is not n-choice consistent, then let Rk,j , Γ = R, R1wkwj , Γ

(with 0 ≤ k ≤ n − 1 and k + 1 ≤ j ≤ n) and where each wk and wj are

distinct roots of choice-trees in R, Γ. Return false if

Proven(Rk,j , Γ) = false for some k and j, and return true otherwise.

Fig. 4. The proof-search algorithms for Ldm1
n with n > 0. The algorithm for Ldm1

0 is
obtained by deleting line 8.
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consistency, and stability are defined at each stage of the computation (Defini-
tions 10–12). The proofs of Lemma 4 and Theorem 6 can be found in the online
appended version.

Lemma 4. Every labelled sequent generated throughout the course of computing
Proven(w : φ) is forestlike.

Theorem 5 (Correctness). (i) If Proven(w : φ) returns true, then w : φ is
Ldm1

nL-provable. (ii) If Proven(w : φ) returns false, then w : φ is not Ldm1
nL-

provable.

Proof. (i) It suffices to observe that each step of Proven(·) is a backwards appli-
cation of a rule in Ldm1

nL, and so, if the proof-search algorithm returns true,
the formula w : φ is derivable in Ldm1

nL with arbitrary label w.
(ii) To prove this statement, we assume that Proven(w : φ) returned false

and show that we can construct a counter-model for φ. By the assumption, we
know that a stable sequent Λ was generated with w : φ ∈ Λ. We define our
counter-model M = (W,R1, V ) as follows: W = Lab(Λ); R1uv iff PΛ(u, v) ∩
L1 �= ∅; and w ∈ V (p) iff w : p ∈ Λ.

We argue that F = (W,R1) is an Ldmm
n -frame. It is easy to see that W �= ∅

(at the very least, the label w must occur in Λ). Moreover, condition (C2) is
trivially satisfied in the single-agent setting. We prove (C1) and (C3):

(C1) We need to prove that R1 is (i) reflexive and (ii) euclidean. To prove
(i), it suffices to show that for each u ∈ Lab(Λ) there exists a string ω in both
PΛ(u, u) and L1. By Definition 4, we know that ε ∈ PΛ(u, u) since u is both
the initial and accepting state. Also, by Definition 5 we know that ε ∈ L1. To
prove (ii), we assume that R1wu and R1wv hold, and show that R1uv holds as
well. By our assumption, there exist strings 〈1〉k ∈ PΛ(w, u) ∩ L1 and 〈1〉m ∈
PΛ(w, v)∩L1 (with k,m ∈ N). It is not difficult to prove that if 〈1〉k ∈ PΛ(w, u),
then 〈1〉k ∈ PΛ(u,w), and also that if 〈1〉k ∈ PΛ(u,w) and 〈1〉m ∈ PΛ(w, v),
then 〈1〉k+m ∈ PΛ(u, v). Hence, we know 〈1〉k+m ∈ PΛ(u, v), which, together
with 〈1〉k+m ∈ L1 (Definition 5), gives us the desired R1uv.

(C3) By assumption we know Λ is stable. Consequently, when n > 0 for
Ldm1

nL, the sequent Λ must be n-choice consistent. Hence, the graph of Λ must
contain k ≤ n choice-trees. Condition (C3) follows straightforwardly.

Since F is an Ldmm
n -frame, M is an Ldmm

n -model. We show by induction on
the complexity of ψ that for any u : ψ ∈ Λ, M,u �� ψ. Consequently, M is a
counter-model for φ, and so, by Theorem 4, we know w : φ is not provable in
Ldm1

nL.

Base Case. Assume u : p ∈ Λ. Since Λ is stable, we know that u : p �∈ Λ. Hence,
by the definition of V , we know that u �∈ V (p), implying that M,u �� p.

Inductive Step. We consider each connective in turn. (i) Assume that u : θ ∨χ ∈
Λ. Since Λ is stable, it is saturated, meaning that u : θ, u : χ ∈ Λ. Hence, by
IH M,u �� θ and M,u �� χ, which implies that M,u �� θ ∨ χ. (ii) The case
u : θ ∧ χ ∈ Λ is similar to the previous case. (iii) Assume u : 〈1〉θ ∈ Λ. Since
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Λ is stable, we know that every label is 〈1〉-propagated. Therefore, for all labels
v ∈ CT (u) we have v : θ ∈ Λ. By IH, M,v �� θ for all v ∈ CT (u). In general, the
definition of R1 implies that R1xy iff y ∈ CT (x). The former two statements
imply that M,v �� θ for all v such that R1uv, and so, M,u �� 〈1〉θ. (iv) Assume
that u : ♦θ ∈ Λ. Since Λ is stable, every label is ♦-propagated, which implies that
for all labels v in Λ, v : θ ∈ Λ. By IH, this implies that for all v ∈ W , M,v �� θ.
Thus, M,u �� ♦θ. (v) Assume u : [1]θ ∈ Λ. Since Λ is stable, we know every label
in Λ is [1]-realized. Therefore, there exists a label v in CT (u) such that v : θ ∈ Λ.
By IH, we conclude that M,v �� θ. Moreover, since R1xy iff y ∈ CT (x), we also
know that R1uv, which implies M,u �� [1]ψ. (vi) Assume u : �θ ∈ Λ. Since Λ is
stable, we know that every label is �-realized. Consequently, there exists a label
v such that v : θ ∈ Λ. By IH, we conclude M,v �� θ; hence, M,u �� �θ. ��
Theorem 6 (Termination). For each formula w : φ, Proven(w: φ) terminates.

Corollary 1 (Decidability and FMP). For each n ∈ N, the logic Ldm1
n is

decidable and has the finite model property.

Proof. Follows from Theorems 5 and 6 above. The finite model property follows
from the fact that the counter-models constructed in Theorem 5 are all finite. ��

Additionally, from a computational viewpoint, it is interesting to know if
completeness is preserved under a restricted class of sequents (cf. [6]). Indeed,
Lemma 4, Theorems 5 and 6, imply that completeness is preserved when we
restrict Ldm1

nL derivations to forestlike sequents; that is, when inputting a for-
mula into our algorithms, the sequent produced at each step of the computation
will be forestlike. Interestingly, this result was obtained via our proof-search
algorithms.

Corollary 2 (Forestlike Derivations). For each n ∈ N, if a labelled formula
w : φ is derivable in Ldm1

nL, then it is derivable using only forestlike sequents.

A Note on the Multi-agent Setting of Ldmm
n L. As a concluding remark,

we briefly touch upon extending the current results to the multi-agent calculi
Ldmm

n L. In the multi-agent setting (when n = 0), our sequents have the struc-
ture of directed acyclic graphs (i.e., directed graphs free of cycles), due to the
independence of agents rule (IOA). In such graphs, one can easily recognize loop-
nodes—i.e., a path from an ancestor node to the alleged loop-node such that both
nodes are labelled with the same multiset of formulae—and use this information
to bound the depth of the sequent during proof-search (cf. [17]).

The main challenge concerns the (IOA) rule, which when applied bottom-up
during proof-search, introduces a fresh label v to the sequent. As a consequence,
one must ensure that if proof-search terminates in a counter-model construction,
this label v satisfies the independence of agents condition in that model. At
first glance, one might conjecture that for every application of the (IOA) rule
an additional application of the rule is needed to saturate the independence of
agents condition. Of course, in such a case the algorithm will not terminate with
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a sequent that is readily convertible to a counter-model. Fortunately, it turns out
that only finitely many applications of (IOA) are needed to construct a counter-
model satisfying independence of agents. The authors have planned to devote
their future work to answer this open problem for the multi-agent setting.

5 Conclusion

This paper introduced the first cut-free complete calculi for the class of multi-
agent Ldmm

n logics, introduced in [20]. We adapted propagation rules, discussed
in [17], in order to refine the multi-agent G3Ldmm

n labelled calculi and generate
the proof-search friendly Ldmm

n L calculi. For the single agent case, we provided
a class of terminating proof-search algorithms, each deciding a logic Ldm1

n (with
n ∈ N), including counter-model extraction from failed proof-search.

As discussed in Sect. 4, we plan to devote future research to leveraging the
current results for the multi-agent setting and to provide terminating proof-
search procedures for the entire Ldmm

n class. As a natural extension, we aim to
implement the proof-search algorithms from Sect. 4 in Prolog (e.g., as in [8]).
Additionally, we plan to expand the current framework to include deontic STIT
operators (e.g., from [11,13]) with the goal of automating normative, agent-based
reasoning. Last, it is shown in [2] that Ldm1

0 has an NP-complete satisfiability
problem and each logic Ldmm

0 , with m > 0, is NEXPTIME-complete. Along with
expanding our proof-search algorithms to the class of all Ldmm

n logics, we aim
to investigate the complexity and optimality of our associated algorithms.

References

1. Arkoudas, K., Bringsjord S., Bello, P.: Toward ethical robots via mechanized deon-
tic logic. In: AAAI Fall Symposium on Machine Ethics, pp. 17–23 (2005)

2. Balbiani, P., Herzig, A., Troquard, N.: Alternative axiomatics and complexity of
deliberative STIT theories. J. Philos. Logic 37(4), 387–406 (2008)

3. Belnap, N., Perloff, M., Xu, M.: Facing the Future: Agents and Choices in Our
Indeterminist World. Oxford University Press on Demand, Oxford (2001)

4. van Berkel, K., Lyon, T.: Cut-free calculi and relational semantics for temporal
STIT logics. In: Calimeri, F., Leone, N., Manna, M. (eds.) JELIA 2019. LNCS
(LNAI), vol. 11468, pp. 803–819. Springer, Cham (2019). https://doi.org/10.1007/
978-3-030-19570-0 52

5. Broersen, J.: Deontic epistemic stit logic distinguishing modes of mens rea. J. Appl.
Logic 9(2), 137–152 (2011)

6. Ciabattoni, A., Lyon, T., Ramanayake, R.: From display to labelled proofs for
tense logics. In: Artemov, S., Nerode, A. (eds.) LFCS 2018. LNCS, vol. 10703, pp.
120–139. Springer, Cham (2018). https://doi.org/10.1007/978-3-319-72056-2 8

7. Gentzen, G.: Untersuchungen über das logische Schließen. Math. Z. 39(3), 405–431
(1935)

8. Girlando, M., Lellmann, B., Olivetti, N., Pozzato, G.L., Vitalis, Q.: VINTE: an
implementation of internal calculi for lewis’ logics of counterfactual reasoning. In:
Schmidt, R.A., Nalon, C. (eds.) TABLEAUX 2017. LNCS (LNAI), vol. 10501, pp.
149–159. Springer, Cham (2017). https://doi.org/10.1007/978-3-319-66902-1 9

https://doi.org/10.1007/978-3-030-19570-0_52
https://doi.org/10.1007/978-3-030-19570-0_52
https://doi.org/10.1007/978-3-319-72056-2_8
https://doi.org/10.1007/978-3-319-66902-1_9


218 T. Lyon and K. van Berkel

9. Grossi, D., Lorini, E., Schwarzentruber, F.: The ceteris paribus structure of logics
of game forms. J. Artif. Intell. Res. 53, 91–126 (2015)

10. Herzig, A., Schwarzentruber, F.: Properties of logics of individual and group
agency. Adv. Modal Logic 7, 133–149 (2008)

11. Horty, J.: Agency and Deontic Logic. Oxford University Press, Oxford (2001)
12. Lorini, E., Sartor, G.: Influence and responsibility: a logical analysis. In: Legal

Knowledge and Information Systems, pp. 51–60. IOS Press (2015)
13. Murakami, Y.: Utilitarian deontic logic. Adv. Modal Logic 5, 211–230 (2005)
14. Negri, S.: Proof analysis in modal logic. J. Philos. Logic 34(5–6), 507–544 (2005)
15. Schwarzentruber, F.: Complexity results of stit fragments. Stud. Logica 100(5),

1001–1045 (2012)
16. Sipser, M.: Introduction to the Theory of Computation. Course Technology (2006)
17. Tiu, A., Ianovski, E., Goré, R.: Grammar Logics in Nested Sequent Calculus: Proof

Theory and Decision Procedures. CoRR (2012)
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Abstract. Proof-of-Work blockchain, despite its numerous benefits, is
still not an entirely secure technology due to the existence of Selfish Min-
ing (SM) strategies that can disrupt the system and its mining economy.
While the effect of SM has been studied mostly in a two-miners scenario,
it has not been investigated in a more practical context where there are
multiple malicious miners individually performing SM. To fill this gap,
we carry out an empirical study that separately accounts for different
numbers of SM miners (who always perform SM) and strategic miners
(who choose either SM or Nakamoto’s mining protocol depending on
which maximises their individual mining reward). Our result shows that
SM is generally more effective as the number of SM miners increases,
however its effectiveness does not vary in the presence of a large num-
ber of strategic miners. Under specific mining power distributions, we
also demonstrate that multiple miners can perform SM and simulta-
neously gain higher mining rewards than they should. Surprisingly, we
also show that the more strategic miners there are, the more robust the
systems become. Since blockchain miners should naturally be seen as
self-interested strategic miners, our findings encourage blockchain sys-
tem developers and engineers to attract as many miners as possible to
prevent SM and similar behaviour.

Keywords: Selfish mining · Proof-of-Work blockchain · Agent-based
model · Empirical multiplayer game

1 Introduction

With the aim to decrease reliance on financial institutions, blockchain was
designed and used to securely approve and record transactions among Internet
users [11]. A number of blockchain characteristics such as its security, trans-
parency, and decentralised authority have drawn many researchers and develop-
ers to apply blockchain to a wide range of application areas, such as personal
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data management [1,16], Internet of Things [5], and decentralised platform as a
service [14].

The success of blockchain is based on two elements: an application of a cryp-
tographic puzzle, namely Proof-of-Work (PoW), and an economic incentive for
miners, who are the underlying workforce of the system. The mining process
is briefly described as follows. First, a miner composes a block which mainly
consists of locally verified transactions. The block also refers to the latest block
of the miner’s locally stored blockchain as its parent block. The miner then
performs a brute force search for a number that results in a hash value of the
block lower than the globally set target. When such a number (which is a “Proof
of Work” that the miner did) is found, the block together with the number is
broadcasted. Subsequently, a recipient of the block verifies the block’s transac-
tions and the block’s hash value. Once approved, the block is then appended to
the recipient’s locally stored blockchain. Later, the miner claims their mining
reward (which is the aforementioned incentive) by referring to the block in their
spending transaction. As such, every miner is fairly rewarded in proportion to a
number of blocks that they managed to create or an amount of hash rate that
they expended.1

One of the most fundamental and significant attacks against blockchain sys-
tems is forking, which is difficult in practice and widely known as the 51% attack.
Since the mining protocol instructs everyone to trust the longest chain2, a mali-
cious miner simply needs to produce a blockchain longer than the current one.
Once succeeded, part of the current blockchain will be replaced by the mali-
cious miner’s blocks. Consequently, all transactions and the mining reward of
the replaced blocks have been nullified, and the malicious miner earns all mining
reward from their blocks; thus resulting in a disproportionate reward distribu-
tion. However, forking is not easy since it requires at least a half of the total hash
rate in the system [11]. As such, it resulted in a public belief that blockchain
systems are strongly secure as long as no miner possesses more than 50% of the
total hash rate.

Eyal and Sirer later demonstrated that forking is still possible with lower
hash rates using their Selfish Mining (SM) strategy [6]. Essentially, SM hides and
privately mines their own blocks in contrast to publicly forking the blockchain.
Such hiding allows the malicious miner to gain an advantage by removing the
chance of the successive blocks being mined by the others. In addition, SM
gradually discloses their private blocks to keep the advantage as much as possible
to themselves. Most importantly, it requires only 1/3 of the total hash rate to
fork the blockchain and earn a higher mining reward than they should. Such a
hash rate is significantly lower than 1/2 of the total hash rate for publicly forking,

1 To be precise, there are two types of mining reward: namely, block reward and
transaction fee [2]. While there will be no block reward per block in the future,
miners will still be incentivized by the transaction fee to do their mining.

2 In practice, a chain that is the most computationally expensive or has the highest
difficulty sum is chosen [4]. If every block has the same computational difficulty, the
actual verification reduces to selecting the longest blockchain.
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and therefore greatly threatens the security of PoW blockchain systems. With
a larger hash rate, SM is even more effective and can fork the blockchain more
frequently. In the worst scenario, the mining economy and the system could
collapse due to the disrupted distribution of the economic incentive.

Moreover, SM can be difficult to detect in practice. While the rate of
orphaned blocks (i.e. blocks that were not part of the longest chain) is a main
indicator of SM activity [8], it can point out a network instability or a high
network delay that causes broadcasted blocks to arrive late or be lost. As such,
the practicality of the detection method based on the orphaned block rate is not
certain.

Despite the threats posed by SM, there are not sufficient investigations in
a more practical context: that is, a case where SM being used individually and
simultaneously by multiple miners. In particular, most research so far focused
on a system with one malicious miner who performs SM and has another who
follows Nakamoto’s mining protocol [6,7,9,12,13,15]. In practice, multiple min-
ers can perform SM at the same time. Whether SM is even more effective in
such situation is not clearly known.

For this reason, we carry out an investigation on SM in the context of mul-
tiple miners. Particularly, we seek to know (a) the effectiveness of SM in such
a context, (b) the minimum hash rate that SM requires to earn mining reward
more than it should, and (c) the minimum hash rate that non-malicious min-
ers require to prevent SM. We also consider strategic miners who choose either
SM or Nakamoto’s mining protocol depending on which gives a higher mining
reward. We believe that such miners better represent the actual miners since
earning mining reward is the main purpose of the mining and a higher reward
would be more preferable.

The rest of this paper is structured as follows. First, a literature review of
existing studies on SM is presented in Sect. 2. We then describe two models of
PoW blockchain systems (where one considers strategic miners and the another
does not) in Sect. 3 and some concepts that are necessary for our work in Sect. 4.
Subsequently, our empirical results for each model are described and discussed in
Sect. 5. We finally conclude this paper with our findings and interesting questions
that remain to be solved in Sect. 6.

2 Related Work

After Eyal and Sirer’s work, there has been further research on improving SM.
To exemplify this, the optimised (two-miners) SM strategy was proposed and
its effectiveness was slightly improved [7,13]. A combination of SM with other
attacks was also designed to increase the effectiveness of the attack [12]. In
general, such improvements further reduce the amount of required hash rate to
successfully employ SM.

A number of studies also shed more light on SM under different contexts. For
example, Göbel et al., who further explored the effect of network delay on the
SM strategy, demonstrated that SM will be more successful if every miner in the
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SM pool3 helps propagate the hidden block [8]. Kiayias et al. also showed that,
under the game-theoretical setting, every miner will follow Nakamoto’s mining
protocol if no one has greater than 30.8% of the total hash rate [9].

On the contrary, a number of improvements of Nakamoto’s mining protocol
have been suggested, but they are difficult to implement in practice [6,15]. In
particular, the improvements raise the hash rate required for SM to be effective,
but they needs a precise coordination among miners to adopt them at the same
time.

Despite the significant body of work on SM, the idea of multiple miners
individually and simultaneously employing SM has not been fully explored in
the existing literature. In particular, most works so far studied SM or sim-
ilar strategies in a setting with one malicious miner and one non-malicious
miner [6,7,9,12,13,15]. To our knowledge, there is a small-scale study which
was recently conducted in parallel [10]. Compared to their work, our findings
are more robust due to a large number of malicious miners in the system and
a fair treatment of the underlying network in our experiment. Our work also
offers a game-theoretical analysis which is a natural extension when malicious
miners are considered self-interested agents that act strategically to maximise
their mining rewards.

3 Models of the PoW Blockchain Mining

In this section, we formally define two models of PoW blockchain mining where
the difference between them lies in the miner’s capability of choosing a mining
strategy. To clearly observe SM under the effect of different numbers of miners,
assumptions are made as follows:

1. A fully connected network of miners without any communication delay;
2. An equal amount of mining reward per block to the creator of every block in

the blockchain; and
3. The same computational difficulty (the target hash value) for every block in

the blockchain.

While we adopt Assumptions 2 and 3 for the sake of comparing results with
the previous works, Assumption 1 is made to scope our study on the effect
of varying the number of miners in the system. In particular, unlike previous
works on two miners where the network can be easily addressed [6], modelling
miner’s network capabilities in a system of a large number of miners is not
straightforward. Therefore, we assume such a perfect network and focus on the
effect of different numbers of miners in the system.

3 A pool is a group of miners whose mining processes are coordinated such that they
receive their mining rewards more frequently but in a smaller chunk comparing to
solo mining [3].
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We consider two mining strategies: Honest Mining (HM) and Selfish Mining
(SM)4. The first is Nakamoto’s mining protocol where a miner always mines and
publishes a new block from the last block of the longest blockchain. On the other
hand, the latter (Algorithm 1) is a strategy that hides its recently created block
to privately mine from it and then strategically publishes its hidden blocks to
overwrite the currently longest chain [6]. That is, whenever SM receives a new
block created by the others, SM also publishes its block with the expectation that
it reaches and get accepted by the rest of the network quicker than the received
block. In addition, SM publishes all hidden blocks to completely overwrite the
other chain whenever possible.

Algorithm 1. Selfish Mining [6]
Initialise:

public chain, private chain ← all publicly known blocks
privateBranchLength ← 0
Mine from the tail block of the private chain

Upon any new block b:

Δ ← length(private chain) - length(public chain)
if b was created by the SM miner then

Append b to private chain
privateBranchLength ← privateBranchLen + 1
if Δ = 0 and privateBranchLen = 2 then

publish all of the private chain
privateBranchLength ← 0

else
Append b to public chain
if Δ = 0 then

private chain ← public chain
privateBranchLength ← 0

else if Δ = 1 then
publish the last block of private chain

else if Δ = 2 then
publish all of the private chain
privateBranchLength ← 0

else
Publish the 1st unpublished block in the private chain

Mine from the tail of the private chain

Subsequently there are three types of miners: Honest miner, Selfish miner,
and Strategic miner. By definition, Honest miner and Selfish miner perform HM
and SM respectively; henceforth HM and SM will also be used to denote them.
In contrast, Strategic miner (StrM) is a miner that performs either HM or SM
4 We do not use the optimised (two-miners) SM [7,13] since it might not be optimal

in our context of multiple miners. The method of obtaining an optimal strategy in
this context is also not yet known and lies outside the scope of this work.
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depending on which maximises its mining reward. Note that StrM will be referred
only in the second model where we consider miners are capable of choosing their
strategies.

3.1 Fixed Strategy Mining Model

Here, we describe the first model of the PoW blockchain mining process where
every miner employs a fixed mining strategy. Formally, a Markov model of the
fixed strategy mining M = (I, C, P, S,P (·) ,U (·)) is as follows:

– I = {1, 2, ..., N} denotes a set of all miners individually represented by a
positive integer.

– C = (ci|ci ∈ {HM,SM} , i ∈ I) is a list of miner’s mining strategies where the
i-th element is a mining strategy used by the i-th miner in I.

– P =
(
pi|pi ∈ [0, 1] ,

∑
i∈I pi = 1, i ∈ I

)
is a tuple of miner’s mining powers

where the i-th element is the i-th miner’s proportion of the total hash rate.
That is, P is a power allocation of miners in the system.

– S is a set of all states in this Markov model where each element s ∈ S is a
state of the blockchain. The initial state s0 ∈ S is the blockchain with only
one block that is not owned by any miner in I.

– P (·) is a state transition function where its probability mass is P (st+1|st) =
pi, and the next state st+1 is the current state st that includes the new block
created by miner i. In other words, a state transition from st to st+1 represents
a discovery of a new block with respect to miner’s mining powers.

– U (·) is a utility function that computes a proportion of a miner’s blocks in
the longest blockchain:

U (st, i) =
bi∑
i∈I bi

(1)

where bi is the total number of i-th miner’s blocks in the longest chain. Since
this is a stationary Markov model, the i-th miner’s mining reward U (st, i)
will converge given a sufficiently long time t and a state st ∈ S that has
only one longest chain of blocks. That is, there always exists the convergence
time t where ∀t1, t2 ∈ [t,∞) : |U (st1 , i) − U (st2 , i)| ≤ α and α is a negligible
positive real. Note that the converged value will be used throughout our work.

3.2 Dynamic Strategy Mining Model

In contrast to the previous model, the model here considers the malicious miner’s
capability of choosing a mining strategy that maximises their mining reward.
With a game-theoretical analysis, we account for a change of the SM miner’s
strategy in the previous model when they deem it is better off to use HM under
some power allocations.

In particular, we extend the previous model such that every SM miner
becomes a StrM miner who chooses their mining strategy given an informa-
tion of other miners’ strategies and all possible mining rewards that the StrM
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miner will receive in each outcome. In particular, an empirical normal-form game
of the PoW mining is denoted by G = (I, C ′, P,A (·) ,U′ (·)) where I and P are
the same as before and the rest are described as follows:

– C ′ = (c′
i|c′

i ∈ {HM,StrM} , i ∈ I) is a list of miner’s types where the i-th
element indicates whether an i-th miner is a HM miner or a StrM miner.

– A (·) is a function that maps a type of miner to a set of permissible strategies.
Given an i-th miner’s type c′

i ∈ C ′, A (·) performs a mapping as follows:

A (c′
i) =

{
{HM,SM} if c′

i = StrM;
{HM} otherwise.

A strategy profile is then denoted as A = (ai|ai ∈ A (c′
i) , c′

i ∈ C ′, i ∈ I) or
A = (ai, a−i) where ai is the i-th miner’s strategy and a−i collectively denotes
the rest.

– U′ : I×A �→ [0, 1] is a payoff function that computes a miner’s mining reward
given A is a set of all possible strategy profiles with respect to I. Given a
strategy profile A ∈ A, the computation of U′ (i, A) is simply done via the
utility function U of the previously described model M where its strategy
list C corresponds to A and other elements of the model are the same.

4 Power Threshold, Safety Level and Equilibrium

As mentioned in Sect. 1, we are interested in (a) the minimum mining power
that enables SM/StrM miners to earn an unfairly large mining reward and (b)
the minimum sum of HM miners’ mining power that can prevent such an unfair
outcome.

In more detail, an unfairly large mining reward in our models is one that
exceeds the miner’s mining power. Originally, a system of all HM miners will
allocate a mining reward equal to their individual mining power (since everyone
mines from the latest block and therefore the expected proportion of any miner’s
blocks is their mining power.) However, a miner with sufficiently high mining
power can use SM and gain a mining reward that is higher than their mining
power. Such an unfairly large reward will be demonstrated in the Sect. 5.

In our discussion, we then look for a power threshold which is the least mining
power that lets a SM/StrM earn its unfairly large reward regardless of how much
mining power the others possess. Consequently, a SM/StrM miner whose mining
power reaches the power threshold will earn a mining reward more than they
should.

Definition 1. Given that P̂ (p) is the set of all possible power allocations where
a SM/StrM miner has mining power p, and Up,P is the mining reward of the
SM/StrM miner with mining power p in a power allocation P , a power thresh-
old β is one that satisfies the following condition:

β = min { p | ∀P ∈ P̂ (p) : Up,P > p ; ∀q ∈ [p, 1] ,∀P ′ ∈ P̂ (q) : Uq,P ′ > q }
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In other words, for every SM/StrM’s mining power that yields mining reward
larger than their power regardless of the other miner’s power allocation, a power
threshold is the least SM/StrM’s power that also yields such a reward for every
SM/StrM’s power beyond the threshold.

Similarly, we also look for a safety level which is the least mining power of
the HM-miner collective that prevents all SM/StrM from earning their unfairly
large mining rewards. Once the safety level is reached, no SM/StrM miner will
gain a mining reward higher than their mining power.

Definition 2. Given that P̂ (pHM) is the set of all possible power allocations
where the sum of all HM miners’ mining powers is pHM, pi,P is an i-th miner’s
mining power in a power allocation P , and I ′ (P ) is the set of all SM/StrM min-
ers in a power allocation P , a safety level γ is one that satisfies the condition
below:

γ = min { pHM | ∀P ∈ P̂ (pHM ) , ∀i ∈ I ′ (P ) : Ui,P ≤ pi,P ;

∀qHM ∈ [pHM , 1] , ∀P ′ ∈ P̂ (qHM ) , ∀i′ ∈ I ′ (P ′) : Ui′,P ′ ≤ pi′,P ′ }
where Ui,P is a mining reward of the i-th miner with mining power p.

That is, for every mining power of the HM-miner collective that results in all
SM/StrM’s mining rewards no greater than their powers regardless of how much
power an SM/StrM individually can have, a safety level is the collective’s least
power that also yields such SM/StrM’s rewards for every HM-miner collective’s
power beyond the safety level.

In the dynamic strategy mining model (Sect. 3.2), we will retrieve an outcome
of the game prior to an analysis of the safety level and the power threshold. In
particular, we use the concept of pure-strategy ε-equilibrium (ε-PE) to derive the
choice of miners’ strategies that maximises their mining reward. The concept is
also useful to disregard small fluctuations in the payoff value; such a fluctuation
is caused by a stochastic nature of the PoW blockchain mining process and
consequently could lead us to misinterpret the result.

Definition 3. A pure-strategy ε-equilibrium (ε-PE) where ε > 0 is a strategy
profile A∗ = (a∗

i , a−i) that satisfies the following condition:

∀i ∈ I,∀ai ∈ A (c′
i) : U′ (i, A∗) ≥ U′ (i, (ai, a−i)) − ε

In other words, for each and every miner, there is no other mining strategy
that allows them to gain a higher utility than the strategy in the pure-strategy
ε-equilibrium by ε, given that the others’ strategies are fixed.

Finally, an extra assumption where HM is more preferable to SM will be
incorporated in the ε-PE analysis of the result. In Sect. 5, we will show the
existence of multiple equilibria due to a negligible difference in StrM’s mining
reward between HM and SM under the same power allocation. Since there is
neither an incentive nor a proper reason for the StrM to use SM instead of
HM in such cases, we disregard such equilibria with SM by the HM-preference
assumption, which is defined as follows:
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Definition 4. Given a pair of ε-equilibria A∗ = (a∗
i , a−i) and A∗∗ = (a∗∗

i , a−i)
where a∗

i 	= a∗∗
i (one i-th miner’s choice is HM and the another is SM) in a model

G, an HM-preferable ε-equilibrium is the equilibrium where the i-th miner’s choice
is HM.

5 Empirical Results and Discussion

To address our research question, we carry out discrete event simulations of
the models such that different numbers of SM/StrM miners and different power
allocations are accounted (Table 1).5 In particular, each element in the Markov
model that was described in Sect. 3 is varied, and a simulation where a state
transition occurs at each timestep is performed. Each simulation setting is also
repeatedly simulated 100 times to compute an average of the converged util-
ity value. In a rare case of non-convergence, we use the value at the 200,000th
timestep, which is analogous to 3–4 years in the Bitcoin system and well approx-
imates the system behaviour compared to the results of others [6,13].

Table 1. Simulation parameters

Parameter Value

α (Eq. 1) 0.0001

ε (Definition 3) 0.0001

Power step for 1, 2, 3 SM/StrM cases 0.01

for 4 SM/StrM case 0.02

for 5, 6, 7 SM/StrM cases 0.04

for 8, 9 SM/StrM cases 0.05

Due to an extremely large number of simulations to cover all settings, we
carry out simulations only for the base parameters and perform a permutation
to cover all necessary results. To exemplify this, we swap the miner’s utility of
the model M1 with C1 = (HM,SM) and P1 = (0.4, 0.6) and use it as a result
of the model M2 where C2 = (SM,HM) and P2 = (0.6, 0.4). We also treat a
collective of HM miners as a single HM miner since their individual earnings are
unnecessary in this work and an overall outcome of their individual minings is
the same as a solo HM mining with their combined mining powers.

5.1 Fixed Strategy Mining

In general, the mining powers of SM and HM that yield an unfairly large mining
reward decreases with the number of SM miners in the system. As shown in
5 Note that modelling the underlying network is not in the scope of this work. Con-

sequently, multiple broadcasted messages that occur in a single timestep will be
processed in a uniformly random manner.
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Fig. 1(a), the mean of SM’s mining reward among different power allocations
exponentially grows in an increase of SM’s mining power until its convergence
at one. However, the range of SM’s mining power during the exponential growth
gradually decreases with the number of SM miners. A similar trend in the HM’s
mining reward with respect to the HM’s mining power is also observed and
shown in Fig. 1(b).

(a) (b)

Fig. 1. Average of the SM’s mining reward among different power allocations with
specific SM’s mining power (a) and an average of the HM’s mining reward among dif-
ferent power allocations with specific HM’s mining power (b) in a system with different
numbers of SM. Standard error of the mean is shown as an error bar.

As shown by Liu et al. [10], our observation has also revealed a similar under-
lying cause of the trend of HM/SM’s mining reward. Generally, the higher the
number of miners, the less mining power each of them has. With a low mining
power, SM is less likely to create a private chain longer than the other chains and
therefore most of their computational resources are wasted. In turn, a mining
power that HM/SM requires to earn an unfairly large reward becomes less in a
system with a large number of miners.

Surprisingly, a number of SM miners can simultaneously get their unfairly
large rewards under some power allocations. In particular, their mining powers
in such a power allocation are equal and larger than a certain value. However,
the range of such mining powers decreases and shortens as the number of SM
increases, as shown in Fig. 2. We therefore hypothesise that this behaviour does
not exist in a system with an extremely large number of miners.

5.2 Dynamic Strategy Mining

Previously, we have shown that a SM miner with low mining power earns less
than their power. However, they might be able to earn more if they switch back
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Fig. 2. Ranges of a mining power of multiple and profitable SM (Multi-SM) with
respect to an increasing number of SM in the system. In such ranges, a number of SM
miners (indicated by the number of Multi-SM) individually have equal mining power
and simultaneously gain an unfairly large mining reward.

to HM instead. Such a switch can induce further strategy switches due to a
change in mining reward. In this section, we use a game-theoretical concept of
equilibria (Sect. 4) to tackle such strategy changes and discuss the outcome.

We first notice multiple equilibria in some specific power allocations and
at least one equilibrium in every power allocation. As shown in Fig. 3(a), the
average number of ε-PE per power allocation is always at least one. However,
it becomes extremely large in power allocations where there is a StrM with a
relatively high mining power.

In a following observation, we see that the large number of ε-PE is caused
by a StrM miner expressing an indifference between HM and SM strategy where
there is another StrM with a considerably large mining power. In such a situation,
there is no significant difference in mining reward between HM and SM used by
a StrM with a low mining power; which results in a moderate amount of StrM’s
SM over all ε-PE as depicted in Fig. 3(c). Consequently, the number of ε-PE
is a combinatorial number of the StrM’s HM/SM with low mining power and
therefore grows in an increase of the number of StrM in the system, as shown in
Fig. 3(a).

With the HM-preference assumption, a reasonable choice of StrM’s strategy
in ε-PE is obtained. In particular, StrM will no longer choose SM if there is
no significant difference between HM’s and SM’s mining reward. The change of
strategy in ε-PE is clearly demonstrated by a comparatively low number of ε-PE
per power allocation in Fig. 3(b) and no SM strategy chosen by a StrM with
mining power under 0.3 in Fig. 3(d).

Clearly, StrM prefers SM to HM and starts earning an unfairly large mining
reward as their mining power increases. These are confirmed in Figs. 3(d) and
4(a). That is, StrM starts to choose SM once their mining power exceeds one-
fourth. Once StrM possesses at least half of the total mining power, they always
choose SM to reap the whole mining reward from the system.

Interestingly, the more StrM in the system, the more their mining strategy
and their mining reward become similar to the case of one StrM. As demon-
strated in Fig. 3(d), when the number of StrM miners increases, the transition
of the StrM’s strategy from HM to SM gradually becomes sharper similarly to
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(a) (b)

(c) (d)

Fig. 3. Average number of ε-PE per power allocation (a, b) and an overall StrM’s
strategy in ε-PE (c, d) with different number of StrM in the system. Left figures (a,
c) are results not under the HM-preference assumption, while right figures (b, d) are
results under the HM-preference assumption.

the case of single StrM. Likewise, Fig. 4(a) shows a convergence of the mining
reward of StrM with a mining power lower than 1/2 to one of the case of one
StrM.

In contrast, HM’s mining reward does not converge to one in the case of
single StrM. Instead, it converges to their mining power as the number of StrM
increases. This is shown in Fig. 4(b), where the HM’s mining reward with a
mining power under 0.67 asymptotically approaches their power as the number
of StrM increases.

Even with the HM-preference assumption, there still are multiple ε-PE for
some power allocations. Such multiple equilibria are shown in Fig. 3(b) where an
average number of ε-PE per power allocation is more than one for any StrM’s
mining power below 0.36. We find that multiple StrM with the same mining
power larger than 0.3 together choose either HM or SM in such ε-PE. Since an
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(a) (b)

Fig. 4. Average of the StrM’s mining reward among different ε-PE with specific StrM’s
mining power (a) and average of the HM’s mining reward among different ε-PE with
specific HM’s mining power (b) in a system with different numbers of StrM. Standard
error of the mean is shown as an error bar.

individual deviation from HM to SM or vice versa yields a comparatively low
mining reward, multiple ε-PE with such StrM together choosing either HM or
SM are formed.

On further inspection, an ε-PE where multiple StrM choose SM becomes
less likely to occur as the number of StrM increases. Compared to the fixed
strategy model’s, a range of such StrM’s mining power in this model is even
less. As shown in Fig. 5, the mining-power range of multiple StrM that possess
nearly equal power and together choose SM in ε-PE shortens in an increase of
the number of StrM. Therefore, it is clear that this behaviour is highly unlikely
to occur in the presence of a large number of StrM.

Fig. 5. Ranges of a mining power of multiple and profitable SM (Multi-SM) with
respect to an increasing number of StrM in the system. In such ranges, a number of
StrM miners (indicated by the number of Multi-SM) individually have equal mining
power and simultaneously gain an unfairly large mining reward.
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5.3 Safety Level and Power Threshold

As shown in Fig. 6, a safety level against SM/StrM monotonically decreases as a
number of SM/StrM grows. Since a mining power that one miner possesses will
decrease in an increasing number of miners in the system, multiple SM/StrM
with a low mining power will become prominent. Such SM/StrM are unable to
frequently create a private chain longer than the others (Sect. 5.1) and conse-
quently choose HM to maximise their rewards (Sect. 5.2). As a result, the total
mining power of miners performing HM increases, and the HM miner requires
less mining power to prevent SM/StrM.

Fig. 6. Power thresholds and safety levels with respect to different numbers of
SM/StrM in the system. No difference of a safety level between one with the HM-
preference assumption and one without the assumption is found.

Moreover, the safety level is upper bounded by the case of one SM/StrM;
that is, it is no greater than 2/3. Intuitively, the case of one SM/StrM is the most
difficult to prevent since it is a coalition of all SM/StrM miners combining their
mining power and working together against HM miners. The safety level in this
case is therefore the greatest one.

Similarly, a power threshold of SM/StrM decreases in an increasing number
of SM/StrM after the case of single SM/StrM in the system. Due to SM with a
low mining power constantly wasting their effort, the amount of mining power
which is required to secretly build the longest chain becomes less in turn.

However, the power threshold of StrM is strictly lower bounded at 1/3. A
similar rationale can be applied here: HM with a mining power of 2/3 is the most
difficult for SM and therefore a mining power of 1/3 is at least required. On the
contrary, a StrM with a mining power lower than 1/3 will always choose HM, as
shown in Fig. 3(d).

Clearly an upper bound of the power threshold of SM/StrM is 1/2, which
corresponds to Nakamoto’s analysis [11]. Any mining power beyond the threshold
always allows SM/StrM to successfully create the longest chain.
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6 Conclusions and Future Work

In this work, an empirical investigation of the Selfish Mining (SM) strategy
employed by multiple malicious miners has been carried out. We separately con-
sidered two types of malicious miners where one (SM miner) always follow SM
and the another (StrM miner) chooses to follow either Nakamoto’s mining pro-
tocol or the SM strategy depending on which maximises its mining reward. Since
our work accounted for a large number of malicious miners in the system, our
findings (such as the case of multiple miners simultaneously and individually
performing SM) are more practical than the other’s so far.

The effectiveness of SM strategy varies when different types and different
numbers of malicious miners are considered. In general, SM is more effective in
the presence of a large number of SM miners than one in StrM miners since it
can reap a larger amount of mining reward with the same hash-rate proportion.
However, SM in a system with a low number of StrM miners is less effective
than one in SM miners since it yields a smaller mining reward with the same
hash-rate proportion.

Regardless of the type and the number of miners in the system, the least
hash-rate proportion to perform and to prevent SM are no greater than 1/2
and 2/3 respectively. Additionally, both proportions monotonically decrease in
an increasing number of malicious miners in the system. If only StrM miners are
considered, then the least hash-rate proportion required for SM is strictly 1/3.
However, such a proportion reduces further than 1/3 (as originally reported by
Eyal and Sirer [6]) if SM miners are considered.

Despite the aforementioned, our result suggests that PoW blockchain systems
are required to have a large number of miners to be more secure against SM. Since
blockchain miners work for their mining reward, they are utility-maximising
agents or StrM miners in our model. As shown in Sect. 5.2, SM is comparably
less chosen in a presence of a large number of StrM miners. Together with the
decreasing hash-rate proportion required for preventing SM, it can be concluded
that a large number of miners can prevent SM and similar malicious mining
strategies.

A number of interesting questions still remain to be investigated. As pointed
out by Eyal and Sirer [6], a network capability of SM miners is also an important
factor that affects the effectiveness of SM. This aspect will be taken into account
in our future work. Moreover, an optimal SM strategy in the context of multiple
miners, similar to that in the work of Sapirshtein et al. [13], is not yet known.
With the optimal strategy, it remains to be seen whether our findings are still
valid.
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Abstract. We analyze the behavior of the Italian electricity market
with an agent-based model. In particular, we are interested in testing
the assumption that the market participants are fully rational in the
economical sense. To this end, we suppose that while constructing its
strategy the agent takes into account all the possible strategies the other
(competitors) agents might adopt in the future, not only their last strate-
gies, as it is done in the literature. This motivates us to propose a co-
evolutionary approach to strategy optimization, which better reflects the
way actual decision makers behave in reality. The experiments carried
out corroborate our hypothesis and show an improvement in the results
compared to the literature.

1 Introduction

The need for understanding the evolution of the prices in the electrical power
markets has increased with the new trends of the electrical market in many
countries [14,15]. Artificial Intelligence techniques have already proven to be
effective in modeling the electricity market. Faia and colleagues proposed in [4]
a Genetic Algorithm (GA) based approach to solve the portfolio optimization
problem for simulating the Iberian electricity market. The results show that their
GA based method is able to reach better results than previous implementations
of Particle Swarm Optimization (PS) and Simulated Annealing (SA) methods.
They also compared their results with the ones obtained with a deterministic
approach. Santos and colleagues proposed in [13] a new version of the Multi-
Agent System for Competitive Electricity Markets (MASCEM, [12]) with the
aim of optimizing it with respect to the results as well as to the execution time,
in order to face the highly demanding requirements from the decision support.
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Other models have been proposed, like the one presented by Urielli and col-
leagues [18], in which the authors study the impact of the Time-Of-Use (TOU)
tariffs in a competitive electricity marketplace. A very interesting and recent sur-
vey of potential design changes in the electricity market and their consequences,
has been proposed by Ela and colleagues in [3].

In this paper, we propose a framework which helps analysing the behavior
of the participants in the Italian electrical power market [16]. We would like
to stress that our interest is in understanding how the market behaves as a
consequence of the actions of its participants to make profit, and also in analysing
the behavior of the market in order to maximize the social welfare from an
economical rational point of view [17,19], i.e., with respect to the electricity
producers as well as with respect to the electricity consumers. To this aim, we
build upon our previous contribution [2], which reproduced and then extended
an existing economical-based model of the Italian electricity market [8]. Instead
of treating the strategies of the market competitors as already known (from the
previous auctions) and fixed, here we adopt a more sophisticated setting, more
in line with reality, whereby each market participant optimizes its strategy while
trying to anticipate the strategies its competitors could adopt. This led us to
devise a co-evolutionary approach to strategy optimization.

The paper is organized as follows. Section 2 briefly presents the three opti-
mization methods used in the paper. Section 3 presents the mechanism of
exchanges in the Italian market proposed in the literature. Section 4 presents
the problem statement and Sect. 5 describes the co-evolutionary approach as
well as the obtained results. Section 6 concludes the paper.

2 Some Background: A Brief Description of the Used
Methods

In this section, we will briefly present the three methods used in our work to
model the rationality of the market participants.

A Genetic Algorithm (GA) [7,9] is a computational technique inspired by
biology. The basic idea of a GA is to mimic the Darwinian principle of survival
of the fittest, according to which species with a high capacity of adaptation have
a higher probability to survive and then to reproduce. The algorithm considers
a population of individuals represented by their genes. Three operators can be
used to mimic the evolution of these individuals: mutation, which randomly
changes some bits of a gene, crossover, which mimics the sexual reproduction
of the living beings, and selection, which consists of deciding which among the
individuals in the population will survive in the next generation. This choice is
made thanks to a fitness function, which is an objective function allowing to
compute the extent to which an individual of the population is adapted to solve
the considered problem.

In Monte Carlo Optimization [1], an approximation to the optimum of an
objective function is obtained by drawing random points from a probability
distribution, evaluating them, and keeping the one for which the value of the
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objective function is the greatest (if a maximum is sought for) or the least (if a
minimum is sought for). As the number of points increases, the approximation
converges to the global optimum.

Particle Swarm Optimization (PS) [10,11] is a meta-heuristic method
inspired by the behavior or rules that guide groups of animals, for example
bird flocks. According to these rules, the members of the swarm need to bal-
ance two opposite behaviors in order to reach the goal: individualistic behavior,
in which each element searches for an optimal solution, and social behavior,
which allows the swarm to be compact. Therefore, individuals take advantage
from other searches moving toward a promising region. In this algorithm, the
evolution of the population is re-created by the changing of the velocity of the
particles. The idea is to tweak the values of a group of variables in order to
make them become closer to the member of the group whose value is closest
to the considered target. PS is similar to genetic algorithms (GAs). It is also a
population-based method with the particularity that the elements of the popu-
lation are iteratively modified until a termination criterion is satisfied.

3 The Italian Electricity Market

3.1 The Market Configuration

The reality of the Italian Electricity Market which takes place in the Italian
Power Exchange (IPEX), considers a two-settlement market configuration with
a generic forward market and the Day-Ahead Market (DAM). The DAM price
value is commonly adopted as underlying for forward contracts; therefore, as in
Guerci et al. [8], we will refer to DAM as the spot (i.e., immediate, instantaneous)
market session for simplicity. The forward market session is modeled by assuming
a common, zone-independent, and unique forward market price P f for all market
participants and by determining the exact historical quantity commitments for
each generating unit.

Definition 1 (Generating Company).
A generating company (GenCo) is an agent g, (with g = 1, 2, ..., G, and G is
the number of GenCos) which owns Ng generators1. The ith generator (where
i = 1, 2, . . . , Ng) has lower Q

i,g
and upper Qi,g production limits, which define

the feasible production interval for its hourly real-power production level in MW
(Mega Watt) Q̂i,g,h = Q̂f

i,g,h + Q̂s
i,g,h, with Q

i,g
≤ Q̂i,g,h ≤ Qi,g where Q̂f

i,g,h and

Q̂s
i,g,h are respectively the quantity sold in the forward market and the quantity

accepted in the DAM in each hour h.

It is assumed that the company g takes a long position in the forward market
(it means that the company makes agreement with the market operator with
large advance) for each owned generator i, corresponding to a fraction fi,g,h
(where h indicates the hour of the day) of its hourly production capacity, that

1 In the following we will use the terms generator and power plant interchangeably.
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is Q̂f
i,g,h = fi,g,h · Qi,g. The value of such fraction varies throughout the day,

indeed forward contracts are commonly sold according to standard daily profiles.
The value of fi,g,h has been estimated by looking at historical data and thus
corresponds to a realistic daily profile for each generator.

Definition 2 (Revenues for the forward and spot markets).
The revenue in Euro per hour ([eh]), Rf

g,h, from forward contracts for company
g and given the unique forward market price P f is:

Rf
g,h =

Ng∑

i=1

Q̂f
i,g,h · P f (1)

The spot revenue, Rs
g,h, per hour for GenCo g is obtained as follows:

Rs
g,h =

Z∑

z=1

Q̂s
z,g,h · P s

z,h (2)

where P s
z,h is the price in the spot market in zone z at hour h, and Z is the total

number of zones.

Let Ci,g,h ([e/h])2 be the total cost (of production) function of the ith gener-
ator of GenCo g. The total profit per hour, πg,h, [e/h] for GenCo g is computed
as follows:

πg,h = Rs
g,h + Rf

g,h −
Ng∑

i=1

Ci,g,h(Q̂i,g,h) (3)

The considered set of thermal power plants, independently owned by GenCos,
consists of up to 224 generating units, using 5 different technologies. The num-
ber of generation companies and generating units offering in the DAM varies
throughout the day. Based on historical data, it has been determined for each
period (day and hour) the thermal power plants that offered in DAM.3 For each
power plant in the dataset, information on the maximum and minimum capacity
limits is available, as well as on the parameters needed to compute the cost.

3.2 Market Exchanges

A GenCo g submits to the DAM a bid consisting of a pair of values corresponding
to the limit price P s

i ([e/MW]) and the maximum quantity of power Qs
i ≤

Qi,g − Q̂f
i,g ([MW]) that it is willing to be paid and to produce, respectively.

After receiving all generators’ bids, the market operator clears the DAM by
performing a social welfare maximization, subject to the following constraints:
2 The details about the function can be found in [8].
3 Notice that bid data are publicly available on the power exchange website with a

one-week delay, therefore, information about what plants were actually present and
the like is supposed to be common knowledge.
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– the zonal energy balance (Kirchhoff’s laws),
– the maximum and minimum capacity of each power plant,
– the inter-zonal transmission limits.

It is worth noting that the Italian demand curve in the DAM is price-inelastic,
i.e., it is unaffected when the price changes. Therefore, the social welfare maxi-
mization can be transformed into a minimization of the total reported production
costs, i.e., of the bid prices (see Eq. 4). This mechanism determines both the unit
commitments for each generator and the Locational Marginal Price (LMP) for
each connection bus. However, the Italian market introduces two slight modifi-
cations. Firstly, sellers are paid the zonal prices (LMP), therefore, this fact has
to be explicitly considered in the model, whereas buyers pay a unique national
price (PUN, for Prezzo Unico Nazionale) common for the whole market and
computed as a weighted average of the zonal prices with respect to the zonal
loads. Secondly, transmission power-flow constraints differ according to the flow
direction.

The factor to minimize by solving the linear program is the following:

min
G∑

g=1

Ng∑

i=1

P s
i,g,hQ̂s

i,g,h, (4)

which is subject to the following constraints:

– Active power generation limits: Q
i,g

≤ Q̂i,g,h = Q̂s
i,g,h + Q̂f

i,g,h ≤ Qi,g [MW]
– Active power balance equations for each zone z:∑G

g=1

∑
j∈z Q̂s

j,g,h − Qz,load,h = Qz,inject,h [MW]
being

∑G
g=1

∑
j∈z Q̂s

j,g,h the sum of all the productions over all generators
located in zone z, Qz,load,h, the load demand at zone z in hour h and
Qz,inject,h, the net oriented power injection in the network at zone z in hour
h.

– Real power flow limits of line, l: Ql,st ≤ Ql,st [MW] and Ql,ts ≤ Ql,ts [MW]
being Ql,st the power flowing from zone s to zone t of line l and Ql,st the
maximum transmission capacity of line l in the same direction. Ql,st are
calculated with the standard DC power flow model [5].

The solution consists of the set of the active powers Q̂s
i,g,h generated by each

plant i and the set of zonal prices P s
z (LMPs) for each zone z ∈ [1, 2, . . . , Z],

where Z is the number of zones.

4 Problem Statement

In this section we will present a general statement of the problem of choosing
the most competitive strategy for a GenCo.
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4.1 Model Description

Each GenCo g must submit to the DAM a bid, i.e., a set of prices for each of
its own power plants. Therefore, each GenCo has an action space for each power
plant, which is a set of possible prices that the GenCo can choose. This set is
represented by vector ASi,g, which is obtained with the following product:

ASi,g = MCi,g · MKset, (5)

where ASi,g represents the action space of power plant i of GenCo g, MCi,g is
the marginal cost of the same power plant, and MKset = [1.00, 1.04, . . . , 5.00] is
the vector with the mark-up levels. In this way, GenCos are sure not to propose
a price lower than the costs.

The Multi-agent System. The multi-agent system is depicted in Fig. 1. The G
GenCos are reported on the top of the figure. These GenCos repeatedly interact
with each other at the end of each period r ∈{1,. . . ,R}, that is they all submit
bids to the DAM according to their current beliefs on opponents’ strategies.
At the beginning of each period r, GenCos need to study the current market
situation in order to predict which strategies their competitors will adopt and
identify the best reply to their opponents, to be played at period r + 1.

Fig. 1. A schematic representation of a simulation.
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In order to choose the most competitive strategy, GenCos need to repeatedly
solve the market for different private strategies and predicted strategies of their
opponents, much in the same way as a chess player has to anticipate all possible
moves of her/his opponent before deciding which move to play. This corresponds
to an optimization problem.

4.2 The Optimization Process

The general purpose of the optimisation algorithm is to keep a large population of
candidate strategies and to improve at the same time their fitness/performance
in the market. Thus, a population of size P , (see Fig. 1), of strategies is defined,
which evolves throughout the Kr generations.

Strategy. A strategy is a vector of prices in the action space, one for each of
the Ng power plants of GenCo g (depicted as a black dot in Fig. 1).

Profit. The profit generated by GenCo g using strategy x, while its competitors
are using the strategies collectively represented by y (a vector whose length is∑

g′ �=g Ng′) can be computed based on Eq. 3. In the following, it will be conve-
nient to denote such profit as profit(x, y).

Selecting a Strategy. At the end of each period r, each GenCo bids to the
market by selecting one strategy among its current population of candidates.

In [8] the selection is done according to a probabilistic choice model in order to
favor the most represented strategy in the population (i.e., based on the frequency
probability). In addition to the frequency based strategy of selection, in [2] a
second strategy is used, based on the value of the fitness of the individuals, named
fitness-based strategy. Here, like in [2], we also consider these two strategies.

5 Intelligent GenCos: A Co-evolutionary Approach

In this section, we will present an extension of the framework proposed in [2]. We
will start with a brief explanation of our motivations and then we will present
the methodology we have adopted.

5.1 Motivations

In previous work, like [2,8], it is supposed that the GenCos share their strategies:
a GenCo constructed its strategy while making the hypothesis that the other
GenCos maintain their last strategies. More precisely, the populations of strate-
gies evolve separately and the profit of a GenCo depends on the strategies of
the other GenCos. In particular, each GenCo considers, at time t, the strategies
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adopted by its competitors at time t − 1, not the ones it would expect its com-
petitors to adopt at time t. In other words, the expectation of a GenCo is that
all the competitors will repeat the strategy they used at the previous auction.

The framework we are proposing here allows instead to consider more realistic
situations. The hypothesis we make is that each GenCo should consider, during
the period in which it constructs its strategy, all the possible strategies the other
GenCos might adopt. This way, the strategy under construction can be optimized
against the most unfavorable competitors’ current strategies.

This approach may be seen as a kind of adversarial reasoning. The difference
is that in the game reasoning framework, the goal is to win against the opponent,
but here there are no winners and losers: the goal for a GenCo is to obtain
high profits as much as possible for its own characteristics and possibilities,
while respecting all the constraints imposed by the market. Therefore, under this
assumption, it is possible that the best strategy for a GenCo allows a competitor
to obtain a higher profit. In what follows, we will notice that the results of the
experiments made using this new framework for one particular configuration
outperform the previous results, but we will first explain the fundamental ideas
underlying our proposals.

5.2 Methodology

Here, instead of having G (where G is the number of GenCos) updating algo-
rithms evolving with one different population for each GenCo, our proposal is
to evolve G updating algorithms with two populations for each GenCo: the first
population concerns the GenCo’s own strategy, while the second population con-
cerns the possible strategies of all the other GenCos. Therefore, the individuals
of the second population represent the strategies of the remaining G−1 GenCos.

Benefits. Two benefits emerge from considering two populations. The first one
is due to the introduction of the competitive aspect in the process. The second
one is due to the fact that we can now account for the independence between
GenCos unlike in [2], where GenCos were supposed to share their strategy with
their competitors in order to allow for the evolution of the population. Our
proposal is more in line with the reality of the Italian market, in which the
companies do not share their strategies with competitors. Therefore, by adding
a second population, GenCos can avoid sharing these precious information and
they can reason by themselves.

Figure 2 illustrates the two populations: the GenCo’s own population on the
left-hand side and the population of its competitors on the right-hand side. Let
xi be one individual of Population 1 (red rectangle) and let yj be one individual
of Population 2 (blue rectangle). The fitness of an individual xi of Population 1,
f+(xi), is to be maximized while the fitness of an individual of Population 2,
f−(yj), is to be minimized. f+(xi) may correspond to the average of the profit
that the GenCo would obtain if it adopts this strategy (xi) by considering all
the possible strategies yj of its competitors:
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Fig. 2. Schematic representation of the two populations of a GenCo (Color figure
online)

f+(xi) =
1
N

·
N∑

j=1

profit(xi, yj), (6)

where N in the size of Population 2 and profit is the function that estimates
the profit of GenCo g, given all generating units bids. The objective is to maxi-
mize the fitness f+(xi) for each xi in Population 1. Many other approaches can
be adopted, for example by considering the different possible variations when
computing the fitness. One particular example is to use the minimum instead of
the average as follows:

f+(xi) = min
j=1..N (profit(xi, yj)) (7)

In this case, the best strategy in Population 1 corresponds to the most robust
strategy, i.e., the one which guarantees the highest profit against the strongest
competitor.

However, this new proposal increases considerably the execution time.
Indeed, instead of solving a linear programming problem M times, we have
now NM linear programming problems to solve.

Proposed Solution. In order to reduce the execution time, we have considered
only the best strategy among the competitors’ strategies. The best strategy for
the agent will then be the one which allows the GenCo to achieve better results
against the best of the competing strategies:

f+(xi) = profit(xi, ybest) (8)

where ybest is the element of Population 2 with the lowest fitness or the element
with the highest frequency. In this case, the linear programming problem is
solved M times.

It should be recalled that our aim is to find the most robust strategy for the
GenCo, i.e., the strategy which best replies to the competitors even if they all
do their best to minimize the GenCo’s profit. As for the fitness of individuals
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of Population 1, several possibilities can be considered to compute the fitness of
individuals of Population 2:

– Compute the fitness as an average:

f(yj) =
1
M

·
M∑

i=1

profit(xi, yj) (9)

where M is the size of Population 1.
– Choose the strategy with the maximum profit among all the possibilities:

f(yj) = max
i=1..M (profit(xi, yj)) (10)

– Estimate the fitness considering only the best strategy of Population 1, in
order to reduce the computational effort of the two previous cases (from NM
to N):

f(yj) = profit(xbest, yj), (11)

where xbest is the element of Population 1 with the highest fitness value or
with the highest frequency.

Many scenarios can be explored by mixing different approaches of comput-
ing the fitness from the two populations. Accordingly, the computational effort
varies: in the best case (using Eqs. 8 and 11) the LP problem is solved NM
times and in the worst case it is solved (NM)2 times per iteration. Taking into
account the generations of the genetic algorithm ngen, the computational efforts
become, respectively, ngen · NM and (ngen · NM)2 per iteration.

5.3 Evaluation of the Proposed Approach

To validate the proposed approach, we tested several combinations of fitness
functions (f+ and f−), criteria for selecting one strategy from a population, and
optimisation algorithms. The Hist line (red line) reports real values of the PUN.
Two versions have been considered:

1. with f+ defined as in Eq. 8, f− as in Eq. 11:
(a) GAfreq1 : frequency-based strategy and genetic algorithm;
(b) GAfitness1 : f+ fitness-based strategy and genetic algorithm;
(c) PSfreq1 : f+ frequency-based strategy and swarm optimization;
(d) PSfirness1 : f+ fitness-based strategy and swarm optimization;
(e) Monte Carlo.

2. with f+ defined as in Eq. 7, f− as in Eq. 9:
(a) GAfreq2 : frequency-based strategy and genetic algorithm;
(b) GAfitness2 : fitness-based strategy and genetic algorithm;
(c) PSfreq2 : f+ frequency-based strategy and swarm optimization;
(d) PSfirness2 : f+ fitness-based strategy and swarm optimization;
(e) Monte Carlo.

The remaining configurations have been left for future work.
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Data. The demand of energy for each zone is provided in a load matrix with
the following information: a first column which contains the zones, the second
which contains the maximum limit prices and the third column which contains
the demand quantities of electricity.

All the characteristics of the power plants are collected in a structure with
the following features:

– the names of the GenCos (for example ATEL, EDISON, . . .),
– the names of the used technologies (coal, combined cycle gas turbine, . . .),
– the prices of the fuels,
– information related to the Italian power plants: the columns indicates respec-

tively the zone, maximum production quantity, minimum production quan-
tity, coefficient a, coefficient b, coefficient c (see 3), GenCo’s id, technology
index, and fuel index and power plant’s id.

– the production quantity data from other power plants (i.e., not produced by
the GenCo).

The PUN historical values used in the experiments are public data which can
be found in [6].

Implementation and Results. The implementations have been done in MAT-
LAB R2017a with Optimization and Global Optimization toolboxes. Experi-
ments were performed on a computer running Windows 7 and based on an
Intel c©CoreTMi7-3610QM @2.30 GHz microprocessor with 8 GB main memory.

In all the simulations, the number of GenCos participating in the market
varies between 15 and 19, while the number of power plants for each GenCo
varies between 1 and 90. The three optimization methods use the Matlab default
parameters and are allocated the same number of objective function evaluations.

The execution time varies a lot between different versions, since the execution
effort varies. With two populations of 10 individuals, the combinations Version 1:
(a)–(e) take about 16 s for the GA per iteration, 20 s for the PS and 6 s for Monte
Carlo. The combinations Version 2: (a)–(e) require about 180 s per iteration for
the GA, 240 s for the PS, and 55 s for Monte Carlo. In all the figures below, the
real situation is plotted in red with the label Hist.

Figure 3 shows the results of genetic algorithm, particle swarm optimization
and Monte Carlo optimization of IntelligentGenCo in Version 1. GAfitness1 (lilac
line) is still low, GAfreq2 (dark-blue line) and GAfitness2 (dark-green line) still
overestimate the PUN (historical red line). PSfreq1 (light-blue line), PSfreq2
(yellow line) and PSfitness2 (brown line) are quite good (see also Figs. 4 and 5),
except for the overestimation in the off-peak hours. GAfreq1 (light-green line) is
equivalent to the previous ones, but it overestimates the PUN also in peak hours.
PSfitness1 (orange line) is again the best algorithm, since it is able to reproduce
the PUN in off-peak hours. The main difference is in Monte Carlo (dark dashed
line with crosses), which has basically the same trend of GAfitness1 in this
version.
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Fig. 3. Simulated PUNs for 2010-10-03, provided by IntelligentGenCo in Version 1
(Color figure online)

Fig. 4. Focus on the best frequency–based algorithms seen in Fig. 3. (Color figure
online)

Figure 6 shows the results for the IntelligentGenCo’s Version 2. In this version
results are very different with respect to the previous cases: now no line clearly
overestimates the historical values (red line), except in off-peak hours. This result
could be a consequence of the adversarial behavior of GenCos. In Fig. 6, the lines
relevant to the various algorithms lie very close to each other, especially in the
central hours. Thus, the following detailed figures will focus on similar lines.

GAfitness1 (lilac line) is still low. Both PSfitness1 (orange line) and PSfit-
ness2 (brown line) are low in off-peak hours, almost reaching the historical line
(see Fig. 7).

The remaining genetic algorithms GAfreq1 (light-green line), GAfreq2 (dark-
blue line) and GAfitness2 (dark-green line) are very close to each other, but only
the last one is able to reach the peaks at 8pm and 9pm (as it could be seen
in Fig. 8). The last three algorithms are very close to the historical line in the
central hours, but they overestimate the off-peak hours (see Fig. 9). Both PSfreq1
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Fig. 5. Focus on the best fitness–based algorithms seen in Fig. 3. (Color figure online)

Fig. 6. Simulated PUNs for 2010-10-03, provided by IntelligentGenCo in Version 2
(Color figure online)

(light-blue line) and PSfreq2 (yellow line) underestimate the peak hours; on the
contrary, Monte Carlo (black line) is good at these hours.

Evaluation of the RMSD. These considerations at the macro-level are supported
by the evaluation of the root-mean-square deviation (RMSD) which is a fre-
quently used measure of the difference between values predicted by a model
and the actually observed values. The RMSD represents the sample standard
deviation of the differences between predicted values and observed values. The
formula we have used is the following:

RMSD =

√∑24
h=1(ŷh − yh)2

24
(12)

where ŷh and yh are respectively the predicted value and the observed value of
the PUN at hour h.

Table 1 shows the RMSD of all the 9 scenarios for the two versions of the co-
evolutionary approach and compares them to the corresponding scenarios of two
simple evolutionary approaches proposed in [2]. The Approx approach makes the
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Fig. 7. Focus on the lowest algorithms seen in Fig. 6. (Color figure online)

Fig. 8. Focus on the genetic algorithms seen in Fig. 6. (Color figure online)

same simplification as in [8], namely, that the vector of prices in the action space
contains only one price for each collection of power plants situated in the same
zone and using the same technology. The Real approach relaxes such constraint,
as our co-evolutionary approach does.

We can noticed that for some optimization methods, the co-evolutionary
approach gives less accurate predictions than the simple approach. This can be
explained by the increased size of the optimization problem (the search space
goes from just one vector of parameters to G vectors of parameters, i.e. the strat-
egy of the GenCo itself and the strategies of all its competitors). It is important
to notice that the comparison to previous work has been done by allowing the
same number of objective function evaluations to each approach and configu-
ration in order for the comparison to be fair. Nevertheless, it is interesting to

Table 1. RMSD of IntelligentGenCo methods for Versions 1 and 2.

Version GAfreq1 PSfreq1 GAfreq2 PSfreq2 GAfitness1 PSfitness1 GAfitness2 PSfitness2 Montecarlo

1 9.58 9.87 21.89 9.83 18.11 4.95 22.62 9.97 19.51

2 9.61 11.60 9.51 9.32 18.91 9.51 9.41 9.11 13.04

[2] Approx 8.30 7.74 18.49 12.12 18.60 5.14 35.87 9.29 14.93

[2] Real 7.41 8.41 17.84 12.08 18.12 5.85 34.94 9.42 15.55
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Fig. 9. Focus on selected algorithms seen in Fig. 6. (Color figure online)

notice that some optimization methods achieve improved results despite this
increase in problem size. Indeed, PSfitness1 achieve the best accuracy among all
tested combinations, improving over the simpler approaches of previous work.
This confirms the potential of the co-evolutionary approach but also highlights
the need to increase the number of objective function evaluations, if accurate
predictions are sought for.

6 Conclusion

We have extended an existing agent-based model of the Italian electricity market
and we have investigated the rationality of the market participants by comparing
three optimization methods.

We can conclude that the planning for managing GenCos follows a rational
strategy. It can be modeled as an optimization method using a co-evolutionary
approach which better reflects the real behavior of the decision makers. We can
also conclude that the particle swarm optimization method with a fitness-based
strategy selection is the method which is capable to best simulate the behavior
of the agents in the Italian electricity market—its results better fit the historical
PUN values than all the others.

In addition to confirming the rationality of the market, our model could be
used to predict the behavior of the Italian electricity market, for example by
performing contingency analyses.
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Abstract. In the past decade, increasingly sophisticated models have
been developed to determine which strategy explains human decision
behaviour the best. In this paper, we model shared decision making in
medical negotiations. Cognitive agents, who simulate various types of
patients and are equipped with basic negotiation and decision making
strategies, are tested in social learning setting. Human trainees were
prompted to learn to make decisions analysing consequences of their
own and partner’s actions. Human-human and human-agent negotia-
tions were evaluated in terms of the number of agreements reached and
their Pareto efficiency, the number of the accepted negative deals and the
cooperativeness of the negotiators’ actions. The results show that agents
can act as credible opponents to train efficient decision making strategies
while improving negotiation performance. Agents with compensatory
strategies integrate all available information and explore action-outcome
connections the best. Agents that match and coordinate their decisions
with their partners show convincing abilities for social mirroring and
cooperative actions, skills that are important for human medical profes-
sionals to master. Simple non-compensatory heuristics are shown to be at
least as accurate, and in complex scenarios even more effective, than the
cognitive-intensive strategies. The designed baseline agents are proven
to be useful in activation, training and assessment of doctor’s abilities
regarding social and cognitive adaptation for effective shared decision
making. Implications for future research and extensions are discussed.

Keywords: Cognitive agents · Interactive social learning · Decision
making

1 Introduction

Recently, the use of cognitive agents in interactive applications has gained lots
of attentions. It has been proven that even very simple agents can exhibit com-
plex emergent behavioural patterns [13,34]. Advanced cognitive agents are able
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to produce detailed simulation of human learning, prediction, adaptation and
decision making [17,22,32]. They are also perfectly capable to play the role of
a believable character in various human-agent settings. Cognitive agents have
been beneficially used for training various human skills, e.g. negotiation and
coordination skills in job interviews and trading [18,38], metacognitive skills in
various learning settings and domains [31,37]. Cognitive agents allow creating
and manipulating specific situations in which human social learning and human
interactive behaviour can be studied. It has been also demonstrated that the
integration of cognitive agents into a dialogue system has important advantages
for effective implementation of complex (multi-agent) dialogue models [21].

In this paper, we address the use of cognitive agents to train efficient deci-
sion making strategies in asymmetric medical negotiations. Here, learning occurs
through the partner’s interpretation of own and others successes and failures,
and through reflection on the action consequences for the interactive outcomes
[1,4]. We designed baseline agents to investigate the effectiveness of various deci-
sion making strategies for the patient’s therapy adherence behaviour. The agents
are based on the recent developments in cognitive modelling. Cognitive models
are developed producing detailed simulations of human decision making per-
formance. We extend them to facilitate realistic social learning and interactive
scenarios.

We first set a scene for our investigations discussing the important character-
istics of medical interactions to be considered when designing social intelligent
agents for the training of efficient decision making (Sect. 2). We review models
of individual decision making and social learning aspects which are modelled
to explain and predict changes in human behaviour in general. Subsequently,
we present the concept of Shared Decision Making (SDM) in medical context.
Section 3 discusses the design aspects related to the human-agent interaction
giving a global outline of a set of negotiation tasks with increasing scenario com-
plexity and performed interactive actions. Section 4 presents our baseline agents
with details for decision making strategies selection and the agent’s feedback. In
Sect. 5, we present the results of the experiments evaluating baseline agents sim-
ulating various decision making strategies. Finally, we summarize our findings
and outlines directions for the future research and development.

2 Decision Making and Social Learning

International research has produced great deal of models describing how indi-
viduals make decisions. The problem is approached at many levels, e.g. concen-
trating on psychological processes, and on biological and environmental factors.
According to the most widely applied theories which attempt to explain and pre-
dict human behaviour and behavioural changes, Theory of Planned Behaviour
[1] and Social Cognitive Theory [3], there are three key sets of decision-making
determinants defined: (1) individual attitudes towards behaviour and its out-
comes (Ap), (2) perceived social norms (PN) and (3) perceived behavioural con-
trol (PBC), see Fig. 1. Ap beliefs are concerned with the individually perceived
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importance of the behaviour given the known benefits, risks and threats and
the perceived level of readiness to perform (execute) certain behaviour. Individ-
ual decision making is influenced by the individual beliefs (confidence) about
abilities to perform and control behaviour and its outcome, i.e. self-efficacy. If
an individual has developed positive attitudes towards a particular behavioural
change, e.g. ceasing smoking, however believes he is not capable to maintain this
behaviour, this will not lead to intention to perform this action. Outcome expec-
tations and self-efficacy are very important determinants of health behaviour
and depend on features such as perceived difficulty of the behaviour and/or the
perceived certainty of its benefits [36].

Individual

ATTITUDES towards the 
BEHAVIOUR (AB)

PERCEIVED NORMS (PN)

PERCEIVED BEHAVIOURAL 
CONTROL – self-efficacy (PBC)

INTENTION BEHAVIOUR OUTCOME

Social: others’ monitoring and reflec on

Beliefs about 
observed behavior 

Beliefs about
observed outcomes

Beliefs about 
behavior coupled 

with outcomes

Fig. 1. Decision making and social learning model. Adapted from [30].

Perceptions about attitudes of others can influence the individual decision
making. Learning that is facilitated by observation of, or in interaction with
another individual or their products, is defined as social learning [14]. Individual
experiences obtained through observation of successful or unsuccessful perfor-
mance of others, vicarious experiences, may account for a major part of learning
throughout life [1] and influence (self-)efficacy expectations. Social learning, how-
ever, depends on the ability of an individual to take another individual’s perspec-
tives and use other people’s behaviour as a guide to their own. Thus, learning
occurs through reflecting on experiences. The cognitive capacity to attribute
mental states to self and others is considered as a key factor of social and cogni-
tive adaptation and is known as Theory of Mind (ToM, [28]) skills. ToM abilities
significantly influence decision-making processes, can enhance motivation and
self-efficacy, and can be successfully trained in human-agent setting.

2.1 Asymmetries in Doctor-Patient Communication

In medical encounters, certain asymmetries and an imbalance in the knowledge
and relationship between interlocutors are observed. Doctors empowered with
institutional authority may expand the distance to their non-expert patients.
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Differences in knowledge, inequity in social status and power may lead to mis-
communication, have trust damaging effects and, after all, decrease patients’
therapy adherence [29].

Recently, Shared Decision-Making (SDM) models have been evaluated show-
ing that patient’s active participation in the decision-making process is funda-
mental for the therapy’s success [23]. The shift from therapy ‘compliance’ to
‘adherence’ implies that patients have more autonomy in defining and following
their medical treatments.

2.2 Shared Decision Making: Monitoring Attitudes and Enhancing
Self-efficacy

In SDM, the form of the interaction such as negotiation plays an important role.
Medical negotiations do not necessarily involve a conflict as in the case of dis-
tributive negotiations where any gain of one party is made at the expense of the
other(s) [33]. The key characteristics of medical SDM are that (1) at least two
participants - doctor and patient - are involved; (2) both parties share informa-
tion; (3) both parties take steps to build a consensus about the preferred treat-
ment; and (4) an agreement is reached on the treatment to be implemented [9].

Medical negotiations can be accurately described in terms of a balancing of
values like the patient’s best interest, patient autonomy and patient adherence
[39]. The patient’s best interest is often modelled by taking the professional
(doctor’s) view on a patient’s best interest. The patient’s autonomy is respected
based on an assessment of whether the patient will adhere to the treatment in
question. To make it a shared decision, the patient will have to agree on and
accept a compromise. The medical SDM can be best modelled as interest-based
bargaining where parties reason about the interests of each other and, build-
ing a consensus, negotiate the best possible mutual agreement [20]. Interests
include the needs, desires, concerns, and fears important to each side. Parties’
preferences regarding the possible agreements may be not completely in con-
flict and they may be adapted depending on the perception of the preferences
and behaviour of others. Thus, our model accounts for (1) participant’s beliefs
about perceived importance and desires concerning the certain behaviour and its
outcomes (attitudes); (2) participant’s beliefs about his abilities to perform this
behaviour (self-efficacy); (3) and the beliefs of the same kind about his partner.

3 Design

3.1 Use Case and Scenarios

Patient’s therapy non-adherence have different forms, e.g. skipping the intake
of the prescribed medicines, the failure to keep appointments, to follow rec-
ommended dietary, lifestyle changes, recommended preventive health practices
[12,26].
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The best practice for health behaviour change remains face-to-face interac-
tion with an expert counsellor [5]. A medical professional dealing with a non-
adherent patient should master negotiation skills in order to reach an efficient
agreement by proposing regimen that are feasible to follow, showing an appro-
priate understanding of patient’s condition and treatments, and exercising the
right influence on patient’s beliefs and attitudes taking patient’s social, cognitive
and economic constraints into account [8].

Fig. 2. Example of a participant’s preference profile. (Color figure online)

The domain selected for our use case concerns the treatment of diabetes
of Type 2. The patient-doctor negotiation scenario was designed based on the
recommendations for patients according to the International Diabetes Federa-
tion (IDF, 2017) addressing four issues: (1) medication, (2) diet, (3) activity
and (4) exercise recommendations. Each of these issues involves four important
negotiation options with preferences assigned representing parties negotiation
positions, i.e. preference profiles. Preferences are weighted in order of impor-
tance and defined as the participant’s beliefs about attitudes towards certain
behaviour and abilities to perform this behaviour. The goal of each partner is to
find out the preference of each other and to search for the best possible mutual
agreement.

Five scenarios of various complexity based different preference profiles were
designed. The preferences strength was communicated to the negotiators through
colours, see Fig. 2. The preferences values range from −4 for highly dispreferred
(dark orange) options to 4 for highly preferred (dark blue) options. The pref-
erences can be set by human participant and/or generated automatically by
the system dependent what type of partner the human participant wants to
negotiate with. A graphical user interface was designed where human trainees,
including domain experts, can specify their preferences and select partner’s pref-
erence profile, either conflicting, matching or overlapping. Three types of profiles
are specified, see also Table 1:
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– Conflicting: negotiators’ preferences are completely the opposite to each
other.

– Matching: preferences are of the same polarity, but different in strength.
– Overlapping: some preferences are of the same polarity and strength.

Table 1. Preferences profiles examples.

Type Human Agent

Conflicting [−2, 3, −1, 4] [2, −3, 1, −4]

Matching [2, −3, −1, 4] [1, −2, −2, 3]

Overlapping [−2, 3, 1, 4] [−2, −1, 1, 4]

The human participant - doctor -
negotiates with various agents who
simulates various types of patients,
selecting one option per issue. To
create and manipulate various sit-
uations in which doctor’s abili-
ties regarding social adaptation in
decision making are activated and
assessed, simulated patients have different preferences and are equipped with
a basic set of negotiation and decision-making strategies which are evaluated in
human-agent setting and compared to the human-human performance.

3.2 Negotiation Space, Actions and Strategies

Negotiation partners state their positions and set the conditions for the further
exchange. The obtained information serves to establish jointly possible values
constituting the negotiation space. In medical negotiation, this happens when a
doctor explores patient’s attitudes and abilities: elicits description of preferable
actions, encourages patient to share his experiences, and matches those with his
professional expertise. The better all possible actions and parties experiences are
explored and discussed, the better future agreements are reached. In our design,
human trainees (doctors) negotiates therapeutic interventions which they believe
are medically mandated and what they understand are desired by the patient.
The success of the interactive ‘claiming’ and ‘giving up’ space depends not only
on the medical competence of the doctor, but also on his social competences and
ToM skills. Participants’ tasks are to determine their own actions, to interpret
partner’s actions, and to adjust their behaviour accordingly. The agent achieves
this by taking the perspective of its partner and using its own knowledge to
evaluate the partner’s strategy, i.e. apply ToM skills. The agent holds three sets
of preference values: the agent’s own preferences (zero ToM), the agent’s beliefs
about the partner’s preferences (first-order ToM), and the agent’s beliefs about
the partner’s beliefs about the agent’s preferences (second-order ToM).

The successful medical negotiation involves adequate disclosure by both par-
ties indicating their values as well as other relevant matters. We specified the set
of actions based on the ISO 24617-2 dialogue act taxonomy [7] tailored to the
medical counselling domain using the Roter Interaction Analysis System (RIAS,
[30]). Table 2 provides an overview of actions modelled to be performed by the
baseline agent and the categories proposed for future extensions (marked *).
Semantic content of dialogue acts specifies (modalized) negotiation moves and
their arguments expressing the importance, desires and abilities concerning the
certain behaviour and its outcomes, i.e. patient’s attitudes and self-efficacy
assessments.



Modelling Shared Decision Making in Medical Negotiations 257

T
a
b
le

2
.

T
a
x
o
n
o
m

y
o
f

th
e

a
g
en

t’
s

a
ct

io
n
s.

A
d
a
p
te

d
fr

o
m

th
e

IS
O

2
4
6
1
7
-2

d
ia

lo
g
u
e

a
ct

ta
x
o
n
o
m

y
en

ri
ch

ed
w

it
h

th
e

R
IA

S
ca

te
g
o
ri

es
p
ro

p
o
se

d
fo

r
fu

tu
re

ex
te

n
si

o
n
s

(*
).

S
o
ci

o
-e

m
o
ti

o
n
a
l
ex

ch
a
n
g
e

(*
)

T
a
sk

-f
o
cu

se
d

ex
ch

a
n
g
e

S
em

a
n
ti

c
co

n
te

n
t

G
lo

b
a
l
a
ff
ec

t
(*

)

M
o
d
a
li
ty

N
eg

o
ti

a
ti

o
n

M
ov

e
Is

su
e(

o
p
ti

o
n
s)

S
h
ow

a
p
p
ro

va
l

(o
p
en

-e
n
d
ed

)
se

t
q
u
es

ti
o
n

P
re

fe
re

n
ce

(fi
n
a
l)

o
ff
er

F
ig

u
re

2
re

la
te

d
to

:
U

n
ce

rt
a
in

ty

G
iv

e
co

m
p
li
m

en
t

(f
o
rc

ed
)

ch
o
ic

e
q
u
es

ti
o
n

A
b
il
it
y

E
x
ch

a
n
g
e

T
h
er

a
p
eu

ti
c

re
g
im

en
A

n
x
ie

ty

S
h
ow

em
p
a
th

y
P

ro
p
o
si

ti
o
n
a
l
q
u
es

ti
o
n
s

N
ec

es
si

ty
C

o
n
ce

ss
io

n
li
fe

st
y
le

D
o
m

in
a
n
ce

S
h
ow

co
n
ce

rn
/
w

o
rr

y
C

h
ec

k
q
u
es

ti
o
n
s

A
cq

u
ie

sc
en

ce
D

ea
l

A
tt

en
ti

v
en

es
s

R
ea

ss
u
re

/
E

n
co

u
ra

g
e

In
fo

rm
/
A

n
sw

er
W

it
h
d
ra

w
E

n
g
a
g
em

en
t

A
sk

fo
r

re
a
ss

u
ra

n
ce

(d
is

-)
a
g
re

em
en

t
F
ri

en
d
li
n
es

s

S
h
ow

u
n
d
er

st
a
n
d
in

g
A

d
v
is

e
A

n
g
er

S
h
ow

co
m

p
a
ss

io
n

S
u
g
g
es

t

R
eq

u
es

t/
In

st
ru

ct

O
ff
er

P
ro

m
is

e



258 V. Petukhova et al.

Negotiation moves types, sequences and the expressed modality are used to
compute negotiation strategies. We consider negotiators as cooperative if they
share information about their preferences with their opponents. A cooperative
negotiator prefers the options that have the highest collective value. If not enough
information is available to make this determination, he will elicit this informa-
tion from his opponent. A cooperative negotiator will not engage in positional
bargaining holding on to a fixed set of preferences regardless of the interests of
others, instead, he will attempt to find issues where a compromise is possible.
Competitive negotiators prefer to assert their own preferred positions rather than
exploring the space of possible agreements. A competitive negotiator will ignore
partner’s interests and requests for information. Instead, he will find his own
ideal position and insist upon it in the hope of making the opponent concede.
He will threaten to end the negotiation. The competitive negotiator will accept
an offer only if he can gain a significant number of points from it.

4 Baseline Agents

4.1 Agent’s Knowledge and Memory

The baseline agents are designed using ACT-R cognitive architecture imple-
mented in Java1. Agent’s knowledge is encoded in instances. An instance con-
sists of a representation of the current state of the world (what do I know, what
do I know about others, what am I asked, what can I do, what has happened
before), and an action to be taken in that situation (give information, run tests,
examine something, reason about others, change attitude, etc.). An instance has
a form of slot-value pairs representing context and actions. Table 3 depicts the
structure of an instance.

Instances are stored in an ACT-R declarative memory which is represented
as traces of instances used. At the beginning of the interaction, the agent may
have no or weak assumptions about the partner’s preferences, thus instances
may be empty or partially filled in. As the interaction proceeds the agent builds
up more knowledge, i.e. learns by observing actions of others, storing those as
instances, or by trying out actions itself and adjusting its instances based on
feedback.

4.2 Agent’s Feedback

The agent’s feedback actions are designed to assist the trainee (medical profes-
sional) to form a mental model of an agent (patient). By providing real-time
feedback about the agent’s cognitive state, the trainee should become aware of
how his own actions influence patient’s beliefs. This feedback comes in three
forms: evaluation of agent’s beliefs about trainee’s preferences, evaluation of

1 A Java Simulation and Development Environment for the ACT-R Cognitive Archi-
tecture - homepage http://cog.cs.drexel.edu/act-r/about.php.

http://cog.cs.drexel.edu/act-r/about.php
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Table 3. Instance definition.

Slot Value [range] Explanation

Strategy [cooperative|
competitive|
neutral]

The strategy associated with the
instance

Agent-move-value-agent [−4, 4] The number of points the agent’s gets
from his own move

Partner-move-value-agent [−4, 4] The number of points the partner’s move
brings to the agent

Partner-move-greater [true|false] True if the partner’s move brings at least
as much as the agent’s one, otherwise -
false

Next-move-value-agent [−4, 4] The number of points that the next best
move can bring to the agent

Utility [0, 17] How valuable are the partner’s sugges-
tions made by now, see Eq. 4

Shared utility [0, 1] How valuable are both partner’s sugges-
tions for them, see Eq. 6

Agent-move (M1, ...,Mn) The move that the agent should make in
this context (2)

Partner-move (M1, ...,Mn) The move that the agent believes the
partner should make in this context
(Table 2)

Compensation [1, 4] If the agent’s move is of the concession
or exchange type, what is the minimum
utility that the agent should look for
choosing an alternative option

patient’s self-efficacy beliefs (possible actions) and evaluation of trainee’s nego-
tiation strategy.

Every time the trainee makes a move expressing his preferences, the agent
matches it to its preferences and available strategies and computes the most
plausible action(-s), it also provides alternatives and plans possible outcomes.
Since the agent knows why certain actions are performed, it can explain why its
and partner’s choices lead to the specific outcome. Evaluation of trainee strategy
provides the trainee with feedback about how the agent views their overall per-
formance. Both participants operate under constrain that negotiation outcome
should be acceptable for both partners. Thus, the interactions were evaluated
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in terms of the percentage of reached agreements2, percentage of negative out-
comes3 and Pareto efficient outcomes4.

The summative feedback is generated when a negotiation round is over and
includes the assessment of the overall cooperativeness level, percentage of reached
agreements and negative outcomes, and the Pareto efficiency scores. All scores
accumulate with each negotiation round indicating the learning progress. In the
feedback on the best possible outcome is included.

4.3 Action Selection Decisions

The decision-making process can be simple when randomly picking options out
of the available ones, or complex when systematically rating different aspects of
the available choices. Human decision-making strategies may depend on various
factors, including how much time they have to make the decision, the over-
all complexity of the decision, and the amount of ambiguity that is involved.
According to [25], decision makers choose strategies adaptively in response to
different task demands, and often apply simplified shortcuts—heuristics—that
allow fast decisions with acceptable losses in accuracy. Moreover, simple heuris-
tics are often more or at least equally accurate in predicting new data compared
to more complex strategies [10]. Simple heuristics are more robust, extracting
only the most important and reliable information from the data, while complex
strategies that weight all pieces of evidence extract much noise, resulting in large
accuracy losses when making predictions for new data [27].

We implemented and assessed three decision-making strategies to simulate
situations where different alternatives will be selected by the agent in a certain
context in order to achieve acceptable outcomes: recognition or activation-based
retrieval, compensatory models and non-compensatory heuristics.

When the agent has to make a decision, it activates his declarative knowledge
and retrieves direct and vicarious experiences that are the most active, i.e. most
recent and frequent. For every instance i in the set, the activation is computed
as

Ai = Bi −MP
∑

v,d

(1 − Sim(v, d)) (1)

where MP , a mismatch penalty, reflects the amount of weighting given to the
matching, i.e. the higher MP , the stronger the activation is affected by the
similarity5. Bi, base level activation, is computed as

2 We consider the agreement reached if parties agreed on all four issues.
3 Negative deals are considered as flawed negotiation action, i.e. the sum of all reached

agreements resulted in an overall negative value meaning that the partner made
too many concessions and selected mostly dispreferred bright ‘orange’ options (see
Fig. 2).

4 The negotiation is Pareto efficient if none of the negotiators could have achieved a
higher score for themselves without a reduction in score of the other negotiator.

5 We set MP constant high at 5, consistent with the value used in Lebiere et al.
(2000). To disable MP , it can be set at 0.
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Bi = ln

n∑

j=1

t−d
ij (2)

where tij is the time elapsed since the jth presentation or creation of the instance
i, and d is the memory decay rate6. The similarity Sim(v, d) between the goal
value v and the actual value d held in the retrieved instance is computed as

Sim(v, d) =
1.0

((v − d)2/2.0 + 1.0)
(3)

The agent makes its next move based on the value of ‘agent-move’ slot, see
Table 3. The ACT-R mechanisms effectively account for both the effects of
recency - more recent memory traces are more likely to be retrieved, and fre-
quency - if a memory trace has been created or retrieved more often in the past
it has a higher likelihood of being retrieved. By disabling MP , the agent will
be able to retrieve past instances for reasoning even when a particular situation
has not been encountered before. An instance does not have to be a perfect
match to a retrieval request to be activated. ACT-R can reduce its activation to
compute partial matching [16]. If the value is missing in an instance, ‘blending’
is proposed as a generalization of the retrieval mechanism, allowing to retrieve
values from multiple instances [19].

To assess alternative decision making strategies, procedural knowledge was
incorporated and condition-action rules were defined. For example, the weighted-
additive rule (WADD) is computed by, first, weighting the dimensions (i.e. issues
or criteria) on their relative importance by summing preference values of all
attributes specified within this dimension divided by their number and then
multiplying the preference values with their respective importance weights. To
form an overall evaluation, the products are summed and the option with the
highest value is chosen, weighted sum model (WSM). The total importance of an
alternative AWSM

i is computed as

AWSM
i =

n∑

j=1

wjuij (4)

where wj denotes the relative importance of the dimension Dj and uij is the
utility value of alternative Ai when it is evaluated with relation to the dimen-
sion Dj . In case all dimensions are considered of equal importance as in our
case, equal-weight rule (EQW) is applied. In compensatory decisions, a negative
value of one attribute can be compensated by an equal or higher value of another
attribute. Thus, compensatory strategy involves a systematic evaluation of mul-
tiple attributes and works well if all information is available modelling rational
decision choices the best.

6 In the ACT-R community, 0.5 has emerged as the default value for the parameter d
over a large range of applications, [2].
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In contrast, non-compensatory strategies assume that decisions are often
made based on the rejection of undesirable alternatives on the basis of one,
or at most a few criteria. When faced with a more complex (multi-alternative)
decision task, the subjects employed decision strategies designed to eliminate
some of the available alternatives as quickly as possible and on the basis of a
limited amount of information search and evaluation [6]. Here, values on the
most salient dimension are processed first and alternatives that score lower are
eliminated as unsatisfactory, also known as take-the-best (TTB) strategy. Values
in other dimensions are not used for a compensation, thus a negotiator makes
no trade-offs between attributes.

4.4 Negotiation Strategy Selection

In our first approach, the agent adjusts its negotiation strategy according to the
perceived level of the opponent’s cooperativeness. The agent starts neutrally,
requesting the partner’s preferences. If the agent believes the partner is behaving
cooperatively, the agent will react with an cooperative negotiation move. If the
agent experiences the partner as competitive, it will switch to a competitive
mode. Such strategy is observed in human negotiation and coordination games
[15,35] and we call it matching coordination (MC). In interactions, interlocutors
often mirror decision making behaviour of their opponents, in particular, where
a clear division of roles and an asymmetric distribution of interactional power is
observed. To simulate the mirroring decision making, activation of declarative
knowledge within ACT-R’s declarative memory is used and the instance with
the highest matching score Mip is retrieved computed as

Mip = Ai −MP
∑

v,d

(1 − Sim(v, d)) (5)

According to the compensatory decision-making model, in choice situations with
multiple alternatives in multiple dimensions, if for a certain alternative in one
dimensions scores are low and a higher score on another dimension can compen-
sate for it, this alternative will be adopted. In other words, a high score on one
dimension (e.g. medicine) can compensate a lower score on another dimension
(e.g. diet). These are then combined to maximize a utility. For each dimensions,
the overall scores are considered and alternatives with the highest scores are cho-
sen [11]. Since, the goal of our decision-makers not to maximize their own utility
but to achieve an acceptable, ideally Pareto efficient outcome, the negotiator will
try to maximize the shared utility in one or multiple negotiation rounds across
dimensions computed based on utility earned by both partners as a proportion
of maximum utility possible

Ushared =
uagent + utrainee

maxUagent + maxUtrainee
(6)

Unlike the MC agent, the utility-based (UB) agent does not attempt to find
the appropriate instance in the memory based on the similarity of the slots
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to the current context and the instance activation value. Decision will be made
based on the accumulated agent’s utility (uagent) and the estimated shared utility
(Ushared) values.

The agent starts by selecting options with the highest utility values, proce-
dure which is regularly observed in human-human negotiations since it is always
easier to bargain down than to bargain in. If the agent will continue to win
points insisting on his preferences while ignoring the preferences of his partner’s,
after it collects enough points, e.g. it has already reached the amount of the half
maximum score possible in the current scenario, it will switch to cooperative
mode. Playing cooperatively, if the agent starts loosing too much, so that its
utility score becomes lower than the half maximum score possible in the current
scenario, it will switch to the competitive mode to compensate for its previous
losses. We express the decisions to change a negotiation strategy as:

SetStrategy(uagent, Ushared, round) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

cooperative, if uagent <
1
2

∗ round ∗ (maxUagent)

competitive, if uagent ≥ 1
2

∗ round ∗ (maxUagent)

and Ushared ≥ threshold

neutral, otherwise

Threshold for the shared utility value can be set via GUI; by default it set on
0.5, meaning that at least the half of the mutually acceptable agreements have
to be reached.

To simulate repetitive negotiations, e.g. to analyse trainee’s learning
behaviour over time7, we model cross-rounds decision making strategies based
on the negotiation history. Thus, our strategy changing policies account for suc-
cesses and failures of previous rounds taking the current round number into
consideration.

To simulate non-compensatory decision-making, the agent insists on the
options beneficial for it, until an agreement on exactly one option in each dimen-
sion is reached. Here, the ‘exchange’ actions are impossible. The options with
negative scores are eliminated by the agent. This strategy may result in agent’s
position bargaining when it sticks to the preferred options with the hope that
partner concedes, and if not it breaks the negotiation proposing the final offer
playing ‘take-or-leave-it’ strategy. The agent’s behaviour can be described as
follows:

SetStrategy(uagent, Ushared, umin) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

cooperative, if Ushared < threshold and

umin < uagent

competitive, if Ushared ≥ threshold

take-or-leave-it, if uagent = 0

The time (number of moves) until the agent breaks the negotiation is configurable
via GUI, as well as its utilitymin.
7 In real life, doctors and patient often do not meet only once, but share certain

interaction history with each other.
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5 Evaluation

We conducted a set of small-scaled evaluation experiments with ten participants
involved in human-human negotiations and different five participants in human-
agent negotiations. None of the participants was familiar with the topic. The
age of the participants varied from 23 to 32 years old.

In human-human setting, one participant was randomly assigned the role of
a doctor, the other participant the role of a patient. Each participant received
his cover story and instructions, as well as the preference profile for each sce-
nario, as shown in Fig. 2. Participants were not allowed to share their preference
information with each other. They were asked to negotiate an agreement with
the highest possible value according to their preference information. Participants
were allowed to break the negotiation if they feel that it is impossible to reach
an agreement on the provided terms. No further rules on the negotiation process
or time constraints were imposed. The interactions were recorded, transcribed
and analysed. In total, we collected 25 human-human negotiations comprising
about 575 speaking turns.

In human-agent negotiations, each human trainee in the doctor’s role nego-
tiated with the simulated patient (agent) getting instructions similar to ones in
the human-human setting. A trainee negotiated with an agent who uses (1) a
Matched Coordination decision making Strategy (MCS); (2) a Compensatory
decision making Strategy (CS); and (3) a Non-Compensatory decision mak-
ing Strategy (NCS). A human trainee played five rounds with each agent within
five randomly selected scenarios of different complexity. Totally, 75 human-agent
negotiations were collected comprising 2049 turns.

5.1 Results

We compared the agents and human performance on the number of agreements
reached, the ability to achieve Pareto efficient outcomes, maintain a reasonable
level of cooperativeness while avoiding negative deals.

The obtained results are summarized in Table 4. We observed that trainees
spent on average more time negotiating with a human than with a simulated
patient (23 vs 21.1 turns). In human-human setting, actions other than related
to the negotiation task were observed. Along with task-related offers, human
participants performed frequent feedback, turn and time management, discourse
structuring acts concerned with topic switches moving from one issue to another
and decisions to continue, delay, reschedule or terminate the ongoing discussion
and/or whole interaction. Agents, by contrast, were designed to produce actions
concerned with the negotiation task. Humans reached on average a lower number
of agreements when negotiating with agents than negotiating with each other,
78% vs 86.3%. Negotiations with humans as well as with the NCS-agents were
often terminated or threaded to be terminated when partners were not willing
to concede. Participants negotiating with the MCS- and CS-agents reached a
similar number of Pareto efficient agreements (close to 100%). In negotiations
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Table 4. Comparison of human-human and human-agent negotiation performance.

Evaluation criteria Human vs human Human vs

MCS-agent CS-agent NCS-agent

Number of dialogues 25 25 25 25

Mean dialogue duration (in #turns) 23.0 22.4 17.2 23.8

Number of offers/per round 16.0 15.7 10.7 16.4

Agreements (in %) 78.0 95.6 87.0 76.2

Pareto efficient agreement (in %) 82.4 99.9 95.0 76.0

Negative deals (in %) 21.0 47.8 21.7 33.3

Cooperativeness rate (in %) 39.0 65.5 66.0 54.2

with the NCS-agents, about 25% of outcomes were not Pareto efficient. Human
participants showed a higher level of cooperativity when interacting with an
agent, i.e. more than 50% of all actions are annotated as cooperative. We con-
cluded that agents were useful for trainees to understand partner’s attitudes
and abilities, to explore the negotiation space more optimally and to adapt
their behaviour accordingly. A higher number of negative deals was observed for
human-agent pairs, 21% vs 33%, mostly when interacting with the MCS-agents.
Agents with compensatory strategies performed the best showing that they allow
to efficiently explore action-outcome connections - the behaviour which leads to
a limited number of negative deals.

Fig. 3. The impact of scenario complexity on (a) the number of agreements reached;
(b) Pareto efficiency of these outcomes; and (c) the number of negative deals accepted.

We assessed different decision making strategies applied in scenarios of vari-
ous complexity. The scenario complexity has been computed taking the difference
between agent’s and trainee’s preference profiles, i.e. the higher the difference
the more complex the scenario, see also Table 1. The results depicted in Fig. 3
show that negotiations with all agents ended successfully, with a reasonable
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number of Pareto efficient agreements. When scenario was getting too com-
plex, the NCS-agent was performing at least as accurate as the other two. Since
non-compensatory decision-making does not require extensive cognitive efforts
to evaluate attributes and reflect on the partner’s behaviour, it may be applied
rather effectively under ‘unfavourable’ conditions like time pressure, distractions
or physical and psychological exhaustion.

Fig. 4. Negotiation space for (a) a cooperative and (b) a competitive scenario. The
top left panels show the possible negotiation outcomes in terms of the score for the
patient (vertical) and the doctor (horizontal). Blue dots indicate outcomes that are
acceptable to both negotiators, while red dots indicate unacceptable outcomes. Large
dots show the possible outcomes for the patient (purple) and the doctor (yellow), as
well as the final agreement (green). The sequence of offers made during the negotiation
is indicated by connected dots. The panels on the right and the bottom show the same
information from the perspective of the patient and the doctor, respectively. (Color
figure online)

Asymmetries in preferences may not always yield the desired outcomes. This
forces participants’ to explore the negotiation space more thoroughly, apply
sophisticated ToM skills. Figure 4 illustrates examples of negotiation scenarios,
a cooperative and a competitive ones. Our results showed that in cooperative
settings, negotiations tend to resolve more quickly and are more likely to be
Pareto efficient. In competitive settings, on the other hand, negotiations tend
to take more turns, and are more likely to result in an outcome that is not
Pareto efficient. Our general observations showed that with a more cooperative
CS- or MCS-agent, the trainee learns to adapt his behaviour acting more coop-
eratively and gains scores close to his maximum utility. A competitive CS-agent
often challenges the human to compensate for his previous losses, but it is pun-
ished by loosing points. When a competitive human wants to take advantage
of the cooperative MCS-agent, he starts to loose points and is enable to reach
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mutual agreements. In an NCS setting, the agent selects the competitive negoti-
ation strategy more frequently and forces the human to act more competitively
as well.

Our in-depth analysis of the logged interactions revealed that trainees used
different negotiation tactics which resulted in different outcomes. Negotiators
often delayed making complete agreements on the first discussed issue until the
agreement on the next one is secured. They frequently revised their past offers.
The order in which the issues are negotiated, i.e. negotiation agenda, might influ-
ence on the overall outcome. The most common strategy observed was issue-by-
issue bargaining. Various negotiation tactics were concerned with the partners’
alacrity to reveal or hide their preferences. When all preferences are brought
on the negotiation table from the very beginning, agreements that are Pareto
efficient were reached faster.

It has been noticed that not only asymmetries in preferences and participant’s
status may influence the decision making process, but participants of different
gender and personality, and in different emotional state may adopt divergent
strategies under identical conditions. To investigate relationships between par-
ticipant’s intrinsic characteristics and various dependent variables, a larger study
needs to be conducted where personality traits will be assessed and specific emo-
tions induced prior to the experiments.

Concerning the learning progress supported by the interaction with the
agents, a follow up test-restest study with medical professionals and students
will be performed. Our preliminary feedback indicates that most respondents
think that the system presents an interesting form of skills training. The vast
majority of users learned how to complete their tasks successfully in consecutive
rounds.

6 Conclusions and Future Work

In this study, we investigated whether simple cognitive models can produce
plausible simulations of human decision making performance acting as believ-
able agents in human-agent interactive learning setting. Cognitive modelling of
human intelligent behaviour not only enables better understanding of complex
mental tasks, but also allow designing and controlling learning and interactive
situations, scenarios and actors to assess human abilities for joint attention,
social mirroring and cooperative actions - important in shared decision making
process.

To facilitate realistic scenarios to study human social interactive behaviour,
the agents who simulates different types of patients are equipped with different
sets of preferences encoding desires and self-efficacy attitudes, and apply vari-
ous negotiation and decision-making strategies. Human-human and human-agent
negotiations were evaluated in terms of the number of agreements reached and
their Pareto efficiency, the number of the accepted negative deals and the cooper-
ativeness of the negotiators’ actions. The results show that agents can act as cred-
ible opponents to train decision making for improved negotiation performance.
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Agents with compensatory strategies, due to their ability to explore action-
outcome connections systematically using all available information, approximate
rational decisions the best. Agents that match and coordinate their decisions
with their partners show powerful abilities for social mirroring and cooperative
actions, skills that are important for human medical professionals to master.
Simple non-compensatory heuristics are shown to be at least as accurate, and
in complex scenarios even more effective, than more cognitive-intensive strate-
gies. The designed baseline agents are proven to be useful in activation, training
and assessment of doctor’s abilities regarding social and cognitive adaptation for
effective shared decision making.

Past research has indicated that people select strategies adaptively depend-
ing on the situation they face [25]. Our baseline agents, while already showing
convincing human-like decision making behaviour, are rather constrained in their
abilities for adaptation. The strategies were programmed rather than learned. In
the future, we plan to assess the impact of various (pragma-)linguistic and inter-
active strategies on the adaptive decision-making behaviour while accounting for
the interwoven relationship between multimodal language-specific schemes and
emotional, social and cultural determinants. The design of sophisticated models
of human decision-making behaviour have the potential to form the foundation
for a new generation of interactive social systems.
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Abstract. In real world situations an agent may need to switch
between distinct roles and/or groups. This calls for a well-controlled
and computationally-friendly adjustment of relevant beliefs, especially
when groups’ structures and organization evolve dynamically. A need
for adaptability may also emerge from the impossibility of fixing agents’
roles or teams at design time. In such changing circumstances reasoning
about beliefs is a challenging issue.

A concept of belief shadowing, introduced in [8], address these phe-
nomena with a use of AasB operator expressing that A acts as B. That
is, beliefs of AasB are those of B, unless B does not know the doxastic
status of a given belief, in which case the belief of A is binding. This
simple construct turns out to be efficient for shallow and transient forms
of belief change. Yet, while being convenient in situations when an agent
plays a specific role or joins a given group, single shadowing hardly fits
cases of multiple roles and/or multiple groups entered simultaneously
without prioritizing them. As a remedy we introduce multiple shadow-
ing together with a query language, δQL, where roles and groups are
dealt with uniformly.

The multiple shadowing operator appears simple yet flexible for rea-
soning about the associated beliefs, which otherwise are rather com-
plex and onerous to reason about.Importantly, the presented language is
tractable. Possible applications of δQL as a lightweight tool for doxastic
reasoning are pointed out.

Keywords: Doxastic reasoning · Belief change · Group reasoning ·
Rule-based languages · Tractable languages · Paraconsistent reasoning

1 A Modern View on Group Reasoning

The role of group reasoning is invaluable in situated systems where the outcomes
depend on the decisions and behaviour of other autonomous agents and groups.
No matter how the merit of group beliefs is understood, this notion gained a lot of
attention in multi-modal epistemic logics, see [12,13,17,22,31,38] and references
there.
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Among various notions of group reasoning, the strongest one - a common
belief - captures the essence of mutuality between group members: consensus
between them. As common belief permits to draw common conclusions from
commonly believed premises, it enormously helps in building models of oth-
ers. But this comes at an unacceptable price of super-polynomial complexity.
Recently, the need of reducing complexity forced the evolution of group beliefs,
as expressed in [11] with respect to group knowledge but applicable to doxastic
reasoning as well:

“As the role of group knowledge has recently evolved, it may instead be
useful for participants to preserve their individual beliefs, while at the same
time being a member of a larger group structure with group beliefs that gov-
ern the group’s behavior. Instead of “what every fool knows”, group knowledge
would then tend to express synthetic information extracted from the information
delivered by individuals. Thus, more so than in classical epistemic and doxastic
logical approaches, there should be a clear distinction between agents’ individual
informational stances and the groups’ ones. Consensus is not a requirement any-
more, as group members do not necessarily adopt group conclusions. It suffices
that during the group’s lifetime they obey them.”

Table 1. Traditional vs new approach to group reasoning.

Traditional approach The new approach

What every fool knows What a wise person would believe in
Holistic knowledge Synthetic information from individuals or groups, selected

aspects
Consensus Group members not forced to adopt group conclusions:

only required to obey them during the group’s lifetime
Omniscience Incomplete and inconsistent beliefs allowed: information

grabbed from others or resolved non-monotonically
Homogeneity Reasoning adjusted to application domain and

individualized
Reasoning intractable Tractability guaranteed

The new approach to more distributed and focused forms of group beliefs
is summarized in Table 1. To answer the question “what a wise person would
believe in”, agents’ individual beliefs are pulled together to draw classical con-
clusions from the combined information like in distributed beliefs. Moreover, by
adding non-deductive and possibly non-monotonic heuristic rules or methods
of jumping to conclusion, e.g. originating from computational social choice, we
can meaningfully extend the group reasoning capabilities. However, tractability
remains an essential requirement here.

Now, all the intends and purposes lead to a new approach to group reasoning
associated with the very nature of its dynamics, manifesting itself mostly in
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teamwork [12]. In order to maintain autonomy, agents must be equipped with:
(1) mobility between groups/roles; (2) inheritance of the beliefs of others; (3)
easiness of role changing.

Roughly speaking, agents typically move from one group to another while
realizing their everyday activities, reflected in a sequence of goals to be performed
by the dedicated groups. During this activity, agents may preserve a fair part of
their individual beliefs, while adopting (inheriting) the appropriate group beliefs.
This combination of beliefs will drive task accomplishing and problem solving
in consecutive groups. As an agent may play a diversity of roles in these groups,
it should be able to easily switch between them. This ability includes a critical
analysis of consequences of these choices.

The above aspects call for a smooth belief change mechanism, ensuring com-
putational efficiency. Classical, rather complicated, belief revision methods do
not always meet this requirement what is an issue when the changes are tran-
sient. Therefore, to address related problems, we have created δQL rooted in the
field of paraconsistent reasoning [5,6]. It is an extension to the existing query
language 4QLBel+ [8], using the logic derived from [9]. 4QLBel+ is a doxastic
extension of 4QL [28] allowing for a single shadowing operator ‘as’ and for rel-
evant forms of constraints. In the paper we follow a research line on doxastic
reasoning initiated in [9,10] and continued in [7,8,11].

One typically distinguishes groups and roles though both are semantically
modeled as collections: a group is a collection of members, while a role is a col-
lection of responsibilities/behaviors (see, e.g., [34]). Despite these differences, in
δQL groups and roles are modeled uniformly with the use of belief bases and
belief structures [9,10]. It is assumed that the initial belief bases associated with
each agent/group involved in a new group structure may be transformed into
a fused belief base via a dedicated epistemic profile (see Fig. 1). Epistemic profile
is a conceptual, abstract entity that transforms a finite set of belief bases into
a resulting one. For example, an epistemic profile may:

– transform initial “raw” beliefs into mature ones, e.g., as done in non-monotonic
formalisms completing unknown beliefs and/or disambiguating inconsisten-
cies [9,10];

– fuse beliefs of group members to obtain the resultant group beliefs;
– provide beliefs governing the group behavior, abstracting from individual

beliefs.

Both a method of fusing group beliefs as well as of disambiguating inconsistencies
has to be specifically defined in the epistemic profile.

When a group is formed and its belief base is established, the assignment of
authority, positions, roles, responsibilities, etc., can be done via suitable relations
and rules in the group’s epistemic profile.

Figure 1 illustrates a natural group structure and a hierarchy of the
agents/groups involved. The group G is superior to its members Ai/Gi. If
a group member is a group itself then, recursively, it contributes to the hierarchy
with its own structure. That way complex group topologies can be specified in
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G � Γ = EG(Δ1, ..., Δn)
↑

︷ ︸︸ ︷

EG
︷ ︸︸ ︷

↗ · · · ↑ · · · ↖
A1/G1 � Δ1 . . . Ai/Gi � Δi . . . An/Gn � Δn

Fig. 1. Belief bases and epistemic profiles in group formation: Ai/Gi – agents/groups
involved, Δi – their belief bases, G, EG, Γ – the formed group, its epistemic profile and
its belief base.

δQL. However, during reasoning it may occur that some beliefs of the G’s mem-
bers have to be shadowed by G’s beliefs [8]. For this purpose, a belief operator,
Bel[Δ]

(
α
)
, has been introduced in [8], where α is a formula, Δ is a belief base

or a shadowing expression of the form:

Δu asΔv as . . . asΔw. (1)

The intuitive meaning of ‘as’ is:

the beliefs represented by Δu are shadowed by those represented by Δv,
shadowed by . . . , and finally shadowed by Δw.

In the sequel the single shadowing (1) will be extended to its multiple version,
where a collection of belief bases may be shadowed by another collection of belief
bases.

The ‘as’ operator is intended to help agents to easily switch between roles
and teams. Namely, if Δ is a belief base of an agent A, and Γ is a belief base of
a group/role G, then ‘Δ asΓ ’ expresses the belief base of A acting as a member
of the group or playing the role G. That is, beliefs specified by ‘Δ asΓ ’ are those
of Γ , unless a particular belief in Γ is unknown, in which case its doxastic status
is taken from Δ. In other words, beliefs in Δ are shadowed by Γ .

The ‘as’ operator is computationally friendly: query evaluation in 4QLBel+ is
tractable [8]. However, it does not capture situations when an agent is a member
of more than one group or plays a couple of roles simultaneously, without priori-
tizing beliefs. To fill this gap we define and analyze multiple shadowing allowing
to express such phenomena while retaining tractability of query evaluation. For
the sake of clarity, the operator ‘as’ of [8] will further be called single shadowing.

In summary, the original contribution presented here includes an analysis
of the shadowing mechanism and an extension of shadowing towards multiple
shadowing. The paper is structured as follows. Section 2 outlines the applied
understanding of belief bases and provides a formal background. Then, in Sect. 3
we discuss single belief shadowing and extend it to multiple shadowing. We also
recall the 4QLBel+ rule language implementing, among others, doxastic reasoning
with single shadowing, define its extension to δQL with multiple shadowing
and show the tractability of the extended language. In Sect. 4 we outline some



Doxastic Group Reasoning via Multiple Belief Shadowing 275

possible uses of multiple shadowing. Finally, in Sect. 5 we discuss related work
and provide concluding remarks.

2 Belief Bases

2.1 Intuitions and Syntax

In contemporary situated systems one deals with realistic modeling of
informationally-complex environments where data is obtained from sensors, cam-
eras, measurement devices and other equipment. The issues pertaining the qual-
ity and accessibility of information originated from the sources of different char-
acteristics and credibility often result in inconsistency or gaps in knowledge.
Such an imperfect information will be abbreviated by 3i, standing for incomplete
and/or inconsistent information.

In the literature, belief bases are typically understood as finite sets of formulas
in some formal language. Without restrictions such an approach is intractable.
In order to maintain tractability, we follow [9,10], where belief bases are finite
sets of worlds consisting of variable-free (ground) literals. That way disjunction
and negation, typically leading to intractability, are used in a controlled manner.

We will use the classical first-order language, always assuming that domains
are finite and consist of constants.1 Let Const be a fixed finite set of constants
denoting all domain elements, Var be a fixed set of variables and Rel be a fixed
finite set of relation symbols. As standard in rule-base languages, an identifier
starting with a capital letter denotes a variable. Formal definitions of basic syntax
are presented below.

Definition 1 (Literals, 3i-worlds). By a positive literal we understand an
expression of the form r(ē), where r ∈ Rel and ē is a tuple consisting of variables
and/or constants. A negative literal is an expression of the form ¬�, where �
is a positive literal. Literals without variables are called ground. A 3i-world is
a finite set of ground literals. �

Importantly, since a 3i-world allows to represent defective information, it can
be applied to everyday situations abound with data gaps and inconsistencies.

Example 1 (Court Example). Prior to pronouncing judgement, the court exam-
ines case files of a particular lawsuit. It is not unusual that such a documen-
tation involves discrepancies, notably between the witnesses’ statements, and
lacks answers to crucial questions. To illustrate how these imperfections can be
expressed with a 3i-world, w, we consider the following testimonies of witnesses:2

w =
{

capable(tom, murder),¬capable(tom, murder),
¬gun(tom), capable(ben, murder).

}
.

1 Note, however, that the semantics of the language will be non-classical.
2 Of course, the multiplicity of testimonies could be useful in disambiguating potential

inconsistencies. Here, for simplicity, we use sets, but multisets could be represented
by adding integer parameter specifying the number of persons testifying a given fact.
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Here the witnesses disagree whether Tom would be capable of committing the
murder (‘capable(tom, murder)’ is inconsistent in w) and there is no disagree-
ment that Ben would be. Furthermore, while it is known that Tom is not in
possession of a gun, no one knows whether the same holds for Ben (‘gun(ben)’
is unknown in w). �

Definition 2 (First-order Formulas). First-order formulas are defined as the
smallest set F of expressions containing literals and such that whenever α, β ∈ F ,
then also: ¬α, α ∧ β, α ∨ β, α → β,∀X(α(X)),∃X(α(X)) ∈ F . �

Similarly to databases, our belief bases are equipped with constraints, i.e.,
formulas required to be true in all instances of belief bases. They ensure the
integrity of belief bases at arbitrary abstraction levels: from worlds, through
agents’ belief bases up to complex groups’ structures. Constraints are divided
into rigid and flexible ones. Even though both have to be respected by a belief
base, the difference occurs in the context of shadowing: flexible constraints are
suspended by shadowing whereas rigid constrains cannot be violated.

Definition 3 (Belief Bases). By a belief base over a set of constants Const
we understand any pair Δ = 〈W, C〉 consisting of:

– W = {w1, . . . , wk}, where k ≥ 1 and for i = 1, . . . , k, wi is a 3i-world;
– C = CR ∪ CF is a finite set of rigid and flexible constraints (i.e., formulas of

the underlying logic).

If k = 1 then Δ is deterministic otherwise it is indeterministic. �

Example 2 (Example 1 Continued). Consider two additional 3i-worlds represent-
ing testimonies of two witnesses. The first one, Eve, is convinced that Ben is
guilty (giving maximal 3 points in the scale of certainty to this charge), and
believes that Tom cannot be the murderer, being at the same birthday party
when the crime was committed:

{guilty(ben, murder, 3), guilty(tom, murder, 0),
alibi(tom,birthday_party)}.

(2)

The other person, who witnessed a destructive Tom’s jealousy of the victim, is
more inclined to accuse Tom rather than Ben, who has no known motives:

{guilty(ben, murder, 1), guilty(tom, murder, 2),
motive(tom, jealousy)}.

(3)

These two worlds together constitute a belief base Δ representing the two alter-
native scenarios resulting from hearings. Note that the set of Δ’s constraints is
empty. Δ can be augmented with additional information possessed by the court,
for example, of Ben’s DNA being found in the crime scene:

{(2), (3), {evidence(ben, dna)}}.

�
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For reasoning about beliefs the following definition introduces doxastic for-
mulas with the Bel[]

()
operator in its basic form.

Definition 4 (Basic Doxastic Formulas). The set DB of basic doxastic for-
mulas is the smallest set containing literals, satisfying the condition that when-
ever α ∈ DB and Δ is a belief base then Bel[Δ]

(
α
) ∈ DB, and closed under

propositional connectives and quantifiers (like in Definition 2). �

2.2 Semantics of Belief Bases

In Sect. 2.1 we referred to inconsistency and the lack of knowledge. To cover
these cases we will extend the language of classical logic with t (“true”) and f
(“false”), by two additional truth values: i (“inconsistent”) and u (“unknown”).
For simplicity, logical constants f, u, i, t are identified with the corresponding
truth values. The semantics of the logic, introduced in [29], is classical on t and
f. To define the semantics of formulas, let v : Var −→ Const be an assignment
of constants to variables and w be a 3i-world. Then the truth value of a literal �
wrt w, v denoted by �(w, v), is defined by:

�(w, v) def=

⎧
⎪⎪⎨

⎪⎪⎩

t when v(�) ∈ w and ¬v(�) �∈ w;
i when v(�) ∈ w and ¬v(�) ∈ w;
u when v(�) �∈ w and ¬v(�) �∈ w;
f when v(�) �∈ w and ¬v(�) ∈ w,

where v(�) stands for the literal obtained by substituting each variable X occur-
ring in � by the constant v(X).

The semantics of negation is given by:3

¬α(w, v) = t iff α(w, v) = f;
for τ ∈ {u, i} : ¬α(w, v) = τ iff α(w, v) = τ.

(4)

To define the semantics of other connectives and quantifiers, the truth order-
ing, reflecting the “amount of truth contained in a value”, is needed. Technically,
it is the transitive and reflexive closure of:

f < u < i < t. (5)

Then, denoting by max,min the maximum and the minimum wrt ordering (5):

(α ∧ β)(w, v) def= min{α(w, v), β(w, v)}; (6)

(α ∨ β)(w, v) def= max{α(w, v), β(w, v)}; (7)

(α → β)(w, v) def= ¬α(w, v) ∨ β(w, v). (8)

3 For the sake of simplicity ¬¬� is identified with �.
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Since domains of belief bases are finite, the universal (existential) quantifier can
be seen as an abbreviation of a conjunction (disjunction). If {a1, . . . , an} is the
domain and X/ai denotes the substitution of the variable X by ai then:

∀X(α(X))(w, v) def= min
{
α(X/ai)(w, v) | i = 1, . . . , n

}
;

∃x(α(X))(w, v) def= max
{
α(X/ai)(w, v) | i = 1, . . . , n

}
.

(9)

The Bel[Δ]
()

operator fuses information from all its 3i-worlds. Information
ordering, being the reflexive and transitive closure of ordering shown in Fig. 2,
reflects the process of gathering evidences from information sources.4

Evidences both for and against the formula

↗ ↖
Only evidences against the formula Only evidences for the formula

↖ ↗

Neither evidences for, nor against a formula

Fig. 2. Information ordering.

Let Δ = 〈W, C〉. The semantics of Bel[Δ]
()

is given by:5

(
Bel[Δ]

(
α
))
(v)def=

⎧
⎨

⎩

Lub{α(wi, v) | wi ∈ W} assuming
that all formulas of C are true in W;

u otherwise,
(10)

where Lub denotes the least upper bound wrt information ordering.

Example 3 (Example 2 Continued). Assume that the 3i-world (2) is extended
by:

¬ guilty(ben, murder, 1),¬ guilty(ben, murder, 2). (11)

Denote by Δ′ the belief base with two 3i-worlds: (i) the world (2) extended
by (11), and (ii) the world (3). Then, e.g.,

Bel[Δ′]
(
guilty(ben, murder, 3)

)
= t; Bel[Δ′]

(
guilty(ben, murder, 1)

)
= i;

Bel[Δ′]
(
guilty(ben, murder, 0)

)
= u; Bel[Δ′]

(
guilty(ben, murder, 2)

)
= f. �

To finalize the definition of the semantics, let us recall the meaning of arbi-
trary formulas in a belief base.

Definition 5 (Meaning of Formulas in a Belief Base). Let v : Var −→
Const be an assignment of constants to variables and Δ be a belief base. Then the
truth value of a formula α wrt Δ and v is defined by α(Δ, v) def= Bel[Δ]

(
α
)
(v). �

4 Evidence gathering proceeds bottom up: from the lack of information to false or
true, and perhaps finally to inconsistency.

5 The argument w is irrelevant here: Bel[]
()

applies to belief bases rather than to
worlds.
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3 Belief Shadowing

3.1 Extending the Belief Operator

Single shadowing of beliefs is achieved by the use of the operator ‘as’, treated as
a formal expression on belief bases [8]. These expressions are allowed to appear
as the first argument of the Bel[]

()
operator. The idea is that in ‘Δ1 asΔ2’,

– the truth value of Bel[Δ1asΔ2]
(
α
)

is Bel[Δ2]
(
α
)

if the value of α can be
determined in Δ2, otherwise (when Δ2 doesn’t know the value of α), it is the
value of Bel[Δ1]

(
α
)
;

– the constraints of Δ1asΔ2 consist of rigid constraints of Δ1 and both rigid
and flexible constraints of Δ2.6

The following example informally illustrates some uses of single shadowing.

Example 4 (Examples 1, 2 Continued). Let us show how the as operator is able
to express dilemmas preceding the verdict announcement, Assuming that there
is a definite evidence to convict Ben of committing the murder, the judge, Jim,
needs to impose a sentence. Being moved by unprecedented cruelty of the crime,
Jim may be personally convinced that Ben deserves life imprisonment:

Bel[jim]
(
deserves(ben, ‘life_ imprisonment’)

)
= t. (12)

However, as a judge, he has to follow the penal code, which stipulates that
a murderer cannot be punished with more than 25 years of imprisonment:

Bel[jim as judge]
(
deserves(ben, ‘25-years’)

)
= t. (13)

We can also imagine that Jim had been bribed by Ben or his companions. In this
case, Jim may be prompted to impose a relatively milder penalty, so his beliefs
change:

Bel[jim as bribed]
(
deserves(ben, ‘25-years’)

)
= f. (14)

With shadowing one can prioritize roles/groups Jim belongs to wrt the dis-
cussed circumstances of the lawsuit. If Jim gives a priority to his role as a judge,
his belief bases as a judge overshadow his other beliefs:

Bel[jim asbribed as judge]
(
deserves(ben,‘25-years’)

)
= t. (15)

With the same ordering on groups, Jim may believe he should deal with the
bribe, e.g.:

Bel[jim as bribed as judge]
(
find_excuse

)
= t,

Bel[jim as bribed as judge]
(
return_ bribe

)
= u.

(16)

When Jim gives a priority to his ‘bribed’ role, he intends to reduce Ben’s
punishment against the law. Therefore, beliefs of Jim as a bribed judge may
include:

Bel[jim as judge asbribed]
(
deserves(ben,‘25-years’)

)
= f. (17)

6 That way flexible constraints of Δ1 are relaxed.
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Note that the variant in which Jim’s personal inclination to imprison Ben
for life dominates other beliefs can be expressed as well. However, in practice
it should not be possible for Jim to increase the punishment against the penal
code: this limitation needs to be expressed as a rigid constraint, intrinsic for
a judge profession.7

Formulas (12)–(17) apply the shadowing operator to express how Jim’s beliefs
vary with his role. However, without multiple shadowing it is not yet possible to
express his beliefs when he is both bribed and a judge simultaneously, with no
priority given to any of these roles. �

Note that in Example 4, we used the ‘as’ operator to indicate various roles
rather than groups entered by the judge.

In order to extend single to multiple shadowing, we first have to extend the
Bel[]

()
operator to multiple belief bases.

Definition 6 (Extended Belief Operator). Let B be a finite set of belief
bases and α be a formula. By an extended belief operator we mean an expression
Bel[B]

(
α
)
with its meaning defined by:

(
Bel[B]

(
α
))
(v) def= Lub{(Bel[Δ]

(
α
)
)(v) | Δ ∈ B}, (18)

where Lub denotes the least upper bound wrt information ordering. �

Intuitively, when belief bases of an agent/group are shadowed, the rigid con-
straints must be obeyed wrt the shadowed belief bases. To explain the complex
interplay among shadowing, constraints and beliefs, let us consider the next
example.

Example 5 (Example 2 Continued). Assume that rigid constraints of the witness,
say Eve, contain:

∀X
(
guilty(X, murder, 3) → deserves(X,‘25-years’)

)
. (19)

Let Eve’s personal beliefs concerning the case be limited to:

{guilty(ben, murder, 3),deserves(ben,‘25-years’)}. (20)

Then, of course, her rigid constraint (19) is obeyed. Assume further that
a group consisting of Ben’s circle of friends came to the sole conclusion that,
no matter what, he does not deserve the sentence of 25-years long impris-
onment. In such a case, the group’s belief base, ‘bcf’, contains only the fact
¬deserves(ben,‘25-years’). Then it should intuitively hold that (Eve as bcf)’s
rigid constraint (19) should be violated. Namely, when she acts as a Ben’s friend,
her beliefs contain:

– guilty(ben, murder, 3) (being u in ‘bcf’ and t in (20)), and
7 Questions on how to prioritize the groups as well as how to handle inconsistent rigid

constraints are out of the scope of this work.
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– ¬deserves(ben,‘25-years’) (being t in ‘bcf’).

Therefore, using (10), we have that for an arbitrary formula α:

Bel[eve as bcf]
(
α
)
= u, (21)

what looks like a feasible testimonial strategy for Eve as a Ben’s friend. �

We are now ready to define multiple shadowing.

Definition 7 (Multiple Shadowing). Let B1, . . . ,Bn be nonempty sets of
belief bases. Multiple shadowing is an expression of the form:

B1as . . . asBn. (22)

We assume that as is left associative and its semantics is recursively defined by:

Bel[BasB′]
(
α
) def=

{(
Bel[B′]

(
α
))
(v) when this value is in {t, i, f};(

Bel[B′′]
(
α
))
(v) otherwise,

where v : Var → Const is an assignment of constants to variables, and B
′′ is

obtained from B by accepting as constraints the rigid constraints of B and all
constraints of B

′, assuming that all these constraints are evaluated in uncon-
strained (BasB′). �

Definition 8 (Doxastic Formulas). The set D of doxastic formulas is the
smallest set containing literals, satisfying the condition that whenever α ∈ D
and E is a multiple shadowing expression then Bel[E]

(
α
) ∈ D, and closed under

propositional connectives and quantifiers (like in Definition 2). �

Example 6 (Example 4 Continued). In Example 4 it has not been possible to
avoid prioritizing roles. If we do not give priority to roles ‘judge’ and ‘bribed’,
we can express Jim’s role as a bribed judge using multiple shadowing:

Bel[jim as judge, bribed]
(
deserves(ben, ‘25-years’)

)
= i. (23)

The belief (23) combines (13)–(14) using information ordering. �

3.2 The 4QLBel+ Rule Language

The 4QLBel+ language [8], implementing single shadowing, belongs to the 4QL
family of rule languages whose unique features are, among others, the following:

– the presence of truth values t, f, i, u;
– an unrestricted use of negation in conclusions and premises of rules while

retaining intuitive results and tractable query evaluation;
– simple and uniform tools (modules and external literals) allowing for

lightweight versions of non-monotonic reasoning techniques both for heuristic
completing missing information and disambiguation of inconsistencies.
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Though full definitions of the languages are available (4QL in [28], 4QLBel

in [7], and 4QLBel+ in [8]), for clarity we recall most important constructs of
these languages.

The building blocks of 4QLBel+ programs are modules, which contain follow-
ing sections: constraints, domains, relations (it specifies names and signa-
tures of relations used in rules), rules and facts. Though facts can be expressed
by rules, their separation from rules and simplified syntax makes the speci-
fications more readable. It is also useful in formulating complexity results in
Sect. 3.3.

An important feature of belief bases in 4QLBel+ is that domains of their
worlds become their own domains, accessible in their constraints. If a domain
‘dom’ appears in more than one world then corresponding belief base’s domain
is the union of all domains ‘dom’ from belief base’s worlds (assuming the same
types of domain elements).

4QLBel+ rules, specified in modules, have the following form, where
〈Formula〉 is an arbitrary formula of the logic presented in Sect. 2:

〈Literal〉 :– 〈Formula〉 . (24)

A rule of the form (24) is “fired” for its ground instances when the value of
〈Formula〉 contains some truth. As the effect, only 〈Literal〉 (if the value is
t) or both 〈Literal〉 and ¬〈Literal〉 (if the value is i) are added to the set of
conclusions. In the 〈Formula〉 part of rules the operator Bel[E]

(
α
)

is allowed,
where E is a belief base or a single shadowing expression of the form (1), and α
is a formula.

As in the case of 4QL, the semantics of 4QLBel+ modules is given by well-
supported models in the sense of [28]. A 3i-world is well-supported by a 4QLBel+

program when it consists of ground literals (if any) assuming that all literals
it contains are conclusions of a reasoning starting from facts. For each 4QLBel+

program, its well-supported model exists, is uniquely determined, and can be
computed in deterministic polynomial time wrt the size of all domains and num-
ber of modules [8]. Each 4QLBel+ module uniquely specifies its well-supported
model, so it can be identified with a 3i-world. That way:

4QLBel+ modules can be used as a tool for concise and
uniform specification of 3i-worlds. (25)

Taking the principle (25) into account, in the sequel modules can appear wher-
ever 3i-worlds are allowed, in particular as elements of Δ in a belief base
Δ = 〈W, C〉.

3.3 Extending 4QLBel+ to δQL

Extending 4QLBel+ by multiple shadowing is syntactically simple: wherever sin-
gle shadowing can be used, multiple shadowing expressed as in (22) can be used
as well. The extension of the semantics is also relatively straightforward: for
multiple shadowing we use Definition 7. The resulting language is denoted by
δQL.
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Definition 9 (δQL Programs). By a δQL program we understand any
4QLBel+ program, additionally allowing multiple shadowing expressions in belief
operators, as defined in Definition 7. �

We will also make a simplifying assumption that a module is treated as
a belief base, consisting of a single 3i-world obtained as the well-supported model
of the module and constraints listed in the constraints section of the module.

Let Π be a δQL program and n be the number of objects in all domains in
Π. In the following complexity results we refer to data complexity. That is, we
assume that Π is given and only the facts sections of Π modules may vary. This
way n may vary, too, while, e.g, the number of 3i-worlds in Π is constant.

Lemma 1 (Tractability of Queries). Given a δQL program Π, the values
of expressions of the form Bel[E]

(
α
)
in the well-supported model of Π can be

computed in deterministic polynomial time in n. �

The proof of the lemma is rather straightforward when α in Bel[E]
(
α
)

is
a first-order formula. Then α is evaluated in each 3i-world occurring in E and
then fused using information ordering. Since the number of worlds is constant,
the complexity comes from evaluating α in 3i-worlds. Let w be such a 3i-world.
Of course (see, e.g., [2]), the complexity of such an evaluation is deterministic
polynomial in the size of w.8 Since the query is fixed, the case when the Bel[]

()

operator is nested reduces to a constant number of recursive evaluations (the
constant reflects the nesting depth).

Remark 1. Note that first-order queries can be encoded in standard non-
recursive Sql, so query evaluation can indeed be efficiently implemented. �

In order to query a δQL program, one has to compute its well-supported
model. An extension of the method provided for 4QL [28] provides a tractable
machinery for such computations. Therefore, the following theorem addressing
data complexity of δQL is a consequence of Lemma 1.

Theorem 1 (Tractability of δQL). Computing queries to any δQL program
Π is deterministic polynomial in the number of objects in all domains of Π. �

4 Some Other Use-Cases

There is a broad spectrum of possible applications of multiple belief shadowing
dealing with various aspects of doxastic reasoning. To briefly outline some of
them we will assume that Δ and Γ , possibly with indices, are belief bases of
agents A and roles/groups G, respectively.

8 The time is logarithmic on a polynomially bounded number of processors running
in parallel.
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Conflict Recognition and Resolution. An immediate application of multiple
shadowing is conflict recognition. For example,

– a difference on the truth values of beliefs Bel[ΔasΓ1]
(
α
)

and Bel[ΔasΓ2]
(
α
)

demonstrates a conflict among A’s roles or groups G1 and G2 on a belief α;
– a difference on the truth values of beliefs Bel[Δ]

(
α
)

and Bel[ΔasΓ ]
(
α
)

demonstrates a conflict among A’s belief α before and after joining the group
G;

– when Bel[ΔasΓ ](t) results in u then an A’s internal conflict manifesting itself
in rigid constraints violation, is caused by entering the group G.

This indicates that a systematic approach to conflict recognition can be pro-
vided using multiple shadowing. Even though conflicts cannot be avoided in
general, they may be sometimes resolved by changing hierarchy/priorities of
groups/roles.

Hypothetical Reasoning. With the ‘as’ operator, it is possible to ask “what-
if” questions, like the following ones:

– Bel[Δ asΓ1, . . . , Γr]
(
α
)
: what would be the belief of A expressed by α, when

A becomes a member of given groups/takes given roles G1, . . . , Gr?
– Bel[Δ asΓ ′]

(
α
)
: what would be the belief of A acting as G, expressed by α,

when agents A1, . . . , As joined/left the group? Here Γ ′ is obtained from Γ by
adding/removing agents A1, . . . , As to/from G.9

These questions are essential in different configurations. For instance, when
asking whether the change of group structure is meaningful in a given situation
and whether this potential difference is substantial.

Preference/Priorities Mining. Assume that an agent can freely join
groups/take roles to maximize its utility, but it is not willing to reveal its prior-
ities. With representative data sample concerning agent’s behavior one can:

1. compute Bel[E]
(
α
)

for typical (in a given context) shadowing expressions E
and suitably selected formulas α;

2. compare the results with the actual agent’s behavior and approximate relative
frequencies of choices the agent made.

This way some indications pertaining agents’ actual priorities to join a group or
to accept a specific role may be provided.

9 This calls for computing Γ ′ using the epistemic profile of G with the new set of
agents, using their belief bases Δ1, . . . , Δs.
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Access Control Under Defective Information. In some aspects our app-
roach is close in spirit to that of [1] where access control in distributed systems
has been investigated using classical truth values only. On the other hand, an
explicit presence of inconsistency and ignorance allows one also to address phe-
nomena related to the non-classical truth values. Even though both frameworks
deal with roles, there are meaningful differences in their understanding and for-
malization. Using δQL one can also:

– properly react on inconsistent or unknown results returned by disagreeing or
defective servers; here non-monotonic rules formalizing access policies may be
needed;

– ask queries about the access rights of ad hoc formed groups embedded in
arbitrary shadowing contexts.

Moreover, our framework guarantees tractability what in [1] is achieved by rather
serious restrictions imposed on the general formalisms.

5 Related Work and Conclusions

Beliefs and their modifications have been intensively investigated in many con-
texts. Starting with definitions of different kinds of beliefs [12,13,17,22,31,38],
sophisticated structures like belief sets and belief bases have been defined as
a semantical reasoning foundations [18,19,35]. Our approach builds on paracon-
sistent and paracomplete belief bases understood as in [7–10]. We extended them
with multiple shadowing, creating a convenient reasoning engine with constraints
serving as built-in safety tools.

Belief dynamics, reflecting changes in the environment, has been studied in
a variety of contexts, including belief update and revision [16,20,21,25–27,30,
32]. Among others, the well known AGM [3] model was developed as a theoretical
framework for adequate belief revision. A significant amount of AGM variants
have been proposed [4,14,15], including paraconsistent ones [33,36,37].

An alternative framework, belief merging, is addressed in many sources (for
an overview see [24]). The authors study merging several belief bases in the
presence of integrity constraints while preventing potential inconsistencies. δQL
is more flexible: both input belief bases and the resulting ones can be inconsistent.
Also, the complexity of belief merging is typically high (see [23]) while δQL
guarantees tractability.

Belief shadowing, combined with epistemic profiles [9,10] creates a unique,
computationally friendly formal framework for modeling belief dynamics and
evolution. In particular, rather than considering updates/revisions potentially
affecting belief bases’ as a whole, one can provide more focused solutions. On
the one hand, a group belief base may be small, containing beliefs relevant to the
group goal solely. On the other hand, it may represent a large body of beliefs,
e.g., pertaining to a given role. Then, agents may inherit only relevant beliefs
while shadowing the others.
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Importantly, the presented multiple shadowing remains a lightweight mech-
anism:

– the ‘as’ operator itself does not invoke any computations: notably, it doesn’t
rely on any preprocessing nor modifications of agents’, groups’ or roles’ belief
bases;

– the computational cost appears only with query evaluation, which is tractable.

An algebra and logical calculus of principals and roles in the context of access
control are presented in [1]. Among others, the authors consider expressions
of the form AasR where A is a principal and R is a role. Principals may be
atomic or defined by means of expressions. Besides our focus on beliefs, there are,
however, many substantial differences between [1] and our approach, including
the following ones:

– the framework of [1] is focused on access control and trust while we focus on
more general beliefs which may concern security but are more dedicated to
groups and the dynamics of their beliefs;

– the approach of [1] is two-valued while our framework allows us to address
paraconsistent and paracomplete reasoning including non-monotonic ones;

– while [1] approach is computationally hard and making it tractable requires
restrictions (e.g., by differentiating roles from other principals and restricting
their use), our framework is tractable.

This paper pertains methodology and design choices related to the underlying
paraconsistent four-valued logic, the understanding of belief bases and belief
operators and the shadowing machinery. We have shown complexity results as
an evidence of computational feasibility of the approach. Other properties, logical
and metalogical, are left for further research. We also plan to extend the existing
implementation of single shadowing to cover its multiple version, too.

From among may possible applications of multiple shadowing, especially
those dealing with group dynamics are essential in MAS. Importantly, mod-
eling group structures evolving over time is rather complex. We substantially
reduce this complexity by creating a lightweight mechanism that allows one to
operate on both individual and group beliefs, for example shadowing some of
them while simultaneously keeping and access to the original beliefs. We have
verified this process on a vast case study which will be a subject of an extended
version of this paper.
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Abstract. We introduce two notions of conditionals, forward conditional for
deductive implication and backward conditional for abductive implication. The
former is in regard to Lewis [16]’s conditional, while the latter is treated as a
binary window modality. We introduce logics of forward and backward condi-
tionals, interpreted over a point-set semantics (with explicit likelihood) from the
logic of subset spaces. These conditionals and their logics have applications in
the studies of conditional norms.
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1 Introduction

Multi-agent systems essentially involve situations where an agent observes the state of
the system and decides to act, bringing about change in the system state [26]. Design
of agents involves careful decisions on how agents may act in any given situation, as
well as describing situations in which agents must act in specific ways. An example of
the latter is a security leak: when an agent A receives from another agent B an item that
was supposed to have been secret to B, this must be reported; in some cases, A must
abort the program. Actions of the former kind are broader: A may be given the task of
selling an item within a price range, without being told which of the several possibly
contradictory ways of doing so.

Mundane as such considerations may seem, the underlying reasoning involves
conundrums arising from deeper philosophical reflection on norms, obligations and
permissions. The extensive literature on deontic logics [9] studies many such situa-
tions. A central issue in such studies is the logical relationship between the must and
the may, when both are conditional [19]. This paper contributes to such logical studies
of conditional norms by offering a topological semantics using subset spaces, which
gives us a pleasing duality [1,6]: conditional obligations flow in the forward direction,
and conditional permissions flow in the backward direction, and these can be treated in
a uniform semantic framework.

There are many unconditional social norms: Thou shalt not kill, but even
these need to be often qualified; for instance, soldiers are exempted in some situations.
On the other hand, personal norms are typically conditional. When you see someone
c© Springer Nature Switzerland AG 2019
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writhing in pain, it is perhaps obligatory for you to offer help. But if that person is
accompanied, you are permitted to assume that the accompanying person would do
whatever is necessary. If you are a doctor, you should perhaps rush to offer help any-
way. In general, given that ϕ holds, it is obligatory to ensure ψ. This is a conditional,
and often studied in deontic logic as a modality [8,19].

Personal norms involve permissions as well, and again these are typically condi-
tional: you are permitted to do many things in “good faith”. That is, your action is
rationalizable by showing it to be based on certain assumptions about the ideal state of
the world. For instance, in the example above, the presence of an accompanying person
A permits you to walk away, justified by your assumption that A would provide the
required care. Note that this is only an assumption that may not actually hold; A might
be someone who happened to be near, incapable of providing assistance, but yet, the
assumption is justified in an ideal situation as perceived by you.

Such considerations lead us to a logic admitting two kinds of conditionals: a forward
conditional that models what can be concluded given an assumption, and a backward
conditional that models what conclusion can be traced back to an assumption. The
former is related to the Lewis-Stalnaker conditional [2], and the latter is related to the
‘window operator’ used in modelling abductive reasoning [7] as logical inference.

In this paper, we model these two kinds of conditionals by using subset spaces
[5,18]. The actual state of the world is not known to the agent in its entirety, but comes
with observations available to the agent, which are modelled as neighbourhoods. These
neighbourhoods represent the uncertainty of the agent about the actual world. Subset
spaces represent the intuition that these observations may be “extended” by the agent to
imagine an “ideal counterpart” and infer accordingly. In general, at any neighbourhood,
an open subset corresponds to a situation which the agent knows better, or considers
subject to more stringent norms. Conversely, an open superset corresponds to a situation
with greater uncertainty, admitting more possibilities. This is analogous to subset spaces
in topologic wherein open subsets correspond to greater knowledge obtained by greater
effort [5,24]. The resulting logic gives us a uniform treatment of conditional norms
while avoiding some of the classical conundrums arising from treating obligations and
permissions as modal converse to each other.

In what follows, we present a propositional logic with the forward and backward
conditionals. It shares many features of [16] that distinguish the forward conditional
from classical implication, but is also distinct: a key axiom of Lewis’s logic is invalid
here. We show interesting properties that connect the two conditionals, and show how
obligations and permissions are modelled in this logical framework.

Thus, the contribution of this paper is mainly conceptual: it attempts to isolate the
minimal logical core of such forward and abductive backward reasoning by way of
topological semantics. It is minimal in the sense of avoiding explicit reference to prefer-
ences, priorities etc, and the model has no elements other than simple subset structures.
The logic is also minimal in the sense of avoiding modal quantification over neighbour-
hoods or across neighbourhoods.

The structure of the paper is as follows: we present the logic, and a set of examples
illustrating the semantics. We present logical properties of the conditionals (like failure
of monotonicity) that demonstrate their suitability for deontic reasoning, and place this
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proposal in relation to other work. We present some preliminary applications to rea-
soning about norms, permissions and obligations. The paper ends with a discussion on
technical questions arising from the logic.

2 Logic of Forward and Backward Conditionals

In this section we study the logic of forward and backward conditionals, which is suit-
able for reasoning about deductive and/or abductive implications. We intend to study a
minimal logic in this direction, and a unique agent is assumed in this paper. The logic
can be extended to a setting with multiple agents, but that will distract us from the main
issues involving conditionals, so we focus on the one agent setting here.

We assume a set P of atomic propositions.

Definition 1 (Language). The language L has the following grammar rule:

ϕ ::= p | � | ⊥ | ¬ϕ | (ϕ→ ϕ) | (ϕ� ϕ) | (ϕ� ϕ)
where p ∈ P is an atomic proposition, and � and ⊥ are the constants for truth and
falsity, respectively. Boolean operators such as conjunction (denoted ∧), disjunction
(denoted ∨) and equivalence (denoted↔) are defined as usual.

Binary modalities � and � are used to characterize forward and backward condi-
tionals respectively. We read (ϕ � ψ) as “every ideal ϕ-assumption gives a certain
ψ-conclusion,” and (ϕ � ψ) as “every certain ψ-conclusion can be traced back to an
ideal ϕ.” Moreover, the forward conditional can be understood as a causal implication,
in the sense that it addresses from the cause to the effect. In contrast, the backward
conditional works as a justification for the implication, that is, tracing back to the cause
from the effect.

Definition 2 (Subset Models). A subset model (or model for short) is a tuple M =
(W,O ,V) such that:

– W is a non-empty set of worlds;
– O ⊆ ℘(W) is a set of subsets of W, called open sets or simply opens;
– V : P→ 2W is a valuation that maps every atomic proposition to a set of worlds.

The pair (W,O) in a subset model is called a subset space.1

For a given world w ∈ W, we define Ow to be the set of (open) neighborhoods of w,
i.e., Ow = {O ∈ O | w ∈ O}. An open subset of a given set X of worlds is an open which
is also a subset of X. The set of all open subsets of X is denoted sub(X).

1 Subset space is a more general concept than topological space, in the sense that O can be any
set of subsets of W in a subset space (W,O), while as a topological space, O must in addition
satisfy several closure conditions. Therefore, all topological spaces are subset spaces, but not
vice versa. Further note that the opens in a subset space may also lack the closure conditions.
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Definition 3 (Satisfaction). The satisfaction relation |= is recursively defined as fol-
lows. For any model M = (W,O ,V), any world w ∈ W and any of its open neighbor-
hoods O ∈ Ow:

M,w,O |= p ⇐⇒ w ∈ V(p)
M,w,O |= � always
M,w,O |= ⊥ never
M,w,O |= ¬ϕ ⇐⇒ M,w,O |= ϕ
M,w,O |= ϕ→ ψ ⇐⇒ if M,w,O |= ϕ then M,w,O |= ψ
M,w,O |= ϕ� ψ ⇐⇒ for all O′ ∈ Ow, if �ϕ�O′ ∈ sub(O) then M,w,O′ |= ψ
M,w,O |= ϕ� ψ ⇐⇒ for all O′ ∈ Ow, if M,w,O′ |= ψ then �ϕ�O′ ∈ sub(O)

where �ϕ�O′ = {w′ ∈ O′ | M,w′,O′ |= ϕ}. We say that a formula is valid, if it is satisfied
at a certain point set in a model, or otherwise invalid.

It is not hard to see that the backward conditional has the flavor of the window operator,
which can be traced back to [3,12,15].

We first test some trivial conditionals, with its antecedent or consequent a truth or
falsity. This gives us the following observations.

Proposition 1. For any model M = (W,O ,V), any w ∈ W and O ∈ Ow, for any formu-
las ϕ, ψ and χ, the following hold:

1. M,w,O |= �� ϕ ⇐⇒ for all O′ ∈ Ow, if O′ ⊆ O then M,w,O′ |= ϕ
2. M,w,O |= ⊥� ϕ ⇐⇒ for all O′ ∈ Ow, if ∅ ∈ O then M,w,O′ |= ϕ
3. ϕ� � is valid
4. M,w,O |= ϕ� ⊥ ⇐⇒ for all O′ ∈ Ow, �ϕ�O′ � sub(O)
5. M,w,O |= ϕ� � ⇐⇒ for all O′ ∈ Ow, �ϕ�O′ ∈ sub(O)
6. ϕ� ⊥ is valid
7. M,w,O |= �� ϕ ⇐⇒ for all O′ ∈ Ow, if M,w,O′ |= ϕ then O′ ⊆ O
8. M,w,O |= ⊥� ϕ ⇐⇒ for all O′ ∈ Ow, if M,w,O′ |= ϕ then ∅ ∈ O
Some of the above give natural sentences which can be of use in different contexts.

For convenience we introduce some modal abbreviations:

�ϕ := �� ϕ
�ϕ := ϕ� �
�ϕ := ϕ� ⊥

We repeat the truth conditions of modalities �, � and �, which are presented as
follows:

M,w,O |= �ϕ ⇐⇒ for all O′ ∈ Ow, ifO′ ⊆ O then M,w,O′ |= ϕ
M,w,O |= �ϕ ⇐⇒ for all O′ ∈ Ow, �ϕ�O′ ∈ sub(O)
M,w,O |= �ϕ ⇐⇒ for all O′ ∈ Ow, �ϕ�O′ � sub(O).

The operator � is the standard box operator used in the logic of subset spaces [5,18],
which is interpreted as a refinement to the current neighborhood. In our logic, a formula
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�ϕ reads as “ϕ is true in all ideal counterparts.” The formula �ϕ states that the current
situation is ideal regarding to ϕ, and the �ϕ says the opposite.

Conditionals interact with boolean operators to a certain extent. We list some of
these properties in the following proposition, together with some standard validity-
preserving rules. Their proofs are routine applications of definitions and first-order rea-
soning, and are therefore omitted.

Proposition 2. For all formulas ϕ, ψ and χ, the following hold:

1. (ϕ� (ψ→ χ))→ ((ϕ� ψ)→ (ϕ� χ)) is valid;
2. (ϕ� (ψ→ χ))→ ((ϕ� χ)→ (ϕ� ψ)) is valid;
3. (ϕ� (ψ ∧ χ))↔ ((ϕ� ψ) ∧ (ϕ� χ)) is valid;
4. (ϕ� (ψ ∧ χ))↔ ((ϕ� ψ) ∨ (ϕ� χ)) is valid;
5. (ϕ� (ψ ∨ χ))↔ ((ϕ� ψ) ∨ (ϕ� χ)) is valid;
6. (ϕ� (ψ ∨ χ))↔ ((ϕ� ψ) ∧ (ϕ� χ)) is valid;
7. if ϕ is valid, then ψ� ϕ is valid;
8. if ¬ϕ is valid, then ψ� ϕ is valid;
9. if ϕ↔ ϕ′ is valid, then (ϕ� ψ)↔ (ϕ′ � ψ) is valid;

10. if ϕ↔ ϕ′ is valid, then (ϕ� ψ)↔ (ϕ′ � ψ) is valid.

More interesting might be the properties of the forward conditional by itself, back-
ward conditional by itself, and interactions between them. Some of these properties
have already been presented in the previous proposition. We focus on several more in
the following.

In our logic we interpret an open set as the ideal worlds observed by an agent. This
gives a good reason for not allowing the empty set to be an open. We call a subset
space (W,O) with ∅ � O a satisfactory space. A subset model based on a satisfactory
space, i.e., a model (W,O ,V) such that (W,O) is a satisfactory space, is called a sat-
isfactory model. We get a different logic if we interpret the formulas over the class of
satisfactory models. It is easy to verify that ⊥ � ϕ becomes valid in the new logic (cf.
Proposition 1(2)), and ⊥ � ϕ will mean that ϕ is false at the factual world in all of its
neighborhoods (cf. Proposition 1(8)).

Proposition 3. For any formulas ϕ, ψ, for any propositional formula α, the following
hold:

1. (ϕ� ψ)→ (ψ� ϕ) is not valid;
2. ϕ� ϕ is not valid, nor is α� α valid;
3. α→ (ϕ� α) is valid;
4. ¬α→ (ϕ� α) is valid;
5. ϕ� ϕ is not valid, nor is α� α valid.

Proof. We leave some of the proofs to a technical appendix.

Some of these properties suggest that there are interesting subclasses of subset space
models where formulas such as ϕ� ϕ are valid.
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3 Examples of Truth Verification

In this section we illustrate how we can check the truth of formulas in some given subset
models. We focus on the non-monotonicity and non-transitivity of the conditionals. This
section is a technical exposition, we leave discussions of the intuition to the next section.

Let us start with a model M = (W,O ,V) such that:

– W = {a, b, c, d, e}
– O = {O1,O2,O3,O4,O5,O6} with
• O1 = {a, b, c, d}
• O2 = {c, d, e}
• O3 = {a, b, d}
• O4 = {b}
• O5 = {c, e}
• O6 = W = {a, b, c, d, e}

– V is such that V(p) = {a, b, c, e}, V(q) = {c, d} and V(r) = {b}.

Failure of Forward Monotonicity. We first verify that M, a,O1 |= p � q. By definition
the set of neighborhoods of a is Oa = {O1,O3,O6}. The truth sets of p over each of the
open neighborhoods are respectively:

�p�O1
= {w ∈ O1 | M,w,O1 |= p} = V(p) ∩ O1 = {a, b, c}

�p�O3
= {w ∈ O3 | M,w,O3 |= p} = V(p) ∩ O3 = {a, b}

�p�O6
= {w ∈ O6 | M,w,O6 |= p} = V(p) ∩ O6 = {a, b, c, e}

None of the truth sets of p over the neighborhood of a are open subsets of O1 (for none
of them is an open set). Therefore M, a,O1 |= p � q holds for the precondition cannot
be met.

Now consider the truth sets of p ∧ r over the neighborhoods of a:

�p ∧ r�O1
= {w ∈ O1 | M,w,O1 |= p ∧ r} = V(p) ∩ V(r) ∩ O1 = {b}

�p ∧ r�O3
= {w ∈ O3 | M,w,O3 |= p ∧ r} = V(p) ∩ V(r) ∩ O3 = {b}

�p ∧ r�O6
= {w ∈ O6 | M,w,O6 |= p ∧ r} = V(p) ∩ V(r) ∩ O6 = {b}

These truth sets of p ∧ r, being the same, is indeed an open subset of O, namely O4. If
we evaluate the truth of the formula (p ∧ r)� q, we find that for all O′ ∈ sub(O1) such
that �p ∧ r�O′ ∈ sub(O) – namely O1, O3 and O6 – we have M, a,O′ |= q. To observe
that M, a,O′ |= q, it might be good to see that the truth of q is given by the valuation V
which relies only on the factual world a. Since a � V(q), M, a,O′ |= q. That is to say,
M, a,O1 |= (p ∧ r)� q.

This gives us a wanted result: there is a countermodel for the formula (p � q) →
((p ∧ r)� q), by making the antecedent true and the consequent false. This formula is
a special case of (ϕ � ψ) → ((ϕ ∧ χ) � ψ), which says that “whenever ψ is true in all
ideal ϕ worlds, ψ is also true in all ideal ϕ ∧ χ worlds”, which characterizes a principle
of monotonicity for the forward conditional. Invalidity of this formula, as in our logic,
shows an example of non-monotonicity of the forward conditional.
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Failure of Forward Transitivity. This time we show that (p� q) ∧ (q� r)→ (p� r)
is also not valid. We consider M, c,O1 instead. The set of neighborhoods of c is Oc =

{O1,O2,O5,O6}. The truth sets of p over these are:
�p�O1

= {w ∈ O1 | M,w,O1 |= p} = V(p) ∩ O1 = {a, b, c}
�p�O2

= {w ∈ O2 | M,w,O2 |= p} = V(p) ∩ O2 = {c, e}
�p�O5

= {w ∈ O5 | M,w,O5 |= p} = V(p) ∩ O5 = {c, e}
�p�O6

= {w ∈ O6 | M,w,O6 |= p} = V(p) ∩ O6 = {a, b, c, e}
Since �p�O2

and �p�O5
are both open subsets of O1, to see whether p � q is true, we

need to very whether M, c,O2 |= q and M, c,O5 |= q both hold. They are, for c ∈ V(q).
Thus, M, c,O1 |= p� q.

How about M, a,O1 |= q � r? Again, since the neighborhoods of c are O1,O2,O5

and O6, we consider the truth sets of q over them:

�q�O1
= {w ∈ O1 | M,w,O1 |= q} = V(q) ∩ O1 = {c, d}

�q�O2
= {w ∈ O2 | M,w,O2 |= q} = V(q) ∩ O2 = {c, d}

�q�O5
= {w ∈ O5 | M,w,O5 |= q} = V(q) ∩ O5 = {c}

�q�O6
= {w ∈ O6 | M,w,O6 |= q} = V(q) ∩ O6 = {c, d}

None of these truth sets of q are open sets, and so M, c,O1 |= q � r holds for very
much the same reason as we showed M, a,O1 |= p� q.

Finally, we check whether p� r is satisfied in M, a,O1. By similar argument, only
�p�O2

and �p�O2
are open subsets of O1, and all we need to do is to verify whether

M, c,O2 |= r and M, c,O5 |= r both hold. This is not the case, for c � V(r). Thus,
M, c,O1 |= p� r.

We conclude that the transitivity of forward conditional is invalid, for M, c,O1 |=
(p � q) ∧ (q � r) → (p � r). As we will explain in Sect. 4.2, transitivity is not a
property we want for talking about norms.

Failure of Backward Monotonicity. We want to verify that (r � p)→ ((r ∧ q)� p) is
not valid. We consider M, c,O1.

First we show that M, a,O1 |= r � p. Again, the neighborhoods of a are O1,O3,
and O6, and p is true at a in all these neighborhoods. The truth set of r over these
neighborhoods are listed below:

�r�O1
= {w ∈ O1 | M,w,O1 |= r} = V(r) ∩ O1 = {b}

�r�O3
= {w ∈ O3 | M,w,O3 |= r} = V(r) ∩ O3 = {b}

�r�O6
= {w ∈ O6 | M,w,O6 |= r} = V(r) ∩ O6 = {b}

All these are an open subset of O1, i.e., O4, which gives us the wanted result.
How about (r ∧ q) � p? It is not hard to see that r ∧ q is true in no world, so

the truth set of r ∧ q is the emptyset which is not an open subset of O1. It follows that
M, a,O1 |= (r ∧ q)� p.

Therefore, (r � p) → ((r ∧ q) � p), and a more general version of it, (ϕ �
ψ) → ((ϕ ∧ χ) � ψ), is not valid. This reveals the non-monotonicity of the backward
conditional.
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Failure of Backward Transitivity. We show that (q � r) ∧ (r � p) → (q � p) is
not valid. We consider M, a,O1. Note that the set of neighborhoods of a is {O1,O3,O6}
which has been discussed a few times above.

We first argue that M, a,O1 |= q � r. This is because b � V(r) and the premise of
the interpretation is not met.

Now M, a,O1 |= r � p as well, for the truth sets of r over O1,O3 are O6 are all
open subsets of O1, as we verified above.

Finally we show that M, a,O1 |= q� p. Clearly p is true which meets the premise.
But now the truth sets of q over the neighborhoods are:

�q�O1
= {w ∈ O1 | M,w,O1 |= q} = V(q) ∩ O1 = {c, d}

�q�O3
= {w ∈ O3 | M,w,O3 |= q} = V(q) ∩ O3 = {d}

�q�O6
= {w ∈ O6 | M,w,O6 |= q} = V(q) ∩ O6 = {c, d}

None of them are open subsets of O1, which gives us the results.
That is to say, (ϕ � ψ) ∧ (ψ � χ) → (ϕ � χ), which characterizes the transitivity

of the backward conditional, is not a valid formula. We shall discuss these in the next
section.

4 Discussion on the Semantics

We have introduced a logic based on a subset space semantics, which has its root in
the logic of subset spaces [5,18]. While this semantics is also related to neighborhood
semantics [4] (just as hinted by the names of the concepts of open set, neighbourhood,
etc.) they have their technical pros and cons. In particular, subset space semantics has
its advantage in jumping over open sets – especially useful when the open sets are used
for fundamental notions in applications. Here we explain some of the properties of the
logic and its relationship to the literature, from a semantical perspective, starting from
the work on conditionals using a solution based on neighborhood semantics.

4.1 Interpreting the Conditionals

Conditionals have been studied extensively, at least originating from Ramsey in 1929
[20]. Consider the Ramsey example: “I will not eat cake, as it will upset my stomach.”
We cannot model this as the implication “If I eat cake, I will fall sick,” as we cannot
contradict it by making me eat and then showing I am not sick. Such assertions are
modelled explicitly as conditionals. When we reason about what an agent ought to do,
these considerations lead us to ontic conditionals, and counterfactuals: “Had I eaten
cake, I might have fallen sick.” This involves consideration of likely causes and likely
effects.

Lewis provided a neighbourhood semantics to model the notion of likelihood. Like-
lihood is interpreted by spheres in Lewis’ work [16, p. 14]:

“Any particular sphere around a world i is to contain just those worlds that resem-
ble i to at least a certain degree. This degree is different for different spheres
around i. The smaller the sphere, the more similar to i must a world be to fall
within it.”
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In Lewis’ proposal, each most likely sphere is explicitly given as a neighbourhood in
the model. We follow this idea, but subset spaces achieve the same purpose implicitly.

The forward conditional ϕ � ψ is to be interpreted as: “in the ideal situation ϕ
conceived of by the agent, we can conclude ψ.” We use forward conditionals to express
sentences like “On sunny days during winter, my landlord does not stay at home” and
“Before my landlord goes out, he turns off the heater in the house.” A forward condi-
tional indicates what is concluded from a certain amount of evidence.

The backward conditional ϕ � ψ is used to capture abductive reasoning as a justi-
fication arising from an implication. ϕ � ψ is intended to mean that ψ as a conclusion
can be traced back to the ideality assumption ϕ. This backward conditional can be used
to express, for instance: “Two friends who got into a row and have just been seen jog-
ging together have made up,” or a normative sentence like: “A student driver may drive
on the highway when accompanied by a driving instructor.” Notice that these sentences
do not provide a description of deductive reasoning. From the observations that two
friends got into a row and that they have been seen jogging together, it is not necessary
to infer the conclusion that they have made up. Rather, the conclusion is sufficient as
one of the best available explanations for the given observations. In other words, these
ideal hypotheses can be safely assumed.

Although the key core of abduction is still controversial, such sufficiency of best
explanation is a widely accepted principle [7] even in legal reasoning [23]. It is essen-
tial to note that under this principle, the forward conditionals are distinct from the back-
ward conditionals. My landlord’s going out during winter is by no means sufficient as
a best explanation for good weather. Nor does turning off the heater in any way explain
his going out. In contrast, that the two friends made up offers a best explanation for
why they had been seen jogging together, despite their having had a row. In the norma-
tive context, according to the traffic regulation, a case that a student driver operates a
motor vehicle on the highway is sufficient to infer her being accompanied by a driving
instructor, because it is an ideal instantiation of such accompanying. Such a principle
of sufficiency does help the tracing back of assumptions from what is concluded. This
is the principle embodied in our semantics of conditionals using subset spaces.

4.2 Properties

Forward Conditional. We follow Lewis [16] in distinguishing material implication
and the (forward) conditional, by listing certain classical properties of implication that
fail for the conditional.

Failure of Monotonicity. (ϕ � ψ) → ((ϕ ∧ χ) � ψ) is not valid. This is because
the conjunction ϕ ∧ χ might correspond to an idealization (open subset) whereas ϕ
might not. In this case the former conditional might hold trivially, whereas the stronger
assumption might invalidate ψ. A detailed countermodel has been given in Sect. 3. This
is a natural property we would like to have. Consider the sentences:

1. If you see food on the table in the common room then you eat it.
2. If you see food on the table in the common room meant for conference in the next

room then you eat it.

The truth of the first does not necessarily imply that of the second.
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Failure of Transitivity. ((ϕ� ψ) ∧ (ψ� χ))→ (ϕ� χ) is not valid. The invalidity of
this property is also shown in Sect. 3. Consider the following sentences for the intuition
behind it:

1. If you attend a conference, you look for free food in the common room.
2. If you see food on the table in the common room then you eat it.
3. If you attend a conference, you get to eat free food.

Failure of Contraposition. (ϕ � ψ) → (¬ψ � ¬ϕ) is not valid, for there are models
making ϕ � ψ true, but ¬ψ � ¬ϕ false. One of the main technical details here is that
¬ϕ being false does not necessarily disallow the truth set of ϕ being an open subset
(even the truth set for ⊥, which is the empty set, can be an open). An intuitive case can
be the following.

1. If you see food on the table in the common room then you eat it.
2. If you do not eat the food on the table in the common room, it is because you have

not seen it.

Failure of Inconsistency. (ϕ � ψ) ∧ (ϕ � ¬ψ) is not valid, for there could simply be
no ideal ϕ worlds conceived by the agent. An intuitive example can be:

1. If you see food on the table in the common room then you can eat it.
2. If you see food on the table in the common room then you should not eat it.

Failure of Excluded Middle. (ϕ � ψ) ∨ (ϕ � ¬ψ) is not valid, for a similar reason for
the failure of inconsistency. An example for the appropriateness of this property is as
follows.

1. If you see food on the table in the common room then you can eat it.
2. If you see food on the table in the common room then you should not eat it.

One key axiom in Lewis’ logic [16] is invalid in our logic: (ϕ � ψ) → (ϕ → ψ).
This is perhaps not surprising since subset space models are weaker than Lewis’ seman-
tics. Our logic of forward conditionals closely resemble Lewis’s logic of counterfactuals
while remaining distinct.

Backward Conditional. The work on backward conditionals go back to the unary
modality called window operator developed in [3,10,12,15]. This is essentially a uni-
versal modality, whose interest lies in the fact that its truth condition is the converse of
the truth condition for “necessity” and in this sense offers a condition of “sufficiency.”
This has been used to capture notions like program negation or action negation, per-
mission, etc. It is this sufficiency principle that underlies the semantics of the backward
conditional proposed in this paper.

Logics of conditionals have generally not addressed sufficiency barring a few such
as [11,13], which used conditionals for the notion of “counts-as”. Our logic is distin-
guished from these, as their validity (ψ � ϕ) ∧ (χ � ϕ) → ((ψ ∧ χ) � ϕ) is invalid in
our logic.

We can find a similar list of failures of properties with respect to the backward
conditional; the explanations are similar, so we do not present them.
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Paradoxes ofMaterial Implication. Neither the forward nor the backward conditional
escapes the problems of material implication, as revealed by the validities in Proposi-
tion 1 (3, 6), though (⊥ � ϕ) and (� � ϕ) are indeed not valid. In this sense, both
conditionals are types of material implication.

5 Applications

5.1 Modeling Interdependent Decisions

Here we apply our semantics to model the so-called “interdependent decision” dis-
cussed by Schelling [21], which illustrates the interaction of a number of self-interested
players in a game. The following is a standard example of this.

Example 1 (Chicken Games). This game involves two players x and y. If x and y both
drive straight, it results in disaster. So, if x keeps driving straight, then y better make a
turn. If x makes a turn, then y is better off keeping straight, although y’s making a turn
would not cause any accident. What should y do given an action chosen by x? What can
y do given that x is driving straight?

To describe this normative states in this example, we define two conditional norms
by the forward and backward modalities as follows:

O(ψ/ϕ) := (ϕ� �ψ)
P(ψ/ϕ) := (ϕ� �¬ψ)

Here O(ψ/ϕ) reads as: “It is obligatory to ψ given that ϕ” and P(ψ/ϕ) as: “It is permit-
ted to ψ given that ϕ.” Notice that the modality � goes through all ideal possibilities
regarding to the given proposition. In contrast, �¬ψ captures that ¬ψ is non-deal in an
exclusive sense. Or, �¬ψ indicates a weaker sense of ideality by saying that ψ is not
forbidden. So, it ought to be ψ, conditional on ϕ, when all ideal ϕ-cases force ψ being
ideal among them. It is permitted to be ψ, conditional on ϕ, when the non-forbidden
ψ cases can be traced back to the ideal ϕ cases. The proposal here follows the tradi-
tion of deontic duality suggested by [1,3], in form of conditional norms. As argued
in [1], this idea of duality can well capture rational strategies in game theory. Here
we show an application of modelling the chicken games. For instance, all ideal actions
of one player’s driving straight cause the other to swerve, in order to avoid crashing.
As a rational choice, one oughts to swerve if the other is driving straight. While, as
being rationally recommended [6], it is permitted for one to make a turn when the other
does so, because one’s non-forbidden swerving can be traced back to an ideal case of
swerving made by the other. In the following we illustrate the conditional obligation
and permission in this situation by using our semantics.2

The set T of all action tokens of swerving is {t1, . . . , tn}, and the set S of all tokens of
driving straight is defined as {s1, . . . , sm}. A possible world (x, y) is a pair of strategies

2 In literature, STIT-logic [22] offers a standard way to illustrate obligation and permission in
games. But the connection between STIT and the approach we take has been aware [1,6]. We
compare our account with STIT-logic in the future.
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by the two players, in which the action token x is chosen by the first player and y by the
second. In other words, each possible world is a strategy profile.

Let us consider the model M = (W,O ,V) of this example as follows:

– W = {(x, y) | x, y ∈ T ∪ S } is the set of all strategy profiles.
– O = {(x, y) ∈ W | x ∈ T iff y ∈ S } ∪ {(x, y) ∈ W | x, y ∈ T } is the set of all ideal

strategy profiles, in which no disaster happens. Let O = ℘(O).
– V(a : T) = {(x, y) ∈ W | x ∈ T }, V(b : T) = {(x, y) ∈ W | y ∈ T }, and V(b : S) =
{(x, y) ∈ W | y ∈ S }.

The sentence a : T is read as “Agent a swerves” and b : S as “Agent b drives straight.”
Similarly, the sentence b : T says “Agent b swerves.” At state (t, s) within ideality O,
the sentence (a : T) � �(b : S) asserts a rational strategy, representing an obligation
of b : S, agent b to drive straight, enforced by the given condition a : T, agent a to
swerve. The permissions (a : T) � �¬(b : T) and (a : T) � �¬(b : S) both hold
at (s, t) within O, which rationally recommend agent b to make a turn, or keep driving
straight, conditional on agent a’s swerve. The conditional obligation and permission we
proposed obey a principle similar to “obligation as the weakest permission” [1]: If ϕ
is obligatory and ψ is permitted, then, ideally speaking, the non-forbiddance for ψ is
included in the ideality for ϕ. We left the comparison in the future work.3

5.2 Free Choice Permission Paradox Revisited

The conditional permission proposed in the previous section takes a weak sense of ideal-
ity in its assumption, such that what is permitted is decided by whether non-forbiddance
implies ideality. This permission is weak, not only it defines ideality in a negative way
(comparing with the affirmative way to define obligation), but also it only has half of
the free choice properties [14]:

P(ψ/ϕ) ∧ P(χ/ϕ)→ P(ψ ∨ χ/ϕ) (FC)

The proof of this can be done by replacing P(ψ/ϕ) back into the backward conditional
ϕ � �¬ψ. The crucial step here is that, given �¬ψ�O′ � sub(O) and �¬χ�O′ � sub(O)
for every O′ ∈ Ow, in addition to a world w and an open O, it is not possible to have
an open O′′ ∈ Ow such that �¬ψ�O′′ ∩ �¬χ�O′′ ∈ sub(O). If this were possible, it would
contradict the given assumption. This “free choice” property indicates that, given that
ψ and χ are permitted conditional on ϕ, it implies that the disjunction of ψ and χ is still
permitted, conditional on the same ϕ.

One merit of this is that this conditional permission does not confront the infamous
“free choice permission paradox” [14]. It is permitted for someone to enter another’s
property (represented by letter E), conditional on the owner giving her consent (repre-
sented by letterC). However, in the paradox, this permission implies further permission
to do anything more on entering (e.g. stealing, represented by S ), since the permission

3 Like the discussion in [1], we also model the chicken game by express agents implicitly. The
reason is that our two deontic concepts can be discussed without the explicit modalities regard-
ing to multi-agents, because it is symmetric for agents to choose strategies in chicken game.
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of entering the house and doing anything she wants is based on this consent. In fact, this
free choice property does not hold in our proposal. The converse of (FC) is not valid in
our framework. See the following model M = (W,O ,V) for this invalidity:

– W = {a, b, c, d, e};
– O = {{a}, {a, b}, {a, b, e}} for the ideality in the entrance example;
– V(C) = {a, b, e}, V(E) = {a, b, c} and V(S ) = {c, d}.
Observe that model M is a satisfactory model such that ∅ � O . In this case, we have
M, a, {a, b} |= C � �¬E. This is so because {a, b, e} should not be considered. While,
on the other hand, the fine-grained permissionC � �¬(E∧S ) does not hold at awithin
ideality {a, b}. At this time we have to consider the ideality {a, b, e}. But then it gives
�C�{a,b,e} = {a, b, e} � sub({a, b}), even if ∀O ∈ Oa that �¬(E ∧ S )�O � sub({a, b, e}).
We thus can conclude with a permission to enter the other’s place with her consent; but
to have the further permission, as we argued, we need to check carefully whether the
non-forbiddance of this permission is still governed under the given ideal condition.

6 Conclusion

We have presented a logic of forward and backward conditionals with a subset space
semantics. The logic is close to Lewis’s and yet distinct, and the backward conditional
offers novel perspectives. We have shown strong connections to deontic reasoning. Our
claim to interest is that of minimality: a logic with few modalities or quantifiers and
models with literally nothing apart from a system of subsets.

We have not presented technical results for the logic, such as a complete axiomati-
zation of the valid formulas or a decision procedure for the satisfiability problem. For
topological semantics, even checking truth of a formula in a given model presents inter-
esting algorithmic challenges. In fact, succinct representations of models is an important
issue for applications in systems. These are important issues, and we do intend to elabo-
rate on them elsewhere. Here we have maintained a focus on conceptual discussion and
relation to deontic reasoning that might be of relevance to multi-agent systems. There
are also ways of extending our logic to reason about multiple agents. Work in [25] gives
us a hint.

While we have sketched applications to reasoning about norms, obligations and
permissions, further investigation will be needed to determine the effectiveness of such
reasoning in multi-agent systems. In this sense, our proposal is preliminary rather than
definitive, but we hope that this line of investigation may open up wider applications
for logics of action [17].
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A Some Proofs of Proposition 3

Clause 1. We show this by giving a counter model. Consider M = ({w},O ,V) such that
O = {∅, {w}}, V(p) = ∅ and V(q) = {w}. We show M,w, {w} |= (p � q) → (q � p). It
suffices to show that if

for allO′ ∈ Ow, ifM,w,O
′ |= q then �p�O′ ∈ sub({w}), (1)

then
for allO′ ∈ Ow, if �q�O′ ∈ sub({w}) then M,w,O′ |= p. (2)

Since there is only one open neighborhood of w. Clause (1) is equivalent to:

if M,w, {w} |= q, then �p�{w} ∈ sub({w}) (3)

By definition, M,w, {w} |= q ⇐⇒ w ∈ V(q) which is true, and �p�{w} = ∅ ∈ sub({w})
is also true. So clause (3) holds.

Similarly, clause (2) is equivalent to the following:

if �q�{w} ∈ sub({w}), then M,w, {w} |= p. (4)

While �q�{w} = {w} ∈ sub({w}) holds, M,w, {w} |= p does not. So clause (4) does not
hold. Which shows that the given model M is such that M,w, {w} |= (p � q) → (q �
p).

Clause 2. Consider the formula ⊥ � ⊥. Given a model M = (W,O ,V), w ∈ W and
O ∈ Ow, by definition,

M,w,O |= ⊥� ⊥ ⇐⇒ for allO′ ∈ Ow, if �⊥�O′ ∈ sub(O) then M,w,O′ |= ⊥
⇐⇒ for allO′ ∈ Ow, if ∅ ∈ O then M,w,O′ |= ⊥
⇐⇒ for allO′ ∈ Ow, ∅ � O

To find a counter model, all we need is to make the empty set an open in a model and
make sure that there is an open neighborhood of a world w. A candidate of such a model
is ({w}, {∅, {w}},V), where the valuation V is arbitrary.

This shows that ϕ � ϕ is not valid in general, and further that α � α is not valid
even when α is propositional.

Clause 5. Consider the fomrula � � �. Given a model M = (W,O ,V), w ∈ W and
O ∈ Ow, by definition,

M,w,O |= �� � ⇐⇒ for all O′ ∈ Ow, if M,w,O′ |= � then ���O′ ∈ sub(O)
⇐⇒ for all O′ ∈ Ow, W ∈ sub(O)

This is clearly not valid. We can easily find a counterexample, as long as W � O .
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Abstract. Computational agents based upon the belief-desire-intention
(BDI) architecture generally use reactive rules to trigger the execution of
plans. For various reasons, certain plans might be preferred over others
at design time. Most BDI agents platforms use hard-coding these prefer-
ences in some form of the static ordering of the reactive rules, but keeping
the preferential structure implicit limits script reuse and generalization.
This paper proposes an approach to add qualitative preferences over
adoption/avoidance of procedural goals into an agent script, building
upon the well-known notation of conditional ceteris paribus preference
networks (CP-nets). For effective execution, the procedural knowledge
and the preferential structure of the agent are mapped in an off-line
fashion into a new reactive agent script. This solution contrasts with
recent proposals integrating preferences as a rationale in the decision
making cycle, and so overriding the reactive nature of BDI agents.

Keywords: BDI agents · Conditional preferences · Procedural goals ·
Goal adoption/avoidance · CP-Nets · Reactive agents

1 Introduction

In decision-making and intelligent systems design, when there are multiple ways
to achieve a certain goal, the best course of action is usually identified as the
one that adheres at best to the user’s (or users’) preferences. Unexpectedly,
current computational models of intentional agents, based upon belief-desire-
intention (BDI) architectures (e.g. AgentSpeak(L)/Jason [4,21], 2APL/3APL
[9,16], GOAL [15]) exhibit a treatment of preferences still relatively underde-
veloped with respect to solutions explored in other AI fields like planning or
decision systems. All these platforms encode preferences in some form of hard-
coded ordering, e.g. of plans, to be used for plan selection. By doing so, the
structure of preferences underlying such ordering remains implicit, thus limit-
ing transparency and traceability of the choices taken by the modeler, as well
as reusability and generalization of the agent scripts (e.g. modifying the pref-
erential structure without modifying the procedural knowledge). Additionally,
leaving preferences implicit is particularly problematic if one is targeting institu-
tional design tasks: BDI agents provide a natural model to reproduce behaviours
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M. Baldoni et al. (Eds.): PRIMA 2019, LNAI 11873, pp. 305–320, 2019.
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reported in an actual social system, but, without mapping the explicit prefer-
ences of their social referents, one cannot make considerations about to what
extent a certain policy is affecting individuals.

For these reasons, this paper aims to start reducing the preference specifica-
tion gap for BDI agents, by proposing an extension to the BDI architecture that
makes preferences first-class citizens, both w.r.t. representational and computa-
tional dimensions. For a similar purpose, Visser et al. [26] have recently proposed
a method to integrate preferences as a rationale in the decision-making cycle to
guide the selection of an intention amongst possible options. However, because
the agent looks at its script at execution time, their solution builds upon reflec-
tion, and so disrupts the reactive nature of BDI agents. In contrast, we propose
here a method to pre-process (offline) some input procedural knowledge together
with an input preferential structure in order to construct a prioritized script.
For simplicity, in this paper we will focus only on procedural goals and propo-
sitional descriptions. In future work, we will consider extensions to first order
logic descriptions and declarative goals (achievement and maintenance).

The paper is structured as follows. Section 2 provides an introduction to the
BDI architecture and the execution model for reactive agents, an overview of
relevant preference representation methods, and presents an extension/modifi-
cation to the syntax of AgentSpeak(L) to integrate preferences based on CP-
nets. Section 3 presents a method to pre-process given procedural knowledge
and preferential structure into an agent script. Section 4 presents an example of
application. Notes about further developments conclude the paper.

2 Preliminaries

2.1 BDI Architecture and Execution Model

BDI frameworks are usually described in terms of an agent theory and an agent
computational architecture [12]. The agent theory usually refer to Bratman’s
theory of practical reasoning [7], describing the agent’s cognitive state and rea-
soning process in terms of its beliefs, desires and intentions. Beliefs are the facts
that the agent believes to be true in the environment. Desires capture the moti-
vational dimension of the agent, typically in the more concrete form of goals,
representing procedures/states that the agent wants to perform/achieve. Inten-
tions are selected conducts (or plans) that the agent commits to (in order to
advance its desires). The agent architecture varies depending on the platform.
In Jason [4], for instance, it consists of: perception and actuation modules, a
belief base, intention stacks and an event queue. The associated BDI execution
model, reproducing the agent’s reasoning cycle, can be summarized as follows:

1. observe the external world and update the internal state (perception);
2. update the event queue with perceptions and exogenous events;
3. select events from the event queue to commit to;
4. select plans from the plan library that are relevant to the selected event;
5. select an intended means amongst the applicable plans for instantiation;
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6. push the intended means to an existing or a new intention stack;
7. select an intention stack and pull an intention, execute the next step of it;
8. if the step is about a primitive action, perform it, if about a sub-goal post it

to the event queue.

As this description exemplifies, an essential feature of BDI architectures is the
ability to instantiate plans that can: (a) react to specific situations, and (b) be
invoked based on their purpose [22]. Consequently, the BDI execution model nat-
urally relies on a reactive model of computation (cf. event-based programming),
usually in the form of some type of event-condition-action (ECA) rules.

2.2 Goal-Plan Rules

A general definition of reactive rules for BDI execution models can be derived
from the notion of goal-plan rules, i.e. uninstantiated specifications of the means
for achieving a goal [22], capturing the procedural knowledge (how-to) of the
agent. A goal-plan rule pr is a tuple 〈e, c, p〉, where:

– e is the invocation condition, i.e. the event that makes the rule relevant ;
– c, the context condition, is a first-order formula over the agent’s belief base,

which makes the rule applicable;
– p, the plan body, consisting of a finite and possibly empty sequence of steps

[a1, a2, ..., an] where each ai is either a goal (an invocation attempting to
trigger a goal-plan rule), or a primitive action.

A goal-plan rule pri is an option or a possibility for achieving a goal-event e,
if the invocation condition of pri matches with e, and the preconditions pri
matches the current state of the world, as perceived or encoded in the agent’s
beliefs. In BDI implementations, the preference between these optional conducts
is specified through static rankings assigned by the designer, typically via the
ordering of the rules in the code.

Syntax. This paper will refer to a syntax close to that of AgentSpeak(L) [21],
introducing a few extensions. If g is the name of a higher-level action1, !g is
a procedural goal (also action-goal or want-to-do, usually distinguished from
declarative goals/state-goals, or want-to-be), that can be referenced to in a plan
of action, and +!g denotes the goal-event, that acts as triggering event (invoca-
tion condition) initiating the commitment towards a plan aiming to perform it.
As an example of code, consider:

+!g : c <= !a.
+!g <= !b.

1 Higher-level actions are those that can be decomposed in lower-level actions, e.g. the
higher-level action “booking a travel arrangement” may have “booking a flight” and
“reserving a hotel” as lower-level actions.
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The script means that if the triggering event +!g occurs, if c holds, the agent
commits to a, otherwise (that is, c does not hold) the agent commits to b.2

For the method proposed here, we will need to refer to conditions concerning
adoption and avoidance of certain goals, therefore we extend the previous syntax
with new elements for the conditional part of rules: !g denotes that g is currently
adopted and is active (i.e. present in the intention stack), and not !g states that
g is not active (i.e. absent from the intention stack). Thus, the rule:

+!a : !g, not !h, c <= !b.

means that when the goal a is invoked, if g is in the intention stack, h is not in
it, and condition c holds, then the agent adopts the goal b.

In the standard syntax, there is no unique identifier to distinguish goal-plan
rules (although Jason offers some labeling construct). There is also no standard
way to have direct access to the plan component of a rule. A possible solution
to identify a specific plan without explicit labeling is to refer to the invocation
condition of the associated rule alongside its position, e.g. with respect to other
rules with the same invocation condition. Consider for instance:

+!pay <= !cash.
+!pay <= !credit.

Assuming that there is no other rule with the same invocation condition before,
the two plans of cash and credit for the pay goal will be respectively denoted
as !pay[0] and !pay[1]. For more clarity, to better separate goal-adoption from
the treatment of primitive actions, we will not consider primitive actions as part
of preferences (a primitive action a will be denoted as #a).

2.3 Goal-Plan Graph (Procedural Knowledge)

In the BDI literature, the goal-plan structure expressing the procedural knowl-
edge of an agent is often represented as and-or decision trees (see e.g. [8,26]):
sequences of sub-goals in each goal-plan rule form the “and” edges (in order
to complete that plan, all of the steps should be completed), different goal-plan
rules relevant for a goal are the “or” edges (possible plan choices for a given goal).
However, presenting the goal-plan dependencies as a tree is a too strong simpli-
fication on the possible relations between goals and plans. Procedural knowledge
of a BDI agent is often structured by the designer in a manner that plans can be
re-used. For example, a pay goal can be a sub-goal of any plan concerning buying
or reserving something. Further, a tree structure assumes one root goal, when in
reality the procedural knowledge structure does not always start from one single
goal. Besides, exogenous events may initiate a goal at any level in the goal-plan

2 Note the backward sense of the arrow “<=”; although counter-intuitive with respect
to the semantics of production rules, it highlights the underlying backward chaining
of instrumental reasoning (the agent commits to a because it aims to perform g),
and consequently, it suggests a priority of evaluation between the rules (the first
plan, if applicable, is preferred to the second).
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accommodating

!accommodating[0]

!reserving.

reserving

transporting

!transporting[1]

#checkingcar.

!transporting[0]

!reserving.

!reserving[1]

#payingcash.

!reserving[0]

!payingonline.

payingonline

!payingonline[0]

#authorizing.

Fig. 1. Example of procedural knowledge illustrated in a goal-plan graph.

graph. This being said, we do assume different levels of granularity of goals and
plans, i.e. that there exist higher-level goals/plans and lower-level goals/plans,
in the spirit of hierarchical task networks (HTNs) [11]. For example, it is not
sound having a plan about paying to contain the sub-goal of buying or a plan
about preparing for a trip the sub-goal of going for a trip. This assumption is
reflected in our representation disallowing loops and recursions in the goal-plan
graph. With these constraints, the procedural knowledge of the agent can be
modelled as a directed acyclic graph (DAG).

Example. Consider the simple script of an agent assisting the user to plan a
holiday, e.g. to prepare travel and accommodating. Suppose that two plans are
available for the travelling goal: flying and driving; for accommodating, only one:
reserving a hotel; the driving plan only contains a primitive action (reminding
of checking the car), but the flying plan has the sub-goal of reserving, which is
shared with the accommodating plan, etc. The script would be written as:

+!travelling => !reserving.
+!travelling => #checking_car.
+!accommodating => !reserving.
+!reserving => !paying_online.
+!reserving => #checking_wallet.
+!paying_online => #authorizing.

The associated goal-plan graph is illustrated in Fig. 1 (goals are drawn with
ellipses and plans with rectangles). Note how here we slightly modified the
AgentSpeak(L) syntax (“=>” instead of “<=”), to make clear that there is no
priority of evaluation between these rules (see note 2). For simplicity, plans of



310 M. Mohajeri Parizi et al.

this running example do not have any context conditions. This is not a limita-
tion: because context conditions only concern the applicability of plans, but not
their preferability, they can be integrated independently to the method that we
will present.

2.4 Preference Languages

Several models of preferences have been presented in the computational litera-
ture, with various levels of granularity and expressiveness.3

The most straightforward quantitative approaches are based upon utility the-
ory and decision theory, under which both planning and action selection prob-
lems have shown to be effectively expressed. Typically, by assigning a utility
function to each action in each state, the agent/the planner system tries to max-
imise its utility by choosing actions that would result in higher total utility
(including avoiding actions with negative utility, e.g. due to cost). The selected
plan is called policy or strategy. Several recent works have investigated the inte-
gration of these types of preferences in a BDI architecture. In [10], the authors
introduce a utility-based plan selection method triggered at run-time; a similar
approach is followed in [8], but here plan selection depends on a given value
system, including the case of possibly conflicting values. A hybrid quantitative
method is provided by PDDL3 [13], an extension of the planning domain defi-
nition language (PDDL) [19]. PDDL3 preferences rely on linear temporal logic
(LTL) over states of the environment. Although based on qualitative descrip-
tions, these preferences are considered quantitative [2] because the valuation
of each preference is expressed with a numerical value that corresponds to the
number of violations of that preference. This valuation contributes to preference
aggregation strategies in measuring the quality of a plan, alongside other plan
attributes, e.g. resource usage.

While quantitative approaches bring clear advantages in non-deterministic
environments or environments with a large state space, they also suffer from the
non-trivial issue of translating user’s preferences into utility functions. They do
not directly support partial ordering and conditional preferences, which are the
most natural constructs for humans to express preferences. This explains the
existence of a family of qualitative proposals. An example of qualitative pref-
erence language is LPP [3], relying on first-order, linear temporal logic expres-
sions and situation calculus to compute the event dynamics; aggregation is done
through different strategy functions, including lexicographic orderings, but also
numeric methods. In [25,26], LPP is used to specify preferences about properties
of goals and resource usage, and this specification is used during the deliberation
phase of a BDI agent.

Other preference models, as CP-nets (qualitative) [5] and GAI networks
(quantitative) [14], are introduced specifically for taking into account dependen-
cies and conditioning between preferences in terms of compact representations
[20]. This is to address the problem of storing preferences in domains with a

3 For a comprehensive overview (specifically in AI planning), see e.g. [6,17].
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large number of features, separately from the problem of choosing from a set
of alternative options. Whereas CP-nets have weak constraints, GAI networks
build upon the assumption of generalized additive independence, and in doing
so they enable computing the utility contribution of every single attribute/sub-
set of attributes (they can be seen as the preferential counterpart of Bayesian
networks). An additional interesting feature of both CP-nets and GAI-networks
is the possibility to be illustrated as intuitive graphical models. To our knowl-
edge, no work has yet attempted to embed these representational models in a
BDI architecture. Because they rely on weakest assumptions, and they exhibit
primarily a qualitative nature, this work will focus on CP-Nets.

CP-Nets. Conditional ceteris paribus preferences networks (CP-nets) are a
compact representation of preferences in domains with finite attributes of interest
[5]. An attribute of interest is an attribute in the world that the agent has some
sort of preference over its possible values; in our example, travelling can be
seen an attribute of interest, with possible values driving and taking a flight.
CP-nets build upon the idea that most of the preferences people make explicit
are expressed jointly with an implicit ceteris paribus (“all things being equal”)
assumption. For example, when people say “I prefer to fly rather than to drive”,
they do not mean at all costs and situations, but that they prefer to fly, all
other things being equal to their current situation. CP-nets account also for
conditional preferences between attributes and their values. An attribute A is
said to be the parent of attribute B if preferences over B are conditional over
values of A. An example of a preferential system could be “I prefer to go to
a close location for holidays, and if I am going to a close location, I prefer to
drive, but if I am going to a faraway location, I prefer to fly”. Here preference
over location is unconditional but the preference over travelling is conditional,
so location is the parent of the travelling attribute; in practice, location is more
important than travelling. In the graphical presentation of CP-nets, attributes
A, B are seen as vertices, and, if A is a parent of B, there is an edge between
two attributes A and B.

Syntax. Constraining our attention on procedural goals (want-to-do), the pref-
erences we target are about performance or omission of higher-order actions.
The attributes of interests for the CP-net are then the possible procedural goals
of the agent. Each attribute has two possible values: (1) adoption of the goal,
here denoted with the goal name “!g”, (2) avoiding the goal, denoted as “not
!g”. A preference over performing an action g over omitting it in condition c
can be written as a preference of adopting a (procedural) goal g over avoiding it
in condition c:

!g > not !g : c.

In general, c might be an higher priority preferential attribute or a logical true
in the case of an unconditional preference.
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3 Prioritizing Procedural Knowledge with Preferences

Consider the unconditional preference “I prefer not to do any sort of travel (all
the rest being equal)” and the conditional preference “If I am planning a travel,
I prefer not to reserve anything”. In the previous syntax, this becomes:

not !travelling > !travelling : true.
not !reserving > !reserving : !travelling.

In this case, the procedural dependency and preferential dependency map well
together: in the procedural knowledge graph of the agent, travelling can only
precede (i.e. is higher-order with respect to) reserving. At the time the agent is
going to plan for reserving, it already knows whether it is reserving a travel by
simply checking the presence of this goal in the intention stack. This is not true
in the general case: the dependency between preferences may be inverse.

For instance, “I prefer not to pay online, but if I’m paying online, I prefer
this to be for paying for a travel (i.e. instrumentally to a travelling goal). I also
prefer not to be paying for a travel if it is not by paying online.” This preferential
structure is written as:

not !paying_online > !paying_online : true.
!travelling > not !travelling : !paying_online.
not !travelling > !travelling : not !paying_online.

As a procedural dependency, travelling precedes paying online, but as a pref-
erential dependency, online payment is higher than travel. So at the time the
agent is choosing to plan a travel, it has not started paying beforehand (either
online or cash), that is, the goal of online payment is not yet adopted.

3.1 Plan Meta-data

To deal with this issue, we have considered four sets of meta-data for each goal-
plan rule pr (and so for each plan p): (1) certain sub-goals as CG(p), (2) possible
sub-goals as PG(p), (3) possible intents PI(p) and (4) certain intents CI(p). A
certain sub-goal is a goal that will certainly be adopted in all refinements of a
plan. A possible sub-goal is one that will possibly be adopted in some refinements
of a plan. Possible intents of a plan are all the goals that at some point in their
refinement (depending on context) may request the execution of the plan. Finally,
we neglect the set of certain intents for a plan because a goal can be adopted for
some exogenous event (e.g. an external request), hence, for any goal-plan rule,
the only certain intent is the goal appearing in its invocation condition.

3.2 Calculating the Plan Meta-data

In order to calculate these sets, we draw on simple definitions from graph theory.
The procedural knowledge is assumed to be an directed acyclic graph G = 〈V,E〉,
where V is the set of vertices (goals and plans), and E the set of edges which
either connect goals to plans (relevant plans) or plans to goals (sub-goal). The set
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r ⊆ V consists of root vertices (all goals that are never the sub-goal of any plan),
and the set l ⊆ V consists of the leaf vertices (plans that have no sub-goals).
Being v, v′ ∈ V two vertices, we introduce three definitions:

– there is a path between v and v′ is if there is a finite sequence of distinct edges
that connect v to v′.

– v is said to dominate v′ if all the paths from all members of r to v′ in the
graph pass through v; v is also said to be dominator of v′.

– v′ is said to post-dominate v if all the paths from v to any member of l in the
graph pass through v′; v′ is also said to be post-dominator of v.

Let us assume two goals g and g′ with g �= g′ (e.g. !g1 and !g2) and denote
with gi and g′

j plans respectively for g and g′ (e.g. !g1[i] and !g2[j]). The
goal g is a certain sub-goal of a plan g′

i if g is the post-dominator of g′
i in the

goal-plan graph (i.e. all paths from g′
i to a leaf node will visit g). A goal g is

a possible sub-goal of g′
i if there is a path from g′

i to g and g is not a certain
sub-goal of g′

i. A goal g is a possible intent of plan g′
i, if there is a path from g

to g′
i in the goal-plan tree. By definition, because all gi plans for a goal g have

g as their single shared parent in the graph, then possible intents of these plans
are always the same. Finally the only certain intent for each plan gi is g itself.

For instance, w.r.t. our example, the possible intents of !reserving[0] are
!accommodating and !travelling, that is, !reserving[0] can be executed
while attempting to achieve either of these goals; !paying online is a possible
sub-goal for the plan !travelling[0], that is, based on the run-time environ-
mental state and contextual conditions, adoption of !paying online may or
may not happen in the execution of !travelling[0], etc.

These four sets are mutually exclusive from each other. The set CI(gi) is
mutually exclusive from other sets because CI(gi) = {g} and as a condition for
a g′ to be in CG(gi), PG(gi) or PI(gi), we have g �= g′. The two sets CG(gi) and
PG(gi) are mutually exclusive by definition, and g′ ∈ PG(gi) if g′ /∈ CG(gi).
Because the procedural graph is assumed to be a DAG, if there is a path from
g to g′

i, there cannot be a path from g′
i to g, so we infer that PI(gi) is mutually

exclusive from CG(gi) and PG(gi). We have then:

CG(gi) ∩ PG(gi) ∩ PI(gi) ∩ CI(gi) = ∅

3.3 Rewriting the Agent Script

This section proposes a method to embed a given preferential structure into
the procedural knowledge of the agent. Informally, the script is rewritten in a
manner that the sequential priority between plans follows the explicit CP-net
based specification provided by the modeler/programmer. Under the assumption
that the preferential structure implied by the CP-net enables an effective total
ordering of plans and the execution model of the agent dictates that plans are
considered in a sequential manner (as in Jason/AgentSpeak(L)), more preferred
goal-plan rules will be placed higher in the code. The resulting script is deter-
ministic and keeps the reactivity of the agent intact as it only contains simple
conditions on the intentional stack (in addition to contextual conditions).
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In essence, the preferability of goal-plans is determined by the outcome asso-
ciated with them. To find the best possible outcome of a goal-plan, the algorithm
takes into account what will certainly follow that goal-plan (certain sub-goals),
what may follow that goal-plan (possible sub-goals) and creates an outcome for
each different run-time motivational contexts in which this goal-plan may be
executed (possible intents).

Motivational Contexts. Prior to run-time, there is no certainty about the moti-
vational context of the agent at the time of adopting a goal. To rectify this, we
define the set C(g) as the set of all valid combinations of the adoption/avoidance
of goals present in PI(gi). The index i is omitted in C(g) because all plans of
a given goal share the same intents. Each member of C(g) is representative of a
possible motivational context that g may be adopted in. The “valid” qualifica-
tion means that this combination can occur and this is deduced by the following
simple rules. Given two goals g′, g′′ ∈ PI(gi):

– the adoption of g′′ can occur together with that of g′ if there is a path between
them in the goal-plan graph;

– the adoption of g′′ can occur together with the avoidance of g′, iff g′ is not a
post-dominator of g′′ and g′ is not a dominator of g′′.

Plan Outcomes. An outcome o is an assignment of values (adoption/avoidance)
of the variables of W . If we define Z ⊆ W , either adoption or avoidance of
all z ∈ Z is present in o. An outcome is a partial outcome if Z ⊂ W and a
complete outcome if Z = W . For example, if W = {a, b, c} then a possible
complete outcome would be {!a, not !b, !c}. In order to find the preferential
priorities between goal-plan rules, the motivational outcomes of each plan should
be calculated. As C(g) is the set of possible motivational contexts that a plan gi
may be executed in, we infer the outcome associated to each gi in each c ∈ C(g),
from here on denoted as o(gi, c). To calculate the outcome o(gi, c), we follow the
following steps:

1. add all elements of c;
2. add the adoption of all the values of CG(gi);
3. add the adoption of all the values of CI(gi);
4. add the avoidance of all variables that are not in other sets, i.e. all p such

that (p ∈ W ) ∧ (p /∈ (PG(gi) ∪ CG(gi) ∪ PI(gi) ∪ CI(gi))).

The step 4 captures that all the goals that are not added in the other steps, are
impossible to be adopted in the outcome of the plan and so they are considered
avoided. Based on the definition of these steps and the mutual exclusion between
these sets, after these steps, for each w ∈ W (all goals) either adoption or
avoidance of the w is present in o(gi, c), except the members of PG(gi). So o is
a partial outcome if PG(gi) �= ∅. This reflects the fact that we can not be sure
about the avoidance or adoption of a possible goal in a plan outcome.

Traditionally, an outcome is called reachable if an applicable goal-plan rule
p exists such that all refinements of p will result in that outcome [27]. However,
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as observed in [18], this approach starts from a very pessimistic view, ignoring
the fact that the agent itself (not an adversary) chooses which refinement to
make, so instead of thinking what it might bring about in all refinements, we are
interested in what is the best thing that can happen under some refinement. The
best outcome here indicates the optimal outcome according to the preferences
specified in the CP-net.

Optimal Outcome. To find the optimal complete outcome o(gi, c), we use the
forward sweep procedure presented in [5]. Given the current partial outcome
generated from the previous four steps, the method sweeps through the CP-net
from top to bottom (i.e., from ancestors to descendants), setting each variable
that is not present in partial outcome (i.e the members of PG(gi)) to its most
preferred valid value (adoption/avoidance) given the values of its parents. This
procedure has been proven to return an optimal outcome given the partial out-
come as constraint [5]. We only added the condition of validity, to ensure that
an outcome can happen. By doing this, for each plan gi of each goal g, we have a
the set C(gi) representing the possible motivational contexts of gi and for each
c ∈ C(gi) we have exactly one optimal complete outcome, as o(gi, c).

Plan Priorities. At this point, we need to find a best-to-worst ordering between
the outcomes of plans of each goal g for each condition c ∈ C(g). As these are
already complete outcomes with respect to the variables of W , we can easily use
the preferential comparison algorithm presented in [5]. Under a certain condition
c ∈ C(g), given two outcomes o(gi, c) and o(gj , c) of two plans gi and gj so that
i �= j, we say gi is preferred to gj if o(gi, c) is preferred to o(gj , c), i.e. gi �g

c gj
iff o(gi, c) � o(gj , c).

Script Rewriting. After computing the �g
c relation between all plans of each

goal g, the script can be rewritten with respect to preferential structure. For all
goals for which there is only one plan, no reordering is needed. For each goal
g with more than one plan, if C(g) = ∅, only one ordering is needed and all
plans of g are rewritten in the best-to-worst sequence according to �g, alongside
their context condition. Otherwise if C(g) �= ∅, for each c ∈ C(g), first the
condition over motivational context is written as a logical expression associated
to c, encoded as the conjunction of all members of c. Then, same as before, all
the plans of g are written in the best-to-worst sequence based on �g

c , possibly
with their context condition.

4 Running Example

We illustrate the proposed method on a travel assistant agent, specified with the
following preferences:

not !travelling > !travelling : true.
not !reserving > !reserving : !travelling.
!reserving > not !reserving : not !travelling.
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!accommodating > not !accommodating : !reserving.
not !accommodating > !accommodating : not !reserving.
!paying_online > not !paying_online : !travelling.
not !paying_online > !paying_online : not !travelling.

Table 1. Example of plan meta-data

Plan CG PG PI CI

!travelling[0] !reserving !paying online !travelling

!travelling[1] !travelling

!reserving[0] !accommodating, !travelling !reserving

!reserving[1] !paying online !accommodating, !travelling !reserving

The four sets of plan meta-data of the two goals travelling and reserving from
the goal-plan graph of the agent are presented in Table 1. Other plans are omitted
because the other goals have only one relevant plan, and then there is not need
to rewrite their plans.

For both travelling plans, we have PI(·) = ∅, and so C(·) = ∅. We calculate
the partial outcome based on the rules specified in Sect. 3.3:

o(!travelling[0], true) =
{!travelling, !reserving, not !accommodating)

o(!travelling[1], true) =
{!travelling, not !reserving, not !accommodating, not !paying online)

The outcome for !travelling[1] is already complete. For !travelling[0], based on
the CP-net and the partial outcome, the most optimistic substitution for goal
paying online is the adoption of this goal, then the complete outcome will be

o(!travelling[0], true) =
{!travelling, !reserving, not !accommodating, !paying online)

Comparing these two outcomes with the improving search method shows that:

o(!travelling[1], true) � o(!travelling[0], true)

which in turn gives that

!travelling[1] �true!travelling[0]

This means that, if the agent has to travel, the driving plan is always preferred
and then should always be evaluated before for applicability. The travelling plans
will be then rewritten as follows:
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+!travelling <= #checkingcar.
+!travelling <= !reserving.

Next, for plans of the goal reserving, we have:

C(reserving) = {{!travelling, not !accommodating},
{not !travelling, not !accommodating},
{not !travelling, !accommodating}}

Considering the first element of C(reserving), denoted as c1, we have:

o(!reserving[0], c1) =
{!travelling, !reserving, not !accommodating, !paying online}

o(!reserving[1], c1) =
{!travelling, !reserving, not !accommodating, not !paying online}

Note that both outcomes are already complete: this is because the set PG is
empty for both plans. Comparing these two outcomes we can see that:

o(!reserving[0], c1) � o(!reserving[1], c1)

and then we have:
!reserving[0] �c1 !reserving[1])

This means that, at the point of reserving, if the agent has the intent of travelling
but not the intent of accommodating, the plan with online payment is preferred
to paying with cash and should be considered first. Finding the ordering for
other motivational contexts c2 and c3, we will have:

!reserving[1] �c2 !reserving[0] and !reserving[1] �c3 !reserving[0]

and because they result in an equivalent ordering, can be written as

!reserving[1] �c2∨c3 !reserving[0]

To conclude, the reserving plans will be rewritten as follows:

+!reserving :
!travelling & not !accommodating
<= !paying_online.
<= #checkingwallet.

+!reserving :
(not !travelling & !accommodating) |
(not !travelling & not !accommodating)
<= #checkingwallet.
<= !paying_online.
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To simplify the code, we omitted the repetition of the head of the rule for
alternative plans associated with the same event/condition coupling, similarly
to LightJason [1]. Additional simplifications of the contextual conditions may be
obtained by boolean simplification and by considering the sequential evaluation
of rules (see e.g. [24] for converting between constraint-based and priority-based
rule-bases).

5 Conclusion and Further Developments

The paper presents an initial contribution towards the integration of the spec-
ification of qualitative conditional preferences, expressed as CP-nets, into a
BDI agent script. This work focused merely on propositional logic and pro-
cedural goals (higher-order actions) and assumed an effective total-ordering on
plans. Therefore, as a necessary step towards actual use, the proposal has to be
extended in the near future to declarative goals (achievement goals and mainte-
nance goals) and to first-order logic descriptions, and joint with an investigation
on how to deal with conflicting partial ordering situations (e.g. forcing total
ordering of plans at need calling for user’s intervention). Additional investiga-
tion is also required for an analysis of the overall algorithmic complexity.

More in detail, for the extension to declarative goals, besides existing propos-
als in the MAS literature, we are investigating characterizations of ought-to-do
and ought-to-be norms explored in deontic logic, and studies on the interac-
tions between HTN (intuitively related to procedural goals) and STRIPS-like
(intuitively related to achievement goals) representations. The core issue we are
exploring at the moment concerns how to take into account side-effects, from first
principles (primitive actions) to higher-order behavioural constructs, acknowl-
edging that the aggregation of side-effects is non-trivial.

Further, in order to enable an extension to first-order logic, the preferential
attitude towards propositional content (which, under a ceteris paribus assump-
tion, captures a fully contextualized situation, albeit implicitly) has to be inter-
preted w.r.t. the internal objects of the proposition and this interpretation seems
to bring different results depending on the specific decision-making context (that
is, contextual conditions) in which the preference is evaluated; typically it mod-
ifies the selection of objects (i.e. in logic programming, it adds additional con-
trols on the unification process), but in certain cases it might entail preparatory
actions or sustain maintenance activities. For instance, “when you want to drink
during winter, prefer to drink warm drinks rather than cold drinks”; then, if the
agent doesn’t have yet a drink, it is rational for him to choose a warm drink;
but, if he knows already what he’ll drink (respectively he is currently drinking),
it is rational to attempt to make it warm (resp. keep it warm).

Said that, although the present contribution is a only a first step towards a
generally applicable solution, the principle of aiming to a transformation com-
patible with the reactive nature of BDI agents is a novel technical contribution
and sets an important precedent (a higher-level discussion on the separation of
reflective from reactive components can be found in [23, Chap. 7]). Replacing
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reasoning functions usually implemented with reflective methods with reactive
solutions is crucial for many application where computational efficiency is at
stake, as for instance model execution for large-scale simulations. In principle, a
similar approach could also be extended to other components of the BDI model
for which certain authors resorted to reflective methods, like intent selection and
event selection [28].
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Abstract. In the literature of mechanism design, market mechanisms
have been developed by professionals based on their experience. The
concept of automated mechanism design (AMD), initiated by Sandholm
(2002), is a ground-breaking computer-aided framework to develop mar-
ket mechanisms. In this paper, we apply a very recent AMD approach
based on Boolean Satisfiability (SAT) to the mechanism design of false-
name-proof facility location. We first provide a general theoretical char-
acteristic of false-name-proof mechanisms, which enables a quite compact
representation of target mechanisms. Our approach successfully repro-
duces several known results in the literature on false-name-proof facility
locations over discrete structures. Furthermore, some unknown mecha-
nisms are discovered for locating a public good on a 2-by-2 grid, and
an impossibility result is revealed for locating a public bad, with an
additional mild assumption, on a 2-by-3 grid. Finally, we demonstrate
the extendability of our approach, by providing a new false-name-proof
mechanism for a slightly modified problem of locating a public good.

Keywords: Automated mechanism design · Boolean Satisfiability ·
SAT solver · Facility location · False-name-proofness

1 Introduction

Mechanism design, which is a well-known research direction in the literature of
microeconomics, has been widely studied in recent years at the intersection of AI,
theoretical computer science, and economics. The main goal of mechanism design
is to develop (market) mechanisms, defined as mapping from agents’ reports to a
social outcome, so that some incentive property (and possibly with some objec-
tive function) is fulfilled such as strategy-proofness and/or false-name-proofness.
Strategy-proofness requires that for each agent, reporting her true preference
truthfully is a dominant strategy, i.e., a best response to every possible profile of
the actions of the other agents. False-name-proofness refines strategy-proofness,
which requires that using only a single (true) identity and reporting her true
preference is a dominant strategy, even though adding arbitrarily many fake
c© Springer Nature Switzerland AG 2019
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identities is possible. The application domain of mechanism design covers vari-
ous problems in economics, from combinatorial auction to matching, exchange,
and facility location.

Facility location is a mechanism design problem as well as a special case of
voting. In the facility location problem studied in this paper, given a discrete
graph, a mechanism builds a public good (or a public bad) on a vertex, based
on the profile of agents’ preferences. We also assume that agents’ preferences
are distance-based, single-peaked (or single-dipped); each agent’s preference is
characterized by her ideal vertex on the graph, where having a public good that
is closer to (or a public bad further from) the ideal vertex is better for her.
We focus on locating a facility in the Pareto efficient manner, which is a well-
motivated requirement in the literature of economics. Given a profile of agents’
preferences and a location returned by a Pareto efficient mechanism, there is
no other vertex that is weakly better for all the agents and strictly better for
at least one agent. See Sect. 3 for the formal definition of these preferences and
Pareto efficiency.

Automated mechanism design (AMD), initiated by Sandholm (2002), is a
ground-breaking computer-aided framework for developing market mechanisms.
The task of developing/analyzing mechanisms usually requires deep knowledge
of mathematics and game theory, which inhibits third parties who want to run
new systems for their own problem that are generally far more complicated
than those in textbooks from taking into account the incentives of potential
participants. In AMD, on the other hand, the third parties simply list all the
incentive conditions and the objective function, and input them to an AMD
framework (solver). AMD then returns a complete description of a mechanism
(if any) that maximizes the objective with respect to the given conditions.

The main objective of this paper is to develop, for facility location, an
AMD framework that automatically provides deterministic, false-name-proof,
and Pareto efficient facility location mechanisms. One of our main interests is
focused on the existence of such mechanisms for a given underlying structure
and a given domain of agents’ preferences, not on the maximization of a given
objective function. We therefore develop an AMD framework using a Boolean
Satisfiability (SAT) solver, which is identical to the work Brandt et al. [11] did
on voting. SAT is one of the most well-known NP-complete problems in the
literature of computer science. A SAT instance, which is defined by a Boolean
formula, is called ’satisfiable’ if there is an assignment (also known as a model) for
the Boolean variables that makes the formula true, and ’unsatisfiable’ otherwise.
Our SAT-based AMD framework takes the required conditions represented in a
formula as input and returns ’satisfiable’ if and only if there exists a mechanism
that meets all the conditions.

The first contribution of this paper is on the theory side of the false-name-
proof facility location. A näıve SAT encoding of the facility location problem
needs to have a variable for each possible profile of the agents’ preferences
and each Pareto efficient vertex for the profile, resulting in exponentially many
variables in terms of the number of agents. Since the property of false-name-
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proofness deals with an arbitrary number of fake identities, the size of the for-
mula for designing false-name-proof mechanisms is unbounded. In this paper,
however, we first provide critical theoretical guarantee on false-name-proof and
Pareto efficient mechanisms. As long as we are interested only in the utility
of each agent and not in the exact outcome returned by a mechanism, we can
focus without loss of generality on a specific form of false-name-proof mecha-
nisms, which makes the set of variables independent from the number of agents
(Theorem 1). More specifically, such a mechanism can be defined as a mapping
from a set of vertices that is ideal for at least one agent to the location of a
facility. Based on this compact representation, the size of our SAT encoding is
bounded.

We then show the validity, novelty, and applicability of our SAT-based AMD
framework. For validity, we reproduce some known results in the literature of
false-name-proof facility location, especially the existence for a public good on
cycle graphs of length at most five, and the non-existence for a public good on
cycle graphs of length at least six. For novelty, we show that our framework
automatically finds unknown mechanisms for a public good (and a public bad)
on a 2-by-2 grid, or equally, on a cycle graph of length four. For applicability,
we find a new impossibility result by introducing an additional fairness property
called ontoness as a clause, which requires that a facility be located at each
vertex for at least one profile. Our new finding is that, for a 2-by-3 grid, no
mechanism simultaneously satisfies false-name-proofness, Pareto efficiency, and
ontoness for locating a public bad.

We also demonstrate the extendability of our framework by solving a slightly
modified facility location. We focus on a cycle graph of length six, and assume
that a specific vertex is trusted, meaning that any agent who considers it her ideal
vertex does not act strategically and only reports her true preference using one
identity. For example, such a situation may occur when a steering committee is
deciding a time-slot for a faculty meeting on a day, where the committee has its
own ideal slot, a.k.a., a status-quo solution. If a committee member also attends
the faculty meeting, her ideal slot must be the status-quo, while it remains
possible that she does not join the meeting. The status-quo corresponds to the
trusted vertex in the modified facility location. Our framework identifies that
there is an appropriate mechanism for this problem, which is in contrast to the
impossibility explained in the previous paragraph.

The following is the organization of this paper. Section 2 describes previ-
ous work. Section 3 defines necessary notations and technical terms. In Sect. 4,
the theoretical guarantee for a compact representation of false-name-proof and
Pareto efficient mechanisms is presented. Section 5 explains the actual compact
encoding for facility location. Section 6 reveals the validity, novelty, and appli-
cability of our approach by presenting the known results in the literature that
are automatically reproduced, some false-name-proof and Pareto efficient mech-
anisms that are newly found, and an impossibility result with an additional
requirement. Section 7 reveals the extendability of our framework, by present-
ing a slightly modified facility location problem, for which our framework also
returns a new mechanism. Section 8 overviews possible future directions.
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2 Related Works

In recent years, the idea of AMD has been extended to various domains, with
different AI tools. Sandholm’s pioneering AMD paper [28] used the technique
of mixed integer linear programming to represent combinatorial auction prob-
lems and solved them by an optimization package called CPLEX. Sandholm
and Likhodedov [29] extended AMD to handle continuous bids. Albert et al. [1]
is another recent extension of AMD, which relaxed an assumption of Cremer-
McLean [13]. Albert et al. [2] further extended AMD for auctions by allowing
some uncertainty on the distributions of bidders’ types. Narasimhan et al. [23]
used machine learning techniques to automatically design social choice and
matching mechanisms. Shen et al. [30] used deep neural networks to automati-
cally design auction mechanisms.

Computer-aided proof and verification are also promising directions, where
some papers considered economics-related problems; for detail, please see
Kerber et al. [18] and Geist and Peters [17]. In particular, SAT solvers have
been widely applied to voting problems. Brandt et al. [11] obtained some impos-
sibility theorems for voting where agents’ preferences contain ties. Brandt et
al. [10] reproduced Arrow’s no-show paradox and showed a tight bound of the
number of agents so that it could occur. Based on a SAT solver, Brandt and
Geist [9] showed that no Pareto efficient and majoritarian mechanism satisfies
a slightly modified version of strategy-proofness for multi-winner voting. Brandl
et al. [8] further analyzed multi-winner voting with strategic abstention, where
their proofs for impossibilities were automatically generated based on a minimal
unsatisfiable set (MUS) of conditions in a SAT formula. Barthe et al. [7] used a
programming language called HOARe2 to automatically provide a proof of some
property for a given mechanism.

In traditional economic literature, the facility location problem has been
studied on a continuous line, rather than discrete structures. Moulin [22] pro-
posed generalized median voter schemes, which are the only deterministic,
strategy-proof, Pareto efficient and anonymous mechanisms. Procaccia and
Tennenholtz [26] proposed a general framework of approximate mechanism
design, which evaluates the worst case performance of strategy-proof mecha-
nisms from the perspective of competitive ratio. Some other researches also con-
sidered the location on grids [15,32] and cycles [4,5,14], while all these papers
only focused on strategy-proof facility location.

Over the last decade, false-name-proofness has also been scrutinized in var-
ious mechanism design problems [6,33,36,37] as an incentive property for such
open and anonymous environments as the internet. Bu [12] clarified a connec-
tion between false-name-proofness and population monotonicity in general social
choice. Todo et al. [34] provided a complete characterization of false-name-
proof and Pareto efficient mechanisms for the facility location problem with
single-peaked preferences on a continuous line. Lesca et al. [20] also addressed
false-name-proof mechanisms that are associated with monetary compensation.
Sonoda et al. [31] considered the case of locating two homogeneous facilities.
Ono et al. [25] studied discrete structures, while they focused on randomized
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mechanisms. Nehama et al. [24] clarified the network structures under which
false-name-proof and Pareto efficient mechanisms exist for single-peaked
preferences.

Locating a public bad has also been widely studied in both economics and
computer science fields. Manjunath [21] characterized strategy-proof mechanisms
on an interval. Lahiri et al. [19] studied a model for locating two public bads.
Both Feigenbaum and Sethuraman [16] and Alcalde-Unzu and Vorsatz [3] consid-
ered cases where single-peaked and single-dipped preferences coexist. Roy and
Storken [27] investigated the preference domain of voting for which strategy-
proof, unanimous, and non-dictatorial mechanisms exist. Nevertheless, all of
these works just focused on truthful mechanisms. To the best of our knowl-
edge, this paper is the very first work on false-name-proof facility location with
single-dipped preferences.

3 Preliminaries

In this section, we describe our model of the facility location problem. Let Γ :=
(V,E) be an undirected, connected graph, defined by the set V of vertices and
the set E of edges. In particular, a cycle graph of length k is denoted as Ck.
Agents’ preferences are determined based on a distance function d : V 2 → N≥0,
such that for any v, w ∈ V , d(v, w) := #{e ∈ E|e ∈ s(v, w)}, where s(v, w) is
the shortest path between v and w.

Since we consider false-name manipulations, we need to define both potential
agents/identities and participating agents. Let N be the set of potential agents,
and let N ⊆ N be a set of participating agents. Each agent i ∈ N has a type
θi ∈ V . When agent i has type θi, agent i is said to be located on vertex θi. Let
θ := (θi)i∈N ∈ V |N | denote a profile of the agents’ types, and let θ−i := (θi′)i′ �=i

denote the profile without i’s. Given θ, let I(θ) ⊆ V be a set of the vertices on
which at least one agent is located, i.e., I(θ) :=

⋃
i∈N θi. Given θ and v ∈ I(θ),

let θ−v be a profile obtained by removing all the agents at the vertex v from θ.
By definition, I(θ−v) = I(θ) \ {v}.

Given Γ and v ∈ V , let �v be the preference of the agent located on vertex v
over the set V of outcomes, where �v and ∼v indicate the strict and indifferent
parts of �v, respectively. A preference �v is single-peaked (resp. single-dipped)
under Γ if, for any w, x ∈ V , w �v x if and only if d(v, w) < d(v, x) (resp.
d(v, w) > d(v, x)), and w ∼v x if and only if d(v, w) = d(v, x). That is, an agent
located on v strictly prefers outcome w, which is strictly closer to (resp. farther
from) v than other outcome x, and is indifferent between these outcomes when
they are the same distance from v. By definition, for each possible type θi, the
single-peaked (resp. single-dipped) preference is unique.

A (deterministic) mechanism is a mapping from the set of possible profiles to
the set of vertices. Since each agent might pretend to be multiple agents in our
model, a mechanism must be defined for different-sized profiles. To describe this
feature, we define a mechanisms f = (fN )N⊆N as a family of functions, where
each fN is a mapping from V |N | to V . When a set N of agents participates,
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Fig. 1. 2-by-2 grid

the mechanisms f uses function fN to determine the outcome. The function fN

takes profile θ of types jointly reported by N as an input, and returns fN (θ) as
an outcome. We denote fN as f if it is clear from the context. We further assume
that a mechanism f is anonymous, i.e., for any input θ and its permutation θ′,
f(θ′) = f(θ) holds.

We are now ready to define the two desirable properties of mechanisms: false-
name-proofness and Pareto efficiency.

Definition 1. A mechanism f is false-name-proof if for any N , θ, i ∈ N ,
θi ∈ V , θ′

i ∈ V , Φi ⊆ N\N , and θΦi
∈ V |Φi|, it holds that f(θ) �θi

f(θ′
i, θΦi

, θ−i).

The set Φi indicates the set of identities added by i for the manipulation.
The property coincides with the canonical strategy-proofness when Φi = ∅, i.e.,
agent i only uses one identity.

Definition 2. An outcome v ∈ V Pareto dominates w ∈ V under θ if v �θi
w

for all i ∈ N and v �θj
w for some j ∈ N . A mechanism f is Pareto efficient

(PE) if for any N and θ, no outcome v ∈ V Pareto dominates f(θ).

Given θ, let PE(θ) ⊆ V indicate the set of all the outcomes that are not
Pareto dominated by any outcome.

4 Problem Reduction

In this section, we first provide a useful theorem that enables us to focus on
a specific class of false-name-proof and Pareto efficient mechanisms. In words,
we can focus on mechanisms that do not count the number of agents located
on each vertex; they only care about whether at least one agent is located on
each vertex. Due to this characteristic, the size of our SAT encoding can be
drastically reduced. The description of a mechanism is simplified from a family
of mappings f = (fN )N⊆N , where each mapping fN : V |N | → V , to a single
mapping f : 2V → V .

We first formally define the characteristic of false-name-proof mechanisms.

Definition 3 (Ignoring Duplicate Ballots (IDB)). A mechanism is said to
be ignoring duplicate ballots (or satisfies IDB) if for any pair θ, θ′, I(θ) = I(θ′)
implies f(θ) = f(θ′).
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Example 1. Consider locating a public good (or a public bad) on a 2-by-2 grid
(Fig. 1). Let V = {v0, v1, v2, v3}. Consider the following two mechanisms. For a
given profile, the first mechanism checks the Pareto efficiency of each vertex in
the order v0 → v3 → v1 → v2 and locates the facility at the first Pareto efficient
vertex. The second mechanism is a slight modification. For any profile θ such
that I(θ) = {v1, v2}, if #{i ∈ N | θi = v1} > #{i ∈ N | θi = v2}, it locates the
facility at v0; otherwise it locates the facility at v3. For all the other profiles, it
works as same as the first mechanism.

The former obviously satisfies IDB, since it does not count the number of
agents at all. On the other hand, the latter does not satisfy IDB. For example,
it returns v0 for profile θ = (v1, v1, v2), and v3 for profile θ′ = (v1, v2, v2), where
I(θ) = I(θ′) = {v1, v2}.

The following theorem shows that, regardless whether the preference domain
is single-peaked or single-dipped, focusing on mechanisms that satisfy IDB is
without loss of generality, if we only consider agents’ utilities under false-name-
proof and Pareto efficient mechanisms.

Theorem 1. Assume there exists a mechanism f that satisfies both false-name-
proofness and Pareto efficiency but not satisfy IDB. Then, there also exists a
mechanism f ′ that satisfies false-name-proofness, Pareto efficiency, and IDB
simultaneously, and

∀θ,∀i ∈ N, f(θ) ∼θi
f ′(θ)

holds, regardless whether agents’ preferences are single-peaked or single-dipped,

Proof. Since f violates IDB, there is a pair of profiles, θ and θ′, such that

[I(θ) = I(θ′)] ∧ [f(θ) 
∼θi
f(θ′)].

For any such pair θ and θ′, the lemma below implies that

∀v ∈ I(θ), f(θ) ∼θi
f(θ′).

Therefore, we can easily construct a mechanism f ′ by switching the outcome for
θ′ as f(θ′) := f(θ), in which the utility does not change for every agent at any
vertex. ��
Lemma 1. Let Γ be an arbitrary graph. Assume that there is a false-name-proof
and Pareto efficient mechanism f for Γ . Then, for any θ and any θ′ such that
I(θ′) = I(θ), it must be the case that

∀v ∈ I(θ), f(θ) ∼v f(θ′),

regardless whether agents’ preferences are single-peaked or single-dipped.

Proof. Assume for the sake of contradiction that for some pair θ and θ′ such
that I(θ′) = I(θ) and some v ∈ I(θ), it holds that

f(θ) 
∼v f(θ′).

This implies that f(θ) 
= f(θ′).
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Consider the profile θ′′ := I(θ), i.e., there is no duplication on any vertex in
the set I(θ) of the vertices. By definition, θ′′ is a subset of the profile of both θ
and θ′. In other words, when the true profile is given as θ′′, both θ and θ′ are
reachable by a manipulation of any agent.

Since f(θ) 
= f(θ′) holds, f(θ) 
= f(θ′′) or f(θ′) 
= f(θ′′) holds. Without
loss of generality, assume that f(θ) 
= f(θ′′). Since f is Pareto efficient and
PE(θ) = PE(θ′′), there exists at least one vertex u ∈ I(θ), which may or may
not be equal to v, such that f(θ) �u f(θ′′). Since the agent at vertex u can
manipulate and make the situation identical to profile θ, the mechanism violates
false-name-proofness. ��

Applying Theorem 1 to Example 1, we can obtain the first mechanism from
the second one by the procedure presented in the proof. Both the theorem and
the lemma do not assume any specific structure of the underlying graph. There-
fore, although we will focus on paths, hypergrids, and cycles in this paper, the
conclusion of the theorem remains valid for any type of graphs like those con-
sidered by Nehama et al. [24].

Furthermore, most analysis of facility location mechanisms from the per-
spective of algorithmic mechanism design only consider agents’ utilities, such as
the social cost and the maximum cost [26]. Thus, focusing on mechanisms that
satisfy IDM does not prevent such analysis.

Note that the theorem ignores any other information available to mechanism
designers. In practice, however, possible situations can be found where the ver-
tices in a given graph are not symmetric. For example, a mechanism designer
may have her own preference among vertices, or there are opening costs of facil-
ity that are non-uniform among vertices. Even for such cases, we can slightly
modify our SAT encoding so that the preferred vertex has a higher priority.

5 Compact SAT Encoding

Due to Theorem 1, we focus on finding deterministic mechanisms that satisfy
IDB, which maps a subset of vertices into a vertex; formally f : 2V → V . We
create an input file for a SAT solver by following the definition of the DIMACS
CNF format. We first define the set of Boolean variables in the formula, and
implement each condition as a clause. Our SAT-based AMD framework then
returns ‘satisfiable’ if and only if there exists such an appropriate mechanism,
and the assignment (model) of the Boolean values to the variables fully explains
the behavior of the obtained mechanism.

Here we show how each property is implemented as a clause. At the end of
this section, we also demonstrate the SAT encoding for false-name-proof facility
location for a 2-by-2 grid.

5.1 Variables

In our SAT encoding, a Boolean variable cS,v is defined for a given set S ∈ 2V \∅
of the vertices and a specific vertex v ∈ PE(S), where PE(S) indicates the set
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of Pareto efficient vertices when reported profile θ satisfies I(θ) = S. A TRUE
assignment to a variable cS,v means that the vertex v is chosen for the input S,
and a FALSE assignment means that v is not chosen for S.

5.2 Constraints for Feasibility

Now we are ready to define the clauses of the formula. We first define those that
guarantee the feasibility of a mechanism; i.e., a mechanism is a well-defined and
single-valued. Specifically, for each input S, exactly one outcome v is returned.

Formally, we add the following two kinds of clauses. The first ones are for
guaranteeing that the mechanism is well-defined, so that it returns at least one
outcome for any given input S:

∀S ∈ 2V \ ∅,
∨

v∈PE(S)

cS,v, (1)

and the second ones are for guaranteeing that the mechanism is single-valued,
so that for each input S it returns at most one outcome:

∀S ∈ 2V \ ∅,∀u, v ∈ PE(S),¬cS,u ∨ ¬cS,v. (2)

5.3 Constraints for False-Name-Proofness

Finally and most importantly, we define the clauses for false-name-proofness.
Each clause that we add here indicates that, for any set S of vertices, for any
vertex u ∈ PE(S) that is chosen as the outcome, for any manipulator at vertex
m ∈ S, and for any set T of vertices after m arbitrarily chose her manipulation,
it holds that any outcome v that is strictly better than u for the manipulator
must not be realized.

To implement this property, it is useful to first define the set of strictly better
outcomes for each vertex u and each vertex m at which a manipulator is located.
Let B(u,m) ⊆ V be the set of such strictly better outcomes:

B(u,m) := {v ∈ V | v �m u}.

Let R(S,m) ⊆ 2V \∅ be the set of reachable profiles, i.e., the sets of vertices to
which the manipulator can make the situation identical from the current profile
S. The possible manipulations include both preference misreporting using a sin-
gle (true) identity and false-name-manipulations using multiple fake identities.
Basically a reachable profile from S is a superset of S. If there is no agent (except
the manipulator) located at m, a preference misreport can make the situation
identical to S \ {m}. Furthermore, the identical profile S can be ignored, since
the conditions are added by assuming that an outcome for input S is fixed to u.
Therefore, the set of reachable profiles is formalized as follows:

R(S,m) := {S′ ∈ 2V | [S′ 
= S] ∧ [S′ ⊇ (S \ {m})]}
We are now ready to define the conditions for false-name-proofness using the

above notations as a set of clauses.

∀S ∈ 2V , ∀u ∈ PE(S), ∀m ∈ S, ∀T ∈ R(S,m), ∀v ∈ PE(T ) ∩ B(u,m),¬cS,u ∨ ¬cT,v.
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5.4 Example of SAT Encoding for 2-by-2 Grid

Let us demonstrate how a CNF file can be created, for a 2-by-2 grid (see
Example 1), whose vertices are given as v0, v1, v2, and v3. For notation sim-
plicity, we only write the indices of vertices, instead of their names, as c123,1

to denote c{v1,v2,v3},v1 . First, we compute the set PE(S) of the Pareto efficient
outcomes for each input S, and define the set of variables:

c0,0, c1,1, c2,2, c3,3,

c01,0, c01,1, c02,0, c02,2, c03,0, c03,1, c03,2, c03,3,

c12,0, c12,1, c12,2, c12,3, c13,1, c13,3, c23,2, c23,3,

c012,0, c012,1, c012,2, c013,0, c013,1, c013,3,

c023,0, c023,2, c023,3, c123,1, c123,2, c123,3,

c0123,0, c0123,1, c0123,2, c0123,3.

We then define the feasibility constraints. For example, for the input S =
{v0, v3}, the clause for well-definedness is

c03,0 ∨ c03,1 ∨ c03,2 ∨ c03,3,

and the clauses for single-valuedness are

¬c03,0 ∨ ¬c03,1,

¬c03,0 ∨ ¬c03,2,

¬c03,0 ∨ ¬c03,3,

¬c03,1 ∨ ¬c03,2,
...

We finally add the constraints as clauses. For example, let S = {v1, v2, v3}
be the original profile, and let m = v1 be the vertex where the manipulator
is located. Then, for each vertex u ∈ PE(S) = {v1, v2, v3}, the set B(u, v) of
strictly better outcomes are:

B(v1, v1) = ∅
B(v2, v1) = {v0, v1, v3}, B(v3, v1) = {v1}.

Also, the set of reachable profiles from the above S by a manipulation of the
manipulator at m is:

R({v1, v2, v3}, v1) = {{v2, v3}, {v0, v2, v3}, {v0, v1, v2, v3}}.
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Thus, for S = {v1, v2, v3} and m = v1, the clauses to be added for false-name-
proofness are:

¬c123,2 ∨ ¬c23,3,

¬c123,2 ∨ ¬c023,0,

¬c123,2 ∨ ¬c023,3,

¬c123,2 ∨ ¬c0123,0,

¬c123,2 ∨ ¬c0123,1,

¬c123,2 ∨ ¬c0123,3,

¬c123,3 ∨ ¬c0123,1.

Note that ¬c123,1 is ignored as a first literal for the manipulator at v1, since it
corresponds to her ideal outcome. Finally we obtain 36 variables and 229 clauses
for this problem on a 2-by-2 grid.

6 Obtained Results

We applied our SAT-based AMD framework to various problems of false-name-
proof facility location. In this section three kinds of results are present. First,
we successfully regenerate the existence/inexistence theorem on cycle graphs,
demonstrating the validity of our approach. Second, we found new mechanisms
on a 2-by-2 grid graph, demonstrating its novelty. Third, we devised a new
impossibility result for a public bad on a 2-by-3 grid by additionally introducing
a fairness property called ontoness, which demonstrates the applicability of our
approach.

6.1 Validity: Regenerating Known Results

Todo et al. [35] showed that, regardless whether agents’ preferences are single-
peaked or single-dipped, there is no mechanism that satisfies false-name-
proofness and Pareto efficient on cycle graph Ck for any integer k ≥ 6. However,
for any k ≤ 5, there is such a mechanism. Our SAT-based framework success-
fully regenerates these results for any k ≤ 7, i.e., it finds some mechanisms for
3 ≤ k ≤ 5, and does not find any mechanism for 5 < k ≤ 7. For larger k ≥ 8,
it does not stop for more than a week. Indeed, the size of our compact SAT
encoding is already quite large, where the number of variables is O(2n × n) and
the number of constraints is O(2n × n4).

6.2 Novelty: Finding New Mechanisms

Table 1 shows an actual assignment returned by the SAT solver for a public good
on a 2-by-2 grid1. The behavior is slightly different from the first mechanism
1 The domain of single-peaked preferences coincides with that of single-dipped ones

on a 2-by-2 grid. Thus, the same mechanism also works for locating a public bad.
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Table 1. Showing behavior of a newly obtained mechanism for a public good on 2-by-2
grid, by listing all variables and assigned Boolean values. ‘T’ and ‘F’ indicates TRUE
and FALSE, respectively.

c0,0 T c1,1 T c2,2 T c3,3 T c01,0 T c01,1 F

c02,0 T c02,2 F c03,0 T c03,1 F c03,2 F c03,3 F

c12,0 F c12,1 F c12,2 F c12,3 T c13,1 F c13,3 T

c23,2 F c23,3 T c012,0 T c012,1 F c012,2 F c013,0 T

c013,1 F c013,3 F c023,0 T c023,2 F c023,3 F c123,1 F

c123,2 F c123,3 T c0123,0 T c0123,1 F c0123,2 F c0123,3 F

described in Example 1. The only difference is for input S = {v1, v2}, where the
first mechanism in Example 1 returns v0 and the one shown in the above table
returns v3.

It has been unclarified whether such a slight modification also works,
although the first mechanism in Example 1 was already proposed in Todo
et al. [35].

Actually, based on the model enumeration function of a SAT solver, we found
that there are only eight mechanisms; two of which are explained above, and the
other six are obtained from the rotational symmetry. Future work will develop
a new framework to automatically derive a human-readable description of a
mechanism, rather than just showing the behavior in a table.

6.3 Applicability: An Impossibility with Additional Property

No work has formally analyzed false-name-proof location of a public bad on grid
graphs, except for a 2-by-2 grid that is identical to cycle C4. We therefore apply
our framework to a 2-by-3 grid (Fig. 2) and obtained mechanisms satisfying both
false-name-proofness and Pareto efficiency. However, in this subsection, we show
a negative result, by introducing a well-known property on fairness between
outcomes, so-called ontoness.

Ontoness requires that each outcome must be realized under some input.
Formally, a mechanism f is said to be onto if for any outcome v ∈ V , there
is at least one input S ∈ 2V such that f(S) = v. If ontoness is not satisfied,
there exists at least one outcome that is never selected under any input. Such a
mechanism is unfair for outcomes, e.g., voting for candidates and/or on sites for
public bad locations. All the outcomes should be treated as fairly as possible,
and if such an outcome that is never selected exists, the mechanism should run
for all but that outcome.

Implementing the ontoness property in an CNF formula is quite easy. The
only clause that is added to the SAT encoding in Sect. 5 is:

∀v ∈ V,
∨

S∈2V

cS,v.
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Fig. 2. 2-by-3 grid Fig. 3. 6-cycle, where gray vertex v5 is
trusted.

Our framework then returns ‘unsatisfiable,’ that is, for a public bad loca-
tion on a 2-by-3 grid, no deterministic mechanism simultaneously satisfies false-
name-proofness, Pareto efficiency, and ontoness. Actually, any of the obtained
mechanisms without introducing ontoness is not locating the facility at v1 (or
at v4). This is reasonable and consistent with a result by Manjunath [21] for a
continuous line; since agents’ preferences are single-dipped, the public bad must
be located at one of the extremes.

As we observed in this subsection, our SAT-based framework is quite appli-
cable to various mechanism design problems. Indeed, obtaining such a new result
is easy; by just adding a new condition, we obtain some new insights from our
framework. To verify the consistency of any property, simply represent it as a
set of clauses.

7 Extension to a New Variant of Facility Location

As we confirmed in the previous section, and was originally shown in Todo
et al. [35], there is no mechanism that is false-name-proof and Pareto efficient
on the cycle graph with six vertices. However, it might be possible in practice to
restrict the set of manipulators. One such situation is to decide a meeting slot,
where some core members might have preferred slot, as explained in Sect. 1.
Another possibility is that a city is running its own collection of personal infor-
mation; the citizens are therefore only allowed to report their true preference.

Here we demonstrate that our AMD approach is easily extendable to such a
modified problem, which originally requires a complicated analysis from scratch
in the traditional mechanism design. Our framework indeed returns many models
for the modified problem, meaning that there are false-name-proof and Pareto
efficient mechanisms.

The following are the details of the modified problem. One vertex in C6

is trusted, e.g., the vertex v5 in the cycle graph C6 shown in Fig. 3, and the
mechanism designer is going to locate a public good, i.e., agents’ preferences
are single-peaked. Each agent can still do false-name manipulations as in the
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Algorithm 1. Mechanism found on cycle C6 with trusted vertex v5
Require: a reported profile θ′

Ensure: a location x
1: if v3 ∈ PE(θ′) then return v3
2: else if v4 ∈ PE(θ′) then
3: if v0 ∈ PE(θ′) then return v5
4: else return v4
5: end if
6: else if v1 ∈ PE(θ′) then return v1
7: else if v0 ∈ PE(θ′) then return v0
8: else if v5 ∈ PE(θ′) then return v5
9: else return v2

10: end if

previous problem, while those located at v5 just report their true type v5. For-
mally, the property to be satisfied is slightly modified as follows:

Definition 4. A mechanism f is false-name-proof for the modified problem if
for any N , θ, i ∈ N , θi ∈ V \ {v5}, θ′

i ∈ V , Φi ⊆ N \ N , and θΦi
∈ V |Φi|, it

holds that f(θ) �θi
f(θ′

i, θΦi
, θ−i).

Almost identical encoding with Sect. 5 works, except for removing all the
conditions on false-name-proofness with respect to the vertex v5 where a manip-
ulator is located, as Definition 4 did. Thus, the conditions to be added for the
modified false-name-proofness is:

∀S ∈ 2V ,∀u ∈ PE(S),∀m ∈ S \ {v5},∀T ∈ R(S,m),∀v ∈ PE(T ) ∩ B(u,m),

¬cS,u ∨ ¬cT,v.

After applying our framework, we obtained 160 models (i.e., mechanisms) for
the problem. One of them appears in Algorithm 1, which can be represented as
a simple form based on an if-then rule, except for the nested part in lines 2–5.

We briefly introduce how the mechanism prevents false-name manipulations,
particularly by focusing on why the nested part need. The mechanism f first
tries to locate the facility on the bottom of the diagonal line between v5 and v2,
i.e., vertices v3 and v4. If v3 is not Pareto efficient but v4 is, then f also checks
whether v0 is also Pareto efficient. If so, it locates the facility at v5; otherwise at
v4. Consider the profile S = {v1, v4, v5}. Here, v3 is not Pareto efficient and v4
is. What if f locates the facility at v4? Then, the agent at v1 adds a fake identity
at vertex v3 (or v2). This manipulation makes v3 Pareto efficient, and moves the
facility to v3, which is beneficial for her. To remove this incentive, f also needs
to check the Pareto efficiency of v5. Indeed, f(S) = v5, which is identical with
v3 for the manipulator at v1.

Actually, we did a brute-force check for each model and confirmed that any
obtained model must have such a nested form, i.e., it cannot be represented as
a mechanism that sequentially checks the Pareto efficiency of each vertex, like
that proposed in Nehama et al. [24].
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8 Concluding Remarks

We proposed a SAT-based AMD framework for the false-name-proof facility
location. We regenerated existing results, revealed many new findings, and fur-
ther demonstrated that our framework can be easily extended to a modified
problem. Our future work will include the automated proving of impossibility
results, based on extracting a minimal unsatisfiable set. Establishing a general
technique to provide a complete characterization of mechanisms, based on a
model enumeration function of a SAT solver, would also be interesting.
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Abstract. Coalition Structure Generation (CSG), which is a leading
research issue in the domain of coalitional games, divides agents into
exhaustive and disjoint coalitions to optimize social welfare. This paper
studies CSG problems over weighted undirected graphs in which the
weight on an edge between any two connecting agents represents how
well they work together in a coalition. The weight can have either a
positive or a negative value. We examine two types of problems. One is
a CSG without any restrictions on the number of coalitions, and another
is a CSG with k coalitions where k is determined in advance. We present
two methods to solve these problems: ILP formulation and MaxSAT
encoding.

Keywords: Coalitional games · Coalition structure generation
problem · Integer linear programming · MaxSAT

1 Introduction

The study of interactions among multiple self-interested agents who can form
coalitions to achieve common goals is an important research topic in multi-agent
systems. Coalitional game theory provides a mathematical framework for model-
ing and analyzing such interactions. Coalitional games have two major research
issues. The first involves partitioning the agents into coalitions to maximize the
sum of the values of all the coalitions. This is called the Coalition Structure
Generation problem [22]. The second topic involves how to divide the value of
the coalition among agents. Coalitional game theory provides various solution
concepts, such as the core, the Shapley value, and the nucleolus.

Although coalitional games can apply many real-world services including
supply chains and rescue-team formation, existing works have identified that
many problems in coalitional games tend to be computationally intractable. A
coalitional game is represented as a black-box function called a characteristic
function that takes a coalition as an input and returns its value as an output.
When we explicitly represent an arbitrary characteristic function for a game of n
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agents, Θ(2n) values are required. Thus, a concise representation for the game,
i.e., polynomial size with respect to the number of agents, is one key property
from a representation scheme for coalitional games.

Several concise representation schemes for a characteristic function have
been proposed: graphical representation [1,7,18], marginal contribution nets
(MC-nets) [11], synergy coalition group (SCG) [4], an agent-type representa-
tion [25], and a representation based on Zero-suppressed Binary Decision Dia-
gram (ZDD) [21]. Among these concise representations, a coalitional game over
a graph, (often called a graph-restricted game) introduced by Myerson [18],
is the most popular concise representation scheme. Here nodes indicate agents
and edges indicate communication channels; that is, whether the two connect-
ing agents actually communicate. Thus, a coalition is feasible if and only if it
induces a connected subgraph of the underlying graph. Myerson also investigated
the existence of a disconnected coalition as a set of disjoint, connected compo-
nents and defined the value of a disconnected coalition as the sum of the values
of connected components. Deng and Papadimitriou [7] proposed a coalitional
game over a weighted undirected graph with an integer weight on each edge.
The coalition’s value is given by the sum of the weight of the edges contained
in it. They analyzed the computational complexity of the problems associated
with each solution concept.

In this paper, we study coalition structure generation over weighted undi-
rected graphs in which the weight on an edge between any two connecting agents
represents how well they work together in a coalition. The relations between pairs
of agents are symmetric. The weight can be either positive or negative. A posi-
tive weight represents how much profit the two connecting agents make for the
coalition to which they belong when they work together. A negative weight rep-
resents how much they subtract from the coalition. We allow the existence of a
disconnected coalition as a set of disjoint, connected components and define the
value of a disconnected coalition in the same manner as Myerson [18].

We study two types of problems to find the optimal coalition structure that
maximizes the sum of the utilities obtained by the coalitions. The first problem
is a well-known general coalition structure generation (CSG) problem. For the
second, we fix the number of coalitions in a coalition structure to k which an
organizer determines in advance. We call the latter the k-coalition structure
generation (k-CSG) problem, which is a variant of the CSG problem introduced
by Sless et al. [23]. Although Sless et al. proposed an algorithm for the k-CSG
problem over a graph when the number of negative edges is limited, we address
a k-CSG problem over a graph without such a limitation. When we assume that
all the weights in the graph are positive and k is fixed, the k-CSG (minimum-
weight k-cut) problem is polynomial time solvable [9]. Even if k is fixed, the
k-CSG problem over a graph having positive and negative edges is NP-hard.

In this paper, we propose a 0–1 integer liner programming (ILP) formulation
and MaxSAT encodings to solve the CSG and k-CSG problems. In our formu-
lations, we introduce a symmetry breaking constraint to reduce the duplicated
solutions. If n agents exist, there exist at most n! duplicated solutions since
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the names of coalitions are indistinguishable. A symmetry breaking constraint
reduces such duplicated solutions. For k-CSG problems, we also reformulate the
existing ILP formulation for a graph clustering problem, proposed by Miyauchi
et al. [17] and experimentally show that our formulation works well on k-CSG.

The rest of this paper is organized as follows. Related works are introduced
in Sect. 2. The definitions and notations used in it are given in Sect. 3. In Sect. 4,
we introduce the existing ILP formulation for clustering problems over graphs
proposed by Miyauchi et al. [17]. In Sects. 5 and 6, we introduce 0–1 ILP formu-
lation and MaxSAT encoding for general CSG and k-CSG problems, followed
by an empirical evaluation in Sect. 7. Some final conclusions are presented in
Sect. 8.

2 Related Works

Myerson [18] first established a coalitional game over a graph, as we described in
Sect. 1. After his work, many researchers in computer science addressed such
computationally intractable problems to find an optimal coalition structure
or calculate solution concepts and proposed efficient algorithms for them [20].
Among various existing works, we introduce the works on CSG problems that
are close to our study.

Voice et al. [26] proposed algorithms to enumerate and evaluate all of the
feasible coalitions and find an optimal coalition structure over a sparse graph
when a feasible coalition consists of a connected subgraph. Our experiments
showed that the proposed algorithm evaluated all of the coalition values for up to
50 agents in a reasonable time and found an optimal coalition structure for 30
agents within 5.3 min on random trees. Bachrach et al. [2] considered the CSG
problem over a weighted graph and showed that the optimization problem in a
weighted graph game is NP-hard. Then they proposed approximate algorithms
with constant factor approximations for such restricted graphs as planner, minor
free, and bounded degree graphs. Sless et al. [23] considered a CSG problem
with a fixed constant k of coalitions (k-CSG problem) for a weighted undirected
graph. They proposed a polynomial time algorithm to find an optimal coalition
structure for a nearly positive graph where the number of negative edges is
limited. They also identified tractable instances and proposed a polynomial time
algorithm to find the core stable solutions for them. We provide ILP formulation
of k-CSG problems without any constraints on the negative edge in this paper.

If the agents in a coalition have to form a connected component, CSG prob-
lems over graphs are identical as the clique partitioning problem introduced by
Grötshel and Wakabayashi [10]. Recently, Miyauchi et al. [17] proposed an ILP
formulation and an ILP-based algorithm for the clique partitioning problem. We
reformulate an ILP formulation for the k-CSG problem in Sect. 5.

Liao et al. presented two MaxSAT encodings for CSGs represented by MC-
nets or embedded MC-nets: agent-based and rule-based [15]. The former encodes
agent relations into propositional logic while the latter encodes rule relations
between rules of MC-nets [16,19,24]. The rule-based encoding is applicable to
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only CSGs represented by MC-nets. In other words, we can not use it for CSGs
by weighted graphs. Thus, we present an agent-based MaxSAT encoding in this
work.

3 Model

Let N = {1, 2, . . . , n} be a set of agents. The game is represented as undirected
weighted graph G = (N,E,w). Each edge (i, i′) ∈ E is associated with weight
wi,i′ = wi′,i ∈ Q where Q is the set of rational numbers. Weight wi,i′ indicates
the degree of the relationship strength between agents i and i′. Let coalition
S ⊆ N denote a subset of agents. We do not require the agents in coalition S to
form a connected component. The value of S is the sum of the weights among
the agents who belong to coalition S.

Definition 1 (Value of Coalition). For any coalition of agents S ⊆ N , the
value of S is given by

v(S) =
∑

(i,i′)∈E[S]

wi,i′ .

where E[S] = {(i, i′) ∈ E | i, i′ ∈ S}.
We can extend graph G to a complete graph by adding zero-weighted edges

to it without changing v(S). Therefore, for simplicity, we assume every weighted
graph G in this paper is complete.

We consider two types of coalition structure generation problems: a general
coalition structure generation problem and a k-coalition structure generation
problem where we restrict the number of coalitions in a coalition structure to k.

First we define a general coalition structure generation problem. Coalition
structure CS is defined as a partition of N into disjoint and exhaustive coalitions.

Definition 2 (Coalition Structure). Coalition structure CS = {S1, S2, . . .}
satisfies the following conditions:

∀i, j (i �= j), Si ∩ Sj = ∅,
⋃

Si∈CS

Si = N.

Denote the set of all coalition structures as Π(N).

The value of coalition structure CS, V (CS), is given by V (CS) =
∑

Sj∈CS v(Sj).
Therefore, we define a general coalition structure generation problem (CSG)

as follows.

Definition 3 (Coalition Structure Generation Problem (CSG)). The
coalition structure generation problem is the problem to find CS∗ satisfies

∀CS, V (CS∗) ≥ V (CS).
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Next we define k-Coalition Structure Generation Problem (k-CSG). In it, the
number of non-empty coalitions in a coalition structure is predefined as k. In
other words, a coalition structure has to consist of exactly k coalitions. Let CSk

be a coalition structure with exactly k coalitions.

Definition 4. (k-Coalition Structure Generation Problem (k-CSG)).
The k-coalition structure generation problem is to find CS∗

k satisfying

∀CS, V (CS∗
k) ≥ V (CSk).

4 Existing ILP Formulations

We introduce the existing state-of-the-art ILP formulation and an ILP-based
algorithm for the graph clustering problem, which have been proposed by
Miyauchi et al. (2018).

A graph clustering problem finds an optimal partition that maximizes the
sum of the weights on edges within the clusters in the partition for a given
complete weighted undirected graph G = (N,E,w) with the weight on edge
w : E → Q. Such a problem is often called the clique partitioning problem. For
it, Grötshel and Wakabayashi (1989) first proposed an ILP formulation, in which
decision variable zi,i′ for each edge (i, i′) is introduced where zi,i′ = 1 if i and i′

are in the same cluster and 0 otherwise. As constraints, we introduce the triangle
inequality constraints for any i, i′, i′′ ∈ N . If i and i′ are in the same cluster and
i′ and i′′ are also in the same cluster, then i and i′′ have to be in the same cluster.
This constraint is represented by inequality zi,i′ +zi′,i′′ −zi,i′′ ≤ 1. Thus, the ILP
formulation has ( n

2 ) = Θ(n2) variables and 3 ( n
3 ) = Θ(n3) triangle inequality

constraints.
Miyauchi et al. proposed an ILP formulation and an ILP-based algorithm

to reduce a set of triangle inequality constraints. The ILP formulation called
RP(G̃) has far fewer constraints than a previously proposed standard ILP for-
mulation [10]. The ILP-based algorithm called RP∗(G)+pp consists of two pro-
cedures. RP∗(G) first solves a ILP problem defined by modifying RP(G̃) to
further reduce a set of triangle inequality constraints and then decompose the
partitions obtained by solving the ILP problem into weakly connected compo-
nents to obtain an optimal solution as a post-processing. Miyauchi et al. also
proved that both RP(G̃) and RP∗(G)+pp always find an optimal solution.

RP(G̃): In the ILP formulation RP(G̃), we assume that the weight on edge wi,i′

is an integer value, i.e., wi,i′ ∈ Z. A new graph, G̃ = (N,E, w̃), is given where
weight function w̃i,i′ is defined so that for (i, i′) ∈ E,

w̃i,i′ =

{
−ε if (wi,i′ = 0)
wi,i′ otherwise,

where ε ∈ (0, 1/ ( n
2 )).
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Zero-weighted edges in G become negative-weighted ones in G̃. This decreases
the number of triangle inequality constraints for G̃ dramatically when there are
a lot of zero-weighted edges in G.

RP(G̃) : max
n−1∑

i=1

n∑

i′=i+1

w̃i,i′zi,i′

s.t. zi,i′ + zi′,i′′ − zi,i′′ ≤ 1 ∀(i, i′, i′′) ∈ T 1
≥0,

zi,i′ − zi′,i′′ + zi,i′′ ≤ 1 ∀(i, i′, i′′) ∈ T 2
≥0,

−zi,i′ + zi′,i′′ + zi,i′′ ≤ 1 ∀(i, i′, i′′) ∈ T 3
≥0,

zi,i′ ∈ {0, 1} 1 ≤ i < i′ ≤ n

where T 1
≥0 = {(i, i′, i′′) : 1 ≤ i < i′ < i′′ ≤ n, w̃i,i′ ≥ 0 or w̃i′,i′′ ≥ 0},

T 2
≥0 = {(i, i′, i′′) : 1 ≤ i < i′ < i′′ ≤ n, w̃i,i′ ≥ 0 or w̃i,i′′ ≥ 0}, and

T 3
≥0 = {(i, i′, i′′) : 1 ≤ i < i′ < i′′ ≤ n, w̃i′,i′′ ≥ 0 or w̃i,i′′ ≥ 0}.

Miyauchi et al. showed that RP(G̃) removed about 90% of the constraints,
compared with a standard ILP formulation for correlation clustering instances
where the weight of an edge is 1, 0, or −1 in their computational experiments.

RP∗(G)+pp: In ILP-based algorithm RP∗(G)+pp, we first solve the following
ILP problem called RP∗(G) in which the set of constraints is identical to RP(G̃).

RP∗(G) : max
n−1∑

i=1

n∑

i′=i+1

wi,i′zi,i′

s.t. zi,i′ + zi′,i′′ − zi,i′′ ≤ 1 ∀(i, i′, i′′) ∈ T 1
>0,

zi,i′ − zi′,i′′ + zi,i′′ ≤ 1 ∀(i, i′, i′′) ∈ T 2
>0,

−zi,i′ + zi′,i′′ + zi,i′′ ≤ 1 ∀(i, i′, i′′) ∈ T 3
>0,

zi,i′ ∈ {0, 1} 1 ≤ i < i′ ≤ n

where T 1
>0 = {(i, i′, i′′) : 1 ≤ i < i′ < i′′ ≤ n, wi,i′ > 0 or wi′,i′′ > 0},

T 2
>0 = {(i, i′, i′′) : 1 ≤ i < i′ < i′′ ≤ n, wi,i′ > 0 or wi,i′′ > 0}, and

T 3
>0 = {(i, i′, i′′) : 1 ≤ i < i′ < i′′ ≤ n, wi′,i′′ > 0 or wi,i′′ > 0}.

As in RP(G̃), the number of triangle inequality constraints in RP∗(G)
decreases as the number of edges having positive edges decreases. However,
RP∗(G) may fail to obtain the optimal solution. Thus, we apply a post-
processing, which we refer to as pp, to decompose the partition obtained by
solving RP∗(G) into a set of weakly connected components by a depth-first
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search1 pp runs in time linear in the size of graph G. Miyauchi et al. showed
that RP∗(G)+pp was the fastest among the existing formulations and algorithms
including RP(G̃) for the instances of bipartite graphs in the computational
experiments.

5 ILP Formulation

In this section, we present our ILP formulations through which we introduce two
types of decision variables, xi,j and yi,i′,j for 1 ≤ i < i′ ≤ n and 1 ≤ j ≤ n.

xi,j =

{
1 if agent i is in a coalition Sj ,

0 otherwise.

yi,i′,j =

{
1 if agents i and i′ are in coalition Sj ,

0 otherwise.

5.1 General CSG Problems

We introduce the following ILP problems for general CSG problems:

max
n−1∑

i=1

n∑

i′=i+1

n∑

j=1

wi,i′yi,i′,j

s.t.
n∑

j=1

xi,j = 1 (1 ≤ i ≤ n) (1)

yi,i′,j ≤ xi,j (1 ≤ i < i′ ≤ n, 1 ≤ j ≤ n) (2)
yi,i′,j ≤ xi′,j (as above) (3)
xi,j + xi′,j ≤ yi,i′,j + 1 (as above) (4)
x1,1 = 1 (5)
xi,j = 0 (2 ≤ i < j ≤ n) (6)

xi,j ≤
i−1∑

i′=1

xi′,j−1 (2 ≤ i, j ≤ n) (7)

Constraint (1) means that any agent must be in a coalition and that the
number of coalitions it joins is exactly 1. Constraints (2), (3), and (4) mean
that yi,i′,j is 1 if and only if agents i and i′ work together in coalition Sj and
also 0 otherwise. The remaining constraints from (5) to (7) are for symmetry
breaking constraints [8]. If n agents exist, at most n coalitions exist in a coalition
structure. Thus, there exist at most n! duplicated solutions, since the names of
the coalitions are indistinguishable. We can reduce such duplicated solutions by
adding symmetry breaking constraints which implies that the minimum agent
1 In the search, we only examine components connected by edges with positive weights.
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in Sj must be smaller than that in Sj+1. Thus, agent 1 must be in coalition S1

and then agent 2 joins in either S1 or S2. If agent 2 cannot join in S1, it is in
S2. If agents 1 and 2 are in S1, agent 3 joins in either S1 or S2, and so on.

5.2 k-CSG Problems

We reformulate the above ILP formulation to work it for k-CSG problems. To
obtain the optimal coalition structure with precise k coalitions, we change the
maximum number of coalitions in a coalition structure from n to k in an objective
function and add a new constraint (8). k coalitions must exist in a coalition
structure, i.e., at least one agent must join any coalition:

max
n−1∑

i=1

n∑

i′=i+1

k∑

j=1

wi,i′yi,i′,j

s.t.
n∑

i=1

xi,j ≥ 1 (1 ≤ j ≤ k) (8)

k∑

j=1

xi,j = 1 (1 ≤ i ≤ n) (9)

yi,i′,j ≤ xi,j (1 ≤ i < i′ ≤ n, 1 ≤ j ≤ k) (10)
yi,i′,j ≤ xi′,j (as above) (11)
xi,j + xi′,j ≤ yi,i′,j + 1 (as above) (12)
x1,1 = 1 (13)
xi,j = 0 (2 ≤ i < j ≤ k) (14)

xi,j ≤
i−1∑

i′=1

xi′,j−1 (2 ≤ i ≤ n, 2 ≤ j ≤ k) (15)

We also consider the reformulation of RP(G̃) for k-CSG problems and call it
RPk (G̃). We add k dummy nodes D = {n + 1, . . . , n + k} where n + j indicates
coalition Sj , and introduce decision variable zi,n+j where zi,n+j = 1 if i is in Sj

and 0 otherwise (1 ≤ i ≤ n, 1 ≤ j ≤ k). We also add dummy edges Ed between
node i and dummy node n + j. Thus, k · n dummy edges are added to graph
G. Although we assume the weight of a dummy edge is 0, we explicitly present
dummy edges in a graph. Furthermore, we add a constraint where each dummy
node must connect to at least one node to RP(G̃), i.e.,

∑n
i=1 zi,n+j ≥ 1 must be

satisfied for any n + j:
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RPk(G̃) : max
n−1∑

i=1

n∑

i′=i+1

w̃i,i′zi,i′

s.t.
n∑

i=1

zi,n+j ≥ 1 (1 ≤ j ≤ k)

k∑

j=1

zi,n+j = 1 (1 ≤ i ≤ n)

z1,n+1 = 1
zi,n+j = 0 (2 ≤ i ≤ n, i ≤ j ≤ k)

zi,n+j ≤
i−1∑

i′=1

zi′,n+j−1 (2 ≤ i ≤ n, 2 ≤ j ≤ k)

zi,i′ + zi′,i′′ − zi,i′′ ≤ 1 ∀(i, i′, i′′) ∈ T 1
≥0 ∪ T 4

≥0,

zi,i′ − zi′,i′′ + zi,i′′ ≤ 1 ∀(i, i′, i′′) ∈ T 2
≥0 ∪ T 4

≥0,

−zi,i′ + zi′,i′′ + zi,i′′ ≤ 1 ∀(i, i′, i′′) ∈ T 3
≥0 ∪ T 4

≥0,

zi,i′ ∈ {0, 1} (1 ≤ i < i′ ≤ n),
zi,n+j ∈ {0, 1} (1 ≤ i ≤ n, 1 ≤ j ≤ k),

where T 1
≥0 = {(i, i′, i′′) : 1 ≤ i < i′ < i′′ ≤ n, wi,i′ ≥ 0 or wi′,i′′ ≥ 0},

T 2
≥0 = {(i, i′, i′′) : 1 ≤ i < i′ < i′′ ≤ n, wi,i′ ≥ 0 or wi,i′′ ≥ 0},

T 3
≥0 = {(i, i′, i′′) : 1 ≤ i < i′ < i′′ ≤ n, wi′,i′′ ≥ 0 or wi,i′′ ≥ 0},

T 4
≥0 = {(i, i′, n + j) : 1 ≤ i < i′ ≤ n, 1 ≤ j ≤ k}

6 MaxSAT Encoding

The Boolean Satisfiability Problem (SAT) was the first shown to be NP-complete
[5]. SAT is represented by a Boolean formula, which is expressed in a Conjunctive
Normal Form (CNF), which consists of a conjunction (logic and) of one or more
clauses. A clause is a disjunction (logic or) of one or more literals, and a literal
is an occurrence of a Boolean variable or its negation. In this paper, a set of
clauses is regarded as a conjunction of all the clauses in the set.

SAT determines whether any variable assignment that satisfies all clauses.
Maximum Satisfiability (MaxSAT) is an optimal version of SAT [14]. Also, in
practice, the problem instance is typically expressed as a set of hard and soft
clauses where each soft clause has a bounded positive numerical weight. The
problem is to find an assignment that satisfies all the hard clauses and maximizes
the sum of the weights of the satisfied soft clauses.

Formally, we denote a MaxSAT formula by φ = {(C1, w1), . . . , (Cm, wm),
Cm+1, . . . , Cm+m′} where the first m clauses are soft and the rest are hard. With
each soft clause Ci, Boolean variable bi is associated such that bi = 1 if clause Ci
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is satisfied and otherwise bi = 0. Solving MaxSAT instance φ amounts to finding
an assignment that satisfies all Cm+1, . . . , Cm+m′ and maximizes

∑m
i=1 wibi.

We introduce Boolean variable xi,j for a pair of agent i and coalition Sj . If
i is in Sj , xi,j = 1, and otherwise, xi,j = 0. We also introduce Boolean variable
yi,i′,j for a pair of agents i and i′ where i < i′, and coalition Sj . If i and i′ are in
coalition j, yi,i′,j = 1, and otherwise, yi,i′,j = 0. To address negative weights in
MaxSAT, which deals with only positive weights, we introduce Boolean variable
zi,i′ for a pair of agents i and i′ whose edge’s weight is negative. If i and i′ are
in the same coalition, zi,i′ = 1, and otherwise, zi,i′ = 0.

6.1 General CSG Problems

We introduce the following MaxSAT clauses for general CSG problems. This is
essentially identical to the unary encoding in [3]:

– Soft clauses:
(yi,i′,1 ∨ · · · ∨ yi,i′,n, wi,i′) if wi,i′ > 0 (1)
(¬zi,i′ , −wi,i′) if wi,i′ < 0 (2a)

– Hard clauses:
¬yi,i′,j ∨ zi,i′ (1 ≤ j ≤ n) if wi,i′ < 0 (2b)
xi,1 ∨ · · · ∨ xi,n (1 ≤ i ≤ n) (3a)
¬xi,j ∨ ¬xi,j′ (1 ≤ i ≤ n, 1 ≤ j < j′ ≤ n) (3b)
¬xi,j ∨ ¬xi′,j ∨ yi,i′,j (1 ≤ i < i′ ≤ n, 1 ≤ j ≤ n) (4a)
¬yi,i′,j ∨ xi,j (as above) (4b)
¬yi,i′,j ∨ xi′,j (as above) (4c)
x1,1 (5a)
¬xi,j (1 < i < j ≤ n) (5b)
¬xi,j ∨ x1,j−1 ∨ · · · ∨ xi−1,j−1 (2 ≤ i, j ≤ n) (5c).

Soft clause (2a) denotes that value −wi,i′(> 0) is obtained when agents i
and i′ are in different coalitions. This coincides with the original meaning of the
negative weights where the value is lost when i and i′ are in the same coalition.
Hard clause (2b) argues that if i and i′ are in different coalition then there is no
coalition Sj such that both i and i′ are in Sj .

Hard clauses (3a) and (3b) mean that each agent must be in exactly one
coalition. Hard clauses (4a), (4b), and (4c) argue that xi,j = xi′,j = 1 if and
only if yi,i′,j = 1. The remaining hard clauses (5a), (5b), and (5c) consider
symmetry breaking. (5c) argues that if agent i is in coalition Sj then an agent
smaller than i is in coalition Sj−1. This implies that the minimum agent in
coalition Sj−1 must be strictly smaller than that in coalition Sj .

6.2 k-CSG Problems

We obtained the MaxSAT clauses for k-CSG problems by replacing range 1 ≤
j ≤ n with 1 ≤ j ≤ k and adding hard clause (6) saying that no empty coalition
exists as follows:
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– Soft clauses:
(yi,i′,1 ∨ · · · ∨ yi,i′,k, wi,i′) if wi,i′ > 0 (1)
(¬zi,i′ , −wi,i′) if wi,i′ < 0 (2a)

– Hard clauses:
¬yi,i′,j ∨ zi,i′ (1 ≤ j ≤ k) if wi,i′ < 0 (2b)
xi,1 ∨ · · · ∨ xi,k (1 ≤ i ≤ n) (3a)
¬xi,j ∨ ¬xi,j′ (1 ≤ i ≤ n, 1 ≤ j < j′ ≤ k) (3b)
¬xi,j ∨ ¬xi′,j ∨ yi,i′,j (1 ≤ i < i′ ≤ n, 1 ≤ j ≤ k) (4a)
¬yi,i′,j ∨ xi,j (as above) (4b)
¬yi,i′,j ∨ xi′,j (as above) (4c)
x1,1 (5a)
¬xi,j (1 < i < j ≤ k) (5b)
¬xi,j ∨ x1,j−1 ∨ · · · ∨ xi−1,j−1 (2 ≤ i ≤ n, 2 ≤ j ≤ k) (5c)
x1,j ∨ · · · ∨ xn,j (1 ≤ j ≤ k) (6)

Note that xi,j and yi,i′,j are introduced for 1 ≤ i < i′ ≤ n and 1 ≤ j ≤ k.

7 Experimental Evaluation

In this section, we experimentally evaluate the performance of our ILP formula-
tions and MaxSAT encoding using two types of graph structures. For MaxSAT
encoding, we apply two solvers, MaxHS [6] and RC2 on PySAT [12]. MaxHS is
a MaxSAT solver that utilized a MIP solver, CPLEX along with a SAT solver,
MiniSat. RC2 is a core-guided MaxSAT solver and won both the unweighted
and weighted categories of the main track of MaxSAT Evaluation 2018.

We evaluated our ILP, RP∗(G)+pp, MaxHS and RC2 for CSG problems,
and our ILP, reformulated RP(G̃), MaxHS and RC2 for k-CSG problems. All
the tests were run on a machine: an Intel Xeon Gold 6130 CPU @ 2.10 GHz
processor with 192 GB RAM, Ubuntu 18.04.2 LTS with a 60-s timeout. We used
a mixed integer programming Gurobi package version 7.5.0.

We executed the first set of experiments for a real-world network called
Wikipedia Requests for Adminship (WikiRfA) network [27]. This is a network
among Wikipedia users where each link (i, j) has a weight corresponding to the
vote of user i towards user j to become an administrator. A link’s weight is given
based on the intensity of the sentiment expressed in the vote [13]. The original
graph is directed. For a pair of nodes i and j, we created an undirected link with
weight wi,j + wj,i. Also, an original weight value is in the range [−1, 1], which
we modify into an integer in [−100, 100].

Based on the original graph with about 10,000 nodes and 100,000 links, we
selected a subgraph with n nodes by randomly choosing a root node and by
adding neighboring nodes in a (bounded) breadth-first manner. For a root node
(as well as for each of its descendants), we continue to add neighbors up to a
given limit d (we set d to 0.2n) until the number of chosen nodes became n.
Let p denote the probability that an edge exists between a pair of nodes. In an
obtained graph, p is about 15%. Thus, about 85% of the edges have positive
weights
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Table 1. Number of instances solved within 60 s (CSG)

# nodes

20 30 40 50

OurILP WikiRfA 100 100 100 100

Random 100 100 100 28

RP∗(G)+pp WikiRfA 100 100 100 100

Random 100 100 100 100

MaxHS WikiRfA 100 100 100 100

Random 100 100 100 100

RC2 WikiRfA 100 100 100 100

Random 100 100 30 1

Fig. 1. Average computational time (CSG)

We executed the second set of experiments for synthetic graphs where we
randomly generate a graph with n nodes. For each pair of nodes, an edge exists
with probability p = 0.2. The probability of edges having positive weight is
70% and the remaining 30% have negative weight. A positive/negative weight is
chosen randomly from a range [1, 100]/[−100,−1].

Thus, we have two types of graphs, WikiRfA and random. We set the amount
of node n to 20, 30, 40, and 50. For each setting, we generated 100 instances.
We finally experimented on 800 instances (= 2 × 4 × 100).

Table 1 shows the number of instances solved within 60 s and when we solved
them as general CSG problems. Figure 1 plots the average computational time for
100 instances in each setting. The figures do not plot the time when at least one
instance among the 100 instances was not solved within 60 s. Obviously, RC2
outperformed the others for WikiRfA and underperformed them for random.
RP∗(G)+pp and MaxHS work well for these general CSG problems.

Table 2 shows the number of instances solved within 60 s when we solved them
as k-CSG problems where k = 2, 5. Figures 2 and 3 plot the average computa-
tional times for 100 instances in each setting. When solving WikiRfA instances
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Table 2. Number of instances solved within 60 s (k-CSG)

n = 20 n = 30 n = 40 n = 50

k = 2 k = 5 k = 2 k = 5 k = 2 k = 5 k = 2 k = 5

OurILP WikiRfA 100 100 100 100 100 100 100 100

Random 100 100 100 100 100 100 100 93

RPk(G̃) WikiRfA 100 100 100 100 100 93 99 80

Random 100 100 100 100 100 48 57 9

MaxHS WikiRfA 100 100 100 100 100 99 100 94

Random 100 100 100 100 100 75 100 51

RC2 WikiRfA 100 100 100 100 100 100 100 100

Random 100 100 100 100 62 36 2 1

Fig. 2. Average computational time (2-CSG)

Fig. 3. Average computational time (5-CSG)
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as general CSG problems, RC2 outperformed the others. But it does not work
on random graph instances. On the other hand, our ILP also performs well on
both WikiRfA and random graph instances. Note that RPk(G̃) does not work
well on both the WikiRfA and random graph instances.

8 Conclusion

We considered two types of CSG, general CSG and k-CSG. A general CSG
identifies a coalition structure so as to maximize its value. k-CSG examines
only the coalition structures that consist of k coalitions. We introduced ILP and
MaxSAT formulations for both CSGs, and evaluated them with a MIP solver
Gurobi and two MaxSAT solvers, MaxHS and RC2. We used WikiRfA and
random graphs as benchmark instances and compared our formulations with a
state-of-the-art ILP formulation RP∗(G) for general CSGs and its k-CSG version
RPk(G̃). Our experimental results show the following: (1) MaxHS and RP∗(G)
work well on instances in general CSG settings, (2) RC2 works well on WikiRfA
instances in both general CSG and k-CSG settings; (3) our ILP formulation
works well on instances in the k-CSG setting.

Future works will investigate the followings: (1) develop heuristics to enhance
the performance, such as ordering agents, (2) decrease the number of constraints
of both the ILP and MaxSAT formulations, (3) find out why each formulation
or each solver changes its behaviour according to the type of benchmark.
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Abstract. Behaviour support technology assists people in organising
their daily activities and changing their behaviour. A fundamental
notion underlying such supportive technology is that of compliance with
behavioural norms: do people indeed perform the desired behaviour?
Existing technology employs a rigid implementation of compliance: a
norm is either satisfied or not. In practice however, behaviour change
norms are less strict: E.g., is a new norm to do sports at least three
times a week complied with if it is occasionally only done twice a week?
To address this, in this paper we formally specify probabilistic norms
through a variant of feature diagrams, enabling a hierarchical decompo-
sition of the desired behaviour and its execution frequencies. Further,
we define a new notion of probabilistic norm compliance using a formal
hypothesis testing framework. We show that probabilistic norm compli-
ance can be used in a real-world setting by implementing and evaluating
our semantics with respect to an existing daily behaviour dataset.

1 Introduction

Behaviour support technology [7] is aimed at assisting people in organising their
daily activities and changing their behaviour, for example to adopt a healthier
lifestyle. While numerous behaviour support frameworks have been developed,
they typically focus on a specific domain or type of behaviour, such as monitoring
our diet, emergency monitoring, or forgetting to perform certain tasks [12]. In
our work we aim to develop a generic framework for representing and reasoning
about people’s (desired) daily behaviour in order to allow an electronic partner
(epartner for short) to provide personalised behaviour support [19]. A generic
framework facilitates application across domains, and development of expressive
representation and reasoning techniques in a principled way.
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A central task an epartner needs to be able to do in order to provide person-
alised behaviour support, is determine whether the user is complying with the
desired target behaviour. The challenge we address in this paper is to formally
define the fundamental components that are (at least) required for an epartner
to perform this task, namely:

1. a description of the desired user behaviour, which can be self-reported, pre-
scribed by a caregiver, or otherwise recorded;

2. a record of the actual daily routine or behaviour of the user;
3. a measure of compliance of what is actually being done to what is

expected/desired to be done.

Inspired by research on normative multiagent systems [2], we refer to expres-
sions of desired user behaviour as (behaviour) norms that may or may not be
complied with by the user of the epartner.

Providing a comprehensive formal framework for representation of daily user
behaviour for the purpose of behaviour support is a non-trivial task due to the
potential complexity of this behaviour and the many facets that may be consid-
ered, such as temporal aspects [6] and user values [17]. In this paper we focus
on two key characteristics. First, representing the potentially complex structure
of daily behaviour requires a way to decompose behaviour into its constituting
parts [18]. Not all of these parts need to always be executed, some are optional
while others are mandatory, and sometimes a choice needs to be made. Second,
the nature of (desired) daily behaviour is often habitual [5,9], i.e., it concerns
the frequency of a user’s repeated behaviour over time. For example, a user may
want to change his habit of having a late breakfast such that at least 80% of his
breakfasts are early breakfasts, and needs to do work in the evening on four out
of five workdays, i.e., 80% of the workdays.

Defining when a user’s behaviour is compliant with such a specification of
desired behaviour requires first of all a definition of compliance with respect to
the basic specified behaviour structure. Second, in order to define compliance
with respect to the frequency of performed behaviour, we propose a statistical
approach (probabilistic norm compliance). This is because there will typically be
some variation in user behaviour over time, which might lead to some deviations
from the precise desired behaviour frequencies. The question we need to answer
is when these deviations are still “ok”, i.e., when we can consider the user to have
adopted the specified habit. For example, if we consider the past 20 workdays
out of which the user has worked 17 evenings. Is the user compliant with the
behaviour norm, i.e, can we say the user has adopted the specified habit? What
if we consider the past 6 days out of which the user has worked 5 evenings?

To address these challenges, this paper provides the following contributions:

1. We propose to use the well-studied formalism of Feature Diagrams [11] for
daily behaviour representation. Feature Diagrams have been used widely in
software engineering for modelling Software Product Lines [15]. In that con-
text Feature Diagrams represent the different parts of a software product, and
how they fit together to compose the overarching concept or final product.
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We observe that this formalism also provides a natural way of representing
the hierarchical structure of daily behaviour. (Sections 2 and 3)

2. We introduce a novel extension of Feature Diagrams called probabilistic Fea-
ture Diagrams in order to represent behaviour frequencies. We provide a for-
mal semantics by means of hypothesis testing [10]. Hypothesis testing is a
type of statistical model checking, normally used to verify performance char-
acteristics of software. (Section 4)

3. We perform an experimental evaluation of our framework by implementing
the Feature Diagram semantics with respect to an existing daily behaviour
dataset [14], and show that our notion of probabilistic norm compliance can
be used in this real-world setting. (Section 5)

2 Behaviour Hierarchies

Psychological research [18] has shown that people think about their behaviour
in a hierarchical fashion, from abstract to more concrete. We have proposed to
formalise hierarchical behaviour structures with the aim of allowing a behaviour
support agent to represent the (actual and desired) daily behaviour of its user
in a way that matches how the user thinks about their behaviour [6,8,9,17].

Behaviour hierarchies can be represented as trees, with an abstract behaviour
as the root, and its nodes and leaves decomposing this behaviour into its more
concrete parts and sub-behaviours. The leaves will consist of behaviours that do
not need to be decomposed further. This type of decomposition is comparable
to Goal Plan Trees (GPTs) [16]. The main difference is in the semantics: our
structures are used to describe desired behaviour, yielding a logic-based seman-
tics to assess whether a structure is satisfied with respect to a user’s actual
behaviour. In contrast, GPTs are used to generate (software) agent behaviour.
Furthermore, our hierarchies should include relative frequencies to indicate how
often a sub-behaviour should be performed with respect to its parent behaviour.

Example 1. Suppose that a user, let us call him John, decides that they want to
change their daily routine at home: John has realized that he very often has a late
breakfast and thus starts his workday rather late as well. As part of improving
his daily routine for a workday, he commits to having an early breakfast most
of the time (at least 80%) – on the days that he has time for breakfast at home.
To help him achieve this, John also commits to do some work at home in the
evenings on most days (4 days per week, i.e., 80%), so he can have a breakfast
at home as well as get the work done he committed to for his job. John also
needs to take some prescribed medication several times per week (3–4 days, i.e.,
60–80%). This desired behaviour can be represented as follows:
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workday

morning

breakfast

early breakfast late breakfast

evening

work take medicine

> 80% ≤ 20%

80% 60% − 80%

Fig. 1. Tree representation of Example 1

Note that this tree representation is lacking some information about
the behaviour structure: namely, the sub-activities early breakfast and
late breakfast form two alternatives of the activity breakfast (i.e., they can-
not both occur on the same workday), while the sub-activities work and take
medicine form two options of activities that may be done during the evening.
Since for the evening activities, the rates of 80% and 60–80%, respectively, do not
sum to (less than) 100%, it is easy to spot that there may be a different character-
isation to these sub-activities as compared to the breakfast activities. However,
should John plan to take medicine in the evening only once a week, changing the
60–80% to 20%, we need to express explicitly how these sub-behaviours should
be interpreted. Similarly, we need to indicate whether an activity is supposed to
be carried out as an optional or mandatory activity. For instance, John might
occasionally skip eating breakfast at home in the morning, and take it to work,
making this an optional activity.

In order to express such structural properties, one needs a more expressive
syntactical framework, for which we propose to use Feature Diagrams.

3 Representing Daily Behaviour with Feature Diagrams

In previous work we have already proposed to formalise hierarchical behaviour
structures for behaviour support agents [6,8,9,17]. Most of these works however
do not provide formal semantics that expresses when such a structure is satis-
fied, or they do so for a structure with limited expressivity. Through our insight
that the well-studied Feature Diagram formalism is suitable for representing
behaviour hierarchies, in this paper we are able to propose both an expressive
representation framework (Sect. 3.1) as well as an accompanying formal seman-
tics (Sect. 3.2). In this section we provide a definition of Feature Diagrams that
represents the behaviour structure. In the next section we add frequencies.

3.1 Syntax

The formal definition of a Feature Diagram we use here is based on Definition 3.2
of [11] and definitions for node types provided in [13]. In particular, the Feature
Diagrams we present here are trees; nodes in our Feature Diagram represent
(parts of) behaviours. Each node has a type associated with them from the set
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NT = {or, xor, option}. The optional node type has edges that can either
be of mandatory or optional type. That is, the decomposition of behaviour
into parts is such that the sub-behaviours are either all independent parts of
the behaviour (mandatory or optional), or they are options, possibly mutually
exclusive ones (xor). The xor node is also referred to as an alternative node
in the literature.

In Example 1, early breakfast is mutually exclusive with late breakfast,
but taking them to be optional sub-nodes of the node breakfast would still
allow both of them to be present. In this situation, we say that breakfast is of
node type xor, meaning that precisely one of the sub-nodes are to be realised.
Similarly, the node type or allows for at least one of the sub-nodes to be realised.
For instance, taking evening in the example above to be of type or would mean
that on any given evening of the workweek, John either takes medicine, or does
some work, or both, but there is never (supposed to be) an evening on which he
does not do either of these. Taking workday as an option node with mandatory
links specifies that any workday requires something to be done in the morning
and in the evening.

We formally define Feature Diagrams as follows, using a standard definition
of the notion of a tree:

Definition 1 (Tree). Let N be a set of behaviours and E : N × N a relation
on N . We say that 〈N,E〉 is a tree, if E is antisymmetric, irreflexive and such
that for any a, b, c ∈ N , if (a, b) ∈ E and (c, b) ∈ E, then a = c. We use r to
denote the root of a tree, i.e., the node m ∈ N such that there is no n ∈ N with
(n,m) ∈ E. There can be precisely one such root node in any tree.

Definition 2 (Feature Diagram, FD). A Feature Diagram D is a structure
D = (N,E, λ, μ) such that

– N is the set of nodes;
– E ⊆ N ×N is the set of decomposition edges and N∗ ⊆ N is the set of nodes

that are not leaves, i.e. ∀n ∈ N∗ ∃m ∈ N (n,m) ∈ E;
– 〈N,E〉 is a tree;
– λ : N∗ → NT is a labelling of the nodes, where NT = {or, xor, option} is

the set of node types;
– Let Nopt ⊆ N be the set of nodes with label option, i.e., {n | n ∈ N,λ(n) =

option}, and Eopt be the set of edges emerging from these nodes, i.e.,
{(n,m) | (n,m) ∈ E,n ∈ Nopt}. Then μ : Eopt → {mandatory, optional} is
a labelling of these edges.

For a given node n, we will write n ∈ D as shorthand for n ∈ N .

Usually, the formal Feature Diagrams are provided in graphical form; the
relationships or, xor/alternative, optional, and mandatory are expressed
using the following graphical representation:



From Good Intentions to Behaviour Change 359

A

B C

or

A

B C

xor / alternative

A

B

optional

A

B

mandatory

Fig. 2. Common representation of feature diagrams

Example 2. On th basis of the tree given in Example 1, we define the following
Feature Diagram for the workday of John:

early breakfast late breakfast

breakfast

morning

workday

evening

work take medicine

Fig. 3. Feature diagram representing the workday from Example 1

Note that the definition of Feature Diagrams as provided by Definition 2 does
not allow for the representation of frequencies of Example 1, and thus we omit
them here.

3.2 Semantics

The behavioural norms represented by Feature Diagrams are the ideal that the
actual behaviour of the user will be compared to. We will therefore need to
introduce what we mean by an observation or model of behavioural norms rep-
resented by a Feature Diagram. We can limit the observation to those behaviours
that have a corresponding node in the Feature Diagram: behaviours that do not
get mentioned in the diagram can be considered irrelevant for the question of
whether a norm is complied with – any behaviour that is relevant for norm
compliance should be recorded in the Feature Diagram right from the start.

Definition 3. [Model/valid model] Let D = (N,E, λ, μ) be a Feature Diagram.
A model of D is a subset M ⊆ N of the nodes of D.

A valid model is a subset M ⊆ N such that

– the root r ∈ M ;
– if n ∈ M and λ(n) = or, then for at least one m ∈ N with (n,m) ∈ E,

m ∈ M ;
– if n ∈ M and λ(n) = xor, then for precisely one m ∈ N with (n,m) ∈ E,

m ∈ M ;
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– if n ∈ M and λ(n) = option, then for all m ∈ N with (n,m) ∈ E and
μ((n,m)) = mandatory, m ∈ M ;

– if m ∈ M with m 	= r, then also n ∈ M for the unique n with (n,m) ∈ E.

We will write M |= D to indicate that M is a valid model of D.

We have omitted mentioning the optional edge type, since optional nodes
need not be realized. Furthermore, the last point closes the model under prede-
cessors in the tree: it guarantees that, e.g., if late breakfast as a subnode of
breakfast, which in turn is a subnode of morning is present in a given model,
then breakfast and morning are both guaranteed to be present.

A model of a Feature Diagram expresses the satisfaction of behaviour norms
for a single instance of the behaviour represented by the tree. To formalise reali-
sation of daily routines, i.e., satisfaction of Feature Diagrams over time, we intro-
duce traces of models: each point in the trace will represent a single instance
of user behaviour. E.g., if the behavioural norm the user wants assistance with
is having early breakfasts on workdays, then a trace will consist of a sequence
of valid models of the Feature Diagram representing this routine, one for each
workday of the week. Note that the root of the Feature Diagram will be present
in each sequent of the trace. Thus if the Feature Diagram represents a routine
that is not done every day, we can either introduce a new root representing the
day, which then occurs in every sequent of the trace – sometimes without any
other element – or the sequents of the trace represent only those days on which
the routine is – at least partially – executed in accordance with the specified
Feature Diagram.

Definition 4 (Trace). Let D be a Feature Diagram and let σi for i ∈ N be
models of D. A trace on D is a sequence �σ = 〈σ0, σ1, . . . , σn, . . . 〉. A trace �σ on
D satisfies D if for each i ∈ N, σi |= D.

There is an implied temporal ordering in this notion of trace: viewing the
trace as a recording of observed behaviour, one can see the first sequent as the
earliest observation, etc. Although we do not explicitly associate each index with
a specific time, in most cases of monitoring daily behaviour it will be convenient
to assume that each index stands for a specific day. Furthermore, we take traces
in the formal definition to be countably infinite. In all practicality, we will then
only be dealing with finite initial parts of traces. However, since we do not want
to specify a maximal length, nor limit the number of times a specific behaviour
can be recorded, we opt for N as the index set.

4 Probabilistic Feature Diagrams

The next step is to add frequencies into the Feature Diagrams. We do this by
extending Definition 2 by a corresponding new component (Sect. 4.1). Then we
define the semantics of these probabilistic Feature Diagrams through hypothesis
testing (Sect. 4.2) by providing our new notion of probabilistic norm compliance
(Sect. 4.3).
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4.1 Syntax

Frequencies apply to edges of a Feature Diagram individually. An edge (n,m)
with frequency p represents the norm to execute the behaviour represented by
m with frequency p, relative to behaviour n. Frequencies may not only be seen
as a point p ∈ [0, 1], but could also refer to an interval in [0, 1], e.g. (1/2, 1] or
[1/3, 2/3], representing that the corresponding behaviour should be performed
within this range. Edges are not required to have a frequency attached.

Definition 5 (probabilistic Feature Diagram, pFD). Let D = (N,E, λ, μ)
be a Feature Diagram. Let freq : E → I([0, 1]) be a partial function assigning
(relative) frequency intervals to edges in E.

A probabilistic Feature Diagram D = 〈D, freq〉 then is a Feature Diagram
with the additional frequencies on the edges given by the function freq.

In case that q is either a singleton [p, p], or of the form [0, p), (p, 1] (or their
corresponding closed variants), we will simply denote these as p, < p, > p (resp.,
≤ p, ≥ p).

We impose a number of restrictions on frequencies, to avoid introducing con-
tradictory information into the Feature Diagram. In particular, for xor nodes,
we need to impose the restriction that the lower bounds of frequency intervals
of its children add up to at most 1, and the upper bounds add up to 1. We
can see frequencies as a normalised measure on the subnodes, relative to that
node. The children of an xor node can be seen as a disjoint partition of the
node, and thus frequencies summing up to some value larger than 1 would con-
tradict this partition of the node. Since the frequency of the subnodes of some
xor node are recording relative occurrence of the subnodes, having this restric-
tion on the upper bounds guarantees that precisely one subnode will be done
whenever the parent node is done. Furthermore, we do not allow a frequency
[0, 0] to be specified for an edge. This would indicate that the corresponding
sub-behaviour should never be executed, which could contradict what are con-
sidered valid models according to Definition 3: a valid model might include the
behaviour m of an edge (n,m), while adding a frequency [0, 0] to this edge would
express the contradictory information that this model is actually invalid. Third,
we require that mandatory edges have frequency [1, 1], as any other frequency
would be contradicting the mandatory nature of the edge. We call probilistic
Feature Diagrams that adhere to these restrictions well-formed.

Definition 6 (Well-formed probabilistic Feature Diagram, wpFD). Let
D = 〈D, freq〉 with D = (N,E, λ, μ) be a probabilistic Feature Diagram. We say
that D is a well-formed probabilistic Feature Diagram iff it satisfies the following
constraints:

– if λ(n) = xor for some n ∈ D, then
∑

(n,m)∈E inf freq((n,m)) ≤ 1 and
∑

(n,m)∈E sup freq((n,m)) = 1;1

1 Note that we need to use the infimum here instead of the minimum, since the interval
might be left-open.
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– There is no e ∈ E such that freq(e) = [0, 0].
– If e ∈ E and μ(e) = mandatory, then freq(e) = [1, 1].

Example 3. Revisiting the Feature Diagram of Example 2, we are now able to
work the frequencies back in, as given in Fig. 1, replacing the percentages given
above by the corresponding frequency intervals:

early breakfast

(0.8, 1] [0, 0.2]

late breakfast

breakfast

morning

workday

evening

[0.8, 0.8] [0.6, 0.8]

work take medicine

Fig. 4. Well-formed probabilistic feature diagram for the workday example

4.2 Hypothesis Testing for Probabilistic Feature Diagrams

Defining a semantics for the frequencies of a (well-formed) probabilistic Feature
Diagram D = 〈D, freq〉 requires a specification of the satisfaction of an edge
(n,m) of D with frequency p with respect to a trace on D that represents the
recorded behaviour of the user of the epartner over time. If these traces were
infinite, we could calculate exactly whether the user behaviour indeed complies
with the specified frequency by taking the ratio of the occurrence of m relative
to n in the limit.

In practice however we need to evaluate compliance over varying finite time
horizons, for example one week after the user has specified a new behaviour
norm, but also after one month of trying to adopt a new habit, and possibly
many other times. The observed frequencies will rarely be exactly equal to the
desired frequency2, since habitual user behaviour will often vary somewhat over
time. In addition our sample size may prevent the possibility of exact compliance,
e.g., if the desired frequency is 0.8 but we evaluate compliance over a trace of
length 7. Nevertheless we want our epartner to be able to assess compliance in
these cases.

To address these challenges, we employ a statistical technique called hypoth-
esis testing [10]. Hypothesis testing is a type of statistical model checking to
verify whether a system model satisfies a property of interest with a probabil-
ity above or below a certain threshold value: the hypothesis. The core idea of
statistical model checking is to use a computer program to repeatedly simulate

2 At least when this frequency is a point. However also in case of an interval we need
to ask whether it is justified to conclude (non-)compliance if the observed behaviour
frequency is close to the edges of the interval.
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the behaviour of the system model. For each of these simulations (samples), one
can check whether or not the property of interest holds. One might see each
such sample as a coin toss for which we can check whether it satisfies a certain
property (let’s say ‘heads’). Using statistical techniques one can then determine
whether it is justified to reject or accept the stated hypothesis, i.e., whether
the true probability of the system exhibiting the property of interest can be
assumed to be as stated by the hypothesis. For example, whether we can accept
the hypothesis that the probability of the coin turning up heads is bigger than
0.7.

The idea of using hypothesis testing for defining the semantics of a probabilis-
tic Feature Diagram now is to treat each state of a trace on the Feature Diagram
as one possible sample: each state represents one instance of the user executing
the behaviour specified by the Feature Diagram. Thus instead of repeatedly simu-
lating a system model, we use repeated observations of the type of user behaviour
expressed by the Feature Diagram. Recalling the user’s intended behaviour of
Example 1, the idea is that the epartner will construct a sequence 〈σ0, σ1, . . . , σt〉
of length t after running for t days, monitoring only behaviour that is recorded
in the Feature Diagram and thus relevant for monitoring norm compliance, and
recording a separate model σj for each new day. The property of interest in our
case is the occurrence of a behaviour m for a link (n,m) with some frequency,
e.g., the user having early breakfast, in those states where n (breakfast)
occurs (the sample size). This means we assume that these models are obtained
via independent, identically distributed random processes as described above.
Investigating to what extent we need to address possible dependencies between
the creation of these models (e.g., once a user starts exhibiting non-compliant
behaviour it is more likely that it will continue to do so) is left for future work.

Since hypothesis testing can only be used to verify whether the true prob-
ability is above or below a certain threshold value, for a frequency p that is a
point we cannot conclude that the user behaviour is compliant. However, we can
conclude that it is non-compliant, if it is (sufficiently) above or below p.

Hypothesis testing has previously been applied in the context of multi-agent
systems to let agents hypothesise the likelihood that other agents will choose
certain actions, based on their interaction history [1]. Instead, our work allows
a behaviour support agent to assess whether observed user behaviour complies
with given behaviour norms.

4.3 Semantics

In this section we formally define the semantics of probabilistic Feature Diagrams
through hypothesis testing. Along the lines of [3,4], we first introduce the notion
of a j-sample that takes the first j elements of the trace under consideration,
allowing to select the sample we want to assess. Here, it is important that we
do not ‘mix and match’ any specific parts of the trace, but pick j consecutive
elements, without any discrimination. In a second step, the sample is processed
through a statistic function T , which counts the number of times a node is
included in the states of the selected part of the trace.



364 M. S. Kließ et al.

Definition 7. (j-Sample and Statistic). Let D = 〈D, freq〉 be a probabilistic
Feature Diagram with D = (N,E, λ, μ), and let �σ be a trace on D that satisfies
D. The j-sample of �σ is the initial sequence 〈σ0, σ1, . . . , σj−1〉 of �σ of length j.
We denote the j-sample by �σ(j).

Let Σ(D) be the set of traces on D and Σ(j)(D) be the set of j-samples of
the traces. We define the statistic T on Σ(j)(D) and the nodes N of D by

T : Σ(j)(D) × N → N

T (�σ(j),m) =
j−1∑

s=0

1m(σs),

where

1m(σ) =

{
1 if m ∈ σ,

0 otherwise.

We can now use the statistic T to test for the hypothesis that the trace gen-
erated by the user’s behaviour is compliant with the information in the proba-
bilistic Feature Diagram D provided by the user. We opt here to use a test based
on constructing confidence intervals for standard normally distributed random
variables, which we will call Gauss-CI test, following the reasoning given by [10].
Given the properties of various tests described in [10], we opted for the Gauss-CI
test since it works with a fixed sample size; in contrast to the model checking
discussed there, the behavioural traces we deal with in this situation are indi-
cating past behaviour, and we need our test to provide us with some answer
towards (non-)compliance, so that a support system using the test can respond
appropriately. This comes at the trade-off of drawing the wrong conclusion, or
no conclusion at all, should the actual frequency of an activity be very close
to the desired frequency. Since we would argue that a support system should
not need a large sample of past behaviour before it can operate, we deem this
acceptable.

Definition 8 (Gauss-CI test). Let �σ, �σ(j), D and T be as in Definition 7
above and let α ∈ [0, 1].

Let (n,m) ∈ E with freq((n,m)) = pm = [p0,m, p1,m]. Let T (�σ(j), n) = k,

Sl(�σ(j), (n,m)) = (T (�σ(j),m) − k · p0,m),

Su(�σ(j), (n,m)) = (T (�σ(j),m) − k · p1,m).

– Let l = l(α, p0,m) = Φ−1(α) · √
k · p0,m · (1 − p0,m) and u = u(α, p1,m) =

Φ−1(1 − α) · √
k · p1,m · (1 − p1,m), where Φ is the cumulative distribution

function of the standard normal distribution.
We say that with confidence (1 − α), we reject the hypothesis that p ≥
p0,m if Sl(�σ(j), (n,m)) < l, and we reject the hypothesis that p ≤ p0,m if
Sl(�σ(j), (n,m)) > −l.
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We say that with confidence (1 − α), we reject the hypothesis that p ≥ p1,m

if Su(�σ(j), (n,m)) < −u, and we reject the hypothesis that p ≤ p1,m if
Su(�σ(j), (n,m)) > u.

– We say that the test is inconclusive in all other cases.

We will use the test defined above to give a formalization for our notion of
probabilistic norm compliance. In essence, given some interval [p0,m, p1,m], we
want to be certain that the frequency p in our sample is not too low or too high,
i.e. we want to rule out that p < p0,m or p > p1,m. For this, we obtain ‘confidence
intervals’ [l,−l] and [−u, u]3 for the values of p0,m and p1,m, respectively. That is,
if the statistic Sl is larger than −l, then we may assume – with error level α – that
p > p0,m, and similarly, we may assume p < p1,m if Su < −u. If both inequalities
hold, we can safely assume that the norm of doing the specified activity m with
a frequency in the interval [p0,m, p1,m] is complied with. Furthermore, if Sl < l,
we may safely assume that the norm is not complied with, with a frequency that
is too low, or similarly, we may assume that the frequency is too high in case
Su > u. In all other cases, the frequency p is too close to one of the endpoints
p0,m, p1,m to be certain that it is on the right side of the endpoint, and therefore
the test will be inconclusive.

Definition 9 (Probabilistic Norm Compliance). Let D = 〈D, freq〉 be a
probabilistic Feature Diagram with D = 〈N,E, λ, μ〉, �σ a trace on D satisfying
D and α ∈ [0, 1] an error level. Let (n,m) ∈ E be an edge with freq((n,m)) =
[p0, p1], we say that

– �σ is compliant with D for (n,m), if the test defined in Definition 8 rejects
the hypotheses p ≤ p0 and p ≥ p1;

– �σ is non-compliant with D for (n,m), if the test either does not reject p ≤ p0
or p ≥ p1;

– �σ is inconclusive for (n,m) otherwise.

With Sl(�σ(j), (n,m)) and Su(�σ(j), (n,m)), l(α, p0), u(α, p1) given as above,
let the compliance function be the function R(D, �σ, j, α, (n,m)) defined by

R(D, �σ, j, α, (n, m)) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

compliant if Sl(�σ(j), (n, m)) > −l(α, p0)

and Su(�σ(j), (n, m)) < −u(α, p1),

non-compliant-too-high if Su(�σ(j), (n, m)) > u(α, p1),

non-compliant-too-low if Sl(�σ(j), (n, m)) < l(α, p0),

inconclusive otherwise.

Note that in the special case of p0 = p1 = p̄, i.e. the interval is a singleton,
the compliance function can never provide the value compliant, since we need
to reject both p ≥ p̄ and p ≤ p̄, and thus in particular reject p = p̄.
3 Note that we will have l < 0 < u, so the intervals are indeed sound.
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5 Experimental Evaluation

5.1 Experimental Setup – Obtaining the Feature Diagram
and Models

We will now proceed to put the formal definitions of the previous sections to
the practice. Namely, we will evaluate an existing daily behaviour dataset [14]
with our compliance function R given in Definition 9. The dataset consists of
data about the execution of activities of daily living – e.g., eating and drinking,
sleeping, working, watching tv, taking medicine, etc. – of several individuals
(workday and weekend), over about 2 months. For this paper we have used the
data in the file data/edited hh104 labour.xes.gz, which has workday data of
43 days of user hh104. A typical entry for a single activity consists of a start
event and a corresponding complete event (not shown here):

<event>

<string key="concept:name" value="eatingdrinking"/>

<string key="lifecycle:transition" value="start"/>

<date key="time:timestamp"

value="2011-06-15T07:11:45.000+02:00"/>

<string key="work" value="eatingdrinking"/>

</event>

Since the dataset does not provide the Feature Diagrams corresponding to
the desired behaviour of the user, we have reconstructed a possible Feature
Diagram from the events given in the dataset. The sample entry above, for
instance, indicates that the user had a meal on the morning of 15 June 2011,
between 7:11 and 7:23. Thus we can take this entry as representing an instance
of breakfast. We would separate the breakfasts into early breakfast in case
the time of day is between 6 a.m. and 9 a.m., and classify a meal in the morning
as late breakfast in case it takes place later than that but before noon. For
this classification we only consider the start times of events.

Note that not all event entries of the dataset have been represented in the FD:
for instance, we did not take any patterns for sleep into account here. We have
picked values for the frequencies that might be considered desired behaviour for
this user. For example, we noticed this user typically has breakfast rather late
after doing some other activities, while it may be considered more healthy to
start the day with breakfast. The resulting reconstructed probabilistic Feature
Diagram is then that of Fig. 3.

To obtain the models, i.e., states of our trace and number of occurrences of
the nodes in our Feature Diagram over this trace (the function T of Definition
7) we have made an implementation in the knowledge graph language Grakn
(version 1.5.3 for Mac). The language allows to define an expressive schema in
graph form over a given dataset. The tree structure of our Feature Diagrams
lends itself well to implementation using knowledge graphs. We implement the
Feature Diagram syntax and semantics as a Grakn schema. In order to obtain the
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models to make up our trace, we need to define when the nodes of our example
Feature Diagram are satisfied with respect to the dataset, e.g., early breakfast
holds on a certain date if the above event occurs in the dataset for that date. We
specify this using Grakn rules. We obtain the number of occurrences of nodes
in our trace using a query over our schema and the imported dataset.4 With
j = 43, i.e., taking all workdays present in our dataset, we obtain the following
number of occurrences of nodes of our Feature Diagram: workday, morning,
evening, breakfast: 43; early breakfast: 11; late breakfast: 32; work: 38;
take medicine: 33.

5.2 Results in Probabilistic Norm Compliance

Given the numbers of occurrences, and the desired frequencies, we apply the
testing framework given above. First we apply the statistic of Definition 7. Note
that in this case, we have j = k = 43, since both the breakfast and evening
nodes occur 43 times. Note that the nodes for workday and morning are left out
here, since our Feature Diagram only specifies frequences for the leaf nodes with
respect to their parents. We use Definition 8 to obtain confidence intervals for the
values of the statistics. We calculate those values to two decimal places, using the
norm.ppf function of Python’s scipy.stats package to obtain values for Φ−1.
Finally, we use the Probabilistic Norm Compliance function R from Definition 9
in order to determine whether the sample data indicates compliance with the
relative frequencies of the Feature Diagram. As an error level for our test, we
pick a value of α = 0.05, or 5%.

Node k T α p0 p1 l Sl u Su R(esult)

early breakfast 43 11 0.05 0.8 1 −4.31 −23.4 0 −32 non-compliant-too-low

late breakfast 43 32 0.05 0 0.2 0 32 4.31 23.4 non-compliant-too-high

work 43 38 0.05 0.8 0.8 −4.31 3.6 4.31 3.6 inconclusive

take medicine 43 33 0.05 0.6 0.8 −5.28 7.2 4.31 −1.4 inconclusive

take medicine 43 33 0.3 0.6 0.8 −1.68 7.2 1.36 −1.4 compliant

We can see that for breakfast, the test result clearly indicates that the ratio
of early breakfast is far too low, and symmetrically, late breakfast occurs
too often in the data. However, for work and take medicine the test result
indicates an inconclusive result. For take medicine the values indicate that
this node is realized with a ration of at least 60%, but the actual rate is likely
too close to the upper bound of 80% for the test to return meaningful results. In
fact, as the last line in the table above shows, we can obtain a compliant result
if the error level is substantially increased (to 30% in this case).

4 The code is available from GitHub repository [20].
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6 Conclusion

We have introduced Feature Diagrams as a way of expressing and assessing
compliance with desired user behaviour. In order to represent relative frequencies
we proposed a probabilistic extension of Feature Diagrams. Interpreting such a
probabilistic Feature Diagram as a record of behavioural norms, we can use
Hypothesis Testing methods to monitor compliance with these norms in daily
behaviour. The methods demonstrated here allow not just to measure compliance
itself, but also allow to give an estimate of whether non-compliant behaviour
occurs with too low or too high a frequency, compared to the recorded values in
the Feature Diagram.

Our experimental evaluation is based on a dataset that consists of such
records of daily behaviour. While the Feature Diagram corresponding to this
data was a reconstruction, the results presented in Sect. 5 nonetheless demon-
strate that the concepts and methods used in this paper provide meaningful
answers to the question of whether a pre-recorded behavioural norm is complied
with by a user. The framework of probabilistic Feature Diagrams and Hypothe-
sis testing methods can also provide us with meaningful results in the presence
of a rather small set of data points.

Expanding from this proof of concept, we intend to investigate formal prop-
erties of this framework. We further plan a user study, investigating ease of use
of the framework in the intended field of application, and assessing intuitive-
ness of the notion of probabilistic norm compliance for assessing satisfaction of
behaviour norms.
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Abstract. Belief Revision Games (BRGs) were recently introduced to
simulate the dynamics of beliefs in a network of communicating agents. In
a BRG, each agent expresses her beliefs as a propositional formula, which
are iteratively revised according to the beliefs of her acquaintances. An
appealing property of BRGs is that the belief sequence of each agent is
always cyclic and thus can be finitely characterized. However, identifying
such belief cycles is a hard task. This paper addresses the computational
issues and focuses on the case where the revision policies of the agents are
based on a well-known majority-based merging operator. In particular,
we show how some evolution patterns in the belief sequences can be
identified independently of the propositional language used by the agents
to express their beliefs, allowing an exhaustive search of all possible belief
cycle patterns. By further identifying beliefs that lead to similar belief
cycles, we introduce algorithms to reduce the search space and perform
an exhaustive analysis of the dynamics of beliefs in any given network.

1 Introduction

Belief Revision Games (BRGs) were introduced by Schwind et al. [5] in order to
simulate dynamics of the beliefs of a group of communicating agents. In a BRG,
agents synchronously revise their own belief states at each communication step
by considering the beliefs of their acquaintances. Six classes of merging-based
revision policies have been introduced, reflecting the importance an agent gives
to her own beliefs in comparison with her acquaintances’ beliefs. Simulating a
BRG is done in a deterministic way, so that at some point the set of agents’
beliefs falls into a so-called global belief cycle. The size of the global belief cycle
can be viewed as a relevant indicator of the stability of the agents’ beliefs.

In this paper, we are interested in studying how this size of such cycles is
affected by the structural components of a BRG, independently of the proposi-
tional language used by the agent to express their beliefs, and making abstraction
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of the actual initial belief states of the agents. Thus given a BRG structure (i.e.,
a BRG without the agents’ initial belief states), one could simply “simulate” all
BRGs induced by it for all possible initial belief states, compute the size of the
global belief cycle for each one of them, and return the maximal found number.
But this raises two issues. First, computing the global belief cycle of a single BRG
is a hard task. Second, given a BRG structure, there are infinitely many BRGs
to simulate: indeed, the number of possible initial global belief states (modulo
logical equivalence) that can instantiate a BRG structure is bounded only by
the propositional language under consideration.

Our work addresses these computational issues. We focus on a broad family
of BRGs where the revision policies used by the agents are based on a specific
merging operator called the drastic majority operator [2]. Doing so, we show
that the evolution of the global sequence of the agents’ belief states does not
strongly depend on the belief states themselves. More precisely, it is affected
by the topological structure of the BRG, and whether subgroups of agents have
consistent joint beliefs or not . This allows ones to greatly reduce the number of
BRGs to explore given a BRG structure: 22

n−1, n being the number of agents.
As this number is still huge, we introduce some ways to reduce the search space
by grouping together global belief states leading to similar global belief cycles.

In the next section we provide some formal preliminaries on BRGs. In Sect. 3,
we formalize the notion of BRG structure, and show that the evolution of all
BRGs can be fully characterized by only considering a small number of represen-
tative BRGs from a given BRG structure. Section 4 focuses on the computation
of the maximal size of global cycles of BRGs instantiating a BRG structure,
and provides algorithms to compute and reduce the number of BRG sequences
that need to be simulated to characterize all possible global belief cycles. These
algorithms are tested in Sect. 5 with their implementation for a specific revision
policy, showing that these reductions allows one to deal with BRGs with up to
seven agents in less than ten minutes. We conclude in Sect. 6.

2 Preliminaries on Belief Revision Games

Given a propositional language LP built from a finite set P of variables and
the usual connectives, formulae from LP are interpreted in the standard way,
Ω denotes the set of all interpretations, [ϕ] denotes the set of models of any
ϕ ∈ LP , |= denotes logical entailment and ≡ logical equivalence. A belief base
(or belief state) is a formula from LP representing the beliefs of a given agent.
A profile is a vector of belief bases representing the beliefs of different agents. A
Belief Revision Game (BRG for short) is formalized as follows [5]:

Definition 1 (Belief Revision Game). A Belief Revision Game (BRG) is a
tuple G = (V,A,LP , B,R) where:

– V = {1, . . . , n} is a finite set of agents;
– A ⊆ V ×V is an irreflexive binary relation on V representing the acquaintance

relation between the agents;



372 G. Bourgne et al.

– LP is a propositional language built from a finite set P of variables and the
usual connectives;

– B is the (initial) global belief state, it is a mapping from V to LP where for
each i ∈ V , B(i) (also denoted by Bi) is the (initial) belief base of i;

– R = 〈R1, . . . , Rn〉, where each Ri is the revision policy of agent i, i.e., a
mapping from LP × Lin(i)

P to LP , with in(i) = |{j | (j, i) ∈ A}| the in-degree
of i, such that if in(i) = 0, then Ri is the identity function.

Let G = (V,A,LP , B,R) be a BRG. The context of i ∈ V , denoted by Ci, is
defined as the profile 〈Bi1 , . . . Biin(i)〉 where {i1, . . . , iin(i)} = {ij |(i, ij) ∈ A} is
the set of acquaintances of i. Then Ri(Bi, Ci) represents the belief base of i once
“revised”, after taking into account her own belief base Bi and her context Ci. In
a BRG, the agents’ beliefs evolve stepwise, so that each agent i is associated with
a belief sequence (Bs

i )s∈N, where Bs
i is the belief base of i at step s, B0

i = Bi, and
Bs+1

i = Ri(Bs
i , Cs

i ) for every s ≥ 0, where Cs
i is the context of i at step s. Then

(Bs)s∈N denotes the global belief sequence of the BRG, where each Bs is the
global belief state at step s. Schwind et al. [5] showed that in a BRG, the belief
sequence of each agent is cyclic, which also means that the global belief sequence
is also cyclic. Hence, any BRG G can be associated with a global belief cycle,
denoted by GCyc(G), and defined as the first finite subsequence (Bb, . . . , Be)
found in the global belief sequence of G such that for every j > e and every
i ∈ V , we have Bj

i ≡ B
b+((j−b)mod(e−b+1))
i .

There are many ways an agent’s revision policy Ri can be defined. Schwind
et al. [5] introduced several classes of revision policies, each of which is char-
acterized by a Belief Merging (BM) operator Δ. So let us first introduce some
preliminary notions of BM operators. Formally, a BM operator Δ associates any
formula μ (the integrity constraint) and any profile C with a new formula Δμ(C)
(the merged base). The purpose of a BM operator is to merge the (potentially
conflicting) beliefs of a given group C while keeping a constraint μ satisfied. A
set of standard properties (known as the IC postulates) are expected for BM
operators, and such operators are called IC merging operators [3]. IC merging
operators include a class of distance-based merging operators, which consist in
selecting the models of the integrity constraint that are the “closest” to the input
profile. These operators are characterized by a distance between interpretations
and an aggregation function (see [2] for a number of instances of such operators).

Let us go back to BRGs and revision policies. Schwind et al. [5] have proposed
six classes of revision policies Rk

Δ, each of which is based on a BM operator Δ:

R1
Δ(Bs

i , Cs
i ) = Δ (〈Cs

i 〉) R4
Δ(Bs

i , Cs
i ) = Δ (〈Bs

i ,Δ (〈Cs
i 〉)〉)

R2
Δ(Bs

i , Cs
i ) = ΔΔ(〈Cs

i 〉) (〈Bi〉) R5
Δ(Bs

i , Cs
i ) = ΔBs

i
(Δ (〈Cs

i 〉))
R3

Δ(Bs
i , Cs

i ) = Δ (〈Bs
i , Cs

i 〉) R6
Δ(Bs

i , Cs
i ) = ΔBs

i
(〈Cs

i 〉)
These revision policies are ranked according to the relative importance given

to an agent’s own beliefs compared to the beliefs of her acquaintances.
In this paper, we focus on revision policies based on the drastic majority

operator Δ∗ [2]. This operator is defined for every profile C and every formula
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Table 1. Computation of Bs+1
i when Ri = Rk

Δ∗ for k ∈ {1, . . . , 6}

Ri case (a): ϕmax(Cs
i ) ∧ Bs

i �|= ⊥ case (b): ϕmax(Cs
i ) ∧ Bs

i |= ⊥
(max = maxBs

i
) (max > maxBs

i
)

R1
Δ∗ ϕmax(Cs

i ) ϕmax(Cs
i )

R2
Δ∗ ϕmax(Cs

i ) ∧ Bs
i ϕmax(Cs

i )

R3
Δ∗ ϕmax(Cs

i ) ∧ Bs
i ϕmax(Cs

i ) ∨ (ϕmax(Cs
i )−1(Cs

i ) ∧ Bs
i )

R4
Δ∗ ϕmax(Cs

i ) ∧ Bs
i ϕmax(Cs

i ) ∨ Bs
i

R5
Δ∗ ϕmax(Cs

i ) ∧ Bs
i Bs

i

R6
Δ∗ ϕmaxBs

i
(Cs

i ) ∧ Bs
i ϕmaxBs

i
(Cs

i ) ∧ Bs
i

μ as a formula whole models are the models of μ satisfying the greatest number
of bases from C. Formally, given k ≥ 1 and a profile C, let ϕk(C) be the formula
defined as ϕk(C) =

∨
J⊆{1,...,|C|}:|J|=k(

∧
j∈J Bj). By construction, the models of

ϕk(C) are precisely the set of all interpretations satisfying exactly k bases from
C. Then Δ∗ is defined for every profile C and every formula μ as Δ∗

μ(C) = μ ∧
ϕmaxμ(C)(C), where maxμ(C) is the maximal k such that μ∧ϕk(C) is consistent.

The drastic majority operator Δ∗ is one of the most standard BM operators
satisfying all IC postulates [3]. It corresponds to the distance-based merging
operator ΔdD,Σ based on the drastic distance dD between interpretations and
using Σ as an aggregation function [2]. There is a number of works showing that
Δ∗ satisfies a number of additional properties. For instance, Δ∗ satisfies some
conditions of language independence [4], and some robustness properties from
the viewpoint of strategy-proofness [1]. Moreover, when all agents in a BRG
use a revision policy based on Δ∗, the BRG satisfies an appealing property of
monotonicity [6]. This is why we focus on Δ∗ in the rest of this paper and thus
the specific revision policies Rk

Δ∗ , for k ∈ {1, . . . , 6}. For the sake of reference,
we provide in Table 1 the conditional outcome of a revised belief Rk

Δ∗(Bs
i , Cs

i ),
for k ∈ {1, . . . , 6}, i ∈ V at any step s ≥ 0. In this table, ϕmaxμ

(K) is used as a
shorthand for ϕmaxμ(K)(K) and max� is shortened into max.

3 Characterizing Belief Sequences of BRG Structures

We are interested in this paper in identifying the structural components of a
BRG that affect the size of its global belief cycle. We intend to show that the
notion of BRG structure defined below is the key component for our purpose.
Informally, a BRG structure can be viewed as more abstract notion of a BRG:

Definition 2 (BRG-structure). A BRG-structure is a tuple S = (V,A, α),
where V is a set of agents, A an acquaintance relation and α is an n-vector of
numbers (α1, . . . , αn) where for each i ∈ V , αi ∈ {1, . . . , 6}.

Let us illustrate the notion of BRG structure through an example that will
serve as a running example throughout the paper:
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Example 1. We consider three agents Alice, Bob and Charles who communicate
in a pairwise fashion as follows. Charles (agent 3) is an easily influenced agent,
i.e., at each step he revises his beliefs according to Alice and Charles’ without
considering his own beliefs in the revision process. Bob (agent 2) is, on the
contrary, reluctant to change: first, he only considers Bob’s beliefs upon revision,
and not Charles’ ones; second, he is not ready to question his own beliefs, but may
still expand his beliefs with Bob’s ones, in case the resulting expanded beliefs
remain consistent. Alice (agent 1) is ready to question her beliefs in a more
parsimonious way than Charles: she values her beliefs and the beliefs of Bob and
Charles equally. Formally, this corresponds to the BRG-structure S = (V,A, α)
where V = {1, 2, 3}, A = (V ×V )\{(3, 2)}, and α = (4, 6, 1). Hence, Alice (resp.
Bob, Charles) is associated with the revision policy R4 (resp. R6, R1).

Intuitively, a BRG structure characterizes the behavior of a BRG indepen-
dently from an initial global belief state. Given our focus on Δ∗, the vector α
fully characterizes the revision policy used for each agent in a BRG structure:
for each agent i, Ri = Rk

Δ∗ . Therefore, a BRG structure S = (V,A, α) together
with an initial global belief state B allows one to identify a BRG, denoted by
S(B), as S(B) = (V,A,LP , B,R), where for each i ∈ V , Ri = Rαi

Δ∗ .
Given LP , we denote the set of all possible global belief states in LP by

B. Then, given a BRG-structure S, For any B ⊆ B, we denote the maximum
length of global belief cycle amongst all elements in B by maxGCyc(S,B) =
maxB∈B |GCyc(S(B))|. Intuitively, the shorter length of global belief cycle, the
more stable the agent’s belief; a shorter global belief cycle reflects that all agents’
beliefs oscillate amongst a smaller number of possible beliefs with the purely sta-
ble case corresponding to maxGCyc(S,B) = 1. Thus maxGCyc(S,B) represents
the degree of unstability the beliefs could be in the BRG structure S amongst
all possible initial beliefs B. This enables us not only to simulate the diffusion
of beliefs in a network of communicating agents, but also to analyze the impact
of the networks and revision policies from the stability viewpoint. This paper
mainly focuses on methods to calculate maxGCyc(S,B).

We will show that, as our revision policies are based on the drastic major-
ity operator Δ∗, the global belief cycle in a BRG does not strongly depend on
the initial global belief state itself, but depends on the underlying BRG struc-
ture, and whether subsets of agents have consistent beliefs or not. Given a BRG
structure S, if two global belief states B and B′ have a consistent intersection
of beliefs for exactly the same subsets of agents, they should evolve in a similar
fashion in the BRGs S(B) and S(B′). We thus define the notion of exclusive
joint belief of a given subset of agents X ⊆ V , which intuitively represents the
common beliefs of all agents in X that are exclusive to this subset (i.e., no agent
outside X shares any of these beliefs).

Definition 3 (Exclusive joint belief). Given a set of agents V and a global
belief state B over LP , the exclusive joint belief of X ⊆ V w.r.t. B, denoted by
TB(X), is defined as: TB(X) =

∧

i∈X

B(i) ∧
∧

i∈V \X

¬B(i).
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Property 1. Given V and a global belief state B over LP , (a) for all X,Y
in 2V ,X 	= Y ⇒ TB(X) ∧ TB(Y ) |= ⊥ and (b) for all i ∈ V , B(i) =∨

X⊆V :i∈X TB(X).

Example 2. Let LP be the propositional language generated from P = {a, b, c}.
Let B be the initial global belief state defined as B = (bc, a, ab̄), 1 that is, B1 =
bc, B2 = a, B3 = ab̄. We get that TB({1, 2, 3}) = (bc) ∧ (a) ∧ (ab̄) = abb̄c = ⊥
and TB({1, 2} = (bc) ∧ (a) ∧ (ā ∨ b) = abc. Overall:

TB({1, 2, 3}) = ⊥, TB({1, 2}) = abc TB({1, 3}) = ⊥, TB({2, 3}) = ab̄
TB({1}) = ābc, TB({2}) = abc̄, TB({3}) = ⊥, TB(∅) = ā ∧ (b̄ ∨ c̄).

For any revision policy Rk
Δ∗ , the revised belief state of any agent is character-

ized solely by the consistency of the exclusive joint beliefs of non-empty subset of
agents. To focus on this aspect in a succinct way, we introduce the language LV as
a propositional language over propositional variables ai with i ∈ V . Each X ⊆ V
is associated with the formula fX ∈ LV defined a fX =

∧
i∈X ai∧

∧
i∈V \X ¬ai. It

can be seen that for each X ⊆ V , fX has a single model ωX in which ai is true iff
i ∈ X. Then the set of all non-empty sets X ⊆ V such that TB(X) is consistent
can be represented as a disjunction of fX (excluding f∅) and reciprocally.

Definition 4 (Consistency map). Let V be a set of agents. A consistency
map is a formula γ over LV such that γ |= ¬f∅. An instance B of γ (denoted
B ∈ ‖γ‖) is any global belief state of V over some language LP such that
∀X ∈ 2V ∗, TB(X) 	|= ⊥ ⇔ fX |= γ. Reciprocally, given a global belief
state B of V over LP , the consistency map of B, denoted γB is defined as
γB =

∨
X∈2V ∗:TB(X) �|=⊥ fX .

Definition 5 (Equiconsistency). Let V be a set of agents, and let B and B′ be
two global belief states over LP . B and B′ are said to be equiconsistent, denoted
by B ≈ B′, iff B and B′ share the same consistency map, that is, γB ≡ γB′ .

Hence, B and B′ are equiconsistent iff TB(X) and TB′(X) are consistent for
exactly the same subset of agents X ⊆ V , i.e., TB(X) 	|= ⊥ ⇔ TB′(X) 	|= ⊥.

Example 3. Let us remark that the only consistent exclusive joint beliefs TB(X)
with X 	= ∅ are such that X ∈ {{1, 2}, {2, 3}, {1}, {2}}. Thus γB = f{1,2} ∨
f{2,3} ∨ f{1} ∨ f{2} = a1a2ā3 ∨ ā1a2a3 ∨ a1ā2ā3 ∨ ā1a2ā3 = a1ā3 ∨ ā1a2. Let B′ =
(ā, a ∨ b, ab̄). Its only consistent joint beliefs are TB′({1, 2}) = āb, TB′({2, 3}) =
ab̄, TB′({1}) = āb̄ and TB′({2}) = ab. Thus γB′ = γB and B ≈ B′.

Obviously enough, equiconsistency is an equivalence relation, so it partitions
all possible global belief states into a set of equivalence classes, which can each be
fully characterized as ‖γ‖. A representative Bγ ∈ ‖γ‖ of such a class should be
succinct and easily derived from γ. Additionally, whenever two representatives
B1 and B2 both have a consistent exclusive joint belief for some X ∈ 2V ∗, theses
1 For shorter notations in the examples, ab stands for a ∧ b, and b̄ stands for ¬b.
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beliefs should be the same (i.e. TB1(X) = TB2(X)). The idea is to build such
canonical global belief states over the language LV . As each set of interpretation
of LV (excluding only ω∅) gives rise to an equiconsistency class, this is the
most succinct language we can use to ensure we can build representatives for all
equiconsistency classes. Of particular interest is the equiconsistency class ‖¬f∅‖,
where each subset of agents has a consistent exclusive joint belief. We define its
representative Bmax such that for all i ∈ V , Bmax(i) = ai. Then, representatives
Bγ of other classes ‖γ‖ should ensures for all X, TBγ (X) = TBmax(X) = fX if
fX |= γ and ⊥ otherwise. Then ∀X ∈ 2V ∗, TBγ (X) = fX ∧ γ, which gives ∀i ∈
V,B′(i) = ai∧γ′ (which is also true for Bmax as ai∧¬f∅ = ai∧¬∧

i∈V ¬ai = ai).
As a result, we define the notion of canonical global belief base as follows:

Definition 6 (Canonical global belief base). Let S be a BRG-structure and
γ be a consistency map. The representative of the equiconsistency class ‖γ‖,
denoted Bγ is defined as the global belief state over LV such that for all i, Bγ(i) =
ai ∧γ. The global belief state BV = {Bγ |γ ∈ LV ,¬f∅ |= γ} is called the canonical
global belief base of V .

Example 4. Consider again γ = γB = a1ā3 ∨ ā1a2. We have Bγ = (a1 ∧ γ, a2 ∧
γ, a3 ∧ γ), or equivalently, Bγ = (a1ā3, a2ā1 ∨ a2ā3, ā1a2a3).

The next result shows how equiconsistency of two global belief states B,B′

reflects on BRGs S(B), S(B) derived from a BRG structure S:

Theorem 1. Let S = (V,A,Rα
Δ∗) be a BRG structure and let B and B′ be

two global belief states over LP . If B ≈ B′, then ∀s,∀i, Bs
i ≡ σ(B′s

i ), where Bs

(resp. B′s) is the global belief state of the BRG S(B) (resp. S(B′)) at step s and
σ is a mapping LP �→ LP such that ∀ϕ ∈ LV , σ(ϕ) =

∨
X∈MB′ (ϕ) TB(X) with

MB′(ϕ) = {X ⊆ V |TB′(X) |= ϕ}.
Proof. (sketch) We first prove that ∀X ⊆ V , ∀X ⊆ V, σ(TB′(X)) ≡ TB(X)
using Property 1.a and B ≈ B′ and from then ∀ϕ,ψ, σ(ϕ ∨ ψ) ≡ σ(ϕ) ∨ σ(ψ).
We prove σ(B′s

i ) ≡ Bs
i by recurrence on s. If s = 0, Property 1.b gives σ(B′0

i ) =
σ(

∨
X⊆V :i∈X TB′(X)) ≡ ∨

X⊆V :i∈X σ(TB′(X)) ≡ ∨
X⊆V :i∈X TB(X)) = B0

i .

Assuming ∀s ≤ p,∀i, σ(B′s
i ) ≡ Bs

i (which gives ∀X,σ(TB′s(X)) ≡ TBs(X)),
we remark that for all k and s, by denoting Ni the acquaintances of i, we can
express both ϕk(Cs

i ) and Bs
i ∧ ϕk(Cs

i ) as disjunction of exclusive joint beliefs
TBS (X) by using Property 1.b. So ∀i,∀k, σ(ϕk(C′p

i )) = ϕk(Ck
i ) and likewise for

Bp
i ∧ ϕk(Cp

i ). Together with B′ ≈ B, this also implies max(C′p
i ) = max(Cp

i ) and
maxB′p

i
(C′p

i ) = maxBp
i
(Cp

i ). As, using Table 1, Bp+1
i and B′p+1

i can be expressed

by the same expressions over ϕk(Cp
i ) and Bp

i (resp. ϕk(C′p
i ) and B′p

i ), σ(B′p+1
i ) ≡

Bp+1
i and the recurrence is proved.

Corollary 1. For any BRG-structure S and set of global belief states B, we have
maxGCyc(S,B) = maxGCyc(S,

⋃
B∈B ‖γB‖ ∩ BV ).
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Instead of computing the global belief cycle of every B ∈ B, we can then
compute the ones of the representatives of their equiconsistency class. If LP has
nv propositional variables and V has n agents, the set B of all possible global
belief states over LP is of size (22

nv )n, (there are 2nv interpretations in LP , thus
22

nv possible formulas modulo equivalence for each one of the n agents), while
BV is of size 22

n−1 (number of subsets of the 2n − 1 models of LV different from
ω∅). When nv ≥ n, we get that maxGCyc(S,B) = maxGCyc(S,BV ). Hence, we
can always decrease the search space below 2(2

n)−1. This is important as it gives
us a upper bound of search space solely depending on the number of agents.

4 Focusing on Belief Cycles

In order to compute all possible belief cycles of a BRG-structure independently
from the language, one can thus iterate over the canonical global belief base BV

and use Theorem 1, decreasing the search space to less than 2(2
n)−1. Since this

is still a prohibitive upper bound, we investigate in this section some methods to
reduce furthermore the search space. The main idea is to focus on the belief cycle
and regroup all equiconsistency classes that leads or belong to similar cycles.

4.1 Step Operator

Given the intuition that each step of the belief sequence will lead to the same
cycle, we define the step operator.

Definition 7 (Step operator). Given a BRG-structure S = (V,A, α), the step
operator is defined as a mapping of any global belief state B to stepS(B) defined
as the representative of ‖γB1‖ where B1 be is the global belief state at step 1,
i.e., after the first revision of the initial beliefs, of BRG S(B).

If B is a set of global belief states, stepS(B) will stand for {stepS(B)|B ∈ B}.
Since the belief sequence of S(B1) is included in the one of S(B), they have
the same belief cycle (possibly with an offset). Thus, MaxGCyc(S,B) =
MaxGCyc(stepS(B)). Moreover, as different initial beliefs might be revised in
equiconsistent first step, we have |B| ≤ |stepS(B)|. By applying stepS itera-
tively as long as the size decrease, we can thus reduce the number of global
belief state whose global cycle must be computed to determine MaxGCyc(S,B).
This is shown in Algorithm 1. We do not detail the actual computation of
maxGCyc(S,B′) once B′ has been reduced as we used a straightforward approach
(a classic search for a maximum where for all B in B we compute |GCyc(S(B))|
by simulating the BRG until reaching a previous state).

Please note that even if we get stepS(B) = B, this does not mean that
|GCyc(S(B))| = 1, as B1 ≈ B does not imply B1 ≡ B. For instance, consider
S = (V : {1, 2}, A : {(1, 2), (2, 1)}, α : (1, 1)) and B = (a1ā2, ā1a2). Then B1 =
(ā1a2, a1ā2). Although B1 ≈ B (as γB1 = γB = f{1} ∨ f{2}), clearly B1

1 	≡ B(1).
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4.2 Computing stepS (B)

Consider a BRG-structure S and B ∈ BV . We define ϕi
k = ϕk(Ci) where Ci =

〈Bi0 , . . . , Biin(i)〉 is the context of agent i in BRG S(Bmax). We have

ϕi
k =

∨

J⊆{1,...,in(i)}:|J|=k

∧

j∈J

aij

Algorithm 1. General structure of step reduction
Input: BRG-structure S, set of global belief states B
Output: maxGCyc(S, B)
1: size ← |B| + 1
2: B′ ← B
3: while size ≥ |B′| do
4: size ← |B′|
5: B′ ← stepS(B′)

6: return maxGCyc(S, B′)

If k > in(i), ϕi
k is an empty clause, i.e. ∀k > in(i), ϕi

k = ⊥. Moreover, ϕi
0 =∧

j∈∅ aij
is an empty conjunction, i.e. ϕi

0 = �. Note that this stays true when Ci is
empty. In such case, ϕi

0 = � and ∀k > 0, ϕi
k = ⊥. Now if we consider any B ∈ BV ,

we can derive ϕk(Ci) from ϕi
k as ϕk(Ci) = ϕi

k ∧ γB . From Table 1, Rα
Δ∗(Bi, Ci)

can be expressed by a formula involving some ϕk(Ci) and Bi, depending on the
choice of k (either max(Ci) or maxBi

(Ci)) and the consistency of Bi ∧ ϕmax(Ci)
(determining which column to use). We represent this formula with nextS :

Definition 8 (Operator nextS). Let S be a BRG-structure, γ be a consistency
map and κ = ((k1, δ1), . . . , (kn, δn)) a vector of pairs (ki, δi) where ki is a pos-
itive integer and δi ∈ {�,⊥} is a boolean. We define nextS, taking γ and κ as
arguments to output a global belief state, as: ∀i ∈ V, (nextS(γ, κ))i = nαi

S,κ(i) ∧ γ
where nαi

S,κ(i) is given depending on αi as

• n1
S,κ(i) = ϕi

ki
• n4

S,κ(i) = (ϕi
ki

∧ ai) ∨ (¬δi ∧ (ϕi
|ki| ∨ ai))

• n2
S,κ(i) = ϕi

ki
∧ (ai ∨ (¬δi)) • n5

S,κ(i) = ai ∧ (ϕi
|ki| ∨ ¬δi)

• n3
S,κ(i) = (ϕi

ki
∧ ai) ∨ (¬δi ∧ (ϕi

ki
∨ (ai ∧ ϕi

ki−1))) • n6
S,κ(i) = ϕi

ki
∧ ai

Definition 9. Let S be a BRG-structure, γ be a formula over LV and κ be a
vector of n pairs ((k1, δ1), . . . , (kn, δn)) of positive integers and booleans.

Agent i is said to be ki-group consistent for γ (GConsi
S(ki, γ)) iff (a) αi < 6

and (ϕi
ki

∧ γ 	|= ⊥); or (b) αi = 6 and (ϕi
ki

∧ ai ∧ γ 	|= ⊥); or (c) ki = 0.
Boolean δi is said to be adequate for i wrt to (ki, γ) (Adqi

S(δi, ki, γ) iff δi ⇔
(αi = 1) ∨ [ϕi

ki
∧ ai ∧ γ 	|= ⊥]. This property is decomposed in PAdqi

S(δi, ki, γ):



Identifying Belief Sequences in a Network of Communicating Agents 379

δi ⇒ (αi = 1) ∨ [ϕi
ki

∧ ai ∧ γ 	|= ⊥] and NAdqi
S(δi, ki, γ): ¬δi ⇒ (αi 	= 1) ∧ [ϕi

ki
∧

ai ∧ γ |= ⊥].
κ satisfies the consistency conditions for γ (CCondS(κ, γ)) iff for all i,

GConsi
S(ki, γ) and PAdqi

S(δi, ki, γ) ; κ satisfies the inconsistency conditions
for γ (ICondS(κ, γ)) iff for all i, ¬GConsi

S(ki + 1, γ) and NAdqi
S(δi, ki, γ).

The unique vector κ satifying both consistency and inconsistency conditions
(CCondS(κ, γ) and ICondS(κ, γ)) is said to be maximal wrt γ and denoted
κmax

S,γ . It ensures: ∀i, GConsi
S(ki, γ) and ¬GConsi

S(ki, γ) and Adqi
S(δi, ki, γ).

Property 2. Let S be a BRG-structure, γ1 and γ2 be two formulas over LV , and
κ a vector of n pairs of integers and booleans. If γ1 |= γ2 then CCondS(κ, γ1) ⇒
CCondS(κ, γ2) and ICondS(κ, γ2) ⇒ ICondS(κ, γ1).

Theorem 2. Let S be a BRG-structure such that αi > 1 for all agent i that
receive no influence (Ci empty). Given a canonical global belief state B ∈ BV , if
we denote by B1 the global state of BRG S(B) at step 1 and by κmax = κmax

S,γB

the maximal vector wrt consistency map γB: B1 = nextS(γB , κmax).

Proof. (sketch) We need to prove B1
i = (nextS(γB , κmax))(i) for all i by showing

that the definitions of κmax ensures that nS,κmax
∧γB matches Table 1. We have

5 cases: αi = 1; αi ∈ {2, . . . , 5} and δi = � or ⊥; αi = 6 and δi = � or ⊥. We
just illustrate here with the case αi ∈ {2, . . . , 5} and δi = �. First as αi < 6,
GConsi

S(ki, γ) and ¬GConsi
S(ki, γ) means ϕi

ki
∧ γB 	|= ⊥ (which include case

ki = 0 as ϕi
0 = �) and ϕi

ki+1 ∧γB |= ⊥. Thus ki = max(Ci). Then δi = � means
that PAdqi

S(δi, ki, γ) ensures ϕi
ki

∧ai ∧γB = ϕmax(Ci)∧Bi is consistent (case (a)
of Table 1). Then nS,κmax

(i) can be simplified to ϕi
ki

∧ai for all possible values of
αi ∈ {2, . . . , 5}. Thus B1

i = ϕmax(Ci)∧Bi
s = ϕi

ki
∧ai∧γB = (nextS(γB , κmax))(i).

Using this theorem, we can implement line 5 of Algorithm 1: for each B ∈
B we compute stepS(B) by determining for all i the correct (ki, δi) of κ to
apply B1

i = nextS(κ, γB) and return representative BγB1 . We call this method
DStepRed.

Example 5. We take BRG-structure S from Example 1. Then ϕ1
2 = a2a3, ϕ1

1 =
a2 ∨ a3, ϕ2

1 = a1, ϕ3
2 = a1a2 and ϕ3

1 = a1 ∨ a2. Consider γ = a1ā3 ∨ ā1a2. We
have ϕ1

2 ∧ γ 	|= ⊥ and ϕ1
2 ∧ a1 ∧ γ = a1a2a3 ∧ γ |= ⊥; ϕ2

1 ∧ a2 ∧ γ = a1a2 ∧ γ 	|= ⊥;
ϕ3
2 ∧ γ = a1a2 	|= ⊥. Thus κmax = κmax

S,γ = ((2,⊥), (1,�), (2,�)). Then (Bγ)1 =
nextS(γ, κmax):

(Bγ)1 = (n4
S,κmax

(1) ∧ γ, n6
S,κmax

(2) ∧ γ, n1
S,κmax

(3) ∧ γ)

= (⊥ ∨ (¬⊥ ∧ ((a2a3) ∨ a1)) ∧ γ, (a1) ∧ a2 ∧ γ, (a1a2) ∧ γ)
= (ā1a2a3 ∨ a1ā3, a1a2ā3, a1a2ā3)

T(Bγ)1({1, 2, 3}) = a1a2ā3 and T(Bγ)1({1}) = ā1a2a3 ∨ a1ā2ā3 are the only con-
sistent T(Bγ)1(X), so we get γstepS(B) = f{1,2,3} ∨ f{1} = a1a2a3 ∨ a1ā2ā3.
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4.3 Exact Reduction Using Consistency Map Intervals

If we go further and try to compute stepS(B) without iterating elements in B,
we must group together elements sharing some similarity.

Definition 10 (Consistency map interval). A consistency map interval I =
(γ−, γ+) is defined as a pair of consistency maps γ− and γ+ such that γ− |= γ+.
γ− and γ+ are called respectively the lower and upper bounds of I.

A global belief state B is an instance of I = (γ−, γ+) (denoted by B ∈
‖(γ−, γ+)‖) iff γ− |= γB |= γ+. Bγ−

and Bγ+
are called respectively the skeptical

and credulous instances of I.

Such an interval represents all consistency maps that are bounded (in term of
entailment) by γ− and γ+. Intuitively, the models of γ− (resp. ¬γ+) represents
the subgroups of agents that have consistent (resp. inconsistent) exclusive joint
beliefs for all instances of the interval. Other subgroups (those X s.t. fX |= γ+

but fX 	|= γ−) are undetermined.

Example 6. Let γ− = f{1,2} ∨f{2,3} = a1a2ā3∨ ā1a2a3 and γ+ = ¬f∅ ∧¬f{1,2,3}.
We have γ− |= γ+ |= ¬f∅. Thus I = (γ−, γ+) is a consistency map interval repre-
senting global belief states where {1, 2} and {2, 3} have consistent exclusive joint
beliefs but {1, 2, 3} does not. Note that B = (bc, a, ab̄) from previous examples
is an instance of I since γ− |= γB |= γ+ (as γB = f{1,2} ∨ f{2,3} ∨ f{1} ∨ f{2}).

This allow us to express and calculate multiple global belief states at the same
time. The set of all instances of I = (γ−, γ+) will be denoted ‖I‖. The following
theorem will be used to compute step(‖I‖), without iterating all B ∈ B = ‖I‖.

Theorem 3. Let S be a BRG-structure and I = (γ−, γ+) be a consistency map
interval. If there exists a vector κ = {(k1, δ1), . . . , (kn, δn)} that satisfies the
consistency conditions for γ− and the inconsistency conditions for γ+ (i.e. if
there exists κ such that CCondS(κ, γ−) and ICondS(κ, γ+)), then

stepS(‖I‖) = ‖(γnextS(γ−,κ), γnextS(γ−,κ))‖ ∩ BV

Proof. (sketch). Let I ′ stand for (γnextS(ψ−,κ), γnextS(ψ+,κ)). First, let us
prove that step(‖I‖) ⊆ ‖I ′‖ ∩ BV . Let B ∈ ‖I‖ ∩ BV . By definition,
we have γ− |= γB |= γ+. Then Property 2 gives CCondS(κ, γ−) ⇒
CCondS(κ, γB) and ICondS(κ, γ+) ⇒ ICondS(κ, γB). Thus κ is maximal
for γB . Hence (given Theorem 2), B1 = nextS(γB , κ). Then, we prove
the lemma: ∀X 	= ∅, TnextS(γ,κ)(X) = FS,κ(X) ∧ γ where FS,κ(X) =∧

i∈X nS,κ(i)∧∧
i∈V \X ¬nS,κ(i). This allows us to derive: ∀X,TnextS(γ−,κ)(X) |=

TnextS(γB ,κ)(X) |= TnextS(γ+,κ)(X). As ∀B′, γB′ =
∨

X∈2V ∗:TB′ (X) �|=⊥ fX , this
implies γnextS(γ−,κ) |= γB1 |= γnextS(γ+,κ). As γB1 = γstepS(B) we conclude
step(B) ∈ ‖I ′‖. Now, to prove step(‖I‖) ⊇ ‖I ′‖ ∩ BV , we take B′ ∈ ‖I ′‖ ∩ BV

and define γ =
∨

Y ⊆V :TB′ (Y ) �|=⊥ FS,κ(Y ) ∧ γ+. Let’s note γ′− = γnextS(γ−,κ)

the lower bound of I ′ and B′− = Bγ′−
its skeptical instance. B′ ∈ ‖I ′‖
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gives γ′− |= γB′ , so ∀X ∈ 2V ∗, (fX |= γ′−) ⇒ (fX |= γB′), which means
∀X ∈ 2V ∗, (TB′−(X) 	|= ⊥) ⇒ (TB′(X) 	|= ⊥). This is also true for X = ∅,
as for any canonical B′′, ¬TB′′(∅) =

∨
i∈V B′′(i) = γB′′ and as any consis-

tency map verifies ¬f∅ |= γB′′ we know that TB′′(∅) |= f∅ 	|= ⊥. As result,∨
Y ⊆V :TB′− (Y ) �|=⊥ FS,κ(Y ) |= ∨

Y ⊆V :TB′ (Y ) �|=⊥ FS,κ(Y ). Given γ− |= γ+, we thus
get: F =

∨
Y ⊆V :TB′− (Y ) �|=⊥ FS,κ(Y ) ∧ γ− |= γ. Then rewriting FS,κ(Y ) in

terms of TnextS(γ−,κ) we can prove F = ¬TnextS(γ−,κ)(∅) ∨ (FS,κ(∅) ∧ γ−) =
γ− and thus γ− |= γ. As γ = (

∨
Y ⊆V :TB′ (Y ) �|=⊥ FS,κ(Y )) ∧ γ+ we also

have γ |= γ+ and thus Bγ ∈ ‖I‖. As above, this entails that (Bγ)1 =
next(γ, κ) and thus γstepS(Bγ) = γnext(γ,κ). Then, using lemma TnextS(γ,κ)(X) =
FS,κ(X) ∧ γ, we compute TnextS(γ,κ)(X) =

∨
Y ⊆V :TB′ (Y ) �|=⊥(TnextS(γ+,κ)(X) ∧

TnextS(γ+,κ)(Y )). Given Property 1, we can deduce that TB′(X) |=
⊥ entails TnextS(γ,κ)(X) |= ⊥. Besides, if TB′(X) 	|= ⊥ then
TnextS(γ,κ)(X) = TnextS(γ+,κ)(X) 	|= ⊥ (because TB′(X) 	|= ⊥ gives TBγ′+ 	|= ⊥
with γ′+ = γnextS(γ+,κ)). Following from this, we get γB′ = γnext(γ,κ) =
γstepS(Bγ). Thus, as B′ is canonical, B′ ∈ stepS(‖I‖).

Finding a unique κ such that CCondS(κ, γ−) and ICondS(κ, γ+) means
that for any B ∈ ‖(γ−, γ+)‖ this κ is maximal wrt γB and thus stepS(B) =
Bγ

nextS(γB ,κ). Since nextS preserves the entailment relation on different γ, we
can transfer the bounding of γB by the skeptical and credulous bounds to an
equivalent bounding of the γstep(B). However, such a vector may not exist. Then,
we have to change the bounds by forcing some undetermined subgroups of agents
X to have either consistent or inconsistent TB(X) for all instances and try again
for both cases. In the worst case, we may not find a correct κ until we reach
γ− ≡ γ+. Algorithm 2 details function EStep returning stepS(‖I‖) as a set of
consistency maps intervals. Using it, we can again implement line 5 of Alg. 1 by
representing B as a set of I (for instance B = {‖(⊥,¬f∅, )‖}) and using EStep
on each of them. We call this version EStepRed.

Example 7. We use I from previous example. κ = ((2,⊥, (1,�), (2,�)) sat-
isfies CCondS(κ, γ−) and ICondS(κ, γ+). For any γ of I, nextS(κ, γ) =
(((a2a3) ∨ a1)) ∧ γ, a1a2 ∧ γ, (a1a2) ∧ γ). Thus nextS(κ, γ−) = (ā1a2a3 ∨
a1a2ā3, a1a2ā3, a1a2ā3), giving γnextS(κ,γ−) = f{1,2,3} ∨ f{1} as in previous
example. Likewise, nextS(κ, γ+) = (ā1a2a3 ∨ a1ā3 ∨ a1ā2, a1a2ā3, a1a2ā3) will
also give γnextS(κ,γ+) = f{1,2,3} ∨ f{1} that we note γ′. Thus in this case:
stepS(‖I‖) = ‖(γ′, γ′)‖ ∩ BV = {Bγ′}.

4.4 Approximate Reduction

The problem of the previous procedure is that a common κ may not exist forcing
us to branch over two cases of computations. To alleviate this, we consider the
set of all vectors that are maximal for the consistency maps of some instances
of our interval. But then applying the nextS operator with the same κ on the
bounds do not give us tight bounds anymore. Nonetheless, we can still get a
tighter upper bound by using the notion of restriction of a consistency map.
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Algorithm 2. Computation of step(‖I)‖ with exact reduction
Input: BRG-structure S, a consistency map intervals I = (γ−, γ+)
Output: step(‖I)‖) expressed as a set of consistency map intervals G′

1: function EStep(γ−, γ+)
2: (κ, V alid) ← ((0, ⊥)n, 
)
3: for all i ∈ V do
4: (ki, δi) ← (in(i), 
)
5: while ¬GConsi

S(ki, γ
−) do ki ← ki − 1

6: if ¬Adqi
S(δi, ki, γ

−) then δi ← ¬δi

7: V alid ← ICondS(κ, γ+)
8: if ¬V alid then break
9: κ[i] ← (ki, δi)
10: (B+[i], B−[i]) ← (nS,κ(i) ∧ γ+, nS,κ(i) ∧ γ−)

11: if V alid then
12: return {(ConsMap(B−),ConsMap(B+)}
13: else
14: X ←getUnset(γ−, γ+) � get X s.t. fX �|= γ+ and fX |= γ−

15: return EStep(γ− ∨ fX , γ+) ∪ EStep(γ−, γ+ ∧ ¬fX)

Definition 11 (Restriction to κ of a consistency map). Given a BRG
structure S and a vector κ = ((k1, δ1), . . . , (kn, δn)), we define

ρS,κ =
∧

i∈V :αi<6

¬ϕi
ki+1 ∧

∧

i∈V :αi=6

¬(ai ∧ ϕi
ki+1) ∧

∧

i∈V

(δi ∨ ¬(ai ∧ ϕi
ki

)).

Given a consistency map γ, the restriction of γ to κ is defined as γ|κ = γ ∧ρS,κ.

Taking the restriction of γ consists in removing some models from [γ] to
ensure the inconsistency of the formulas used in the inconsistency conditions
ICondS , while still keeping all other models of the original consistency map.

Property 3. Let S be a BRG-structure and κ a vector κ = ((k1, δ1), . . . , (kn, δn))
such that ∀i, αi = 1 → δi = �. Given a consistency map γ we have:

ICondS(κ, γ) ⇔ γ |= ρS,κ.

Theorem 4. Let S be a BRG-structure and I = (γ−, γ+) be a consistency map
interval. Let K be a set of vectors κ = {k1, . . . , kn} such that each κ satisfies con-
sistency conditions for γ+ and inconsistency ones for γ− (i.e. CCondS(κ, γ+)
and ICondS(κ, γ−)), then:

stepS(‖I‖) ⊆
⋃

κ∈K

‖(γnextS(γ−,κ), γnextS(γ+
|κ,κ))‖ ∩ BV .

Proof. We denote by I ′
κ the consistency map interval (γnextS(γ−,κ), γnextS(γ+

|κ,κ).
Consider an instance B of I. Let κB = κmax

S,γB
be its maximal vector wrt to

γB . By definition, we get CCondS(κB , γB) and ICondS(κB , γB). From Prop-
erty 3, we get γB |= ρS,κB

, so γB = γB ∧ ρS,κB
. As B ∈ ‖I‖, we have
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γ− |= γB and γB |= γ+, so γB ∧ ρS,κB
= γB |= γ+ ∧ ρS,κB

= γ+
|κB

. Thus:
γ− |= γB |= γ+

|κB
. As in proof of Th. 3 we can express TnextS(γ,κB) as FS,κB

∧ γ

to get γnextS(γ−,κB) |= γnextS(γB ,κB) |= γnextS(γ+
|κB

,κB). As κB = κmax
S,γB

, Theo-

rem 2 ensures γnextS(γB ,κB) = γB1 = γstep(B) and thus step(B) ∈ ‖I ′
κB

‖. Given
γ− |= γB |= γ+ and Property 2, ICondS(κB , γB) yields ICondS(κB , γ−) and
CCondS(κB , γB) yields CCondS(κB , γ+). This proves κB ∈ K and thus (as
stepS(B) ∈ BV ): stepS(B) ∈ ⋃

κ∈K ‖I ′
κ‖ ∩ BV .

Using this theorem, we can directly compute a superset of stepS(B) in all
cases. However, computing a superset might give us some additional incorrect
global belief states. Still, when performing an exhaustive search (i.e. when our
target B is B), such additional belief states are at worse redundant. Algorithm 3
details the procedure. When doing an exhaustive search we can thus use AStep
instead of Estep, a variant called AStepRed.

Algorithm 3. Computation of a superset of step(B) with approximate reduction
Input: BRG-structure S, a consistency map intervals I = (γ−, γ+)
Output: a superset G′ of step(‖I)‖) given as a set of consistency map intervals
1: function AStep(γ−, γ+)
2: for all i ∈ V do
3: Ki ← ∅
4: k ← in(i)
5: while ¬GConsi

S(k, γ+) do k ← k − 1
6: max ← k
7: while ¬GConsi

S(k, γ−) do k ← k − 1
8: min ← k
9: for all k ∈ {min, max} do
10: if PAdqi

S(
, k, γ+) then Ki ← Ki ∪ {(k, 
)}
11: if NAdqi

S(⊥, k, γ−) then Ki ← Ki ∪ {(k, ⊥)}
12: G′ ← ∅
13: for all κ ∈ K1 × . . . × Kn do
14: for all i ∈ V do
15: B+[i] ← nS,κ(i) ∧ γ+ ∧ ρS,κ ; B−[i] ← nS,κ(i) ∧ γ−

16: G′ ← G′ ∪ {(ConsMap(B−),ConsMap(B+)}
17: return G′

Example 8. Using same S, we now take consistency map interval I2 = (γ−
2 , γ+)

where γ−
2 = f{1,2} = a1a2ā3 and γ+ = ¬f∅ ∧ ¬f{1,2,3} as before. We

can check that the set of all κ satifying CCondS(κ, γ+) and ICondS(κ, γ−
2 )

is K = {κ1, κ2} where κ1 = ((2,⊥), (1,�), (2,�)) as before and κ2 =
((1,�), (1,�), (2,�)). For κ1, we have ρS,κ1 = ¬ϕ1

3∧¬ϕ3
3∧¬(a2∧ϕ2

2∧¬(a1∧ϕ1
2) =

¬f{1,2,3}. Thus γ+
|κ1

= γ+ and γnextS(γ+
|κ1

,κ1)
= γ′ = f{1,2,3} ∨ f{1}. Then

nextS(κ1, γ
−
2 ) = (a1a2ā3, a1a2ā3, a1a2ā3) means γnextS(γ−

2 ,κ1)
= f{1,2,3}. With
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κ2, n4
S,κ2

(1) becomes ϕ1
1 ∧ a1 = a1a2 ∨ a1a3. Thus nextS(κ2, γ

−
2 ) will be

(a1a2ā3, a1a2ā3, a1a2ā3) and γnextS(γ−
2 ,κ1)

= f{1,2,3}. Besides, ρS,κ2 = ¬ϕ1
2 ∧

¬ϕ3
3 ∧ ¬(a2 ∧ ϕ2

2) = ¬(a2a3) = ¬f{2,3} ∧ ¬f{1,2,3}. So γ+
|κ2

= ¬f∅ ∧ ¬f{2,3} ∧
¬f{1,2,3}. Thus nextS(κ2, γ

−
2 ) = (a1a2ā3 ∨ a1ā2a3, a1a2ā3, a1a2ā3) which gives

γnextS(γ+
|κ2

,κ2)
= γ′. In this case, we get the same consistency interval at next step

for both κ1 and κ2. Thus stepS(‖I2‖) ⊆ (‖(f{1,2,3}, γ′)‖ ∩BV = {Bf{1,2,3} , Bγ′}.

We propose MixStepRed as a compromise between Algorithms 2 and 3
using a parameter t. For each computation of stepS(‖I‖), it chooses between
Estep or AStep depending on the number u of non determined joint exclusive
beliefs in I (i.e. u = |{X|fX 	|= γ+ and fX |= γ−}|). If u ≤ t, exact reduction will
be used, otherwise, it will be approximate reduction. The underlying intuition is
that Estep is costly because of its potential branching, whose depth is limited
by u in the worst case, thus Estep is faster with smaller u.

5 Experiments

We have implemented the algorithms that are presented above for R1
Δ∗ , setting

t = 16 for MixStepRed. We also provided a naive implementation (Naive)
where maxGCyc(S,B) is computed in a simple loop for each B ∈ B without
applying any reduction beforehand. We compared the performances of these
algorithms for computing maxGCyc(S,B) on different BRG-structures (with
∀i, αi = 1). For structures of 4 agents, we used all possible non-isometric simple
directed networks satisfying ∀i, in(i) > 0 (126 networks). For 5 to 7 agents, we
randomly produced 1000 simple directed networks (with in(i) > 0 for all nodes).

A comparison of these five algorithms is given in Table 2. The experiments
were conducted on 1.4GHz Intel Core i5 processors with 4GB Memory. A time-
out was set to ten minutes for each BRG-structure and one hour for each

Table 2. Comparison of computational performances

Naive DStepRed EStepRed AStepRed MixStepRed t = 16

n = 4 Samples solved 126 126 126 126 n/a

Average(ms) 1 445 177.4 10.06 9.325 n/a

SD(ms) 394.2 67.89 54.06 53.96 n/a

n = 5 Samples solved 0 0 1000 1000 1000

Average(ms) n/a n/a 3 431 35.2 11.71

SD(ms) n/a n/a 11 700 62.05 23.46

n = 6 Samples solved 0 0 0 1000 1000

Average(ms) n/a n/a n/a 2 692 309

SD(ms) n/a n/a n/a 5 741 524

n = 7 Samples solved 0 0 0 13 52

Average(ms) n/a n/a n/a 79 960 46 260

SD(ms) n/a n/a n/a 98 170 90 660



Identifying Belief Sequences in a Network of Communicating Agents 385

algorithm. “Sample solved” shows how many samples were successfully solved
within the time limits in each case. “Average” and “SD” give the average com-
putation time for each sample and its standard deviation(SD). For n = 4,
MixStepRed with t = 16 is not used since the chosen threshold would be
meaningless in this context.

From the result, we can see that although DStepRed gives better result
than Naive, consistency map intervals are needed to go beyond n = 4. Indeed,
for n = 5, the number of canonical global belief states is 22

5−1 = 231 (roughly
4 × 109) and this gets worse with higher n (around 1019 for n = 6 and 1038 for
n = 7). By using consistency map intervals, other algorithms avoid the necessity
to enumerate the elements of such a huge space, reducing the number of instances
to be checked to less than 320 on almost all instances. As n gets bigger, the
branching needed by EStepRed becomes too time and memory consuming,
and AStepRed fares better. MixStepRed with t = 16 appears a very good
compromise and can analyze BRG-structure of size up to 7 (solving 52 structures
of size 7 in less than an hour with 10 min time out for each structure). Note that
standard deviation is quite high as computation time is highly dependent on the
BRG-structure and thus varies a lot from one to the other.

The following table inspects the answers given by our algorithms for
maxGCyc(S,B). It indicates the overall maximum and average for all tested
structures and the percentage of BRG-structures whose maximal cycle size is
less or equal to 1, 2, or n. For n = 4 we could test all possible networks, but we
only got an empirical approximation for n = 5 or n = 7. Still, this shows that in
most configurations, BRGs using only R1 have a maximal cycle size close to 2
and that very long cycles only happens in very specific structures. Moreover, it
proves that some BRG-structures are intrinsically stable: they can ensure that
all BRG built upon them are stable, that is, have a belief cycle size of 1.

Overall maximum Average Percent. at 1 Percent. ≤ 2 Percent. ≤ n

n = 4 8 2.23 14.3 83.3 94.4

n = 5 12 2.38 13.5 77.5 94.0

n = 6 12 2.42 13.5 74.4 97.9

6 Conclusion

We proposed in this paper some analysis of the possible dynamics of beliefs
in a network of communicating agents (with given behaviours), checking all
possible initial beliefs. By introducing the notion of equiconsistency class, we
can solve this problem independently from the language. Further reductions,
using step operator to focus on the belief cycle itself and grouping together
similar beliefs via consistency maps intervals, were implemented and compared,
allowing consistently fast result for 6 agents, and solutions for up to 7 agents
(for a search space of size 22

n−1). Future work could further improve this by
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using compact representations in the implementation and or refining the analysis.
Indeed, while we focused here on maximum global cycle size, using Theorem 1
we could actually say more by memorizing the σ to get a function linking the
belief cycles of S(B) and S(stepS(B)): all possible initial global belief sets can
be partitioned in families converging to a similar global belief cycle, getting an
exhaustive representing of all possible unfoldings of the BRG-structure S.
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Abstract. The social choice theory has focused in the past on the prob-
lem of devising methods to determine how individual preferences are
transformed into collective ones. In some investigations, scholars pro-
vided methods for expressing the social choice function, that, given a set
of individual preferences, computes the resulting collective choice. Other
studies focused on determining under which conditions the social choice
function is efficiently computable.

In this paper, we concentrate on the specific case of collective deci-
sions, when we assume that the agents are rational : they do not express
random preferences, and they do not make random choices. In this con-
text, we define four logical problems derived and study their compu-
tational complexity: (1) Determining the rationality of a given choice,
(2) Establishing a possible rational maximal subset of a given choice,
(3) Computing the votes on a rational proposal, and (4) Determining a
priori the winning conditions of a given rational choice.

1 Introduction

When groups of individuals collaborate, it is required that the individual choices
are combined into collective decisions. A choice and a decision are not the same
process. A choice is the “expression of a preference”, whilst a decision is the
“deliberation of a choice”. For instance, we can have the preference of caviar
and champagne for lunch, but not the money to buy them. We thus decide
to have a club sandwich with a glass of wine, that is a valid (though not the
optimal) alternative. This is a common sense notion of choice and decision for
individuals, but does this apply to collectivities in the same way?

In the above simple scenario, decisions can be graded, based on money avail-
ability. Rational are those alternatives that can be afforded. In many cases this
is not possible because some of alternatives are unacceptable, for they violate
general assumptions (rules) about the world. Suppose that we have to choose
what clothing to wear while going out for dinner. It would be acceptable, for
the restaurant’s dress code, to wear a suit with a tie, or a tuxedo with a bowtie.
We can make a choice between two groups of alternatives: {suit, tuxedo}, and
{tie, bowtie}. Important here is to note that not all (four) combinations are
acceptable: wearing a suit with a bowtie, or a tuxedo with a tie are irrational
choices, as they do not match the dress code.
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Both decision making processes devised above, in which we have measures
on the alternatives, or conditions to exclude some of them, have been dealt with
in Decision Theory, the field of study that focuses on the problems of making
decisions in presence of multiple, and possibly conflicting, criteria. The combi-
nation of acceptability based on criteria matching and weights is incorporated
in the well-known notion of Pareto Optimality, where an alternative is said to
be optimal when all the necessary criteria are matched and weighted with the
maximal value among the admissible alternatives.

Although this field has been study in depth (including studies on compu-
tational aspects of the above sketched problems), the problem of rationality of
choices in collective decision making still lacks literature in the fields of multi-
agent systems, as well as computational logic. A conceptualisation of collective
decision making is provided by the Social Choice Theory [3], where individual
choices are combined into collective decisions. The individual choices are anal-
ysed in order to guarantee social welfare, by extension of the notion of Pareto
optimality, called Social Choice Function. A Social Choice Function takes the
individual choices of a collectivity, and deliberates a decision. A well known
result of Social Choice Theory is the famous Arrow’s Impossibility theorem, stat-
ing that there is no Social Choice Function able to guarantee the social welfare
(the satisfaction of members of a collectivity) under certain general conditions.

Collective decisions are more complex to make than individual ones. In col-
lective decision making, we need not only to evaluate the alternatives, but also
to deliberate one choice that is accepted by the individuals who collaborate. In
this paper, we deal with the problem of making collective decisions with some
degree of rationality, namely in a way that not only provides choices accepted
by the collectivity, but also compatible with common sense, in particular with a
commonly accepted set of general rules considered reasonable by the collectivity.

In Social Choice Theory, scholars usually assume that the agents act in a
rational way: their choices are rational to some extent. One way of relaxing
this unrealistic assumption (agents have, many times, irrational choices) is by
assuming that the choices need to satisfy some logical constraints: a rational
choice should be consistent with some logical assumptions. We hence devote our
attention to non-monotonic logic systems, as they can cope with exceptions and
potentially conflicting information.

If we assume that a set of individuals collaborate, then it is natural to imag-
ine that they have a commonly accepted background. For instance, they share
methods as in scientific collaborations, or ethical principles as in social move-
ments, or legal background as in political activities. We envision a system in
which collaborating individuals share the common knowledge with an intelligent
system able to perform reasoning on the choices of the individuals against the
common background, therefore helping the decision process. Such a system can
be viewed as a voting system, as we show in the rest of the paper.

We assume a form of rationality that is of higher order : when a choice
is conflicting with the commonly accepted background, then it is not consid-
ered and can be reduced to an acceptable subset. We show that if a system of
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decision support is able to filter the choices of the individuals acting on a plat-
form as sketched above, it would be a valid method to improve the welfare in
the system itself, always within the theoretical limitations offered by the Arrow’s
Impossibility theorem.

We now introduce the running example of this work, to show how the logical
framework we are going to develop takes these aspects into consideration, and
specifically on the concept of choice.

Example 1. A group of friends (Alice, Bob, Jill, John, Julia, Mary, and Mark)
will spend the evening together, and needs to decide: (1) the food for dinner, (2)
the beverages to drink, and (3) the movies to watch. The possible choices are as
follows. (1) Dinner: Indian, Italian, and Chinese. (2) Beverages: beer, wine, and
coke. (3) Movies: The Avengers (A), The Great Gatsby (B), The Hitchhikers’
Guide to the Galaxy (C), and Red (D). The individual choices are expressed in
Table 1, while Fig. 1 depicts such a scenario.

Table 1. The agents’ individual choices

Agent Dinner Drink Film

Alice Italian Coke (C)

Bob Indian Beer (D)

John Italian Wine (B)

Mary Chinese Beer (A)

Jill Italian Coke (C)

Mark Indian Wine (A)

Julia Italian Wine (C)

Fig. 1. The choices over the possible components for the a group of friends.
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We assume that, despite the individual preferences, the group has to come up
with collective decisions: they all must eat the same food, drink the same bev-
erage, watch the same movie. These assumptions, whilst potentially unrealistic,
are useful to highlight the results of this work.

When we deal with collective decisions, the Pareto optimal of one agent can
be different from the Pareto optimal of another agent. Accordingly, we cannot
try to use object rank as a means for solving the problem of optimal choice, as
shown in [10].

We can combine the choices mentioned in Example 1 in 3×3×4 = 36 different
ways, but we have only 7 actual choices (precisely 1 for each individual). We may
decide, for instance, to order Italian, drink wine and watch The Hitchhikers’s
Guide to the Galaxy. This corresponds to one specific combination of choices
obtained by sequencing the choices on the columns from Dinner to Movie (as
shown in [16]) and choose the most preferred of each column. Now, Julia is
completely satisfied with this choice. To the contrary, Alice has preferred dinner
and film but not beverage, Bob has only preferred drink, John has only preferred
dinner, Jill has preferred food and film, Mary has only preferred beverage, and
Mark has no preference satisfied.

A method that makes a decision while preserving the social welfare should
be able to guarantee some degree of satisfaction to each of the individuals. Social
choice theory is a widely recognised method to provide room for those processes
in which a group of individuals makes a collective decision. The problem of Social
Choice Function has been dealt with different perspectives and for different pur-
poses. For many of these investigations, the base of the study is some sort of
assumption on the existence of one kind of collective rationality that, to some
extent, guarantees the applicability of a Social Choice Function. In other terms,
it provides room to a decision process that, while assuming individual rationality,
extends it by guaranteeing collective rationality. We can consider these compu-
tational approaches, and specifically those cases in which the computation of the
collective decision has been valued for multi-agent systems, Artificial Intelligence
for collective decision making. Conversely, the idea of rationality is considered
for systems that make use of Social Choice Function to compute an acceptable
collective decision, and therefore belong to the field of Decision Theory.

In this paper, we look at the rationality of choices made both individually, and
collectively, in a logical framework where we delimit the perimeter of rationality
to the notion of plausibility. We consider rational choices in a very general way,
and then embed them onto a well-known logical framework, Defeasible Logic,
that has been used for non-monotonic reasoning, as well as for modelling multi-
agent systems in many research efforts so far [13,15]. Based on this framework,
we consider a general problem to be addressed: Is an individual choice rational?
This problem can be shown to correspond to the notion of rational voting, when
an individual evaluates their choice against a proposal in a collaboration setting.
In the rest of the paper, we also discuss consequences of this setting: What
happens when a choice is irrational?
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We devise a method for reducing it to a rational subset. We show how a
decision process can be implemented in one specific case: the majority principle
as Social Choice Function. We also study a method for deciding whether a pro-
posal to be advanced for individual choices is a valid collective decision under the
majority principle. These problems result hard from a computational viewpoint.

The rest of the paper is organised as follows: Sect. 2 discusses the employed
formalism, and shows how to adapt it to the context. Section 3 defines four com-
putational problems, provides the corresponding algorithms, and proves their
complexities. Section 4 discusses related work, while Sect. 5 summarises, and
sketches further work.

2 Basic Definitions

The basic setting of the theory presented in this paper is a multi-agent system:
agents of the system employ a commonly accepted background in the form of a
defeasible theory.

The background is formed by indisputable facts and commonly accepted
rules that are considered plausible by every agent involved in the discussion. This
theory is specified by a Defeasbile Logic. Defeasible Logic is a rule-based skeptical
approach to non-monotonic reasoning. It is based on a logic programming-like
language and is a simple, efficient, but flexible formalism capable of dealing with
many intuitions of non-monotonic reasoning in a natural and meaningful way [2].

Set PROP defines propositional atoms, while Lab is a set of arbitrary labels.
The set Lit = PROP ∪{¬p|p ∈ PROP} denotes the set of literals. The comple-
ment of a literal q is denoted by ∼q; if q is a positive literal p, then ∼q is ¬p,
and if q is a negative literal ¬p then ∼q is p.

A defeasible theory D is a tuple (F,R,>). F ⊆ Lit are the facts which
are always-true pieces of information. R contains three types of rules: strict
rules, defeasible rules, and defeaters. A rule is an expression of the form ‘r :
A(r) ↪→ C(r)’, where r is the name of the rule, the arrow ↪→∈ {→,⇒,�} is
to denote, resp., strict rules, defeasible rules and defeaters, A(r) is the (finite)
set of antecedents of the rule, and C(r) is its consequent (a single literal). A
strict rule is a rule in the classical sense: whenever the antecedent holds, so is
the conclusion. A defeasible rule is allowed to assert its conclusion unless there
is contrary evidence to it. A defeater is a rule that cannot be used to draw any
conclusion, but can provide contrary evidence to complementary conclusions.
Lastly, >⊆ R×R is the superiority relation, a binary and antisymmetric relation,
which exact purpose is to solve conflicts among rules with opposite conclusions.
We use the following abbreviations on R: Rs is to denote the set of strict rules
in R, Rsd the set of strict and defeasible rules, and R[q] is the set of rules in R
s.t. C(r) = q.

A derivation (or proof ) is a finite sequence P = P (1), . . . , P (n) of tagged
literals of the type +Δq (q is definitely provable), −Δq (q is definitely not prov-
able, or refuted), +∂q (q is defeasibly provable) and −∂q (q is defeasibly refuted).
The proof conditions below define the logical meaning of such tagged literals.
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Given a proof P , we use P (n) to denote the n-th element of the sequence, and
P (1..n) to denote the first n elements of P . ±Δ and ±∂ are called proof tags.
Given # ∈ {Δ, ∂} a proof tag, the notation D � ±#q means that there is a
proof P in D such that P (n) = ±#q for an index n.

In what follows, we only present the proof conditions for the positive tags:
the negative ones are obtained via the principle of strong negation. This is closely
related to the function that simplifies a formula by moving all negations to an
inner most position in the resulting formula, and replaces the positive tags with
the respective negative tags, and the other way around.

The proof conditions for +Δ describe just forward chaining of strict rules.

+Δ: If P (n + 1) = +Δq then
(1) q ∈ F , or
(2) ∃r ∈ Rs[q] s.t. ∀a ∈ A(r). + Δa ∈ P (1..n). P(1..n).

Literal q is definitely provable if either (1) is a fact, or (2) there is a strict rule
for q, whose antecedents have all been definitely proved. Literal q is definitely
refuted if (1) is not a fact, and (2) every strict rule for q has at least one definitely
refuted antecedent.

The conditions to establish a defeasible proof +∂ have a structure similar to
arguments.

+∂: If P (n + 1) = +∂q then
(1) +Δq ∈ P (1..n), or
(2) (2.1) −Δ∼q ∈ P (1..n) and

(2.2) ∃r ∈ Rsd[q] s.t. ∀a ∈ A(r) : +∂a ∈ P (1..n), and
(2.3) ∀s ∈ R[∼q]. either

(2.3.1) ∃b ∈ A(s) : −∂b ∈ P (1..n), or
(2.3.2) ∃t ∈ R s.t. ∀c ∈ A(t) : +∂c ∈ P (1..n) and t > s

A literal q is defeasibly proved if, naturally, it has already strictly proved.
Otherwise, we need to use the defeasible part of the theory. Thus, first, the
opposite literal cannot be strictly proved (2.1). Then, there must exist an appli-
cable rule supporting such a conclusion (2.3)1. We now need to check that all
counter-arguments (i.e., the rules supporting the opposite conclusion) are either
discarded (condition (2.3.1), or defeated by a stronger, applicable rule for the
conclusion we want to prove (2.3.2).

We introduce here a defeasible theory that is the background of Example 1.

Example 2. We assume that the group of friends described in Table 1 has already
decided to get together for the evening, and we represent that with the fact
‘evening together ’. Further on, we introduce the rules that express the compo-
nents of the evening:

1 We say that a rule is applicable when all its antecedents have been proved within
the current derivation step. Symmetrically, we say that a rule is discarded if at least
one of its antecedents has been defeasibly refuted.
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– R.1: evening together → have dinner
– R.2: evening together → drink beverages
– R.3: evening together →watch film.

Each of the admissible choices for each of the components is provided in the form
of a single defeasible rule, derived from the literals have dinner, drink beverages,
watch film.

– r.1: have dinner ⇒ italian cuisine
– r.2: have dinner ⇒ indian cuisine
– r.3: have dinner ⇒ chinese cuisine
– r.4: drink beverages ⇒ coke
– r.5: drink beverages ⇒ beer
– r.6: drink beverages ⇒wine
– r.7: watch film ⇒The avengers
– r.8: watch film ⇒The great Gatsby
– r.9: watch film ⇒The hitchhikers guide to the galaxy
– r.10: watch film ⇒Red.

Moreover, we introduce exclusion rules, to describe the fact that each of the
dining, drinking and film options cannot be shared.

– r.11: italian cuisine ⇒ ¬ indian cuisine
– r.12: italian cuisine ⇒ ¬ chinese cuisine
– r.13: indian cuisine ⇒¬ italian cuisine
– r.14: indian cuisine ⇒¬ chinese cuisine
– r.15: chinese cuisine ⇒¬ italian cuisine
– r.16: chinese cuisine ⇒¬ indian cuisine
– r.17: coke ⇒¬ beer
– r.18: coke ⇒¬wine
– r.19: beer ⇒ ¬ coke
– r.20: beer ⇒ ¬wine
– r.21: wine ⇒¬ coke
– r.22: wine ⇒¬ beer
– r.23: The avengers ⇒ ¬The great Gatsby
– r.24: The avengers ⇒ ¬The hitchhikers guide to the galaxy
– r.25: The avengers ⇒ ¬Red
– r.26: The great Gatsby ⇒ ¬The avengers
– r.27: The great Gatsby ⇒ ¬The hitchhikers guide to the galaxy
– r.28: The great Gatsby ⇒ ¬Red
– r.29: The hitchhikers guide to the galaxy ⇒ ¬The avengers
– r.30: The hitchhikers guide to the galaxy ⇒ ¬The great Gatsby
– r.31: The hitchhikers guide to the galaxy ⇒ ¬Red
– r.32: Red ⇒ ¬The avengers
– r.33: Red ⇒ ¬The great Gatsby
– r.34: Red ⇒ ¬The hitchhikers guide to the galaxy.
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We have some rules for combining food, drink and film, shared by the friends
having evening together.

– r.35: italian cuisine ⇒wine
– r.36: wine ⇒¬ indian cuisine
– r.37: The avengers ⇒ chinese cuisine

Agents express their preferences on the shared theory by means of choices as in
Definition 1. Choices may be, or not, rational, in the sense that we provide in
Definition 2.

Definition 1 (Choice). Given a defeasible theory T , that constitutes the com-
mon background of a multi-agent system, a choice, is a finite set of literals that
does not contain any contradiction (e.g., both l and ¬l).

Definition 2 (Rational choice). We say that a choice C, expressed by an
agent is rational with respect to a given background theory T , when it is possible
to set the superiority relation on T , to define a theory T ′ in such a way that all
the literals in P are defeasibly proved by T ′.

We adopt here the definition of choice expressed in the Social Choice Theory
literature. Consider a setting in which an individual advances a proposal for the
decision, that consists in expressing their choice, in order to make the individuals
collaborating in the system vote for that choice. Voting consists in choosing a
proposal advanced by another individual who expresses her choice to the indi-
viduals collaborating in the system. To devise rationality of the vote we consider
the notion of compatibility.

Given two choices C1 and C2, we hereafter define the notion of compatibility.

– When C1 ⊆ C2, we say that C1 is strongly compatible with C2.
– When C2 ⊆ C1, we say that C1 is weakly compatible with C2.

hgConsider an agent that has choice C and votes for proposal P . If P ⊆ C (the
proposal is strongly compatible with the choice), the agent then obtains only
things they desire, but possibly not everything (when C\P �= ∅). Conversely, if
C ⊆ P (P is weakly compatible with C), now the agent obtains everything they
desire, but possibly also things that they did not include in their choice.

In fact, if an agent makes a choice that contains a literal l, they cannot vote
for a rational proposal P that contains the opposite literal ¬l, their choice is
strongly compatible with: this means that P contains both l and ¬l, therefore
the proposal is irrational.

Guaranteeing satisfaction of the individuals under strong compatibility is
more difficult than it is with weak one. When the compatibility is strong, and
two individuals have no elements in common on their choices, then only the
empty proposal is accepted by both. The setting we devise is as follows:

– Every agent has their own choice;
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– Some agents advance their proposals, that consist in expressing their own
choice;

– Every agent votes for one of the proposals, or none of them.

To illustrate how the model we propose in this paper works, we provide a for-
malisation of Example 1.

Example 3. Choices introduced by Table 1 can be expressed as follows:

– Alice {italian cuisine, coke,The hitchhikers guide to the galaxy}
– Bob {indian cuisine, beer,Red}
– John {italian cuisine,wine,The great Gatsby}
– Mary {chinese cuisine, beer,The avengers}
– Jill {italian cuisine, coke,The hitchhikers guide to the galaxy}
– Mark {indian cuisine,wine,The avengers}
– Julia {italian cuisine,wine,The hitchhikers guide to the galaxy}

Example 4. Rational choices are introduced by the exclusion and the combina-
tion rules given in Example 2. In particular, Alice and Jill’s choices conflict with
rule r.35, while Mark’s choice conflicts with rules r.36 and r.37. Therefore, the
only rational choices can be Bob’s, John’s, Mary’s, and Julia’s. To settle the
choice of Bob, we need to guarantee that a rule deriving indian cuisine prevails
over the rules deriving ¬indian cuisine, and the same for beer and Red. This is
done by the following superiority relation, superimposed on the background.

In Sect. 3, we use the above defined setting to discuss computational problems
related to them (Table 2).

Table 2. The choices listed in Example 1.

Agent/superiority Agent/superiority Agent/superiority Agent/superiority

Bob: r.2> r.11 John: r.1> r.13 Mary: r.3> r.12 Julia: r.1> r.13

Bob: r.2> r.16 John: r.1> r.15 Mary: r.3> r.14 Julia: r.1> r.15

Bob: r.5> r.17 John: r.6> r.18 Mary: r.5> r.17 Julia: r.5> r.16

Bob: r.5> r.22 John: r.6> r.20 Mary: r.5> r.22 Julia: r.5> r.17

Bob: r.10> r.25 John: r.8> r.23 Mary: r.7> r.26 Julia: r.9> r.24

Bob: r.10> r.28 John: r.8> r.30 Mary: r.7> r.29 Julia: r.9> r.27

Bob: r.10> r.31 John: r.8> r.33 Mary: r.7> r.32 Julia: r.9> r.34
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3 Collective Decision Making

We model the notion of rational voting by means of the setting devised in Sect. 2.
In this section, we provide some relevant computational problems related to the
introduced notion of rationality in vote and proposal expressions.

Definition 3. Given a defeasible theory T that constitutes the commonly
accepted background of a multi-agent system, and a choice C expressed by one
of the agents, the problem of deciding whether C is rational w.r.t. T is named
the Rationality Detection Problem (RDP).

RDP can be solved by superimposing a superiority relation on the theory T ,
so that T derives each literal in the choice of the agent. To do so, since T
can already have a superiority relation, it may be necessary to revise such a
superiority relation until we either: obtain a theory that actually derives all the
literals, or conclude that such a revision does not exist, and therefore establish
that the choice is not rational.

Comparing this problem to other ones analogously defined, as in [11,12], we
can prove the statement in Theorem 1. In the following, when referring to the
problem of revising preference in a defeasible theory to derive one literal, we
name this problem the Preference Revision Problem. That problem has been
proven to be NP-complete in [11].

Theorem 1. RDP is NP-complete.

Proof. We prove this by showing that RDP can be polynomially reduced to the
Preference Revision Problem of [11]. Given a set of literals, we aim at proving
that these are derivable from the commonly accepted theory, once revised the
superiority relation. We have a polynomial method on deterministic machine to
establish whether a given superiority relation (superimposed on the commonly
accepted theory) derives the whole set of literals, as this is the known problem
of computing the extension of a defeasible theory, which is linear in the num-
ber of literals and rules in a theory. In [11], the authors provide an oracle for
polynomially computing the superiority relation revision on a non-deterministic
machine to derive a single literal, in the same configuration. Nevertheless, the
number of literals does not influence the behaviour of the oracle. In fact, the ora-
cle chooses the correct combination of superiority pairs for opposite literals. The
number of these choices is, in the worst case, quadratic in the number of literals.
This proves that the RDP problem is in NP. Moreover, the computation of the
revision as shown above can be transformed into the revision of preferences in a
linear number of steps, and this completes the proof that RDP is NP-complete.

We devise here a brute-force method to solve RDP on deterministic machines.
Consider all the possible superiority relation pairs generated by combining every
literal that appears at the head of at least one rule in the positive form, and in
at least one rule in the negative form. In the worst case, these pairs are of the
same order of the number of literals. Consequently, the number of rules obtained
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by the full combinatorics of the rules is O(2n) with n number of literals in the
choice. For each combination computed as described above, we compute the
extension of the theory, and we then check whether the choice is a subset of that
extension. If we find such a combination, we have constructed the superiority
relation and solved the RDP Problem.

Once a voter has analysed their choice, to evaluate the meaningfulness of
their proposal they want to advance, and to realised whether that the choice is
irrational, one possible reformulation of the problem may be: can I reduce the
requests in the choice to a subset that results rational? If so, can I do this in
a computationally effective manner? The problem defined informally above is
formalised in Definition 4.

Definition 4. Given a defeasible theory T , that constitutes the commonly
accepted background of a multiple agent system, and an irrational preference C
expressed by one of the agents, the problem of computing the maximal rational
subsets of C is named the Rationality Maximisation Problem (RMP).

We can solve the problem with a rather natural technique: we systematically
remove one literal at a time from the original choice until we obtain a subset
that results rational. Once we have such a subset, we continue to remove literals
from the original choice until we have completed the process for one single literal.
We further look at pairs of literals, but only for those that did not succeed as
singletons. When concluded, we now proceed by considering triples, excluding
those that contain one pair already included. This step ends when we reach a
number k of elements to be removed, for which no set of elements can be removed
that does not contain a subset already included in the step k − 1. Once we have
reached the step k = n − 1, we stop. At that step it would not be possible to
find any further subset to delete.

Example 5. If we look at Alice’s choice, the obvious selection is the literal coke,
that, once removed, provides a rational choice, consisting in the expression: my
preference is for Italian food, and I wish to watch the Hitchhikers Guide to the
Galaxy, but I have no preference for beverages.

Theorem 2. RMP is EXPTIME.

Proof. RMP cannot be easily reduced to a NP-complete problem, and it has a
non-polynomial space occupancy, due to the need to consider, in the worst case
scenario, a number of subsets of the same size of the subsets of the choice, that
is O(2n), with n number of literals in the choice. Also the size of the output
of RMP can be exponential. We thus perform a total of steps that is bounded
by the number of possible subsets of the choice. For each of these subsets, we
can perform the algorithm sketched in the discussion above, to perform in an
exponential time the correctness of the choice. Overall, we shall have a sequence
of exponential size (O(2n)) of exponential steps (each of O(2n)), making therefore
the result an exponential size of the original size of the choice (O(22n) = O(2n)).
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Data: An irrational choice, a background defeasible theory.
Result: The set of all maximal subsets of the input choice that are rational.
for Every subset E of C of size i, incrementing i at each step do

Consider E only when no subset E’ recorded at step (i-1) is contained in E;
if C−E is rational then

record C-E and E
end
if At step i we did not add elements to the collection then

break
end

end
Return All the recorded subsets;

Algorithm 1: RMPComp: an algorithm to compute maximal rational choices
from an irrational one.

The implementation of the method devised in the proof of Theorem 2 is described
in Algorithm 1.

Let us step forward onto the other level of the problems exposed here. When
the choices are known to be rational, as in the case in which every individual
has made their choice compared against the background theory by means of the
method devised above, we can formulate the notion of Definition 5.

Definition 5. Given a defeasible theory T that constitutes the commonly
accepted background of a multiple agent system, and a finite set S of ratio-
nal choices expressed as proposals, the problem of determining the result of the
expression of rational choices by the agents, by applying a social choice func-
tion f , able to transform the individual votes for the proposals into a collective
decision is called the Collective Decision Problem (CDP).

For this case, the input to Algorithm 2 are choices that are assumed to be
rational, and so do the proposals to be voted.

Data: A set of rational choices, a set of rational proposals, a background
defeasible theory, a parameter for Strong/Weak comparability.

Result: The majority choices, if any.
for every choice C do

for every proposal P do
if C is Strongly/Weakly compatible with P then

add a vote for P
end

end

end
Return All the proposals that received more than 50% of the votes;

Algorithm 2: RatVot: an algorithm to establish majority applied to MAS.
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Theorem 3. The CDP is polynomially solvable on rational proposals and ratio-
nal votes, for the majority Social Choice Function.

Proof. The proof that the algorithm RatVot correctly computes all, and only,
the proposals that are rational and can pass the majority Social Choice Function
filter is straightforward, and left therefore to the reader. The Algorithm clearly
steps on a number of elements that are the choices, and a number of proposals.
If we consider these as inputs, the computation is O(p · c) where p is the number
of advances proposals, and c the number of rational choices involved in the vote.
The claim is a direct consequence of the structure of the algorithm where two
cycles are nested to each other of length respectively p and c.

To see how some proposals are rationally voted, we go back to Example 1.

Example 6. The friends of Example 1 vote in a rational way for three alterna-
tives: [italian cuisine, wine, The hitchhikers guide to the galaxy ] (A1, advanced
by Julia, [indian cuisine, beer, Red ] (A2, advanced by Bob) and [chinese cuisine,
beer, The avengers] (A3, advanced by Mary). The rational choices are obtained
by reducing the expectations of Alice and Jill to dinner and film choices, and for
Mark to film. Votes are in the third column. Note that the expectations of Alice
and Jill are the only maximal subsets we can consider, whilst Mark may choose
to reduce the expectations in two other ways: (1) only food choice to Indian
cuisine(and thus voting for A2), or (2) only to wine(and thus voting for A1).
If we value strong compatibility, and consider proposals for Indian cuisine and
beer (B1, advanced by Bob), and for Chinese cuisine and The Avengers (B2,
advanced by Mary), we have the votes on fourth column (Table 3).

Table 3. The rational votes in Example 1.

Agent Choice Vote (w) Vote (s)

Alice {Italian cuisine, The hitchhikers guide to the galaxy} A1 –

Bob {Indian cuisine, beer, Red} A2 B1

John {Italian cuisine, wine, The great Gatsby} – –

Mary {Chinese cuisine, beer, The avengers} A3 B2

Jill {Italian cuisine, The hitchhikers guide to the galaxy} A1 –

Mark {The avengers} – B2

Julia {Italian cuisine, wine, The hitchhikers guide to the galaxy} A1 –

The winning alternatives are A1, and B2.

RMP problem is interesting from a methodological viewpoint. If a program to
be voted is not rational, we can reduce it to a rational maximal subset. Once we
have obtained a reduction of the choice, it becomes interesting to understand
whether it is possible to aggregate a majority around the proposal. This problem
is formalised in the definition below.
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Definition 6. Given a defeasible theory T , that constitutes the commonly
accepted background of a multi-agent system, and the choices expressed by the
agents in the system, the problem of computing a rational proposal that, under
a given Social Choice Function f , satisfies f , is named the Winning Proposal
Definition Problem (WPDP).

The outcome of a voting system as devised here is not one single proposal that
wins. We may observe also empty outcomes, without any winning proposals, or
multiple outcome, where more than one proposal wins. Clearly, in both these
cases we need some further selection process, but just the first step, under the
control of rationality, is more complex than single winner systems (see [14] for
the most general case).

Theorem 4. WPDP is NP-hard for the majority Social Choice Function.

Proof. To prove the claim, we need to devise a method that results exponential
on deterministic machines. A simple approach consists in using the same method
of rational choices, and subsequently computing votes for the single proposal by
means of Algorithm 2. We consider a rational proposal, and try to see whether
this has a majority consensus. If this is the case, then the algorithm has finished.
Therefore, if we have an oracle that can compute a proposal (the number of
possible proposals is evidently exponential in the number of literals), then, by
means of the mentioned algorithm, we can compute the solution in polynomial
time. This proves the claim.

It might appear interesting to analyse the rationality in presence of revision
operators able to introduce, eliminate, and/or substitute rules. However, this
configuration is not harder than the one we described here. Assume that we
wish to derive a set of literals, and that we can manipulate the rules. We can
simply introduce one rule for each of the desired literals derived from the set of
facts. This setting can always be obtained by the revision of the rules. Formally,
we introduce an extended notion of rationality of a choice.

Definition 7. A choice is r-rational (rational including revision of rules) when
there is a revision of the rules that derives all the literals in the choice.

r-RDP is the problem of deciding whether a choice is r-rational on a given
background. The above reasoning can be used to derive the following.

Proposition 1. r-RDP is polynomially solvable.

4 Related Work

In the recent past, many scholars have dealt with multi-agent systems from the
viewpoint of preference aggregation and social choice theory. In [7], the authors
deal with the basic issue that we addressed here: the collective decision problem
in presence of varying preference expressions. The basic result of the investigation
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is that the application of multiple criteria methods, along with different methods
to aggregate preferences, is generally very effective in defining a collective process
of decision. What is missing in that study is that the authors do not address the
specific problem of logical analysis of admissible choices, and the computational
aspects of this logical analysis. This approach has been followed in this paper.

The field of social choice has been expanding rapidly as a research topic in the
wider community of AI, and specifically in the multi-agent systems, especially
with respect to socio-technical systems, where humans and bots can interact at
the same level. Social choice theory is a very wide theme (for a rather complete
analysis of the viewpoints developed in this field see [4]). Many investigations
have focused upon the problems of how to define the social choice function, and
on the difficulties determined by certain conditions that are superimposed on the
social function itself, to the most famous negative result in this field, the Arrow’s
impossibility theorem [3], that has been investigated in terms of consequences
in multi-agents systems widely as well [8,10].

There is also a wide literature in computational communities including multi-
agent systems, that observes phenomena such the one we discussed, to an initial
extent, in Sect. 3, when we introduced the Winning Proposal Definition Prob-
lem. In particular, the authors of [6] have dealt with the problem of election
manipulation, a very complex topic that also deserves consideration in multi-
agent systems. Similarly, the manipulation of coalition has been studied from
many different viewpoints (see [19] for an example).

In particular, there are many important recent investigations regarding pref-
erences and their underlying mathematics [1,7,9,16], and on their specific appli-
cations to AI, as generally discussed by Rossi et al. in [17], and then applied to
the definition of social choice problems [5,16,18].

Overall, we may look at the current literature regarding revision of prefer-
ences in non-monotonic logic, as an immature research topic, especially when
applied to multi-agent systems. Scholars have dealt with many different aspects
of social choice, but the notion of rationality, as developed in this investigation,
is rather novel in the community of agents.

5 Conclusions and Further Work

This work introduced a method that can be used for implementing a form of
rationality in collective decisions, based upon the notion of rational choice, and
the concept of rational voting. The approach we adopted is completely centred
on the revision of preferences in the non-monotonic setting of Defeasible Logic.

We showed that some relevant problems defined on the above mentioned
framework are computationally hard, and that one specific problem, under cer-
tain conditions, is polynomially solvable. We also showed that the intrinsic com-
putational complexity of the approach defines the worst case scenario: the revi-
sion of rules reduces the complexity to polynomial.
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Further work may include many different aspects, including, in particular,
an ample analysis of the simplified sub-cases for which some of the problems
introduced in this paper have better computational complexity. In the second
step, the investigation should consider extensions to the language. There are sev-
eral possible extensions, including: (1) the introduction of degrees of acceptance
in the literals of choices, (2) the introduction of priorities among the elements
of one choice, and (3) the optimisation of the superiority revision, namely the
minimisation of revision steps.

There is, however, an aspect of further work that deserves some extensive
discussion, for it is one of the crucial changes in the form of defeasible logics
as studied in the recent past: the distinction between defeasible rules employed
to represent plausible interpretation of the reality, and those that are used to
introduce prescriptions to the behaviour of agents. Although this distinction has
been dealt with in the current literature of logic and AI (see [2] for a large
discussion), the applications of these aspects to the representation of voting
issues and collective decisions is yet lacking.

In such a distinction, a given rule might state ‘Usually women like beer less
than men’ is a factual description, though, possibly, just plausible, and therefore
significantly different from a rule that states ‘Every action has an opposite and
equal reaction’, which has more the flavour of a strict rule. This should be differ-
entiated from a normative rule such as ‘Citizens cannot wear war weapons ’. Law
makers aim, where possible, at changing the second type of rules, and therefore a
political proposal consists in the introduction of new normative rules. However,
the ultimate purpose of political actions is to affect the reality. Consider that a
law is introduced that increases the level of recognised competence for a certain
class of workers (for instance, in Australia, yoga instructors must now have 500 h
of certified training, whereas before was only 200). This will impact on the life
of many people: some may undergo further training and education to continue
within their current field, some may chose not to undertake further study and
will consequently loose their job, since less people will have the required level to
teach, the job will likely pay more.

It may also be the case that votes are expressed not only based on the
rationality (but possibly within the rationality boundary) but also considering
the intention included in the norm change proposals.

The purpose of such an investigation would be threefold:

– Determine what difference may be devised in terms of revision process, when
such a distinction is introduced;

– Establish whether a revision process applies to normative part without inter-
fering with the non-normative part;

– Establish whether the reality could be modified by the introduction of a
normative set of rules, and by specifically introducing those rules by collective
decisions.
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Another important aspect that has not yet been investigated is the distinction
between negative and positive choice elements. A negative literal expresses two
different desires: the desire for the literal to become false, regardless of the nature
of the positive literal corresponding to it, and the desire for the literal not to
become true. For instance, consider the situation where, in a normative system,
there is a law that forces women to wear certain types of clothing. Certain people
may be disappointed that such an illiberal norm is not suppressed.
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Abstract. Within multi-agent systems, some agents may delegate tasks
to other agents for execution. Recursive delegation designates situations
where delegated tasks may, in turn, be delegated onwards. In uncon-
strained environments, recursive delegation policies based on quitting
games are known to outperform policies based on multi-armed bandits.
In this work, we incorporate allocation rules and rewarding schemes when
considering recursive delegation, and reinterpret the quitting-game app-
roach in terms of coalitions, employing the Shapley and Myerson values
to guide delegation decisions. We empirically evaluate our extensions
and demonstrate that they outperform the traditional multi-armed ban-
dit based approach, while offering a resource efficient alternative to the
quitting-game heuristic.

1 Introduction

Delegation within multi-agent systems involves a delegator handing over a task
to a delegatee. While a single delegation event is often considered in works dealing
with trust [2,4], we address situations where agents are allowed to pass the task
onwards until it is eventually executed—a process termed recursive delegation.
In [1], it has be shown that existing trust mechanisms can be improved within
such recursive settings through a game theoretic treatment of the problem. Here,
we extend the basic recursive delegation scenario to include an explicit reward
rule associated with successful delegation, subject to an equally explicit resource
constraint.

To exemplify the applications our approach may capture, consider a dis-
tributed network composed of heterogeneous sensors with distinct capabilities
[6,8]. These sensors can repeatedly delegate a task across the network, but must
do so mindful of their energy consumption (and timeliness of response), as well
as the quality of the information returned (with the latter serving as a reward in
this context). Upon receiving a task, a sensor must decide whether to delegate
the task onwards or execute it (by sensing), attentive to the constraints and
rewards attached to its decision.
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Agent0
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e1
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e0 d0

d1

d0

c0, c1

b0, b1

a0, a1 �

Fig. 1. Quitting game in extensive form

Non-cooperative games in the form of quitting games have already been
applied to the study of recursive delegation [1]. Compared to nested multi-armed
bandits, the former display greater efficiency, producing higher probabilities of
successful delegation with lower levels of regret [1]. These techniques, however,
do not take explicit resource constraints and rewards into account, whereas in
our work, we not only introduce such additional aspects, but also formulate a
coalitional alternative to non-cooperative decision making in recursive delegation
domains.

The remainder of this paper is structured as follows. In the next section
we describe the non-cooperative approach to recursive delegation. In Sect. 3, we
present our implementation of the Shapley and Myerson values as coalitional
algorithms for recursive delegation. Section 4 empirically compares the different
approaches, Sect. 5 discusses our results alongside directions for future work, and
Sect. 6 gathers our main conclusions.

2 Recursive Delegation as a Quitting Game

Adversarial techniques to reason about recursive delegation are built on an adap-
tation of quitting games; a class of stochastic games [17]. Players of a quitting
game have two available actions, either choosing to continue the game (action d),
or quitting the game altogether (action e). The former action allows the game to
repeat, while the other brings the game to an end. After each game, all players
receive whatever rewards they have earned.

A two-player game in extensive form is illustrated in Fig. 1. Here, either player
selecting action e leads to the realisation of their respective rewards. Both players
playing d leads to the continuation of the same game (denoted by �).
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In an n-player game, the strategy of player i is a probability measure xi(t) :
R

+
0 → [0, 1] representing the likelihood of playing d at iteration t. A profile or

vector of strategies xt would then produce a stream of rewards rSt
, contributed

by the subset of players S who have chosen not to quit the game by iteration t.
The expected reward of player i at iteration t thus becomes wi(t)(xt) := Ex[rSt

].
Let us note in passing that the subscript i(t) := i◦t : {0, . . . , T −1} → {0, . . . , n−
1} indicates the value of a variable associated with player i at iteration t, and that
it is attached to said variable whenever the index’s omission, or its simplification,
seems ambiguous.

For ε � b0/c0, a0 > 0, a1 < c1, c0 < b0, a1 ≥ b1 and x0 � 1, the stationary
profile z ≡ 〈x0, d1〉—where Agent0 delegates the task with very low probability,
while Agent1 systematically chooses to delegate—is produced [18]. That is, the
expected reward of z plus an overhead ε > 0 is at least that of any other strategy
yi(t) for every player i, or equivalently wi(t)(z) ≥ wi(t)(x−i(t), yi(t))− ε. Thereby,
the profile z describes an ε-equilibrium [10].

Quitting games share many facets of recursive delegation, effectively captur-
ing self-embedded instances of strategic interaction which resemble the replica-
tion of delegation requests along a delegation chain, i.e., the sequence of delega-
tees who receive delegation requests involving the same task. Unlike a standard
quitting game, however, delegation requires distinct strategic scenarios, where
players alternate between the delegator and delegatee roles, as opposed to the
continuation of the game between the two original players. The adjustment to
this scenario is conducive to the definition of a Delegation Game [1].

Definition 1 (Delegation Game). The tuple Γd = 〈N,A, (ui, ri)i∈N ,x〉
encodes a delegation game among |N | players, where every player has the fol-
lowing attributes:

Actions: A := {d, e} and Ai = A,∀i ∈ N . Δ(A) is the collection of all proba-
bility distributions over the set of available actions.

Rewards: ri : ×j∈D⊂NΔ(Aj) → R,∀i ∈ N is a Lebesgue measurable function
representing the gains of player i when a group of agents D ⊂ N have received
a delegation request.

Strategy: xi : Ai → [0, 1],∀i ∈ N is the probability of player i playing action d.
Profile: xt := 〈xi(t)〉i∈N . Profiles induce a probability distribution Px ∈ Δ(A)

over the set of actions, which permits the computation of the expected rewards
wi(t)(xt) := Ex[ri(t)].

Updating Rule: ui(t) : ×j∈Dt−1Aj×R → Δ(A) is a measurable set-valued func-
tion that dictates the transition from one state of the system to a potentially
different profile.

When rewards are subject to a stochastic process, the selection of an action
has to be expressed in terms of strategic profiles (xt). The probability distribu-
tion these profiles induce is then used to calculate the expected rewards (wi(t)).
By comparing expected rewards in the manner of an ε-equilibrium, delegators
and delegatees select their strategies, which once played provoke the respective
information states to update (ui(t)).
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The entire delegation and learning process based on delegation games is cap-
tured by the DIG algorithm presented in [1]. As may be apparent, neither quit-
ting games nor the algorithm take explicit account of the costs associated with
exploration or the rewarding mechanism motivating the decision to delegate; we
introduce these considerations in the next section.

3 Recursive Delegation as a Coalitional Game

Our approach posits that delegation is a recursive process whereby agents play
delegate actions based on their collective implications, subject to restrictions and
incentives conditioning the agents capacity to generate value by executing the
delegated task. We proceed to describe how coalitions are formed, and state the
allocation and distribution rules devised to reflect the delegation structure con-
tained in Definition 1. To illustrate our ideas, let us revisit the opening example
on sensor networks.

For the efficient design of one such network, the main aspects typically con-
sidered are (1) the features of the sensors as mobile nodes; (2) the limitations
these nodes may face in terms of energy consumption, memory size to buffer
data, or wireless transmission capacity [19]; and (3) the metrics used to assess
the impact of their individual contributions on the overall data-gathering per-
formance of the system [13]. We account for (1) by introducing explicit value
allocation rules stating each node’s potential to generate sensing data. The idea
being that in, e.g., event-driven applications, nodes near active locations may
have higher sensing rates, thereby inducing delegation.

Constraints in the form of fixed amounts of a productive resource enabling
delegation—electrical energy, most notably—reflect (2). Although wireless
charging allows nodes to transmit energy across the network, thereby internalis-
ing these budgetary restrictions into the functioning of the sensors themselves [9],
we opt to deal with resource constraints as extrinsic to the system. The reason
for this is that, in a single-task environment, indefinite delegation is undesirable,
and self-sustainability in regard to the productive resource becomes subsidiary.
In multi-objective applications, however, these considerations might be relevant,
as multiple tasks may compete for the same productive resources involved in
delegation.

The criteria used to model the selection of delegatees respond to (3). As
presented in Sect. 2, mixed strategies serve as metrics to compute ε-equilibria for
the quitting-game approach. Alternatively, as shown in [1], the largest Gittins
Index can be used to select a suitable delegatee in multi-armed bandit (MAB)
models. As will be introduced in Sect. 3.2, the Shapley and Myerson values serve
the same purpose in our coalitional game. We now proceed to outline the design
features associated with aspects (1) and (2).

3.1 Delegation and Allocation Rules

Given a set of allocation rules, resource constraints and the definition of a solu-
tion concept, we present a general framework for reasoning about delegation
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ra ∼ Ua(0, 6.67) < ra,c = 36.34

rc ∼ Uc(0, 13.33) ≤ rc,f = 18.17
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Fig. 2. Delegation game in extensive form

under these conditions. To do so, consider the tree in Fig. 2 which describes a
delegation network of agents N ≡ {a, b, c, f, g, . . . ,m} whose decisions consume
a limiting resource C.

To capture task execution, we introduce dummy agents into our represen-
tation of the network. These dummy agents appear as solid unlabeled nodes in
Fig. 2. A task reaching a dummy agent must be executed (as it cannot be fur-
ther delegated), and is recorded as carried out by the agent who generates the
delegation request.

Consider agent a, the originator of the delegation process, also termed the
root. This agent can play ea and perform the task itself, i.e., delegate to the
dummy agent. It can also delegate the task to b, in which case b might accept
the task by playing eb, or reject it by playing db, thus returning the task to a and
forcing a to perform the task itself (via action ea). Alternatively, a could delegate
to c, whence the task may reach f who could, in turn, proceed as b. The task
may also be further delegated to g who, had decided not to play eg, could pass on
the task via df until a terminal node appears, some other node plays an execute
action, or the constraints are no longer satisfied. In this context, coalitions, i.e.,
groups of players treated as strategic units, amount to delegation chains; we refer
to the mechanism underlying this process of formation of delegation chains—and
coalitions, by implication—as the quitting structure of the game.

Now let us turn to the nature of the rewards underpinning the assessment
of a decision’s profitability. The delegation game in [1] did not make direct
reference to the way in which rewards were formed. Agents reached out to one
another unconcerned with allocation and distribution rules, inasmuch as the
only interactions affecting the calculation of their expected rewards were those
with their immediate neighbours. Our proposal, on the contrary, is said to be
coalitional because agents acknowledge the contributions of all delegatees in the
same delegation chain. We therefore assign a (global) value V for playing the
game, and introduce extrinsic rules for its allocation and the distribution of
rewards emanating from it.
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More precisely, let V be the largest value delegatees are capable of achieving
as terminal nodes of a delegation chain. Since globally known from the beginning,
the value of the game is initially apportioned among delegators and potential
delegatees following a directly proportional distribution rule. The further away
from the root, the larger the value an agent can generate, thereby incentivising
delegation. In the sensors case, this accounts for flexible and diverse architectures
of sparsely distributed nodes capable of generating value in the sense of [15] and
[5], depending on their sensing rates—those with lower rates pick up data from
the higher sensing agents roaming the network, while others act as data centres
or base stations (c.f., [13,20]).

By contrast, the distribution of the final outcome of delegation, that is, the
actual set of rewards, obeys an inversely proportional rule. The closer to the
root, the larger the share of the game’s value, implying that the task is more
profitable the sooner it is executed. In terms of the sensor network, this rule
reflects problems of data latency and long delivery delay. If the time elapsed
between data being buffered and uploaded to base stations is too long, it might
be preferable to generate a greater number of delegation queries to proximate
sensors [19].

To detail our argument, we now provide an example of the operation of
these two rules which substantiates our approach w.l.o.g. Let us, first, designate
the initial allocations of V over all n ≡ |N | agents by {vi}i∈N . These values
are realised by the terminal node of any delegation chain as outcomes {oi}i∈N .
The rewards {ri}i∈N accrued to the members of any chain are obtained from
the outcome associated with the chain’s terminal node. That is, each player’s
potential to produce the value of the game is conveyed through their respective
outcomes, which propagate across the delegation chain in the form of rewards.
The following steps illustrate the calculation of rewards in the subgraph spanned
by {a, b, c, f, g}, up to a hypothetical third level of delegation for a game with
value V = 100:

1. Distribute V proportionately among all agents, depending on their position
along the tree:

va
1

=
vb
2

= · · · =
vg
5

=
V

1 + 2 + · · · + 5
,

i.e., va = 6.67, vb = 13.33, vc = 20, vf = 26.67, vg = 33.33

2. Sample the outcomes from a uniform distribution between vi (computed
above) and V :

oi ∼ Ui(vi, V ),∀i ∈ {a, b, c, f, g},

e.g., oa = 57.89, ob = 75.31, oc = 68.22, of = 66.63, og = 80.77

3. Once a potential coalition/delegation chain forms, e.g., {a, c, f}, distribute the
outcome yielded by the agent executing the task in an inversely proportional
manner:

ra,c
1

=
rc,f
1/2

=
rf
1/3

=
of

1 + 1/2 + 1/3
, i.e., ra = 36.34, rc = 18.17, rf = 12.11
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More generally, our proportional rule implies that the value of the game is
allocated according to the relation vi

i+1 = V
Tn

, where Tk :=
∑k

j=1 j = k(k+1)
2 .

The inversely proportional rule requires individual rewards to satisfy ri,j
i = ok

Hk
,

where Hk :=
∑k

i=1
1
i and ri ≡ ri,j for every i = j ∈ N . Insofar as these two

rules depict the structure of incentives behind delegation, they will frame the
evaluation of our coalitional algorithm against the corresponding benchmarks;
namely, the original quitting-game based approach in [1], and the MAB model
also presented in [1] which extends the numerical approximation to the Gittins
Index introduced in [3].

In consequence, aspect (1) is encapsulated in the interplay of equations
vi

i+1 = V
Tk

and ri,j
i = ok

Hk
, i.e., the value allocation and reward generation rules,

respectively. Aspect (2), for its part, is incorporated into our framework via
the explicit recognition of the value of the game V , and the straightforward
imposition of a numerical parameter K ∈ R

+
0 constraining the generation of

delegation requests and the production of rewards out of V . Having established
the relational characteristics of the agents in our delegation networks, and the
rules or conditions that mediate their interactions—as per design aspects (1)
and (2) outlined at the outset of this section—we go on to present the criterion
and computational procedures delegators use to select a delegatee among its
neighbours—thus reflecting aspect (3).

3.2 Recursive Delegation as a Coalitional Game

The initial allocation of values and the definition of rewards may circumscribe
the delegator’s decision, but the guiding principle behind delegation is given by
the solution concept used to select one or another delegatee. We employ the
Shapely and Myerson values to this effect. Computing these values allows us
to map potential rewards to groups of agents, so the advantages of forming a
particular delegation chain can be assessed.

In a coalitional setting, potential delegation chains are treated as coali-
tions, i.e., groups of agents who evaluate the collective aspect of task comple-
tion/delegation. In spite of the individual nature of the rewarding scheme, the
completion of the task is considered a common objective, and the network-wide
impact of the resources expended in achieving the task is acknowledged by del-
egators. Hence, in the form of neighbouring conditions, pre-existing valuations
of available coalitions, and an internal mechanism for extracting individual con-
tributions, these elements provide the basis of a delegation game of coalitions
(DEC):

Definition 2 (Delegation Game of Coalitions). A Delegation Game of
Coalitions is a tuple Γc = 〈N,V ;B, ν〉, characterised by the following elements:
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Value of the game: V ∈ R
+
0 , gives the maximum value delegation can yield.

Coalitional Structure: A partition B of the set of agents N = {1, . . . , n}
conforming to the quitting structure of delegation.

Outcomes: oi : Δ({wi}i∈N ) → R
+
0 for every i ∈ N , are obtained from

the stochastic process dictating the allocation of the value of the game.
Δ({wi}i∈N ) is the collection of potential distributions over the set of admis-
sible distributions of V .

Characteristic Function: ν : 2n → R
+, associates every coalition D ⊂ B with

the expected value of its aggregated reward, i.e., ν(D) =
∑

i∈D E[oi].

The coalitional structure of DEC encompasses those combinations of agents
compatible with the quitting structure of delegation described in Sect. 3.1. The
characteristic function links the expected rewards to the corresponding coali-
tion(s) in the set of all permutations of agents, mapping invalid ones (e.g., those
where a delegator comes last) to zero. The rewarding rule ψ : {oi}i∈D⊂B → R

+
0 ,

assigns rewards to the members of coalitions D belonging to the partition of the
game B. In the abstract, the solution concept is but a mapping φ : U → R

n with
U := {Γc : n ⊆ R

+}, while in our experiments it takes the form of the Shapley
and the Myerson values.

Definition 3 (Shapley Value [14]). The Shapley Value of a coalitional game
Γ = 〈N ; ν〉 –such as DEC– is a solution concept that retrieves the individual
contribution of any player, subject to the coalitional structure of the game given
by all subsets D ⊆ N . It can be computed as follows for every player i ∈ N .

Shi(N ; ν) :=
∑

D⊆N

gD[ν(D) − ν(D\{i})]; gD :=
(|D| − 1)!(n − |D|)!

n!
. (1)

That is, players foreign to a coalition D can be arranged in as many as (n −
|D|)! ways. In turn, within D all those players different from player i can be sorted
in (|D| − 1)! ways. The contribution of player i to the coalition is given by the
difference between the aggregated value of D and that of the subsets (coalitions)
excluding player i. The total number of such subsets amounts to (|D| − 1)!(n −
|D|)!. To obtain the corresponding average contribution, the sum over all possible
coalitions is divided by the number of all admissible combinations of players, i.e.,
n!.

The Myerson Value is a refinement of the Shapley Value. The Myerson Value
exclusively targets graph-restricted games, i.e., coalitional games whose coali-
tions can only reflect specific subgraphs of the underlying general graph of inter-
actions [11]. The idea being that coalitions are highly dependent on their con-
text. This means that the characteristic function should only be defined over
connected components S(N), as given by the topology of the network enabling
delegation. Connectedness, in this sense, refers to the existence of a path con-
necting any pair of non-adjacent nodes, such as a and g in Fig. 2.
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Definition 4 (The Myerson Value [11]). Let Γ = 〈N, ν〉 be a coalitional
game. The Myerson Value (Myi) of Γ , corresponds to the Shapley Value for
the characteristic function defined over connected coalitions i.e., My i(N ; ν) =
Shi(N ; νM ) such that

νM (D) =

{
ν(D) ifD ∈ S(N)
∑

Ki∈K(D) ν(Ki) otherwise

The Shapely Value provides a means of differentiating individual contribu-
tions to a delegation chain within multi-agent systems, while incorporating the
quitting structure of delegation outlined in Sect. 3.1. The Myerson Value imple-
ments the same procedure over a subset of players which not only conform to the
quitting structure, but also respond to a particular configuration of the system
laid out before the first delegation request had been issued.

Algorithm 1. Coalition Formation
Input: i: Index of the agent seeking coalitions, path: Length of the last delegation

chain.
Output: coalition: Sequence of agents receiving a delegation request.
1: function Cform(i)
2: k ← i .delegatee
3: coalition ← {j, k}
4: max length ← U(2, 3)
5: path length ← len(coalition)
6: while path length < max length do
7: if k .out neighbours �= ∅ then
8: m ← sample(k .out neighbours)
9: coalition ← coalition ∪ {m}

10: k ← m
11: path length ← len(coalition)

return coalition

Our implementation of the Shapley and Myerson values requires a proce-
dure to obtain the quitting structure of the game. Such procedure is given by
Algorithm 1. It stipulates the formation of coalitions as a retrospective endeav-
our which looks into past delegation chains, permitting agents to recursively
select new coalition members among their neighbours’ neighbours (lines 6–11).
Every agent foresees a coalition/delegation chain of length at most three (line 4);
that is, itself, its immediate neighbour, and its neighbour’s neighbour, intending
to reflect myopic behaviour on the part of delegators.

Algorithm 2 implements DEC with the Myerson Value. Its Shapley version
would only see the solution concept changed to Eq. (1) (in line 4 of the DEL
function). The computation of both the Myerson and Shapley values follow the
divide-and-conquer approach of [16], which performs a recursive backtrack in a
depth-first search for the delegation chains rooted at delegator j.
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Our algorithm strives to find the largest contributions among all the delega-
tion chains allowed by the quitting structure, subject to a resource constraint
(line 3) and the allocation rules introduced before. Its inputs correspond to said
resource constraint (K), the value of the game (V ), and the set of probabilities of
successful execution describing each delegatee’s ability to perform the delegated
task ({si}i∈[n]).

As our algorithm requires the initialisation of individual outcomes (oi),
rewards (ri) and neighbourhoods (Pi ≡ {ai, adi}, where adi represents the neigh-
bours of agent ai), we have grouped those procedures under Init DEC. After
intialising counters of successful and failed execution (line 5), as well as the sets
containing potential coalitions and actual delegatees (line 6), we apply the value
allocation rule in line 7 to every agent in the system, followed by the sampling of
outcomes as indicated in our opening example (line 8), so the distribution rule
in line 9 enables the initialisation of the rewards on the basis of each agent’s
outcome.

We enter the main procedure DEC through a “while” statement at line
3. This statement guarantees that the game is played for as long as there is
available productive resource K to effect a delegation request. Delegators employ
the function DEL to allocate the delegation request. First, they seek a fitting
coalition of three players at the most, by invoking the function CForm in line
2. Then, delegators compute the Myerson value of the resulting coalition (line
4), and proceed to select the delegatee who makes the largest contribution (line
5). If the selected delegatee is not its dummy agent, the delegation request is
replicated (line 8) and the rewards obtained via our distribution rule in line 9.

We leave our core function at line 6, where the probability of successful
execution of the selected delegatee (am) is contrasted against the state of nature
as given by the probability 1 − δ. Not unlike the Delegation Game of [1], in our
algorithm a favourable state of nature secures the execution of the task by the
appointed delegatee, otherwise defaulting to the delegator itself, triggering the
α and β counters as well as those keeping track of the fraction of the productive
resource consumed throughout delegation; a rate of consumption equal to the
ratio between the number of successful interactions and the total number of visits
to the chosen delegatee (lines 8 and 11 resp.). Past this stage, the outcomes are
once again sampled (line 12), and the characteristic function of the game is
learned (line 14). This process repeats until the limiting resource is depleted.
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Algorithm 2. Delegation Game of Coalitions Under Myerson
Input: V : Value of the game, K: A real number denoting the resource constraint, si:

Probability of successful execution of agent i.
Output: S: Sequence of agents receiving a delegation request. ν: Set of values of the

characteristic function.
1: function Init DEC(K, V )
2: ν ← ∅
3: Constraint ← K, Consumption ← 0
4: for j = 1 → n do
5: αj ← 0, βj ← 0
6: Dj ← ∅, Sj ← ∅
7: vj ← (j + 1)V/

∑
i∈[n] i

8: oj ← U(0, vj)
9: rj ← joj/

∑
i∈[n] 1/i

10: Pj ← {aj , adj}

1: function DEL(Pk)
2: coalition ← Cform(k)
3: Dk ← Dk ∪ {coalition}
4: myk ← Myk(|Dk|; ∑i∈Dk

ri)
5: m ← argmaxi∈adk

(myi)
6: Sk ← Sk ∪ {am}
7: if m �= k then
8: return DEL(Pm,sm)
9: rm ← kom/

∑
i∈coalition 1/i

10: else
11: rm ← om

12: return (m, rm, Sk)

1: procedure DEC(K, V ; {sk}k∈[n])
2: INIT DEC(K, V )
3: while Constraint ≥ Consumption do
4: for j = 1 → n do
5: (m, rm, Sj) ← DEL(Pj ,sj)
6: if sm > 1 − δ then
7: αj ← αj + 1
8: Consumption ← Consumption + 1

αm+βm

9: else
10: βj ← βj + 1
11: Consumption ← Consumption + 1

αj+βj

12: Update outcomes
13: S ← Sj ∪ {Sj}
14: ν ← ν ∪ {∑

k∈Dj
rk}

15: Constraint ← Constraint − Consumption
return (S, ν)
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4 Evaluation

4.1 Experimental Set-Up

Our objective remains establishing whether the coalitional approach of
Algorithm 2 can outperform DIG given the new constraints and rules. The evalu-
ation of Algorithm 2 was carried out over Random Networks and Directed Trees
extending up to 4 levels of delegation, with a branching factor of 5 neighbours
per delegator among a population of 156 agents; as such is the number of nodes
in a tree-like layout including its root. The levels of the limiting resource were
allowed to range within 500 and 800 units, whereas the value of the game varied
from 800 to 1000 units. Our algorithm and contrasting benchmarks were tested
for the span of 100 runs elapsing 1000 trials, so as to stay consistent with the
experimental design of [1].

The systems under consideration are made up of agents arranged in either
4-level trees rooted at the first delegator in the network, or ad-hoc graphs whose
edges are generated as delegation progresses and whose respective dynamics are
dictated by the algorithms used to make delegation decisions. Directed Trees
offer a structured environment for accommodating agents who establish a rela-
tion of precedence upon delegating. Random Networks, instead, are discovered
as agents delegate—the probability of delegating arising form each algorithm
simultaneously dictates the probability of spanning an edge from a delegator to
a delegatee. The benchmarks used to compare our approach include the DIG
algorithm in [1] and the adaptation of the Gittins Index also proposed in [1], but
originally formulated in [3]. This selection circumscribes multi-armed bandits
and non-coalitional game-theoretic models whenever recursive delegation takes
place in constrained environments.

4.2 Results

Figure 3 depicts the behaviour of the probabilities of successful delegation (PSD),
alongside the ratio between the amount of productive resource expended in del-
egating and the value of the game generated through delegation (E/R). These
two variables define our criteria of performance. The curves they describe stop
at different trials due to the resource constraints faced by all agents and the
ways in which the algorithms make use of said resource—every delegate action
consumes a productive resource, when this budget is depleted, delegators cannot
delegate the task onwards. That is, the delegation process effectively comes to
an end; a situation which coalitional games had to face at a much later point in
time than their benchmarking algorithms.

In Random Networks and Directed Trees, DIG displays superior performance
compared to the MAB approach (DID) and the coalitional alternatives. It attains
larger rewards and higher probabilities of successful delegation. The great vari-
ability of this result, however, casts doubts on the efficiency of DIG. Directed
Trees provide a structured environment for all algorithms to explore. In situa-
tions like this, previous knowledge of their neighbours’ connectivity allows agents
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to expend less resources while exploring potential delegation chains. We find that
the limiting resource not only lasts longer but leads to more stable delegation
chains where tasks are more likely to be successfully executed (Fig. 3a).

Figure 3a and b indicate that Myerson does not perform remarkably well on
tree-like structures, despite being designed to better cope with fixed delegation
patterns. It appears that in the early stages of delegation (T < 50 for Fig. 3a)
productive but costly coalitions were formed, which on account of the func-
tioning of the algorithm would stifle exploration and trap delegators in chains
with relatively poor capacity to adapt to delegation under tightening resource
constraints.

a: Probability of Successful Delegation
over Random Networks

b: Expenditure-Reward Ratio
over Random Networks

c: Probability of Successful Delegation
over Directed Trees

d: Expenditure-Reward Ratio
over Directed Trees

Fig. 3. Comparative performance between topologies

Myerson, Shapley and DIG make use of the limiting resource until roughly
the same trial. The difference being that DIG succeeds in generating at least one
extra quarter of the value attained by the best performing coalitional algorithm
(Shapley). A difference further reflected in the levels of regret associated with
these results (Table 1).

Random Networks, on the other hand, allow agents to select their own neigh-
bours, and potential delegatees, based on an intrinsic property, i.e., the strategies
and distribution of the Gittins Index for DIG and DID, respectively; or an exter-
nal one as in the cases of Shapley and Myerson. Under these conditions agents
rely more heavily on exploration, often incurring greater costs, particularly for
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Table 1. Minimum credible intervals of the mean posterior PSD, reward and regret

Group Network structure PSD Rewards Regrets

Directed trees DIG 0.92 ± 0.008 435 ± 0.19 4.398 ± 5e−5

DID 0.827 ± 0.012 377 ± 0.62 12.996 ± 2e−5

Shapley 0.889 ± 0.010 355 ± 0.33 10.361 ± 3e−5

Myerson 0.858 ± 0.011 358 ± 0.04 10.27 ± 3e−5

Random networks DIG 0.966 ± 0.006 387 ± 0.42 2.971 ± 2e−4

DID 0.794 ± 0.014 219 ± 0.69 8.810 ± 1e−4

Shapley 0.890 ± 0.010 330 ± 0.41 8.975 ± 3e−4

Myerson 0.889 ± 0.010 329 ± 0.31 9.702 ± 2e−4

DIG. Delegators employing DIG guarantee a higher PSD at the expense of lesser
rewards, which also implies a lower level of regret (Table 1).

Only the coalitional algorithms maintain the behaviour displayed over
Directed Trees. There is a considerable improvement in their levels of (cumula-
tive) regret which does not significantly reduce the reward obtained. Coalition
formation as a criterion of delegation seems to traverse in an equally exhaustive
manner both types of topologies.

As DID operates exclusively on a learning-by-observing mechanism, contrary
to DIG agents who interact strategically, it struggles to traverse the delegation
network when subject to resource constraints, often being confined to local max-
ima. We believe this is also the reason behind the high levels of the Expenditure-
Reward ratio (E/R) encountered in Fig. 3b and c, as well as the insufficient per-
formance of the MAB heuristic compared to the levels of PSD reported in [1].

Despite DIG’s appropriateness for use in recursive delegation, the relative
variability of PSD noted at the beginning of this section, and the decline in
the levels of rewards, motivate further analysis when transitioning from trees
to unstructured environments. For this reason, we opted to conduct a test of
correlation between PSD and E/R.

Our test consists of a Bayesian reformulation of Pearson’s for a Gaussian
mixture of the prior of the correlation coefficient [12], centered in accordance
with the corresponding distribution of the observations plotted in Fig. 3. PSD
and E/R were fitted to a bivariate t-distribution with uninformative normal, uni-
form, and exponential priors for their respective means, variances and normality
parameters, as per the BEST model put forward in [7]. All hyperparameters were
obtained from the outputs of our original simulations (unreported). Figure 4 pro-
vides direct access to the posterior distribution of the correlation coefficient, in
terms of the coefficient’s 95% credible intervals. The results of the No-U-Turn
sampler (unreported) guarantee the convergence of distributions, allowing for a
direct interpretation of the mean posterior.
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There exists a stronger correlation between efficient resource expenditure
and increments in the likelihood of a successful delegation, when coalitional
algorithms are used on Random Networks. Notwithstanding this behaviour, with
a posterior probability of 86%, higher correlation values (0.24 > 0.15) are likely
to be encountered in the same structures when agents use DIG (Fig. 4).

With respect to the same criterion, Shapley and Myerson can be considered
more efficient in the use of the limiting resource. DIG, however, secures desirable
levels of PSD while employing relatively concurrent levels of the resource at a
rapid pace. Were the limiting resource apt for alternative uses, a coalitional
approach to delegation would be more appropriate than a non-cooperative one,
but in any case more pertinent than a MAB-based procedure. In this sense, the
Shapley and Myerson algorithms are considered approximate solutions to the
(recursive) delegation problem.

Finally, to elaborate on our last claim let us examine Fig. 5. It reports the
difference between the mean rewards produced by DIG and those produced
by DEC, using the same statistical model of the modified Pearson’s test [12].
Our results indicate that the group means are not credibly different. Over both
Directed Trees and Random Networks, approximately 50% of the posterior prob-
ability is greater than zero, suggesting that the gap between the root’s mean
reward under DIG and the coalitional alternatives is not significantly different
from zero. Furthermore, the means of the group distributions range between 41
and 79 units of value, which is less than a third of the average reward earned
by the root per trial. So, on grounds of efficiency and value generation capacity,
both implementations of DEC are on a par with DIG.

a: DIG over Directed Trees b: DIG over Random Networks

c: Myerson over Directed Trees d: Shapley over Random Networks

Fig. 4. Posterior distributions of the correlation statistic for PSD and R/E
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a: Myerson over Random Networks b: Shapley over Random Networks

c: Myerson over Directed Trees d: Shapley over Directed Trees

Fig. 5. Posterior distributions of the differences of means against DID

5 Discussion and Future Work

So far we have provided empirical evidence demonstrating that the quitting-game
approach to recursive delegation retains all the desirable properties reported in
[1], though mediated by the intensive use of the limiting resource. Our algorithm,
on the other hand, guarantees the delegated task is carried out with a probability
within reasonable limits (PSD ≈ 0.9), while interactions can be sustained for
longer periods of time (T > 200).

The resource-use efficiency of the Shapley and Myerson values is upheld by
the mechanism dictating the formation of coalitions. The time complexity of this
sampling process is quasilinear on restricted graphs and polynomial on random
networks, due to the linear structure of the coalitions formed by DEC, thus
conforming to the neighbour sampling complexity of DIG and DID [1]. The
impact of more intricate coalitions on the levels of PSD, within complex systems
where agents not only delegate but engage in multiple interactions dependent
on the same productive resource, remain to be determined in future work.

6 Conclusions

In this paper, we introduce resource constraints alongside allocation and reward-
ing rules to recursive delegation. We further present a conceptual framework
to cater for collective responses to these conditions. Quitting-game and multi-
armed-bandit based approaches are used as benchmarks for evaluating the
performance of adaptations of the Shapley and Myerson values to recursive
delegation.
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Our results indicate that over predefined networks of agents (Directed Trees)
and unstructured environments (Random Networks), the quitting game app-
roach attains greater rewards and higher probabilities of successful delegation.
This is possible, however, only with the intensive use of the productive resource
limiting delegation. In scenarios where constraints are decisive for the opera-
tion of multi-agent systems, coalitional games provide a second-best, yet more
resource-efficient, alternative.
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Üniversiteler Mah. Dumlupınar Blv. No:1, 06800 Ankara, Turkey

{huseyin,polat}@ceng.metu.edu.tr
2 STM Defense Technologies Engineering and Trade Inc.,

Mustafa Kemal Mah. 2151. Cd. No:3/A, 06530 Ankara, Turkey
erkin.cilden@stm.com.tr

Abstract. Memory-based reinforcement learning approaches keep track
of past experiences of the agent in environments with hidden states. This
may require extensive use of memory that limits the practice of these
methods in a real-life problem. The motivation behind this study is the
observation that less frequent transitions provide more reliable informa-
tion about the current state of the agent in ambiguous environments.
In this work, a selective memory approach based on the frequencies of
transitions is proposed to avoid keeping the transitions which are unre-
lated to the agent’s current state. Experiments show that the usage of a
compact and selective memory may improve and speed up the learning
process.

Keywords: Reinforcement Learning · Memory-based learning ·
Compact Frequency Memory

1 Introduction

Reinforcement Learning (RL) [9] suffers from the limited information on the
resulting granularity of the agent’s state space for both continuous domains and
the domains with hidden state space. When the ambiguity in the perception
of the agent (also known as perceptual aliasing [1]) is inherent for the problem,
finding a solution without using an internal memory becomes extremely difficult,
or even impossible in some cases.

There are a number of memory-based method categories trying to cope
with the perceptual aliasing problem. Finite size history is one of the sim-
plest memory-based approaches [5]. Instead of keeping the current observation,
the agent uses a chain of last n steps as the current observation. Recurrent-
Q is another method that uses Long Short-Term Memory (LSTM) [2]. LSTM
is a Recurrent Neural Network (RNN) variant used to filter out the irrelevant
information about the state space. Yet another memory-based method category
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is the variable-length history family. In this approach, the size of the internal
memory can be altered depending on dynamically changing memory require-
ment for the underlying learning procedure. Nearest Sequence Memory (NSM)
and Utile Suffix Memory (USM) algorithms are examples of this category (also
called instance-based methods) where all raw data of the agent’s experience are
kept in the form of action-reward-observation tuples [7].

All of the methods above tend to keep the recent or all the experiences of
the agent collected throughout the learning process. Unfortunately, especially for
problems with large state space, it becomes difficult to determine the size and
content of the memory required to provide a distinctive clue about the current
state of the agent. Although keeping all the history of the agent overcomes this
problem, the estimated state, namely the information unit constructed by the
agent to distinguish its current state, can be arbitrarily complex [6].

In this study, a selective memory approach based on transition frequencies is
proposed via a more compact and reliable memory for the learning agent.

2 RL and Problems with Hidden State

RL refers to a family of algorithms mostly built on the assumption that the
agent’s current state depends solely on the previous one, called the Markov
property, as in the Markov Decision Process (MDP) model. An MDP is defined
as a tuple 〈S,A, T,R〉, where S is the finite set of states, A is the finite set of
possible actions, T : S × A × S → [0, 1] is the transition function that gives
the probability of making transition from one state to another by taking some
action, and R : S ×A → � is the reward function that gives the reward taken by
the agent in some state doing some action. � denotes the total expected reward
which the agent tries to maximize.

Although MDP provides a well defined model to construct a solution for
a given problem, it is not realistic since the assumption that the agent has
the complete knowledge about its current state does not always hold. Partially
Observable MDP (POMDP) is a generalization over MDP which enables to
build up models for problems where there is an observation semantics over the
state-action space, mimicking the limited sensor capabilities of a learning agent.
A POMDP is defined as a tuple 〈S,A, T,R,Ω,O〉, where S,A, T,R define an
MDP and Ω is the finite set of observations, O : S × A → Π(Ω) is the obser-
vation function, which gives, for each action and resulting state, a probability
distribution over possible observations [4]. A specific interpretation of POMDP
model assumes that the underlying state space and transition function is entirely
unknown, thus leaving only the observations and rewards for the agent to obtain
feedback from the environment. Obviously, MDP is a special form of POMDP
where every state is associated with a unique observation.



Compact Frequency Memory for Reinforcement Learning with Hidden States 427

(a) (b)

Fig. 1. (a) The transitions form the memory in NSM and USM (b) The transitions
used in the CFM

3 Compact Frequency Memory

Being in an unknown city, a tourist needs some reference points to find a path
to his/her destination. These reference points should be distinguishable among
others. This case is similar to that of a learning agent in an unknown environ-
ment. If a solution exists for the given problem with hidden states, the agent
may find its path to the goal more easily by using relatively reliable reference
points. Usually, the most reliable information comes from the unique transitions
which occur in only one state in the environment. However, by using not only
unique transitions but also less frequent ones, the agent may still distinguish the
aliased states which lead to the same observation.

Consider the domain given in Fig. 1 where the agent gets an observation for
the current location based on the surrounding obstacles. The agent should know
whether it passed through the door to the neighboring room where the goal
state resides. In order to do so, methods like NSM and USM keep track of all of
the transitions between the starting state and the current one. However, by the
elimination of the frequent transitions in the environment and keeping significant
transitions as in Fig. 1b, the agent can obtain more reliable and efficient informa-
tion about its current path. Keeping the recent one or two transitions also fails
to provide information about the agent’s current path if the agent keeps moving
to east in the same environment. The fixed size of memory can be increased for
the domain, but this approach is not scalable for larger domains.

Algorithm 1 explains how CFM works during the learning process. The agent
keeps track of the frequency of every transition in the domain, based on obser-
vations and actions. Then it compares the frequencies of all transitions with a
given threshold to select the infrequent ones. This selection is repeated periodi-
cally, because the agent may experience a useful transition for the first time with
the discovery of a new path in a very large domain. In this way, the information
gathered from a new transition can be preserved. After generating a set of infre-
quent transitions, the agent uses this set to form a state estimation about its
current state. The state estimation is composed of last n significant transitions
and the recent observation. If the current transition is also significant and is
not the same as the last one, then it is updated by removing the oldest transi-
tion. After the construction of the state estimation with current selections from
infrequent transitions and the current observation, the regular Q update can be
applied on this estimation.
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Algorithm 1. CFM Algorithm
1: procedure CFM
2: require: α, γ
3: require: P , FT � Period and Frequency Threshold
4: IP ← ∅ � set of infrequent pairs
5: while learning continues do
6: t ← 0
7: CS ← ∅ � current selection from infrequent pairs
8: while episode continues do
9: take action at, observe ot and rt
10: apply regular Q update on the estimation (CS, ot)
11: increase the frequency count of the pair (ot, at)
12: if (ot, at) ∈ IP then
13: if (ot, at) �= (ot−1, at−1) then
14: remove argmint(ot, at) from CS
15: add (ot, at) to CS
16: end if
17: end if
18: t ← t + 1
19: end while
20: if episode number matches with P then
21: for each pair pi in transition pairs do

22: nfpi =
(fpi−minjfpj )

(maxjfpj−minjfpj )
� normalized f

23: if nfpi < FT then
24: IP = IP ∪ {pi}
25: end if
26: end for
27: end if
28: end while
29: end procedure

The idea of building up a memory using infrequent transitions is based on
the assumption that for most of the problems with hidden states, there are less
frequent unaliased states than aliased ones. If this assumption does not hold for
a domain where the transitions are observed almost uniformly, CFM reduces to
the fixed sized memory-based Q-learning.

4 Experiments

Experiments are carried out on two different settings. In the first one, although
the problem domains are relatively small, the aliased states make the problems
difficult or even impossible to solve without a memory. In these domains, CFM
is compared with both memory-based (NSM and USM) and memoryless (Q-
Learning [10] and Sarsa(λ) [6]) approaches. In the latter setting, larger domains
are used in experimentation where NSM and USM approaches cannot be scaled
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to perform learning in a reasonable time and Q-Learning is not able to con-
verge a memoryless policy. Therefore, in these domains only the results of CFM
and Sarsa(λ) are provided. Experimentation shows that CFM finds near-optimal
solutions for the given problems and it is more scalable than the memory-based
approaches.

4.1 Relatively Small Domains

In the first setting of the experimentation, the two domains given in Fig. 2a and
2b are used. First one is McCallum’s hallway navigation (mhn) domain which
includes 23 states and 9 distinct observations [7]. In this domain, the meth-
ods with an internal memory usage have advantages due to the ambiguity. Only
Sarsa(λ) algorithm achieves to get similar results with memory-based approaches
by the help of its eligibility trace mechanism. The second domain is small 2
rooms which is downsized version of 2 rooms problem [8] and less complex than
McCallum’s domain. However, in this domain, there are 51 states and 11 dis-
tinct observations. Thus, perceptual aliasing is higher and the memory-based
approaches suffer from redundantly growing state space during the learning.
The environment yields different reward values for hitting a wall, passing to a
neighboring state, and reaching the goal state, which are −0.1, −0.01, 5 for mhn
domain and −1, −0.1, 1 for the small 2 rooms domain respectively.

For each problem domain, 50 experiments were executed for 1000 episodes.
For every experiment, the agent was initially placed some random starting state

(a) mhn (b) small 2 rooms (c) 2 rooms

(d) 6 rooms

Fig. 2. The domains used in experimentation.

Table 1. Average elapsed time (msec) for an episode

NSM USM CFM Sarsa(λ) Q

mhn 1.22 21.21 0.89 0.30 19.91

small 2 rooms 1237.00 4256.43 1.60 0.78 1.75
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Table 2. Average memory usage (KB) for memory-based methods within an episode

NSM USM CFM

mhn 413.55 64.97 0.54

small 2 rooms 1444.81 294.63 0.70

(a) Q learning in mhn (b) other methods in mhn

(c) all methods in small 2 room

Fig. 3. Learning performances of Q-learning (a) and other methods (b) in mhn domain
and all methods in small 2 room domain (c) in terms of number of steps

(in the left room for the small 2 rooms domain) other than the goal state and
expected to find its path to goal state represented by the letter G. ε-greedy is
used for action selection strategy, where ε is set as 0.1. The discount factor γ
is chosen as 0.9 for all methods. In each domain λ value for Sarsa(λ) is set as
0.9. NSM uses the learning rate α of 0.9 while all other methods use 0.05. Since
NSM uses a different semantic for the value update, this does not harm the
fair comparison between this method and the others. The other NSM specific
parameter which represents the number of neighbors, k, is chosen as 4. The
maximum fringe depth for USM method is set as 4. The threshold and period
parameters of the CFM are configured as 0.2 and 20 for the given domains. The
memory length of CFM is set as 1, namely only one transition is used by CFM
for the state estimation.

The time spent in the learning process is as important as finding an opti-
mal and near-optimal solution for the given problem. Table 1 shows the average
elapsed time (msec) for the methods in an episode. CFM clearly takes signifi-
cantly less time than the other memory-based methods.
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The last measurement examined for this experimentation setup is the mem-
ory usage of the NSM, USM and CFM methods. For the measurement of the
NSM method, the number of nodes in the history chain is counted. The mem-
ory usage of USM consists of a similar history chain but also the official and
fringe nodes in the tree. Each of the nodes in NSM and USM requires 12 Bytes
(the total size of 2 int and a float in a standard C++ implementation). The
memory required by CFM is the number of all transitions in the domain to
keep track of the frequencies (12 Bytes for each transition) and the number of
the selected infrequent transitions (8 Bytes for each transition). Obviously, this
setup underestimates the memory usage of NSM and USM since it ignores the
memory required for linking the nodes. However, even with this measurement,
the memory usage of CFM is significantly less than NSM and USM. Table 2
shows that memory requirement of CFM is less than the other methods, which
indicates that CFM is more scalable for the larger domains.

Figure 3a, b and c show the learning performances of the methods in terms
of the number of steps to goal in mhn and small 2 rooms domains respec-
tively. Shaded areas in these figures are bootstrapped confidence intervals for
the results. For each domain, CFM finds a similar solution to the other methods
which use a complex memory like USM and NSM or Sarsa(λ) which imitates
a memory by trace mechanism. Since Q method does not have neither of these
properties, it suffers from poor learning performance in mhn domain.

4.2 Larger Domains

In order to show the scalability of CFM method, two larger domains, namely
2 rooms and 6 rooms [8] given in Fig. 2c and d are used. For these problems,
a different observation semantic is applied where the observation of each state
is determined by the four different distance category to surrounding walls as in
the study [3]. It is assumed that the doors yield unique observations in these
domains. First one includes 201 states and 38 distinct observations where the
second one has 606 states and 43 distinct observations.

In each domain, 50 experiments are executed for 10000 episodes. ε is set as
0.1. The agent is placed in a random state in left and left-upper room for the
first and second domain respectively and expected to find its path to goal state
represented by the letter G. Both methods use the learning rate α as 0.01. λ
is chosen as 0.9 for the Sarsa(λ), like in the small domains. The threshold and
period parameters of CFM is configured as 0.1 and 100 respectively. The memory
length of CFM is set as 1.

Figure 4 shows the learning performances of both methods in terms of num-
ber of steps to goal. Despite being slower in 2 rooms domain, CFM reaches a
similar near-optimal solution. On the other hand, CFM outperforms Sarsa(λ)
in 6 rooms domain as can be seen in Fig. 4b. This indicates that even Sarsa(λ)
which uses a powerful tracing mechanism may suffer from the aliased states in
a very large domain, where CFM is effected less via its compact memory.
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(a) 2 rooms (b) 6 rooms

Fig. 4. Learning performances of CFM and Sarsa(λ) in larger domains in terms of
number of steps

5 Conclusion

In this work, an efficient memory-based method, Compact Frequency Memory
algorithm is proposed for POMDP based reinforcement learning with hidden
state interpretation. Experiments show that the learning performance of the
algorithm is promising. Furthermore, it does not only take much less time than
the other memory-based methods for its computations and but also needs less
memory. Therefore, CFM is empirically proven to be more scalable than the
other well-known memory-based methods.

An immediate follow-up study is to analyze the statistical meaning of tran-
sition frequencies for a rich and diverse set of problem domains. As another
future work, we aim to enhance the learning performance of the CFM with an
additional trace mechanism for the infrequent transitions.

Acknowledgment. The authors would like to thank Alper Demir for helpful
discussions.
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Abstract. Cooperative game theory studied the Coalition Structure
Generation (CSG) problem in a characteristic function form, where each
coalition is associated with a value. Given n agents, there are 2n − 1
coalitions. Hence, in the CSG problem, given a set of 2n − 1 coalitions,
each associated with a value, we have to find a maximal valued disjoint
set of coalitions with the same union as the whole set. The first best
approximation ratio obtainable in O(2n) time is 2

n
from the optimal [8].

Later, Adams et al. [1] presented an algorithm which is capable of gen-
erating a solution with a value of 2

3
of the optimal in O(

√
n2.83n) time,

a solution with a value 1
2

of the optimal in O(
√

n2.59n) time and a 1
8

approximation in O(2n) time. This paper sheds new light on the CSG
problem by exploiting the combinatorics and symmetry and proposes an
approximate halfway dynamic programming (HDP) algorithm with time

complexity O(2
3n
2 ) ≈ O(2.83n) with an approximation ratio of 1 − 4

n
.

Keywords: Coalition formation · Coalition structure generation

1 Introduction

Coalition formation involves the coming together of collectives of agents to
achieve both their individual and common goals. It is a key concept in multi-
agent systems. Coalition formation can be applied to many real-world problems.
Various algorithms have been proposed to solve the CSG problem. Michalak
et al. [3] proposed a hybrid version of IDP [4] and IP [7] called ODP-IP and
showed empirically that it is faster than other algorithms.

This paper advances the state of the art in the following ways: (1) we propose
a new approximate algorithm HDP for the CSG problem with approximation
ratio (1 − 4

n ), given n agents. (2) we prove that the time complexity of HDP
algorithm is O(2.83n). (3) we develop a novel marriage function, which oper-
ates on all the coalitions of size1�n

2 �, and returns most of the time the optimal

1 If n is even, it picks coalitions of size n/2, n is odd, it chooses the coalitions of size
�n
2
� and �n

2
� − 1.
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coalition structure. (4) we show that HDP algorithm fails occasionally to give
an exact result.

2 CSG Problem Formulation

Let A be the set of agents A = {a1, a2, . . . , an}, n the number of agents in
A. We denote any coalition C = {a1, a2, . . . , al} as a coalition of agents, where
l ≤ n. Let v be a characteristic function, where v assigns a real value v(C)
to each coalition C. Formally, v : 2A → R. A coalition structure (CS) over A
is a partitioning of A into a set of disjoint coalitions {C1, C2, . . . , Ck}, where
k = |CS|. In other words, {C1, C2, . . . , Ck} satisfies the following constraints:

(1) Ci, Cj �= ∅ , i, j ∈ {1, 2, . . . , k}. (2) Ci ∩ Cj = ∅, for all i �= j. (3)
k⋃

i=1

Ci =

A. The value of any coalition structure CS = {C1, C2, . . . , Ck} is defined by
v(CS) =

∑
Ci∈CS(v(Ci)). The optimal solution of CSG is a coalition structure

CS∗ ∈ ΠA, where ΠA denotes the set of all coalition structures over A. Thus,
CS∗ = arg maxCS∈ΠAv(CS). The CSG problem is then the problem of finding
such CS∗. Finally, {a1, a2, . . . , an} and {1, 2, . . . , n} are used interchangeably
throughout this paper.

3 Approximation Technique

The approximation algorithm we propose uses DP technique and produces two
tables, the partition table Pt and the optimal value table Vt. Pt(C) stores one
optimal partition of each coalition C. There can be more than one optimal par-
tition of a coalition C, Pt(C) stores any one of them. Vt(C) stores the optimal
value of a coalition C. Let C′′ =

{
C′|C′ ⊂ C and 0 ≤ |C′| ≤ |C|

2

}
, table Vt for each

coalition C is constructed as follows:

Vt(C) =

{
v(C) if |C| = 1
arg maxC′∈C′′{Vt(C′) + Vt(C\C′)} otherwise

Our approximation technique follows DP approaches up-to halfway and then
we use a sophisticated Marriage function.

MarriageMarriageMarriage Function: Any coalition can be stored in the partition table with any
of its different possible partitions (into two halves or as the coalition itself). For
example, in Fig. 1, the coalition {2, 3, 4} is stored as Pt({2, 3, 4}) = {2}{3, 4}.
We call each half a component. For example in {{2}{3, 4}}, we denote {2} and
{3, 4} as two different components of the coalition {2, 3, 4}. Algorithm 1 details
the working procedure of this function. Marriage function is used between two
disjoint coalitions of size �n

2 � and n − �n
2 �.
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Size Coalition

(C)

v(C) Splitting Optimal

partition Pt

Optimal

value Vt

{1} 24 Vt[{1}] = 24 {1} 24

1 {2} 35 Vt[{2}] = 35 {2} 35

{3} 20 Vt[{3}] = 20 {3} 20

{4} 41 Vt[{4}] = 41 {4} 41

{1,2} 47 v[{1, 2}] = 47, Vt{1} + Vt{2} = 59 {1}{2} 59

{1,3} 43 v[{1, 3}] = 43, Vt{1} + Vt{3} = 44 {1}{3} 44

2 {1,4} 79 v[{1, 4}] = 79, Vt{1} + Vt{4} = 65 {1, 4} 79

{2,3} 52 v[{2, 3}] = 52, Vt{2} + Vt{3} = 55 {2}{3} 55

{2,4} 65 v[{2, 4}] = 65, Vt{2} + Vt{4} = 76 {2}{4} 76

{3,4} 75 v[{3, 4}] = 75, Vt{3} + Vt{4} = 61 {3, 4} 75

{1,2,3} 85 v[{1, 2, 3}] = 85, Vt{1} + Vt{2, 3} = 79 {1, 2, 3} 85

Vt{2} + Vt{1, 3} = 79, Vt{3} + Vt{1, 2} = 79

{1,2,4} 110 v[{1, 2, 4}] = 110, Vt{1} + Vt{2, 4} = 100 {2}{1, 4} 114

Vt{2} + Vt{1, 4} = 114, Vt{4} + Vt{1, 2} = 100

3 {1,3,4} 92 v[{1, 3, 4}] = 92, Vt{1} + Vt{3, 4} = 99 {1}{3, 4} 99

Vt{3} + Vt{1, 4} = 99, Vt{4} + Vt{1, 3} = 85

{2,3,4} 108 v[{2, 3, 4}] = 108, Vt{2} + Vt{3, 4} = 110 {2}{3, 4} 110

Vt{3} + Vt{2, 4} = 96, Vt{4} + Vt{2, 3} = 96

v[{1, 2, 3, 4}] = 131, Vt{1} + Vt{2, 3, 4} = 134

Vt{2} + Vt{1, 3, 4} = 134, Vt{3} + Vt{1, 2, 4} = 134

4 {1,2,3,4} 131 Vt{4} + Vt{1, 2, 3} = 126, Vt{1, 2} + Vt{3, 4} = 134 {1, 2}{3, 4} 134

Vt{1, 3} + Vt{2, 4} = 120, Vt{1, 4} + Vt{2, 3} = 134

Fig. 1. Working principle of DP and IDP algorithms computing Pt and Vt for four
agents A = {1, 2, 3, 4}. Locally optimal results are shaded with green color. Red shade
indicates splits that are considered by DP, but not IDP. (Color figure online)

3.1 HDP Algorithm

We now explain HDP algorithm in details. HDP algorithm runs for coalitions
of size 1, 2, . . . , �n

2 � (as shown in lines 1–12 of Algorithm2). Next, HDP picks
all the coalitions of size n, . . . , �n

2 � and each time HDP considers the rest of the
unassigned agents, i.e. complement of the chosen coalition. Lines 14–23 describe
how HDP evaluates and computes the maximum valued coalition structure found
so far. Lines 24–30 elaborate on how to check all the feasible coalition structures
from two disjoint coalitions X and Y of size �n

2 � and n−�n
2 � using the Marriage

function. In the marriage process, HDP checks the size of the merged coalition.
If this size is greater than or equal to �n

2 �, then no need to use the Marriage
operation because the same coalition structure has already been computed by
HDP, as shown in lines 14–23 of Algorithm 2. Finally, lines 31–39 find the optimal
coalition structure. Figure 2 pinpoints exactly how HDP searches the subspaces.
One issue in HDP is that few search spaces are not explored by HDP as shown
in Fig. 2 (spaces marked with gray color). Example 1 details how the Marriage
function partially searches remaining subspaces.

Example 1. In our example shown in Fig. 1, all the compatible pairs of size 2
are checked using the Marriage function as follows. HDP picks the coalitions
{1, 3} and {2, 4} and finds that they are stored as {1}{3} and {2}{4}. First, the
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Algorithm 1. Marriage function.

Input: Given two disjoint coalitions X and Y of size �n
2
� and n−�n

2
�, where coalitions

X and Y are stored in the partition table Pt as {{x1}{x2}} and {{y1}{y2}} or as
they are.
Output: Maximum valued CS from the coalitions X and Y and its value.
Used variables: val and CSo are used to keep track of values and coalition structures
obtained so far from coalitions X and Y.

1: val← Vt(X ) + Vt(Y)
2: CSo ← {{X}{Y}}
3: for Each component i in X = {{x1}{x2}} do
4: for Each component j in Y = {{y1}{y2}} do
5: if |i ∪ j| < �n

2
� then

6: if Vt(i ∪ j) + Vt(X \ i) + Vt(Y \ j) > val then
7: val ← Vt(i ∪ j) + Vt(X \ i) + Vt(Y \ j) � see footnote a.
8: CSo ← {{i ∪ j}{X \ i}{Y \ j}}
9: end if

10: end if
11: end for
12: end for
13: return CSo, val

a This line merges each component of X with another component of Y one at a
time and leaves the other parts unchanged.

component {1} of the coalition {1, 3} is merged with the components {2} and
{4} of the coalition {2, 4}. HDP creates these coalition structures {{1, 2}{3}{4}}
and {{1, 4}{2}{3}}. Next, the component {3} of the coalition {1, 3} is merged
with the components {2} and {4} of the coalition {2, 4}. Then HDP creates these
coalition structures {{2, 3}{1}{4}} and {{3, 4}{1}{2}}. HDP calculates values
for all these coalition structures as follows: Vt{1, 3} + Vt{2, 4} = 44 + 76 = 120,
Vt{1, 2} + Vt{3} + Vt{4} = 59 + 20 + 41 = 120, Vt{1, 4} + Vt{2} + Vt{3} =
79 + 35 + 20 = 134, Vt{2, 3} + Vt{1} + Vt{4} = 55 + 24 + 41 = 120, and
Vt{3, 4} + Vt{1} + Vt{2} = 75 + 24 + 35 = 134.

Computational Efficiency of HDP: HDP evaluates the coalitions of size
1, . . . �n

2 �, where each coalition of size i needs 2i−1−1 = O(2i) steps. So, the total
operations performed is as follows:

∑m
i=1

(
n
i

)
2i, where, m = �n/2�. The bound

for the above summation is calculated as follows: (n
m)2m+( n

m−1)2m−1+···+(n0)20
(n
m)2m ==

1+ m
(n−m+1)2+ m(m−1)

(n−m+1)(n−m+2)22 +· · ·+ m!
nm!2m =≤ 1+ m

(n−m+1)2+
(

m
(n−m+1)2

)2

+

· · · +
(

m
(n−m+1)2

)m

. It is a partial sum of a geometric series. Therefore,
∑m

i=0

(
n
i

)
2i ≤ (

n
m

)
2m 1−rm+1

1−r , where r = m
(n−m+1)2 . The central term in the

series is the largest one and it is proved that
(

n
n/2

) ≡ O(2n) because it follows
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Algorithm 2. Halfway dynamic programming algorithm

Input: Set of all possible non-empty subsets of n agents (2n − 1). The value of any
coalition C is v(C). If no v(C) is specified then v(C) = 0. A denotes a set of n agents.
Output: Optimal coalition structure CS∗ and the value of CS∗.

1: for i = 1 to �n
2
� do

2: for each C, C ⊆ A, where |C| = i do
3: Vt(C) ← v(C)
4: Pt(C) ← C
5: for each C′, C′ ⊂ C do
6: if Vt(C′) + Vt(C \ C′) > Vt(C) then
7: Vt(C) ← Vt(C′) + Vt(C \ C′)
8: Pt(C) ← {C′, C \ C′}
9: end if

10: end for
11: end for
12: end for
13: Maximum ← 0
14: for j = n downto �n

2
� do

15: for each coalition X , where |X | = j do
16: Y ← A \ X
17: Tempvalue ← Vt(X ) + Vt(Y)
18: if Tempvalue > Maximum then
19: Maximum ← Tempvalue

20: CSTemp ← {X , Y}
21: end if
22: end for
23: end for
24: for each coalition Z, where |Z| = �n

2
� do

25: Apply Marriage(Z, A \ Z)
// vZ,A\Z , and CSp are the CS value and the CS returned by Marriage(Z, A\Z)

26: if vZ,A\Z > Maximum then
27: Maximum ← vZ,A\Z
28: CSTemp ← CSp

29: end if
30: end for
31: CS∗ ← {CSTemp}
32: for each C, C ∈ CS∗ do
33: if |C| > �n

2
� then

34: CS∗ ← (CS∗ \ C, C)
35: end if
36: if Pt(C) �= {C} then
37: CS∗ ← (CS∗ \ C, Pt(C))
38: end if
39: end for
40: Return CS∗, Maximum.
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from Wallis product
(

n
n/2

) ∼ 2n√
πn/2

as n → ∞. Therefore, the total number of

splitting operations is
(

n
m

)
2m. Replacing the value of m = n/2, we get

(
n
m

)
2m =

(
n

n/2

)
2n/2 ⇒ 2n × 2n/2 = 23n/2 ≈ O(2.8284n) ≈ O(2.83n). It then remains to

check 2n

2 coalitions, so total O(2n) steps are necessary for this stage. Finally,
HDP checks all the coalitions in the middle level. We know that in the middle
level there are O(2n) possible coalitions, each requires four Marriage opera-
tions in the worst-case. Hence, we have total 4×2n operations, which is an order
of 2n. So the total time complexity is O(23n/2) + O(2n) + O(2n) = O(23n/2) ≈
O(2.83n).
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Fig. 2. Searched subspaces after evaluation of all the coalitions of size �n
2
�. White

colored subspaces are fully searched. Gray colored subspaces are not yet searched.
Marriage function partially searches these gray colored subspaces in time O(2n).

Approximation Guarantees: Suppose HDP has found the coalition structure
CS ′ and let CS∗ be the optimal coalition structure. HDP ensures that if the
optimal coalition structure contains a coalition of size greater than �n

2 �, HDP
will find it. Similarly, if the optimal coalition structure contains all singleton
coalitions, HDP will also find it. Now, suppose the size of all the coalitions in the
optimal coalition structure is less than �n

2 �. Let’s assume that C∗ is the maximum
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valued coalition. If the optimal coalition structure contains all the coalitions of
size two, then the maximum value of the optimal coalition structure is �n

2 �v(C∗).
Now, in the middle level, HDP evaluates all the coalitions of size �n

2 � and then
performs the Marriage operation. If all the coalitions of size �n

2 � are stored
as they are, then the Marriage operation is not possible and the maximum
value of �n

2 � sized coalitions is (n
4 − 1)v(C∗). So the maximum guaranteed value

of the coalition structure found by HDP is (n/2 − 2)v(C∗). Consequently, the
approximation ratio is (n/2−2)v(C∗)

(n/2)v(C∗) = n−4
n = 1 − 4

n .

4 Experimental Evaluation

Both the algorithms were implemented in Java. For ODP-IP, we used the code in
Java provided by the authors [3]. We considered the following distributions and
for each distribution we took an average of 50 tests: agent-based uniform [5],
agent-based normal [3], beta, exponential, gamma, modified normal [5], mod-
ified uniform [1], Normally Distributed Coalition Structures (NDCS) [6], Sin-
gle Valuable Agent (SVA) with β (SVA-β) [9] and uniform [2] distributions.
Other distributions we considered are as follows: (a) Chi-square (χ2): The
value of each coalition C is drawn from v(C) ∼ χ2(ν), where ν = |C| is the
degree of freedom. (b) Geometric (GEO): For each coalition C, a value is
generated as rv = U(|C|/n, 1), where n is the number of agents. The value
of a coalition v(C) = Geometric(rv) ∗ rv ∗ |C|, next a random number r is
generated r ∼ U(0, 50) and is added to the coalition value v(C) with prob-
ability 0.2. (c) Weibull Distribution: The value of coalition C is drawn as
v(C) ∼ |C| × Weibull (|C|). (d) Rayleigh (RAL): The value of each coali-
tion C is drawn as v(C) ∼ Rayleigh (M), where M = Mode value is defined as

10 ∗
√

2
π ∗ |C|.
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Fig. 3. Time performance of ODP-IP vs. HDP in the interval 18–27 agents. Here, time
is measured in seconds and plotted on a log scale. To show the differences of runtimes
we have only plotted three distributions.
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The behavior of ODP-IP and HDP as follows: for instance, for Chi-square
dataset, HDP’s average runtime gain over ODP-IP is 58.23% for less than 21
agents, and for other sets ODP-IP outperforms HDP. In exponential distribu-
tion, the average runtime gain of HDP is 42.35% over ODP-IP for less than
17 agents. A similar pattern is found for geometric, Weibull, modified uniform,
NDCS, Raleigh, double exponential and normal distributions. In these cases,
HDP is better than ODP-IP for less than 19 agents with an average runtime
gain of 49.17%. In other cases ODP-IP outperforms HDP. For Gamma distribu-
tion average runtime gain is 50.38% below 15 agents and for other sets ODP-IP
is superior. In the modified normal distribution, HDP runtime gain is 55.46%
for less than 16 agents. For the case of SVA-β distribution, HDP works well for
all sets of agents, having an average performance gain of 230% over ODP-IP. On
average for less than 14 agents HDP performance is better than ODP-IP with
an average runtime gain of 54.626% for beta distribution, and below 17 agents
the average runtime gain is 50.89% in the case of normal distribution. More-
over, experimental results show that HDP gains maximum 2380 s, and 9582 s
in Agent-based uniform distribution, and SVA-β distribution for n = 27 agents
(cf. Fig. 3). We have also compared the ratio between HDP generated coalition
structure value and the optimal coalition structure value. We observed that in
the fail cases this ratio is always greater than 0.99.

5 Conclusion

In this paper, we have presented a new algorithm for approximate coalition
structure generation with worst case time (O(2.83n)). Our approach is based
on the new Marriage function with the help of dynamic programming. We
proved that after the HDP algorithm has computed the optimal solution to all
subproblems consisting of �n

2 � agents, then our algorithm generates an 1 − 4
n

approximation solution. We compared the performance of HDP algorithm to
ODP-IP [3] and found that most of the time, HDP generates an exact result.
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Abstract. In manipulable multi-agent argumentation, each agent may
transmit deceptive information to others for tactical motives. We con-
template epistemic states and their roles in deception/honesty detection
and (mis)trust-building. We propose the use of intra-agent preferences
for handling deception/honesty detection and inter-agent preferences for
determining which agent(s) to believe in more. We illustrate how decep-
tion/honesty in an argumentation of an agent, if detected, may alter the
agent’s perceived trustworthiness, and how that may affect agents’ judge-
ment as to which arguments they should accept. A detailed comparison
to an earlier study on deception detection highlights wider applicability
of our approach.

1 Introduction

From marketing to politics, exploitation of incomplete information through selec-
tive communication of arguments is ubiquitous. By withholding disadvantageous
information [7,8], half-truths, and through various other tactical ruses, one can
obtain greater strategic advantages. Such manipulation plays a significant role
in real-life argumentation. However, very few attempts at modelling manipula-
ble or deceptive argumentation [5,6,8] currently exist in the literature of formal
argumentation. To further the research in this field, we contemplate epistemic
states and their roles in deception/honesty detection and (mis)trust-building.
We propose the use of multiple preferences to serve different purposes: intra-
agent preferences for handling deception/honesty detection and inter-agent pref-
erences for determining which agent(s) to believe in more. We illustrate how
deception/honesty in an argumentation of an agent, if detected, could alter the
agent’s perceived trustworthiness, and how that may affect agents’ judgement
as to which arguments they should accept. A detailed comparison to an earlier
formulation of deception detection [8] highlights wider applicability of our app-
roach. In this paper we focus not on formalisation (which is found in [2]) but on
the intuition behind it.
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2 Technical Preliminaries

Abstract Argumentation considers an argumentation as a graph where a
node is an argument and an edge is an attack of the source argument on the target
argument [4]. Let A denote the class of abstract entities that we understand as
arguments, then a (finite) Dung argumentation is a pair (A,R) with A ⊆fin A and
R ⊆ A×A. We denote the class of all Dung argumentations by FD. From here on,
we denote: a member of A by a; a finite subset of A by A; and a member of FD by
FD, all with or without a subscript. This “with or without” convention shall be
assumed for any other symbol without explicit mentioning. For any (A,R) ≡ FD,
we denote by 2F

D

the following set: {(A1, R1) | A1 ⊆ A and R1 ⊆ R∩(A1×A1)},
i.e. all sub-Dung-argumentations of FD.1

Assume that the following notations are for any chosen (A,R) ∈ FD. a1 ∈ A
is said to attack a2 ∈ A if and only if, or iff, (a1, a2) ∈ R. A1 ⊆ A is said to be
conflict-free iff there is no a1, a2 ∈ A such that (a1, a2) ∈ R. A1 ⊆ A is said to
defend ax ∈ A iff every ay ∈ A attacking ax is attacked by at least one member
of A1. A1 ⊆ A is said to be: admissible iff A1 is conflict-free and defends all its
members; complete iff A1 is admissible and includes every argument it defends;
preferred iff A1 is a maximally complete set; and grounded iff A1 is the set inter-
section of all complete sets. Let Sem be {co, pr, gr}, and let D : Sem×FD → 22

A

be such that D(s, (A,R)) is the set of: all (A) complete, (B) preferred, or (C)
grounded, sets of (A,R) if s is (A) co, (B) pr or (C) gr. D(co, (A,R)), D(pr, (A,R))
and D(gr, (A,R)) are called the complete semantics, the preferred semantics and
the grounded semantics of (A,R). For a chosen s ∈ Sem, a1 ⊆ A is said to be:
credulously acceptable iff there exists some A1 ∈ D(s, (A,R)) such that a ∈ A1;
and skeptically acceptable iff a ∈ A1 for every A1 ∈ D(s, (A,R)). We may simply
say a (∈ A) is acceptable in s when a is at least credulously acceptable in s.

Attack-Reverse Preference. Suppose ({a1, a2}, {(a1, a2)}) with two argu-
ments and an attack. For any member s of Sem, we obtain that a1 but not a2
is acceptable. Suppose, however, that some agent observing this argumentation
still prefers to accept a2. The agent could conceive an extension of this argumen-
tation, ({a1, a2, a3}, {(a1, a2), (a3, a1)}) with some argument a3: I (= the agent)
doubt it in the absence of any evidence., which attacks a1. For s ∈ Sem, a2 (and
a3) but not a1 then become acceptable.

To achieve the same effect, we can apply attack-reverse preference [1]. Assume
a partial order ≤p over A in some (A,R), then R′ ⊆ A × A is said to be ≤p-
adjusted R iff it is the least set that satisfies the following conditions. We define
that a1 <p a2 iff a1 ≤p a2 and not a2 ≤p a1.

– (a1, a2) ∈ R′ if (a1, a2) ∈ R and (not a1 <p a2). − (a2, a1) ∈ R′ if (a1, a2) ∈
R and a1 <p a2.

1 “and” instead of “and” is used when the context in which the word appears strongly
indicates classic-logic truth-value comparisons. Similarly for or (disjunction) and not
(negation).
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By setting ≤p to be such that a1 <p a2 in ({a1, a2}, {(a1, a2)}), it is easy to see
that ≤p expresses the agent’s preference: under ≤p-adjusted {(a1, a2)}, which is
{(a2, a1)}, a semantics with some s ∈ Sem makes a2 but not a1 acceptable.

Epistemic Agent Argumentation. Let E be a class of abstract entities
that we understand as agents. Let e refer to a member of E , and let E
refer to a finite subset of E . Meanwhile, let getArg : FD → 2A and getR :
FD → 2A×A be such that getArg((A,R)) = A, and that getR((A,R)) = R
for any (A,R) ∈ FD. Then an epistemic agent argumentation (e.g. [3]) with
agents’ semantics is (FD, E, hE, fA, fs) where: hE : E → (2F

D\(∅, ∅)) is such
that getR(hE(e)) = getR(FD) ∩ (getArg(hE(e)) × getArg(hE(e))), and that
getArg(hE(e1))∩ getArg(hE(e2)) = ∅ if e1 	= e2; and where fA : E → 2F

D

is such
that hE(e) ∈ 2fA(e), and that getR(fA(e)) ∩ (getArg(hE(e)) × getArg(hE(e))) =
getR(hE(e)) for e ∈ E. Meanwhile, fs : E → Sem indicates the type of semantics,
fs(e), which the agent e adopts when computing acceptability semantics. The
purpose of hE is to express agents’ local scopes. fA(e) is the argumentation e
is aware of, which naturally subsumes hE(e), and the attacks in fA(e) match
getR(hE(e)) exactly as far as getArg(hE(e)) are concerned. fA(e) for e ∈ E is
called local agent argumentation of e in the global argumentation FD.

3 Epistemic States and Agent Preferences for
Deception/Honesty Detection and (Mis)trust Building

Consider Mafia (https://en.wikipedia.org/wiki/Mafia (party game)), its end
game, as our example. We assume the following setting with 3 agents.

Common Knowledge Among Them. One agent is a killer, and the other two
agents are civilians, of which at most one can be a detective - no player but
detective itself, if in the game, knows for certain that there is a detective. Team
Mafia comprises just the killer, and Team Innocent consists of the civilians.

https://en.wikipedia.org/wiki/Mafia_(party_game)
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Agents’ Knowledge. All three of them know which role they have been assigned
to. Killer knows that the other two are not a killer. Detective, if in Team Inno-
cent, knows who the ordinary civilian (to be simply described civilian hereafter)
and who the killer are by its ability. It also knows the killer knows it is the killer,
and that the civilian knows it is a civilian. However, no civilians know the role
of the other players.

Argumentations. Each agent may entertain argumentations generally consisting
of a set of arguments, e.g. “Agent e1 is Killer.”, and attacks among them. They
may also announce argumentations publicly. Arguments and attacks in a public
announcement may not be actual, e.g. even if “e2 is Killer” is just a guess or
known to be untrue to e3, e3 may still put the argument forward, and similarly
for an attack. Any argumentation announced publicly is known to every agent.

In the end, each agent chooses with its own semantics (that is, its own judge-
ment criteria to decide which arguments to accept) who the killer to be hanged
is. If there is an agent chosen by the other two, then the team the chosen agent
belongs to loses, and the team the chosen agent does not belong to wins. It is
everybody’s interest to let its team win, to which end they thus conduct argu-
mentation.

We illustrate epistemic states and intra-/inter-agent preferences, and how
they are used for: deception/honesty detection; and updates on agent-to-agent
trusts.

3.1 Epistemic States

Suppose e1 is Killer, e2 is Detective and e3 is (ordinary) Civilian. Their knowl-
edge at the beginning of the end game is as follows, which is visualised in A
with agents’ local scopes (hE(e1) = {a1}, hE(e2) = {a4, a5, a6}, hE(e3) = {a7}).

Initial knowledge. Argument a1: “e1 is Killer”, is in e1’s scope. Argument
a4: “e2 is Detective”, is in e2’s scope. Argument a7: “e3 is Civilian”, is in e3’s
scope. By Detective’s ability, that “e1 is Killer”, and that “e3 is Civilian” are
known to e2, which thus appear in e2’s local scope. Clearly, e2 also knows that
a1 is known to e1 and that a7 is known to e3.

Now, suppose a sequence of argumentations by them as follows. At each step,
an agent publicly announces an argumentation (argument(s), attack(s)). Pub-
licly announced arguments are coloured brighter in all figures. We graphically
represent (a1, a2) ∈ R by a1 → a2.

1. e3 says: “e2 is Killer” (argument a9). It is e3’s guess, in mutual conflict with

an alternative: “e1 is Killer” (argument a8). See B .
2. e2 says: “e2 is Detective” (a4) as a counter-argument to a9, and then that

“e1 is Killer” (a5). See C .
3. e1 responds: “e1 is Detective” (argument a2), and (i.e. due to ability of

Detective) that “e2 is Killer” (argument a3), as a counter-argument to

a4 and a5. See D . e1 is aware that a3 is actually in mutual conflict with
a1 as well as that a2 is attacked by a1.

4. e2 insists: “e1 is Killer” (a5) as a counter-argument to a3 and a2. See E .
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Local Agent Argumentations. Each agent sees all publicly announced argu-
mentations together with its own, thus, for E , we have E1 , E2 and E3 as
the local argumentations of e1, e2 and respectively e3.

3.2 Intra-agent Preferences

To talk of the role of intra-agent preferences, suppose e1 applies its own semantics
s, say pr (preferred semantics; see Sect. 2), to the argumentation in E1 to tell
which arguments are acceptable. By its definition (see Sect. 2), e1 considers either
{a1, a4, a5} (e1 is Killer and e2 is Detective) acceptable or else {a2, a3, a9} (e1
is Detective and e2 is Killer) acceptable. For a rational judgement and not for a
strategic purpose, however, the second option is strange to say at the very least,
since it contradicts e1’s factual knowledge a1 (e1 is Killer). If we are to prioritise
factual arguments over the others, some attacks should turn out to be spurious.
Detective e2 who knows a1 is factual to e1 should also refute a3.

For fact-prioritised reasoning by an agent of the argumentation it is aware
of, we use an attack-reverse preference per agent, to prefer arguments that it
knows factual (to some agent) over the other arguments found in its local agent
argumentation. E1 , E2 and E3 with preference-adjusted attack relations are

as shown in E1′ , E2′ and E3′ .

Since both e1 and e2 know that e1 is Killer, i.e. e1 knows a1 to be factual to
e1, while e2 knows a1 to be factual to e1 and a5 to be factual to e2,2 the attack
from a3 to a1 is not in E1′ or E2′ . Additionally, in E2′ , the attack from a3
to a5 is not present, and the attack from a3 to a4 is reversed, since e2 knows a4

and a5 are factual to e2. By contrast, attacks in E3′ remain unchanged from
E3 , since e3 knows only that a7 is factual to e3.

2 e1 cannot be certain a5 is factual to e2, since, firstly, there may or may not be Detec-
tive in a game, and, secondly, it could be Civilian who is bluffing to be Detective.
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On Deception, and Intra-agent Preferences. A method of deception detec-
tion in two-party argumentation is in Section 5 of [8], with which an argument
ax an agent e1 puts forward as an acceptable argument is detected by an agent
e2 to be deceptive if e1 has put forward an argument ay as acceptable such that
ax → · · · →

︸ ︷︷ ︸

2k+1

ay or ay → · · · →
︸ ︷︷ ︸

2k+1

ax for k ∈ N (when there is a graph path between

ax and ay with an odd number of edges), and that every argument in the path
has been originally put forward by ex.

This approach can produce counter-intuitive results. For example, consider
e3, Civilian, in our example. As shown in B , e3 chose to put forward a9 (e2 is
Killer) as an acceptable argument. There, however, was an alternative argument
a8 (e1 is Killer) that could have been put forward instead. These two argu-
ments are in mutual conflict, and only one of them may be acceptable at one
moment. But suppose, hearing the argumentation by e2 and e1, that e3 develops
an impression that e1 is more likely the Killer, since a4 attacks a9. Suppose e3
then changes its mind, and puts forward a8 as an acceptable argument, then
a9 becomes non-acceptable. While, initially, a8 was not considered acceptable
and a9 acceptable (call it Scenario 1), and later the acceptability statuses were
swapped (call it Scenario 2), the change was due to context change, i.e. Scenario
1 seemed more likely to e3 at the beginning of the game, and Scenario 2 seemed
more likely once the additional information was gained. For example once at
C , e3 could have announced a8 acceptable, but that should not lead to e3’s

deceptive intention in former announcement of a9. The method in [8] produces
a false positive in this kind of a situation. A false negative can also result. In our
example, when e1 declares e2 Killer (see D ), deceptive intention of e1 should
be already evident to e2, as it knows that “e1 is Killer” is factual to e1. How-
ever, e1 does not announce a1 to obviously contradict itself in public. But then
the publicly known arguments a2 and a3 do not attack each other, and thus,
according to the proposed approach, e2 will not detect e1’s deception.

Use of Intra-agent Preferences for Deception/Honesty Detection. We
address the difficulties above with the intra-agent preferences to prioritise argu-
ments that an agent knows are factual (to some agent); see again E1′ and

E2′ , where a1 attacks a3 but not vice versa. For concrete steps to detect decep-
tion/honesty, an agent should: (Step 1) have the source argumentation (the
one with respect to which detection is conducted) and the target argumentation
(the one in which deception/honesty may be detected); (Step 2) calculate the
semantics of the two argumentations; (Step 3) restrict them to those arguments
for which detection is taking place. This restriction is necessary since the two
argumentations may cover more arguments. It is also necessary to not restrict
the two argumentations from a start since the agent’s rational judgement as
regards acceptability statuses of the concerned arguments is based on them as
a whole; and (Step 4) finally calculate the presence of deception/honesty by
applying an appropriate criterion to compare the restricted semantics.
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Let us first inspect deception detection by considering the transition from
C to D induced by e1’s public announcement.

Suppose it is e2 that wants to check e1’s deception. Step 1. Since e2 needs to see
any discrepancy between what e1 has claimed in public and what e2 perceives e1
actually thinks, the source argumentation is the argumentation consisting only
of all the previous public announcements including e1’s, as shown in X , while
the target argumentation is e2’s (opponent) model of e1’s local agent argumen-
tation. For the detection purpose, both must be already preference-adjusted by
what e2 considers is e1’s intra-agent preference, i.e. e2’s model of e1’s intra-agent
preference. Thus, it is a requirement that the domain of fs in Sect. 2 should be
generalised from E to E × E. Here, let us just assume that the source/target
argumentation is X / D1 .3 Step 2. The semantics of the source argumenta-
tion is {{a2, a3, a9}}, and that for the target argumentation is {{a1, a4, a5}} for
a chosen s ∈ Sem. Step 3. Note e2 is checking the arguments in e1’s public
announcement, which are a2 and a3. Hence, the restriction of the semantics to
them yields {{a2, a3}} (source) and {∅} (target). Step 4. Recall that a seman-
tics (= {A1, . . . , An}) expresses non-deterministic possibilities, that each Ai in
the semantics is judged possibly acceptable. Thus, deception by e1 is detected
by e2 certainly only when the target semantics restricted to a2 and a3 (these
are what e2 considers e1 considers possibly acceptable) contains no member
of the source semantics restricted to a2 and a3 (these are what e2 considers e1
claims in public to be possibly acceptable), which holds good in this case because
{∅} ∩ {{a2, a3}} = ∅.

The differentiation of arguments allows us to also express detection of honesty
(as truthfulness to arguments known to be factual). Suppose an alternative tran-
sition from C with e1’s (rather silly) announcement of a1 : “e1 is Killer.” into

D′ . The first three steps of honesty detection are the same as of deception detec-
tion. Suppose e2 is the detector, and suppose e2’s preference-adjusted model of e1
(the target argumentation) is ({a1, a4, a5, a6, a7, a9}, {(a1, a9), (a4, a9)}), where
a1 is considered factual to e1. The semantics of the source argumentation is
{{a1, a4, a5}}, and that of the target argumentation is {{a1, a4, a5, a6, a7}}. Since
e2 is checking the argument in e1’s public announcement, they are restricted by

3 Recall e2 knows e1 knows a1; as such, a1 appears in e2’s model of e1’s preference-
adjusted local agent argumentation. Recall also it is a common knowledge that Killer
does not know whether there be Detective; as such, from e2’s perspective, neither
a4 nor a5 is known by e1 to be factual to e2.
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{a1}, yielding {{a1}} (source) and {{a1}} (target). Step 4. For detection of
honesty with respect to factual arguments, each member Ai of restricted source
semantics ({A1, . . . , An}), which e1 has publicly claimed acceptable, must con-
sist only of the arguments factual to e2, since, if not, they can be just e1’s guesses
and bluffing to e2. Ai containing any guesses is, insofar as it is potentially decep-
tive, not certain honesty. Moreover, the source and the target semantics must
exactly match; in particular, the latter cannot contain strictly greater a number
of members than the source argumentation4 which would imply e1’s withhold-
ing of factual information, which again can be potentially a deceptive behaviour.
In this example ( D′ ), a1 is known to be factual to e2, and the two restricted
semantics match exactly, so e2 detects e1’s honesty. These two criteria ensure
that e3 does not detect e1’s honesty at D′ , since a1 is not known factual to e3.

3.3 Inter-agent Preferences and Detected Deception/Honesty

For inter-agent preferences, say e3 wants to decide which set(s) of arguments to
publicly accept at E (to decide which agent should be hanged). e3 then obtains
all the public argumentations announced up to E (which is X plus two attacks
from a5 to a3 and from a5 to a2), as the basis of its reasoning. It then adjusts it
by its intra-agent preference, to obtain its model of the public argumentation,
which in this particular example is again X plus two attacks from a5 to a3 and
from a5 to a2, because e3 cannot tell whether any arguments by e1 or e2 are
factual. In the argumentation, e3 sees a3 and a5 in mutual conflict. With s = pr,
{a2, a3, a9} (e2 is Killer) and {a4, a5} (e1 is Killer) are two possible judgement.

Now, when e1, e2 and e3 are all strangers to each other, it is likely that e3
with s = pr will just have to choose one of the two. If, however, e3 has gathered
information from previous interactions with them to the point where e3 considers
e2 a liar and e1 an honest agent, then it is more likely that e3 will trust e1 more,
to accept {a2, a3, a9} (e2 is Killer).

The trustworthiness of e1 perceived by e3 can be expressed numerically. Let Z
be the class of all integers, with a function vE : E ×E → Z, then the numerical
trust e3 gives e1 can be expressed by vE(e3, e1). Suppose also vE(e3, e2) such
that vE(e3, e2) < vE(e3, e1). By enforcing that a greater numerical value implies
a greater trust, we can express that e3 trusts e1 more, and can define an inter-
agent preference per agent to break mutually conflicting arguments in favour of
the agent(s) it trusts more.

There is an impact of deception/honesty detection on perceived trustworthi-
ness: vE(e1, e2) for any e1, e2 ∈ E can increase, or decrease, by some n ∈ N due
to e1’s detection of e2’s honesty, or deception. The change in the trustworthiness
in turn influences agents’ decision as to which arguments they should accept.

4 Since every public argumentation is known to every agent, the converse is not pos-
sible.
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4 Conclusion

A notion of deception detection within argumentation was defined in [8]. We have
made detailed comparisons to it in Sect. 3, and proposed an alternative approach
with intra-agent preferences. We also illustrated how deception/honesty of e1
detected by e2 affects e2’s perception of e1’s trustworthiness. Our study supports
the need for multiple preferences for manipulable argumentation.
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Abstract. Localization is crucial to many vehicular applications and is
usually carried out using the Geographical Positioning System (GPS).
However, when the GPS signal is unavailable, other solutions can be
applied such as camera images and Inertial Navigation System (INS) to
know about its movement in order to calculate the actual positions. How-
ever, such techniques can be costly in consumption in terms of processing
time and energy. Moreover, INS is subject to cumulative errors. In order
to improve positioning, information coming from other sensors can be
a solution. Thus, this paper proposes a self-adaptive protocol for vehi-
cle localization using smart infrastructure support in GPS free environ-
ments. In this context, an autonomous vehicle with unknown localization
interacts with the infrastructure sensors to infers its position. Experi-
ments with the adaptive protocol were conducted in a robotic platform.
Our obtained results are promising and the maximum error percentage
that our localization protocol gets from all our experiments is equal to
0.3%, which indicated an effective value for the precision metric.

Keywords: Localization · Vehicular networks · Adaptive approaches

1 Introduction

Localization is crucial to many vehicular applications and is usually carried out
using the Geographical Positioning System (GPS). A critical situation occurs
when a vehicle temporarily loses its GPS position information, which might lead
it to crash. In such situations, it is required that the vehicle relies on fall-back
systems and regains stable drive as soon as possible.

Most of the developed fall-back systems uses heavyweight mechanisms to
compensate the GPS failure, such as infrared and visual cameras [7], a laser
range scanner [5]. In general, available approaches use camera images or the
last known position to locate a vehicle on a pre-loaded map and the embed-
ded Inertial Navigation System (INS) to know about its movement in order to
calculate the actual position. However, this technique is subject to cumulative
error. Considering that vehicles in vehicular networks have memory, energy and
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time constraints, a desirable localization protocol should rather use lightweight
mechanisms.

Having mentioned the drawbacks of these recent studies, we found that the
existing distributed localization for collaborative vehicles is still unsatisfactory.
A desirable protocol should neither demand fast propagation of up-to-date time
information nor keeping track of the vehicle’s neighboring, in order to avoid
cumulative error. Moreover, such a protocol is strictly required to have low
computational and communication overhead as well as small memory footprint.
Thus, in this paper, we focus on range-based localization of vehicle without GPS
coverage, that is in the communication range of n ≥ 3 anchor infrastructures
(e.g. traffic lights, antennas) whose positions are known. We conceptualize this
single-hop procedure as comprising two step process, as suggested in [6]: at the
first step, the vehicle communicates with the anchor and obtains its relative dis-
tance measurements by using any ranging method and the position information
of the anchor. In the second step, the vehicle applies a localization algorithm
and estimates its potential position.

To this end, we consider the problem of localization of a vehicle from a dif-
ferent perspective. We handle this problem as a search process in which each
vehicle is trying to find the right coordinates without knowing their correct val-
ues. Due to the dynamics nature of the vehicular networks, e.g., where vehicles
move continuously and thus the coordinate values are subject to changes quite
frequently, an adaptive search technique is required for the search process. We
employ the technique of Adaptive Value Tracking (AVT) [1,3,9], which finds
and tracks a dynamic searched value in a given search space through successive
feedback. The searched value for us is the position of a dynamic vehicle.

In summary, in this paper:

(i) we propose a self-localization protocol namely Adaptive Localization Pro-
tocol (ALP), which is not subject to cumulative error and

(ii) we evaluate the proposed algorithm in a controlled environment using a
robotic platform.

By combining this simple mechanism, we observed an efficient localization of
a vehicle without GPS coverage in our robotic platform.

The remainder of this paper is organized as follows. Section 2 introduces the
localization problem and its usual solution. The ALP protocol is described in
Sect. 3. Implementation and obtained results are described in Sect. 4. Conclusions
are presented in Sect. 5.

2 Problem Statement and Solution

Usually, localization in vehicular networks relies in the GPS signal. However,
when GPS signal is unavailable or inaccurate, location may fall on alternative
methods applied with the support of sensors networks.

Using information from sensors, a trilateration technique can be implemented
if at least the positions of three anchors are known, and a communication channel
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between each anchor and a vehicle v can be established. In this scenario, a vehicle
v has an unknown position and needs to calculate it using three anchors of the
infrastructure. The value di represents the Euclidian distance between the vehicle
and each anchor ai. These values are used to calculate the vehicle position.

If the anchors have communication facilities available, each distance di can be
computed using two techniques: Time of Arrival (TOA) and Round Trip Time
(RTT). A typical solution is to measure the TOA, which is the time a radio signal
takes to travel from the transmitter antenna to the vehicle v. However, the vehicle
v must calculate the TOA using its local and transmitter clock, which requires
having both clocks synchronized. Since clock synchronization is challenging in
distributed systems, alternatively the RTT can be used to compute the TOA.
However, the displacement of an RTT message may introduce even more noise
into the expected results.

To deal with this limitation, we proposed a lightweight cooperative posi-
tioning service based on trilateration and an intelligent noise learning technique
AVT [3]. Basically, in this approach, the ALP approximates, until it reaches
stabilization, the position dealing with a changing error.

The outcome of the self-localization service can be used by other vehicular
network services, such as a vehicle tracking system. Tracking can be defined as
a sequence of vehicle positions taking at time intervals from a starting point
to an arrival point, given journey. These positions can be provided by GPS or,
alternatively, by the application of trilateration approaches via communication
devices. With these computed positions, it is possible to trace the vehicle path.

3 Self-positioning Using Adaptive Value Protocol

In this section, we describe the behavior of our proposed solution. This scheme
is depicted in Fig. 1. Basically, when a vehicle v gets out of GPS coverage, it first
broadcasts a “GPS failure” message (1) to all its neighbors (candidate anchors)
(2) and starts its Adaptive Localization Protocol (ALP). A neighbor can be a
traffic light, a vehicle, an antenna, etc. When a neighbor receives a message, it
first checks/stabilizes itself (3) in its current position. Each neighbor that knows
its position, it propagates a message with this information through the network
(4). So, the vehicle v waits for the 3 first neighbors answers to be able to compute
its localization (5). In this phase, the failing vehicle still goes on localizing itself
using ALP (6). Upon having started receiving GPS signal, the failing vehicle
stops executing ALP and goes on its mission using GPS.

In ALP, it uses a search process that finds the actual position of a mobile
vehicle where the collected information and measurements are noisy. We propose
a robust and efficient adaptive position tracking technique which the goal is to
localize vehicles without GPS coverage by communicating with the infrastructure
(stable position). The proposed approach handles single-hop localization as a two
steps search process using Adaptive Value Tracking (AVT) [1,3,9].

Step 1: Ranging. In this step, the vehicle communicates with the infrastruc-
ture and estimates its relative distances by using a particular ranging method.
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Fig. 1. Architecture of the proposed solution with exchanged messages.

However, due to network dynamics, the quality of its estimations are affected
by the measurement noise. In order to get more robust estimates, we propose
to handle the ranging as search process during which the relative distance d∗ is
searched inside the search space [dmin, dmax] using the AVT, where dmin and
dmax are the minimum and maximum distances that can be measured physically
by the ranging method.

The ranging steps between a vehicle and a particular infrastructure are sum-
marized as follows. If the distance value d̂, which is estimated by using the
available hardware e.g., ultrasonic transmitters and receivers, is higher than the
range value proposed by the avt used for tracking the relative distance of the
mobile node, an increase feedback f ↑ for increasing the distance, if it is smaller
then a decrease feedback f ↓ for decreasing the distance, otherwise a good feed-
back f ≈ for indicating that the current range value is good is sent. Employing
this algorithm, the value proposed by the avt of the mobile node converges to
the actual distance value in finite amount of time.

Step 2: Adaptive Localization. The second step of the localization procedure
is the localization algorithm that estimates the relative position of the vehicle.
This estimation is based on trilateration, hence position and ranging data from
three infrastructures are required. Thus, we assume that the vehicle is within the
range of three infrastructures and applied the Ranging Algorithm to obtain its
relative estimated distance. Therefore, the vehicle requires three AVTs in order
to track these relative distances. Moreover, we also assume that the position
information of all three infrastructures are obtained via communication.

The localization steps of the vehicle are summarized in the following. Having
estimated its relative distances and obtained the positions of the infrastructure, a
trilateration is sufficient to estimate the coordinate (x, y) of the vehicle. However,
the estimation error of the ranging step affects the quality of this estimation.
In order to have a robust and stable estimation, we propose to estimate these
coordinates as a search process during which the actual coordinate (x∗, y∗) is
searched for within the search spaces [xmin, xmax] and [ymin, ymax] respectively
by using two AVTs. At any time, the avtx and avty can propose the coordinate
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(x, y). The error between the estimated x̂ and ŷ values calculated by the trilat-
eration and the values proposed by avtx and avty are calculated to inform the
AVTs about the current feedback. With these steps, the value proposed by avtx
and avty of the mobile node converges to the actual position in finite amount of
time.

4 Experimental Evaluation

Usually, the outcome of self-localization services can be evaluated in terms of
accuracy and precision. Accuracy is the quantification of how close the samples
are to the target, which is the value θ accept as correct. To determine whether an
experimental value has accuracy, it must be compared with the correct value θ.

Given θ, and θ̂ as the measured value, we can compute the Root Mean
Squared Error (RMSE) [2], which is given by:

RMSE =

√
1
n

Σn
i=1(θ̂ − θ)2 (1)

where θ̂ = (avtx, avty) is the measured value for the positioning parameter θ,
and n represents the number of repeated experiments. The final RMSE indicates
the error of a reading. The higher the RMSE value, the worse the accuracy.

In the other hand, precision [8] quantifies how close replicate samples are to
each other. Precision in localization services can be determined by the standard
deviation, which indicates how much in average, the localization measurements
differ from each other. High standard deviations indicate low precision, while
low standard deviations indicate high precision.

In order to evaluate our approach, we implement the ALP in an indoor
environment using an Arduino1 and RaspberryPi 32 platforms, in an intersection
scenario. Typically, in indoor environments, it does not make sense to use only
the GPS for location because the GPS accuracy and precision can compromise
the experiment. Thus, the ultrasonic sensor is commonly used for localization.
However, available low cost ultrasonic sensors have limited range. Yet, their
accuracy and precision are reduced.

Figure 2 depicts the material architecture of our vehicle. The infrastructure
of our environment is represented in Fig. 3, with an intersection and a vehicle.
An intersection contains four traffic lights which are controlled by an Field-
Programmable Gate Array (FPGA) card. At each view, that represents a stretch
of road related to one traffic light, there are embedded sensors in order to count
the number of vehicles that are in the view (one sensor in the entrance of the view
and another at the end of the view). These sensors are connected to the FPGA,
thus the vehicle counting process is also done in the FPGA card. Our vehicle
has an Arduino board connected to a RaspberryPi 3 board and two sensors (one
ultrasonic model HC-RS04 and one camera). For each traffic light, we embedded

1 https://www.arduino.cc.
2 https://www.raspberrypi.org.

https://www.arduino.cc
https://www.raspberrypi.org
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Fig. 2. Illustration of the material architecture of robot (vehicle).

Fig. 3. Illustration of the target platform.

an ultrasonic sensor. At each time the vehicle pass by the traffic light, the traffic
light using its ultrasonic sensor estimates the distance of the vehicle from its
position. Using the known position of at least three traffic lights, the vehicle is
able to estimate its position.

The vehicle follows a predefined round trajectory. We repeated 20 times our
experiments in order to check the position accuracy. Each traffic light has the
ability to send its estimated range and also its estimated position to the vehicle.
Thus, our vehicle is able to estimate its position during its trajectory while using
ALP. The communication between the infrastructure and the vehicle is done
using Wi-Fi, where the exchanged information is only the estimated distance
from the vehicle to the infrastructure.

In this target scenario, we evaluate three types of methods: State estimation,
trilateration and ALP. State estimation considers only the information from the
odometer. Thus, in this case, trilateration is executed using the odometer sup-
port. However, near the traffic light the vehicle can communicate and estimate
its position by trilateration. The vehicle is getting its distance from three traffic
light, which allows to the vehicle to estimates its position (Each traffic light has
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a fixed position). The ALP communicates with the traffic light and can correct
its position from its explained process (see Sect. 3).

The three methods, State estimation, trilateration and ALP, were evaluated
based on the Root Mean Squared Error (RMSE) [2], which is a measure of
accuracy, and standard deviation, which is a measure for precision. Thus, we
conducted different experiments to evaluate the RMSE, increasing the number
of tours that are required to our robot to execute its trajectory: 1 tour, 5 tours
and then 10 tours. Results are depicted in Table 1.

Table 1. Statistical obtained results for vehicle localization with regard to accuracy.

Tours N. RMSE (x, y)(cm)

State estimation (Odometry) Trilateration ALP

1 (1, 1.01) (1.22, 1.24) (0.7, 0.71)

5 (2, 2.01) (1, 1.02) (0.89, 0.90)

10 (2.23, 2.24) (1.87, 1.87) (1.22, 1.23)

We also measured the standard deviation for the same previously described
scenarios. Our approach presented low error values due to the fast adaptation of
the estimation algorithm in both x and y coordinates. Knowing that the platform
size is 4 meters × 4 meters the maximum error percentage that ALP gets from
all our experiments is equal to 0.3%, which indicated an effective value for the
precision metric.

From our experiments, we can conclude that the localization approach ALP
has less error in terms of vehicle positioning in a whole trip. Thus, ALP achieved
better accuracy. Additionally, we proved that our ALP can be efficient even if
the vehicle is moving.

As a second experiment we implemented a method to regulate the traffic
light [4]. The method changes the duration of the traffic light according to the
density of vehicles in the view. We implemented this method on our platform
using the ALP information. The obtained results are adapting the traffic light
according to the dense traffic.

5 Conclusions

In this paper, we describe an ALP for self-vehicle localization, which not require
support of GPS coverage. Localization, without GPS support, is particularly
useful in tunnels, underground parking and in situations where there is shading
or interference in GPS signals. GPS-free location and GPS outcome improvement
are also useful in miniaturized scenarios, where only the GPS outcome is not
suitable.

The proposed ALP is based on trilateration and AVT. Trilateration is used
to determine the position of the vehicle and AVT is used to minimize the errors
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occurred during the interdistance transmission between the infrastructure and
vehicles. The particularity in our case of study is that all the vehicles are contin-
uously moving that makes it hard to use not real time algorithms. The obtained
results show that compared to state estimation (Odometry) and trilateration,
our approach has better performance and it is showed with the computation of
RMSE.

As future work, we would like to evaluate our solution in a scenario with
several heterogeneous resources, with different sensors and communication capa-
bilities. We believe that ALP will be able to extract adequate data and to fit
scalability required demand.
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Abstract. In an emergency, finding safe egress pathways in a short
period of time is crucial. In this paper we use a network flow (netflow)
algorithm that acts as the core of a real-time recommender system to
be used by building occupants and decision-making bodies. However, a
purely optimization approach can lack realism since building occupants
may not evacuate immediately, stopping to look for their friends or try-
ing to assess if the alert is for real or just a drill, etc. Furthermore,
they may not always follow the recommended optimal paths. Thus, in
order to assess the egress in a physical space and to test our evacua-
tion algorithms, we use a simulation-optimization (S/O) approach. The
model allows us to test more realistic evacuation scenarios and compare
them with an optimal approach. The S/O uses both a netflow algorithm
and an agent-based approach to model and simulate individual human
behaviours. People are modeled as agents with specific characteristics,
such as social attachment to others, variation in speed of movement,
etc. Furthermore, a Belief-Desire-Intention (BDI) agent architecture is
used to model the individual differences in people and to more accu-
rately describe the heterogeneity of the building occupants in terms of
their current beliefs about the situation and goals. The real geospatial
data obtained from three experiments is set as the model input. The
results confirm the usefulness of using such S/O approach to improve
design-time and real-time evacuation systems.

Keywords: Agent-based modeling · Network optimization ·
Emergency evacuation
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1 Introduction

The safe evacuation of people and personnel from the premises takes precedence
when dealing the mitigation and disaster risk management. The evacuation time
of people from a scene of an emergency is crucial. In order to reduce evacuation
time, better and more robust evacuation algorithms are developed. Such algo-
rithms are used to model agents’ exit patterns and strategies in order to evaluate
their movement behaviour.

This paper extends the work in [1–3] that explores the collaboration between
Internet of Things architectures [4,5] and safety critical systems. Specifically we
look at incorporating our netflow algorithm that can be used in a computer sim-
ulation for designing buildings, and also in real-time building evacuation. The
algorithm decomposes both the space (building plan) and the time dimension
into finite elements: unit cells and time slots. The space element is monitored by
sensors, whose data constantly feed into the algorithm to show the best evacua-
tion routes to the occupants. However, such a system may lack accuracy since: (i)
a purely optimization approach can lack realism as building occupants may not
immediately evacuate; (ii) occupants may not always follow the recommended
optimal paths due to various behavioural and organizational issues; (iii) the
physical space may prevent an effective emergency evacuation.

To deal with the above-mentioned challenges, we introduce a simulation-
optimization (S/O) approach. The S/O is an umbrella term for techniques used
to optimize stochastic simulations [6]. Our S/O approach allows us to test more
realistic evacuation scenarios and compare them with an optimal approach. We
simulate the optimized netflow algorithm under different realistic behavioral
agent-based modeling (ABM) constraints, such as social attachment [7] to oth-
ers, variation in speed of movement, etc. The paper furthermore presents a cor-
relation between evacuation time and the influence of human, social, physical
and temporal factors.

This paper makes the following contributions:

– Following an empirical study, we suggest mitigating solutions to reduce the
evacuation time.

– Taking into account the discovered real problems, we model various agents
and their interactions during an emergency.

– We add the netflow algorithm to the ABM simulation engine and assess its
efficiency under various scenarios, comparing it with other generally used
algorithms such as shortest path.

– We evaluate our work by using the real case study of an exhibition venue in
Italy.

The work is simulated using the PedSim microscopic pedestrian simulation
tool and customized in order to incorporate the aforementioned constraints.

The structure of the paper is as follows. Section 2 presents the background
and Sect. 3 specifies the conceptual model including agents and their constraints.
The application of the model to a real exhibition venue is presented in Sect. 4
and conclusions are drawn in Sect. 5.
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2 Background

Focusing on the agent-based modeling for emergency management domain, we
consider the following key characteristics in our scenarios [8]: (i) pedestrian
agents start to move faster than normal; (ii) agents may start to push against
each other and things can quickly become physical in nature; (iii) dealing with a
bottleneck becomes uncoordinated; (iv) jams become common in passageways,
the front of the building and exit doors may become clogged sometimes pre-
venting escape; (v) evacuation time is severely slowed, either wholly or partially,
and often injured and slower agents become obstacles; (vi) herding of agents
occur, i.e., agents tend to blindly follow the mass crowd [8]; (vii) alternate paths
or exits are often ignored or not used due to such herding behavior and panic;
(viii) physical pressure up to 4,450 N/m can build up due to clogging [8,9],
which can even alter a topological structure, e.g. destroying steel barriers and
brick walls [10].

The above-mentioned conditions are considered in this paper. The ABM S/O
technique is used as it offers flexibility to model both micro and macro levels of
a system [11]. In our current ABM S/O, social force models are considered for
agent dynamics and interaction [12]. The advantage of using an ABM simula-
tion model compared to a mathematical model is because nonlinear relationships
and heterogeneous behaviors can be better modeled and understood through the
multiple complex interactions. In this study, we compare the ABM S/O approach
with our previously proposed optimization algorithm [1]. In emergency routing
domain, pioneering work was conducted by Choi et al. [13], who modeled a build-
ing evacuation problem by dynamic flow maximization where arc capacities may
depend on flows in incident arcs. Regarding Internet of Things based software
architectures for evacuation handling, Lujak et al. [14] propose a distributed
architecture for situation-aware evacuation guidance in smart buildings. They
use WiFi, RFiD and Beacon for identification and sensing purposes.

3 Conceptual Model

This section describes the various agents and the behavior model used for pedes-
trian modeling during a critical scenario. The simulation concerns the Alan Tur-
ing building, which can house a maximum of 1008 agents. For ease of readabil-
ity and clarity, two types of abstract agents are defined: TopologyAgents and
GameAgents.

TopologyAgents are limited to the topology of the building and include obsta-
cles, walls, doors, passageways, emergency exits, etc. These agents are associated
with certain characteristic forces and traits. For instance, wall force acts on
pedestrian agents so that they cannot pass through unless a huge amount of
GameAgent force (see below) is applied. Other traits include passageway flow
capacity, total door flow capacity, etc.
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Fig. 1. Game agent behaviour pattern.

GameAgents are typically the active pedestrian agents that are modeled using
the BDI architecture. They are associated with characteristic traits such as
movement speed, perceptive radius, social force (personal and inter-personal
radius), so that agents do not pass through each other. Since agents only use
perceptive radius to navigate, they will continue towards the desired goal unless
an event triggers them to act otherwise. Figure 1 shows the agents’ behaviour pat-
tern diagram. Game agents typically follow two types of behavior patterns: one
to group and the other to follow an independent path. Game agents often inter-
act with topological agents during an evacuation scenario. As shown in Fig. 2,
there is a direct correlation between the various elements of a topology agent
and how game agents proceed along the topography. This interaction between
topological elements and game agents are described in simulated scenarios in the
application section.

Fig. 2. Interaction between game agents and topological agents
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To make simulations as realistic as possible, we incorporate social grouping
into our scenarios. Game agents tend to make their decisions and movement
as a result of herding [15]. Hence, this factor is explored in our scenarios and
simulations to model S/O egress paths, as described in the next section.

4 Application

Our proposed model has been applied to the infrastructure design and evacua-
tion management of Alan Turing building (University of L’Aquila, Italy), which
is sometimes used for exhibitions. The building consists of 29 rooms, 4 main cor-
ridors, 4 emergency exits and 34 sets of Internet of Things sensors and actuators
(See [16]). In order to investigate our approach we address 2 research questions.

The first question provides an experimental baseline for our simulation:

RQ1: What are the operational delays associated with the selected physical
space?
The second research question is centered around the S/O approach:
RQ2: What is the evacuation time under various social ABM scenarios?

4.1 Answer to RQ1: Empirical Evaluation

This section describes the set of experiments to create a baseline for our proposed
approach. To answer the above-mentioned points, we located security personnel
all around the building. Table 1 shows the global evacuation time of three evacu-
ation tests with different populations and disaster types. We observed that, the
evacuation lasted 9 min in the worst case. The simulation type in Table 1, implies
specific procedures to be followed. For instance, the earthquake evacuation takes
a little bit longer than fire evacuation, since people should first find an internal
shelter and further follow the evacuation recommendations.

Table 1. Empirical findings.

Test# Date Started Finished #Evacuees Test type

1 22.03.2018 10:45 10:52 225 Earthquake

2 29.05.2018 11:37 11:43 200 Fire

3 07.03.2019 11:05 11:14 380 Earthquake

Taking into account the aforementioned results, the following sub-section
describes modeling the physical space by S/O approach.
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4.2 Answer to RQ2: ABM Scenario Simulation

This section describes the various social ABM simulation cases that form
the S/O approach. We consider Alan Turing building with a real population
(GameAgents) of: 200, 225 and 380 persons. All agents and scenarios use the
following parameters:

– Walking Velocity - ranged between 0.7 m/s to 1.2 m/s, in accordance with the
average walking speed in [17,18]. The walking speed of people, according to
Tolea et al. [18], is based on a variety of factors that include not only a generic
health disposition and disabilities, but also other social and psychological
factors such as education and lifestyle.

– Social Force - an individual agent’s radius is arbitrarily set to 0.2 m. This
value is obtained using the biacromial diameter given in [19], so that agents
do not pass through each other, whilst maintaining a minimum discernible
distance from each other. This force further facilitates setting the maximum
number of agents mapped per cell, room and passage-flow.

– Wall Force - wall force is set 0.1 m, i.e., agents cannot pass beyond 0.1 m
from the wall, to prevent agents from sticking to walls and passing through
obstacles.

– Door Flow Capacity - 1.2 p/m/s, [20].
– Cell capacity - 1.25 p/m2, [21].

All agents use the Belief-Desire-Intention agent architecture as follows:

– Belief - Agents believe that a disaster is unfolding and must somehow escape
the immediate surroundings. Agents have beliefs about where they are in a
building based on their perceptions of the environment.

– Desire - Agents have the basic desire or goal to reach an exit point that would
allow them to safely exit the building.

– Intention - Agents seek to find the shortest and/or optimal paths to reach
the exit points (based on the algorithms presented in [1]).

The following simulations were carried out using PedSim Microscopic
Simulator on a Core i7 2.7 GHz computer with 16Gb of RAM memory under
Windows 10 pro 64-bits. In this set of simulations, we simulate both social attach-
ment and grouping. A group of agents is a single immutable entity that consis-
tently move together. We consider random groups consisting of 3 to 7 agents.
The agents walking velocity is randomly varied between 0.7 m/s and 1.2 m/s.
According to Wagnild et al. [17], walking velocity highly depends on the company
and the speed of the slowest person in the group.

From Fig. 3a, evacuating 200 agents takes 2 min and 12.5 s and 1 min and
57.5 s for shortest paths and netflow respectively. Figure 3b corresponds to the
evacuation simulation of 225 agents. In this case, the evacuation surprisingly
takes less time than the case with 200 agents (1 min and 57.5 s with shortest
paths and 1 min and 47.5 s with netflow). Although other simulations with the
same settings led to expected results, i.e., higher evacuation time with a larger
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Fig. 3. Ideal vs. shortest paths evacuation considering grouping and attachment, case
1: N = 200 (a) and case 2: N = 225 (b).

number of agents, it was interesting to include this particular set of results to
show that: randomized grouping and attachment constraints may increase or
decrease congestion and evacuation time.

In a third set of simulations, we set the agent population as 380 (Fig. 4). In
this case the evacuation time increased to 2 min and 52.5 s using shortest paths
and 2 min and 7.5 s with netflow.

Fig. 4. Ideal vs. shortest paths evacuation considering grouping and attachment, case
3: N = 380.

Findings: (a) the results from the S/O approach confirm that network
flow algorithm avoids congestion in building bottlenecks, whilst shortest
path slows down the evacuation due to its inability to properly manage
overcrowding. (b) grouping and attachment slowed down the evacuation in
comparison with optimal case (see [16]).
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5 Conclusion

From the scenario and cases, the netflow driven micro agent simulation optimized
with the applied realistic constraints, presents a realistic approach to evacuation
compared to the shortest path approach. Based on these results, we can design
topologies and evacuation systems that are better suited to accommodate the
required crowd of pedestrians. This work can be extended to non-standard build-
ings with additional constraints. The internet of things system helps counting
the number of persons in each block and detecting their location (cell numbers).
This can further be dynamically fed into the simulator for real-time optimiza-
tion of exit paths. Obtaining such data, the simulations can be shifted from
design-time to a real-time egress path evaluation.
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Abstract. We introduce a logic to reason about strategic abilities in
finite games under imperfect information. We interpret Alternating-time
Temporal Logic on interpreted systems with final states, where agents
only have partial observability of the system’s global state. We consider
the model checking problem in this setting. We prove that the complexity
results available for the case of infinite traces carry over to the finite
traces case. We show that when only public actions are allowed, the
verification problem under perfect recall becomes decidable.

1 Introduction

In this paper we further the line of work initiated in [5] and introduce a
novel semantics for Alternating-time Temporal Logic (ATL) interpreted on finite
traces, under both the objective and subjective interpretation of imperfect infor-
mation [19]. Indeed, in negotiation, coordination, planning, business processes,
as well as other AI-inspired applications, agents typically have imperfect infor-
mation regarding the current state of the system. More precisely, we extend
interpreted systems—a well-studied framework to reason about imperfect infor-
mation [15]—with final states. Then, strategy operators in ATL only range on
paths that end in a final state. We consider the model checking problem in this
setting. In Sect. 3 we show that the complexity of model checking ATL on finite
traces (under imperfect information, for both perfect and imperfect recall) is
the same as for infinite traces, a result that echoes [5]. Yet, our decision proce-
dures only use ordinary automata, operating on finite words, instead of infinite
words or trees, thus sidestepping intrinsic difficulties of model checking ATL on
infinite traces, due to automata operating over infinite words or trees, e.g., the
determinisation of Büchi automata, which has proved to be resistant to efficient
implementation [26], and emptiness of alternating parity tree automata [14].
Finally, in Sect. 4 we prove that, when agents can only perform public actions,
then verification becomes decidable even under imperfect information and per-
fect recall. This result, which builds on [4,6], is relevant, e.g., to the theoretical
foundations of planning with public actions [20].
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Related Work. Recently, a wealth of contributions in formal methods for AI
have focused on ltlf , a variant of the linear-time temporal logic ltl interpreted
on finite traces (see, e.g., [10]). This logic has been applied to planning [2,3,7,
11,17], and in business process modelling [8,23–25]. For a thorough comparison
of the finite- and infinite-trace semantics for ltl, see [9].

Differently from [11], where model checking ltlf is considered w.r.t. finite
traces, here our models for ATL are interpreted systems. This modelling choice
allows for the representation of complex strategic behaviours in multi-agent sys-
tems. Actually, interpretations on finite traces were originally considered in the
context of the branching-time temporal logic ctl∗ [27]. These investigations
were further pursued in [13], but—to the best of our knowledge—there is no
work that tackles their model checking problems. Motivated by strategic rea-
soning over finite traces, [18] introduced iterated Boolean games with ldl goals
over finite traces. Differently from us, the authors focus on the existence of Nash
equilibria, rather than the verification of general ATL specifications. Further,
[21] developed a verification approach for finite traces of multi-agent systems
in the LDLfK specifications language, which is more limited in that it does not
have strategic operators, and more general in that it allows LDL operators (while
we only allow LTL operators).

Closely related to the present contribution is [5], where a semantics for ATL
on finite traces is presented for the case of concurrent game structures of perfect
information. Here, we analyse the arguably more complex case of interpreted
systems with imperfect information. Moreover, the restriction to public actions
to retain decidability of ATL in contexts of imperfect information and perfect
recall has been put forward in [4,6], even though only in relation with infinite
traces. We here apply the same intuition to a semantics on finite traces. In
general, automata-theoretic decision procedures working on finite traces present
several advantages. More precisely, the procedures in Sects. 3 and 4 avoid deter-
minisation and solving emptiness of alternating tree automata, such as Safraless
decision procedures [16,22]. These procedures, while undeniably elegant, are still
complex and tailored to reasoning about infinite traces. In contrast, just like [10],
our algorithms are simpler: they only involve automata operating on finite words,
and use the standard constructions on these, such as the classic subset construc-
tion for determinisation. We consider this a significant technical improvement.

2 ATL on Interpreted Systems with Final States

Given a set X of elements, let u ∈ X+ denote a non-empty finite sequence on
X. Then, we write ui for its ith element, i.e., u = u1u2 . . ., and |u| ∈ N for its
length. The first element of u is denoted by first(u), and its last by last(u). We
write u≥i for its suffix uiui+1 . . . starting in ui, and u≤i for its prefix u1 . . . ui.
The empty sequence is denoted by ε. For a vector v ∈ ∏

i Xi we denote its ith
element by v(i). The powerset of X is denoted by P(X).

We extend the formalisms of interpreted systems [15] with final states, sim-
ilarly to the definition of finite automata. In what follows we fix a set AP of
atomic propositions (or atoms).
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Definition 1 (ISf). An interpreted system (IS) with final states is a tuple
M = 〈Ag , {La, acta, Pa, τa}a∈Ag , S0, F, λ〉, where Ag = {1, . . . , n} is a finite set
of agents and for every a ∈ Ag:

– La is the finite set of local states l, l′, . . . of agent a.
– acta is the finite non-empty set of actions of agent a. Then, let Jact denote

the set act1 × . . . × actn of joint actions, and Act the set ∪a∈Agacta of all
actions.

– Pa : La → P(acta)\{∅} is the local protocol for agent a, specifying which
actions a can execute from each local state.
If j ∈ Pa(l) we say that action j is available to agent a in local state l ∈ La.

– τa : La×Jact → La is the (partial) local transition function such that τa(l, J)
is defined iff action J(a) is available to a in local state l. That is, τa returns
the next local state for agent a from local state l following a joint action J by
all agents.

Further, let S = L1 × . . . × Ln be the set of global states, S0 ⊆ S is the set
of initial (global) states and F ⊆ S is the set of final (global) states. Finally,
λ : AP → P(S) is the valuation function.

We now recall some standard terminology about interpreted systems, that
will be used hereafter. The induced global transition function is the partial func-
tion τ : S × Jact → S such that τ(s, J) is defined iff for every agent a ∈ Ag ,
action J(a) is available to agent a in local state s(a). If defined, τ(s, J) is the
global state s′ such that s′(a) = τa(s(a), J) for every agent a ∈ Ag . A history is a
finite sequence h ∈ S+ of global states starting in an initial state, and respecting
the global transition function, i.e., h(1) ∈ S0 and for every n < |h| there exists a
joint action J ∈ Jact such that (i) all agent actions are allowed by the respective
individual protocols (i.e., J(a) ∈ Pa(ha(n))), and (ii) h(n+ 1) = τ(h(n), J). For
agent a ∈ Ag and n < |h|, let ha(n) be the local state of agent a in the nth global
state of h. We denote with Hist the set of all histories. A trace is a history π that
ends in a final state, i.e., last(π) ∈ F . Hereafter, we define strategic quantifiers
to range over traces, i.e., finite sequences ending in final states. We denote the
set of all traces by Traces.

Finally, we introduce an indistinguishability relation ∼a on S, for every agent
a ∈ Ag , such that s ∼a s′ iff s(a) = s′(a), that is, two states are indistinguishable
for agent a iff a’s local state is the same in both states [15]. We extend ∼a to
histories in a synchronous, point-wise manner: for h, h′ ∈ Hist define h ∼a h′

if |h| = |h′| and h(i) ∼a h′(i) for all i ≤ |h|. Finally, for a history h, let
last([h]∼A

) ⊆ S denote the set of states last(h′) for which there exists a ∈ A
with h′ ∼a h.

We now introduce the language atl∗ and its fragment atl [1]. We then pro-
vide them with an interpretation on the finite traces generated by the interpreted
systems with final states introduced in Sect. 2.
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Definition 2 (atl∗). The history (ϕ) and trace (ψ) formulas over AP and Ag
are built using the following BNF, where p ∈ AP and A ⊆ Ag:

ϕ ::=p | ¬ϕ | ϕ ∧ ϕ | 〈〈A〉〉ψ
ψ ::=ϕ | ¬ψ | ψ ∧ ψ | Xψ | ψUψ

The class of atl∗ formulas is the set of all and only history formulas.

Traces formulas are built by using the temporal operators “next” X and
“until” U. The strategy quantifier 〈〈A〉〉 is read as “the agents in coalition A
can enforce . . . ”. We introduce the following abbreviations: [[A]]ψ ::=¬〈〈A〉〉¬ψ

(read “no matter what the agents in A do . . . ”), “weak next” X̃ψ ::=¬X¬ψ,
“releases” ψRψ′ ::=¬(¬ψU¬ψ′), “eventually” Fψ ::= trueUψ, and “globally”
Gψ ::= falseRψ.

Hereafter we consider also the atl fragment of atl∗, where trace formulas
ψ are restricted as follows: ψ ::= Xϕ | X̃ϕ | ϕUϕ | ϕRϕ.

Notice that operators X̃ and R have to be assumed as primitive in atl. We
discuss the reason why in Remark 2, but we need first to introduce the formal
semantics of ATL.

Definition 3 (Strategies). A (perfect recall or memoryfull) uniform strategy
for agent a is a function σa : Hist → acta such that for every history h, h′ ∈
Hist, (i) action σa(h) is available to agent a: σa(h) ∈ Pa(last(ha)), and (ii)
h ∼a h′ implies σa(h) = σa(h′).

A (uniform) strategy σ is positional or memoryless if for all h, h′ ∈ Hist,
last(h) = last(h′) implies σ(h) = σ(h′). The set of all memoryfull (resp. memo-
ryless) strategies is denoted as ΣR (resp. Σr). For A ⊆ Ag and y ∈ {R, r}, let
σA : A → Σy denote a joint strategy associating a (memoryfull or memoryless)
strategy σa with each agent a ∈ A. For history h ∈ Hist and joint strategy
σA, let outobj(h, σA), called the objective outcomes of σA from h, include all
traces π (recall that traces are histories that end in final states) consistent with
σA and h, that is, π≤|h| = h, and for every i ≥ |h| there exists Ji ∈ Jact
such that πi+1 ∈ τ(πi, Ji) and for every a ∈ A we have Ji(a) = σA(a)(π≤i).
Then, let the set outsubj(h, σA) of subjective outcomes of σA from h be defined
as

⋃
i∈A,h′∼ih

outobj(h′, σA). That is, we consider all (objective) outcomes from
any history that is indistinguishable from the current history for some agent a
in coalition A. The distinction between objective and subjective outcomes has
been introduced in [19], to which we refer for an in-depth discussion.

We can now define the interpretation of formulas on the finite trace semantics.

Definition 4. Fix an ISf M with final states. For x ∈ {obj, subj} and
y ∈ {R, r}, we define, by induction on the structure of formulas, the relation
(M ,h,m) |=xy φ, where h ∈ Hist, φ is a formula, and m ≤ |h|,
(M , h, m) |=xy p iff p ∈ λ(h(m))
(M , h, m) |=xy ¬ϕ iff (M , h, m) �|=xy ϕ
(M , h, m) |=xy ϕ ∧ ϕ′ iff (M , h, m) |=xy ϕ and (M , h, m) |=xy ϕ′
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(M , h, m) |=xy 〈〈A〉〉ψ iff for some joint strategy σA ∈ Σy,
for all traces π ∈ outx(h≤m, σA), (M , π, m) |=xy ψ

(M , h, m) |=xy ¬ψ iff (M , h, m) �|=xy ψ
(M , h, m) |=xy ψ ∧ ψ′ iff (M , h, m) |=xy ψ and (M , h, m) |=xy ψ′
(M , h, m) |=xy Xψ iff h>m �= ε and (M , h, m + 1) |=xy ψ
(M , h, m) |=xy ψ Uψ′ iff for some j, m ≤ j ≤ |h|, (M , h, j) |=xy ψ′, and

for all k, m ≤ k < j implies (M , π, k) |=xy ψ

For a formula φ, we write M |=xy φ to mean that (M , s, 1) |=xy φ, for every
s ∈ S0; whereas φ is a validity, or |=xy φ, iff M |=xy φ for every ISf M with
final states.

Remark 1. Notice that the clause for formulas 〈〈A〉〉ψ in Definition 4 is well-
defined as traces are histories in particular.

Moreover, in the case of the memoryless semantics, we can show that a history
formula ϕ is true in history h, at point m, iff ϕ is true at state h(m), that is,

(M ,h,m) |=xr ϕ iff (M ,h(m), 1) |=xr ϕ

So, for the memoryless semantics, we can forget about the past when eval-
uating history formulas (which are then really state formulas). However, this is
not the case in general when we assume perfect recall.

Remark 2. As anticipated above, it is well-known that, differently from the case
of infinite traces, on finite traces the next operator X is not self-dual. In partic-
ular, according to the semantics for |=f given in [10] in ltlf we have that

|=f Xψ → ¬X¬ψ but |=f ¬X¬ψ → Xψ

This remark justifies the introduction of weak next X̃ψ as ¬X¬ψ (thus, e.g.,
differently from the case of infinite traces, 〈〈A〉〉 X̃ϕ is no longer equivalent to
〈〈A〉〉Xϕ).

Remark 3. Finite traces have already been considered in the framework of inter-
preted systems in [21], even though without final states, or what is equivalent
in our notation, assuming all states are final. Then, all finite executions are
accounted for in the semantics. Unfortunately, in branching-time logics this mod-
elling choice brings about the collapse of truth in the current state and truth in
all possible future states, as remarked in [5] (for instance, if all states are final).
Hence, here we restrict the range of strategy operators on executions terminating
in a final state only.

That said, it is not hard to see that the semantics with final states can be
simulated by the special case in which all states are final. This can be done by
introducing a fresh atom final that labels the final states, and replacing each
formula of the form 〈〈A〉〉ψ by 〈〈A〉〉(FG final → ψ′), where ψ′ is the result of
applying the translation recursively to ψ. Indeed, this works because a finite trace
ends in a final state iff it satisfies FG final. Note, however, that this translation
does not preserve the fragment atl since e.g., the translation of the atl formula
〈〈A〉〉G q is the atl∗ formula 〈〈A〉〉(FG final → G q) which is not in atl.

We observe that [21] does not suffer from the collapse of modalities as they
focus on an epistemic extension of linear-time ldlf .
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3 The Model Checking Problem

We now state the decision problem that we will analyse in the rest of the paper.

Definition 5 (Model Checking). Given an ISf M and a formula ϕ, model
checking M against ϕ on finite traces, w.r.t. the objective (resp. subjec-
tive) interpretation and perfect (resp. imperfect) recall amounts to determining
whether M |=xy ϕ for x = obj (resp. x = subj) and y = R (resp., y = r).

We investigate the model checking problem by considering imperfect recall
first and then perfect recall. Since the resulting computational complexity is the
same for the subjective and objective interpretation (notice that for checking
strategy formulas 〈〈A〉〉ψ we need to consider all states indistinguishable from
the current one, of which there are only linearly many), in the following we
focus on the objective interpretation.

Theorem 1 (atlr). Model checking atlr is ΔP
2 -complete.

We now consider the full language of atl∗.

Theorem 2 (atl∗
r). Model checking atl∗

r is PSPACE-complete.

In the case of perfect recall, the model checking problem is undecidable for
both languages, as it is the case for infinite traces [12].

Theorem 3 (atlR). Model checking atlR is undecidable.

By Theorem 3 the following immediately holds.

Corollary 1 (atl∗
R). Model checking atl∗

R is undecidable.

The following table summarizes the complexity results for the model checking
problem of atl and atl∗ on finite traces.

r R

atl ΔP
2 -complete undecidable

atl∗ PSPACE-complete undecidable

Observe that the complexity results are the same as those for infinite traces.
However, it should be noted that the algorithms tackling decidable cases sidestep
intrinsic difficulties in model checking atl/atl∗ that are due to automata oper-
ating over infinite words or trees, e.g., determinisation of Büchi automata, which
has been resistant to efficient implementation [26], or emptiness of alternating
parity tree automata, [14]. This may in turn lead to more efficient implementa-
tions.
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4 Decidability via Public Actions

We now identify a subclass of the class of interpreted systems with final states
for which the model checking problem is decidable even under the assumptions
of imperfect information and perfect recall. Specifically, this is the class of inter-
preted systems with public actions [4,6].

Definition 6 (IS with Public Actions). An interpreted system with pub-
lic actions (and final states) is a tuple 〈Ag, {L_pra, acta, pb_acta, Pa, τa}a∈Ag,
S0, F, λ〉 such that 〈Ag, {La, acta, Pa, τa}a∈Ag, S0, F, λ〉 is an IS with final states
where, for every agent a ∈ Ag:

1. pb_acta ⊆ acta is the set of public actions of agent a;
2. La = L_pra × ∏

b∈Ag(pb_actb ∪ {ε}) is the set of local states;
3. the local transition function τa satisfies the property that τa(l, j) = (p′, j′)

implies that for all b ∈ Ag, if jb ∈ pb_actb then j′
b = jb and otherwise j′

b = ε.

Intuitively, the set L_pra consists of the private (local) states of agent a.
Then, the full local state of a comprises her private state and all public actions
that have been played by any agent in the previous round.

Then, the following class of ISf is the focus of this section.

Definition 7 (PAIS). Let public-action interpreted systems be the class of
interpreted systems with public actions (and final states) such that acta =
pb_acta for all a ∈ Ag.

We remark briefly that rounds in a number of community card games (bridge,
poker, etc.) can as well be encoded as PAIS.

Here is the main result of this section:

Theorem 4. The model-checking problem for atl∗
R on PAIS is 2exptime-

complete.

As for the lower bound, we use the fact that concurrent game structures
(CGS) of perfect information can be embedded into PAIS by using a polyno-
mial reduction. We here provide only a sketch of proof, and refer to [1] for a
presentation of CGS. Intuitively, given a CGS G, the local state of each agent in
the associated PAIS ISf is defined as the current state of the CGS. Further, all
actions in the CGS can be assumed to be public. Then, the transition relation
in ISf just mimics the one in G. We can check that the size of the state space
of ISf is polynomial (indeed linear) in the size of G. In particular, it can then
be shown that the two structures satisfy the same formulas in atl∗

R. Finally,
model checking CGS against atl∗

R, interpreted on finite traces, is 2exptime-
hard (c.f., [5]), since the latter can encode the synthesis problem for ltlf , which
is 2exptime-hard [10].
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5 Conclusions

In this contribution we introduced a novel interpretation of Alternating-time
Temporal Logic under imperfect information, based on finite traces. To do so,
we extended the framework of Interpreted Systems with final states, representing
intuitively notable check-points in the system’s execution. Then, we analysed the
corresponding model checking problem for various flavours of ATL, depending
on syntax and memory. We remarked that the complexity results obtained are
analogous to those available for the case of infinite traces, with the notable
difference that the related decision procedures make use of finite automata only,
rather than infinite ones. Most importantly, for the specific case of ISf with
public actions only, we were able to obtain decidability also for the case of
imperfect information and perfect recall, which is undecidable in general.

In future work we plan to test our intuition that manipulations on finite
automata are more amenable to practical model checking through an implemen-
tation.
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Abstract. Multi-robot task allocation (MRTA) problems have been
studied extensively in the past decades. As a result, several classifica-
tions have been proposed in the literature targeting different aspects
of MRTA, with often a few commonalities between them. The goal of
this paper is twofold. First, a comprehensive overview of early work on
existing MRTA taxonomies is provided, focusing on their differences and
similarities. Second, the MRTA problem is modelled using an Entity-
Relationship (ER) conceptual formalism to provide a structured rep-
resentation of the most relevant aspects, including the ones proposed
within previous taxonomies. Such representation has the advantage of
(i) representing MRTA problems in a systematic way, (ii) providing a
formalism that can be easily transformed into a software infrastructure,
and (iii) setting the baseline for the definition of knowledge bases, that
can be used for automated reasoning in MRTA problems.

1 Introduction

In the past decades, the interest in Multi-Agent Systems (MASs) has grown
due to their suitability in representing applications where actors have different
interests, and to their distributed nature that increases performance, scalability,
and robustness [12]. Earlier papers from the 1980s and 1990s mostly focused on
the properties and collaborative behaviour of MASs putting the emphasis on
the specific aspects of the problem to be solved, e.g., communication, topology,
robot group composition, and collaborative behaviour. Proposed solutions were
usually verified in simulation environments.

As the complexity of the MAS missions started to increase, e.g., in terms
of number of required agents, number of tasks to be completed, heterogeneity
of capabilities required to complete some tasks, etc., more attention has been
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devoted to the multi-robot task allocation (MRTA) problem, which has become
an established research direction [2]. In order to tame such an emerging com-
plexity, several taxonomies have been proposed in the literature. Gerkey and
Matarić [5] introduced the first taxonomy for MRTA problems, proposing three
main dimensions that specified the type of tasks, type of robots, and type of
assignment. Other taxonomies have been proposed in the following years, fur-
ther highlighting the complexity of the MRTA problem. However, most of them
are do not build on previous ones, leading to a fragmented and possibly overlap-
ping set of taxonomies.

This paper surveys the existing taxonomies, in order to capture the impor-
tant dimensions of MRTA problem configurations and to understand differences
and similarities. In addition, this paper presents the Task Allocation in Multi-
Robot System Entity-Relationship (TAMER) model, an Entity-Relationship
(ER) model that captures the most relevant aspects of the surveyed MRTA
taxonomies. The goal of TAMER is to provide a unified view of the existing
taxonomies, and a tool to classify and relate the different dimensions in a more
structured and systematic way. Adding new dimensions on top of existing tax-
onomies requires a clear understanding of how they could fit in the big picture.
In fact, newly proposed aspects may overlap with, may be coupled with, or may
contain certain properties already captured by other dimensions. TAMER sim-
plifies such process providing a more formal approach to tame the complexity of
the MRTA taxonomy problem. TAMER offers a general model that includes the
different dimensions proposed by the surveyed taxonomies (Sect. 2), and it can
be thought of as a unifying approach to the MRTA taxonomy problem, allowing
for extending the classification with new dimensions in a non-redundant way, in
the attempt of providing a unique framework for the definition of the relevant
dimensions in MRTA problems.

The contribution of this paper is twofold: (i) To provide an overview of MRTA
taxonomies, analysing how the research axes evolved over the past few decades,
and identifying differences and similarities among them (Sect. 2); (ii) To formal-
ize the MRTA problem through TAMER, an ER conceptual model that includes
the most relevant aspects of the identified MRTA research axes (Sect. 3).

2 Overview of the MRTA Taxonomies

The categorization of the MRTA problems across various dimensions has been
extensively investigated by several researchers in the past three decades. Earlier
taxonomies [1,3,12], from the 1990s and the beginning of 2000s, focus more
on the communication, the cooperation, and the robot capabilities dimensions.
Table 1 summarizes the main surveyed taxonomies, and the respective proposed
dimensions. In these taxonomies, the task allocation dimension plays a minor
role. The work presented by Gerkey and Matarić [5] is the first one to shift the
focus from former dimensions, into the direction of task allocation. This trend
has been followed in the past decade and a half, expanding the original MRTA
dimensions [6,7,10].
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Table 1. Summary of the proposed dimensions classification in MRTA taxonomies.

Dimension Reference

Dudek

et al. [3]

Cao

et al. [1]

Stone

et al. [12]

Lau &

Zhang [8]

Gerkey &

Matarić [5]

Landén

et al. [7]

Korsah

et al. [6]

Nunes

et al. [10]

Group composition � �
Robot capabilities � � � �
Communication � � �
Topology � � �
Cooperation � � � �
Resources � � �
Environment � �
Allocation � � � �
Task interrelatedness � � � �

The group composition represents a crucial aspect of a MAS, and has been
addressed explicitly as the group architecture and size [1], collective compo-
sition [3], and degree of heterogeneity [12]. The robot group composition has
been addressed in the original MRTA taxonomy with the introduction of Single-
Robot (SR) and Multi-Robot (MR) tasks, and Single-Task (ST) and Multi-Task
(MT) robots dimensions. In order to have heterogeneity in the robot group com-
position, individual robots must have different capabilities. The range of robot
capabilities is very broad going from the ability to model other agents and learn-
ing [1], processing ability [3], to the ability to perform tasks concurrently [5].

The communication and topology dimensions were an important part of early
taxonomies, however, with the shift of focus towards task allocation and task
interrelatedness, the communication was usually assumed to be failure-free and
it did not have an effect on the problem configuration or solution design. Never-
theless, these dimensions are of major importance in MASs and they have been
divided into several sub-dimensions. They include the way of interaction [1],
the communication range, bandwidth, and topology [3], and the communication
language and protocols [12].

Another fundamental aspect in MASs is the interaction among agents, which
can be intentional or emergent [1]. Furthermore, agents can have competitive or
benevolent behaviour, negotiate and make commitments in order to reach their
goals [12]. In later papers, the cooperation is usually assumed to be intentional
and benevolent [5,6] or it is not been taken into account at all [7,10]. When
resources are finite [8], resource conflict may arise [1], thus a resource manager
is needed [12]. Conflicts can be related to sharing space, objects, equipment,
or communication. If agents are physical units acting within an environment,
geometric problems may occur [1]. The environment is classically classified as
static or dynamic [7]. Sudden and unplanned changes in the environment may
have different consequences on the problem configuration, ultimately leading to
a task re-allocation.

Another major part of the MRTA taxonomy is the task allocation dimension.
This dimension can be further divided into Instantaneous Assignment (IA) and
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Time-Extended Assignment (TA) [5]. If the allocation is done by an agent, then
the allocation is internal and is considered as a task in MAS, otherwise, it is
assumed that the allocation process is external [7].

In order to cover the gaps that were left by the taxonomy proposed by Gerkey
and Matarić [5], by not addressing interrelated utilities and task constraints,
several different taxonomy additions were proposed [6,7,10]. Landén et al. [7]
defined unrelated utilities and interrelated utilities as well as independent tasks
and constrained tasks. On the other hand, Korsah et al. [6] covered both of these
dimensions with a single dimension: the degree of interrelatedness. Although not
identical, these concepts are related, so both utilities and constraints have an
impact on the degree of interrelatedness between both agents and tasks. Instead
of utility, Lau and Zhang [8] express the degree of objective fulfilment in profit.
Although Gerkey and Matarić [5] state that their work does not include inter-
relatedness between tasks explicitly, it can be noted that MR tasks do require
some sort of synchronization between robots, while MT robots must have intra-
related schedules in the case of TA. In addition, Nunes et al. [10] distinguish
between temporal and ordering constraints, by adding Time Windows (TW)
and Synchronization Precedence (SP) under TA. Furthermore, MRTA problem
can be deterministic if the output of the model is completely determined by the
initial conditions or stochastic if a model of the uncertainty is available. Despite
the importance of uncertainty in robotics, most MRTA models are deterministic
and deal with uncertainty only at execution time. Finally, all constraints can be
divided into hard and soft constraints.

3 The TAMER Model

The TAMER model (shown in Fig. 1) aims at covering the relevant aspects of the
MRTA problem, by adopting a systematic approach to unify the different dimen-
sions presented in the former taxonomies. TAMER is an Entity-Relationship

Fig. 1. The TAMER model.
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(ER) model that defines the relevant entities of MRTA, and how they relate
among them. TAMER unifies the previously proposed taxonomies, in a unique
taxonomy that makes sure that the different dimensions are all necessary and suf-
ficient to describe the fundamental problem configuration. TAMER also includes
for all the entities and relationships a minimal set of attributes that captures the
most relevant aspects presented in former taxonomies. Note that the proposed
set of attributes does not aim for completeness, but it represents a core set that
can be easily extended thanks to the TAMER approach.

3.1 Entities

TAMER consists of four entities: (i) Robot, (ii) Environment, (iii) Task, and (iv)
Mission.

Robot. The Robot entity consists of the state, behaviour and capability
attributes1. The state attribute covers those variables that are considered of
interest in a particular context, e.g., velocity, position, orientation, and battery
level. Different contexts might require different sets of variables, thus the state
attribute is not specified in detail. The behaviour refers to the level of autonomy
displayed by a robot. A robot might be able to display a particular level of
autonomy that is fixed over time, or the level of its autonomy can be adaptive.
Due to changing circumstances, the dependencies among robots can change,
and, as a result, the autonomy levels change as well [4]. Both adaptive and fixed
autonomy have an impact on the cooperation among the agents. Whereas the
former allows for dynamic patterns and different levels of cooperation, the latter
implies fixed patterns and a predefined level of cooperation.

The capability attribute covers the abilities of a robot, both at the hardware
and software levels. These abilities can correspond to different levels of abstrac-
tion. For instance, at a low-level an ability might refer to processing power,
concurrency, and/or computational resources, whereas at a high-level an ability
might relate to being able of doing some action, e.g., grasping a mug.

Environment. The Environment entity is characterized by the following
attributes: state, observability, uncertainty, determinism, discreetness, and addi-
tional constraints. As for the state attribute, different variables that describe the
environment could be relevant in different contexts, e.g., the location of dynamic
obstacles at a specific timestamp. The observability attribute takes values such
as complete, partial, or no information. The uncertainty, on the other hand,
refers to the dynamics in the environment, i.e., whether the environment does
not change (closed) or changes overtime (open). Determinism, discreetness are
characteristics described by Russell and Norvig [11, Chapter 2]. The additional
constraints attribute serve the purposes of describing the environment in terms
of rules and laws that are applicable and shape how the problem is formulated.

Task. The task entity consists of type required capabilities, and interruption
attribute. The task type attribute is identical to the Gerkey and Matarić [5]

1 All entities have an ID attribute, that uniquely distinguishes between instances of
the same entity. The ID is not further discussed in this paper.
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definition of SR and MR tasks. Required capabilities attribute describes the
capability a robot needs to possess in order to execute a certain task. If a task
can be temporarily interrupted without requiring its cooperation, in order to
do some other task, then the task being interrupted is said to be preemptive.
Preemptive tasks are of very common occurrence in real-time systems.

Mission. Mission entity encapsulates mission objectives, available resources,
and constraints that are part of the problem domain. This is where the prob-
lem configuration as well as the objectives are defined. Mission constraints are
constraints, which are imposed by some external actor, which is configuring the
mission problem, e.g., human operator. These constraints can relate to resources,
robots, tasks, and environment. For example, a constraint, which says that robot
i can use at most 50% of its battery is considered to be resource constraint. Sim-
ilarly, a set of n tasks to be completed is a task constraint. TW are another
example of task constraints. A robot constraint may restrict, e.g., the number of
robots that can be used in a specific mission. Specific constraints can be imposed
regarding environment, e.g., in the form of forbidden areas, which must not be
visited, or crossed.

3.2 Relationships

TAMER also includes nine relationships: (i) Teamed, (ii) Communicate with,
(iii) Act, (iv) Depends on, (v) Decomposed, (vi) Allocation, (vii) Includes Robot,
(viii) Includes Task, and (ix) Deployed.

Teamed. Robots can be part of teams within a MAS, and as such be in a
Teamed relationship with one another. Attributes that characterize such rela-
tionship are state, behaviour, role, and dynamics. The state of a team could
be specified by the size of the team, its composition in terms of robot capabil-
ities, and the behaviour of the team. This attribute is similar to the behaviour
attribute of the robot entity, however in this case it refers to the overall behaviour
of the team that emerges from the local robot behaviours. The role attribute
describes what hierarchical position a robot has in a particular team, e.g., leader
or peer. The dynamics attribute refers to whether the team can change in time
in terms of composition or hierarchy, among other variables.

Communicate with. Communicate with is also a relationship between
robots, and has four attributes: type, range, bandwidth, and way of interac-
tion. Communication type includes broadcast and one-to-one communication.
Range and bandwidth describe physical properties of the communication chan-
nel. Way of interaction expresses whether a robot communicates directly with
another robot, or indirectly, e.g., stigmergy where communication happens via
the environment. The problem can depend on the upper bound of the bandwidth
and range, which is a characteristic of a specific environment. Notice that the
specification of this relationship defines the network topology, i.e., which robot
communicates with whom.

Act. The Act relationship connects the robot and the environment enti-
ties to each other. A robot can act in an environment, and as a result have an
impact on the state of the environment. Similarly, the environment can act on
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the robot and affect its state. This relationship is characterized by the type of
action, parameters of the action, and affect on environment. A specific action
can be described by a set of parameters, e.g., the action name could be one
such parameter which defines what the action is. More parameters could be
specified depending on the need. The affect on the environment attribute dis-
tinguishes between active and passive actions on the environment. The former
covers actions that change the environment, whereas the latter covers actions
that do not change the environment, e.g., a robot’s movement.

Depends on. Depends on is a relationship between task entities describing
their dependencies. This relationship has a type attribute. The type attribute,
specifies what is the type of task dependency, i.e., inter-dependent (there are
dependencies within robot’s schedule), and cross-schedule dependent (there are
dependencies within different robots’ schedules). These dependencies can be util-
ity related, synchronous, or time windows. Ordering constraints are treated as a
special case of synchronization constraints.

Decomposed. Tasks can be atomic or divisible. The representation of the
tasks is a design choice, and it may depend on the final purpose of the modeling.
Tasks that are considered atomic from a high-level planning perspective, can be
seen as divisible at the low level perspective, e.g., when agents need to coordinate
to complete a more complex task. For example, Miloradović et al. [9] considered
MR tasks as atomic in a high-level mission planning approach, while Zlot [13]
deal with the task decomposition and allocation with Logical Operators (LO).

Allocation. The main relationship in the taxonomy that binds together
mission, task, and robot entity is the allocation. The allocation can assign 0 . . . T
tasks to 0 . . . R robots. If 0 tasks are assigned to 0 robots it means there is
no allocation, hence no mission. However, it is still possible to have 0 tasks
allocated to m robots, meaning that these m robots will not be used in a mission.
The allocation consists of allocation type (IA or TA), allocation view (internal,
external [7], or hybrid) and utility function.

Includes. The includes relationship connects the mission with the robot and
task entities. This defines which tasks and robots are included in the mission.
To have a mission, there must be at least 1 task allocated to at least 1 robot.

Deployed. After the allocation is done for a defined mission, through the
deployed relationship the mission is deployed in the environment for execution.
This means that missions are further constrained and shaped by the specific
environment they should be executed in.

3.3 Discussion

The MRTA problem needs to consider all the presented aspects in order to
represent a specific deployment. MRTA algorithms are in charge of populating
the allocation relationship, based on the set of available robots, on the mission
composed of the different tasks, and on the description of the environment.

The need for the TAMER model is motivated by the emerging complex-
ity, both of the MRTA taxonomies and MAS missions. Most of the proposed
taxonomies analyze the MRTA problem from different angles, and possibly
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introducing additional dimensions that are indirectly covered by other ones.
TAMER model has several advantages. First, it allows for a systematic and struc-
tured representation of MRTA taxonomies. In fact, the taxonomies presented
in Sect. 2 are included or can be reduced to specific instances of the TAMER
model, avoiding redundancies and overlaps. For example, different topologies of
communication are not directly represented in the TAMER model, but are a
result of the relation Communicate with, that specifies the adjacency matrix of
the communication topology, including additional attributes, such as the Range,
the Bandwidth, and the Way of Interaction. Also, in TAMER all the attributes
are assumed to be able to vary over time, while keeping a consistent knowledge
base of the problem configuration.

The second important advantage of TAMER is that it adopts a classical app-
roach for data/knowledge representation. As a result, TAMER defines a complex
data structure that can be used for the definition of software infrastructures in
MRTA problems, and for MRTA algorithms. Moreover, the TAMER model can
be extended to include additional semantics to enable automated reasoning in
MRTA problems.

Finally, TAMER adds two additional research axes: Multi-Mission problems
and Multi-Environment problems. It allows multiple missions to be defined and
deployed in the multiple or shared environment with the possibility of shar-
ing robots and resources among the missions. The multi-mission and multi-
environments aspects have not been extensively explored.

4 Conclusion

This work provides an overview of the main taxonomies for MRTA problems,
analyzing and relating the different components (in this paper referred to as
axes, or dimensions) proposed in the literature. Such dimensions may overlap
or represent different aspects of the MRTA problem, but they seldom provide a
general view on it. In order to tame the emerging complexity coming from the
different taxonomies, we proposed TAMER, an ER model that provides a unified
view on the MRTA problem, with the aim of remove potential redundancies
in the classification, as well as a structured way to add or remove additional
dimensions. As future work, TAMER can be extended to define a knowledge
base for enabling automated reasoning in MRTA problems.
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Abstract. Plasticity is a crucial adaptive characteristic of the brain. Relatively
recently mechanisms have been found showing that plasticity itself is controlled
by what is called metaplasticity. In this paper a modeling environment is
introduced to develop and simulate reified temporal-causal network models that
can be applied for cognitive agent models. It is shown how this environment is a
useful tool to model plasticity combined with metaplasticity.

1 Introduction

Real-world cognitive agents are often adaptive, described by adaptation principles. For
example, mental or neural networks equipped with a Hebbian learning mechanism [5]
are able to adapt connection weights over time and learn in this way. This is usually
called plasticity (modeled by the middle layer in the example in Fig. 1). In some
circumstances it is better to learn fast, but in other circumstances it is better to stay
stable and persist what has been learnt in the past. To control this, a type of (higher-
order) adaptation called metaplasticity is used (highest layer in Fig. 1); e.g., [1, 6].

In [8, 11] any form of adaptation had to be added by specific procedural program
code like usually is done for adaptive networks; there was no standard or principled
way to explicitly specify adaptive causal relations. To offer a more principled way to
specify adaptive networks, recently the notion of network reification was proposed as
an addition to the temporal-causal network modeling approach, and illustrated by some
case studies that were implemented in a more or less ad hoc - proof of concept –
manner [9, 10]. These initial explorations suggest that this notion of network reification
could be useful to model in a systematic and transparent manner from a network-
oriented perspective, cognitive and social agent processes that are adaptive of any
order, and in particular those involving plasticity and metaplasticity (e.g., see Fig. 1).

Following this, the current paper introduces a specification format based on
declarative mathematical relations and a modeling environment for reified temporal-
causal networks, implemented in Matlab in a principled and structure-preserving
manner. Due to this dedicated overall Network-Oriented Modelling approach for
adaptive networks, no procedural, algorithmic or programming skills are needed to
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design cognitive agents or social networks which show complex adaptive behaviour of
any order.

In the paper, in Sect. 2 the reified temporal-causal network architecture is explained
in some detail. After this, more details are described of the specification format
(Sect. 3) and the implemented modeling environment and its computational reified
network engine (Sect. 4) developed. Finally, Sect. 5 is a discussion.

2 Modeling Adaptive Processes by Reified Networks

A conceptual representation of the network structure of a temporal-causal network
model involves three main characteristics of the network structure; see [8], Chapter 2,
or [11]. First, for the connectivity characteristics of the network, connection weights
xX,Y are used as a labels for connections from X to Y. Second, for the aggregation
characteristics of a network, for each state Y a combination function cY(..) is used to
aggregate (and modulate) causal impacts on state Y; they can contain parameters
p. Third, for the timing characteristics of a network, for each state Y a speed factor ηY
is used for timing of the causal effects. The difference equations used for simulation and
mathematical analysis incorporate these three types of network characteristics xX,Y,
cY(..), ηY:

YðtþDtÞ ¼ YðtÞþ gY ½cYðxX1;YX1ðtÞ; . . .;xXk ;YXkðtÞÞ � YðtÞ�Dt
Here X1, …, Xk are the states from which state Y gets its incoming connections. For
aggregation a library with a number (currently 35) of standard combination functions
are available as options, but also own-defined functions can be added.

Modeling adaptive networks asks for a dedicated network architecture in which
different levels of adaptivity or plasticity can be modeled. Such an architecture has been
proposed based on the notion of network reification [9, 10]. Reification (e.g., [4]), in
general means making an abstract notion concrete. For network models this is done by
introducing additional states in the network that explicitly represent characteristics of
the network such as connectivity, aggregation, and timing, and makes them adaptive:

• Adaptation of a connection weight xX,Y: reified connection weight representations
WX,Y

• Adaptation of a speed factor ηY: reified speed factor representations HY

• Adaptation of a combination function cY(..): reified combination function weight
representations Ci,Y (for the ith combination function used)

• Adaptation of a combination function parameter pY: reified combination func-
tion parameter representations Pi,j,Y (for the jth parameter of the ith combination
function for Y)

In a graphical representation in a 3D format these new states are depicted in a
second plane above the plane for the base network; see the blue plane in the example
model depicted in Fig. 1, also indicated as the first reification level. This step can be
repeated so that a third plane is added for second-order reification (see the purple third
plane in Fig. 1). Three types of causal connections are distinguished: upward causal
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connections, downward causal connections and leveled (horizontal) causal connec-
tions. The downward causal connections have their own fixed role and meaning in the
sense that they are causally effectuating one of the four types of adaptations listed
above.

Combination functions are built as a weighted average from a number of basic
combination functions bcfi(..) available in a library; these weights can be prespecified
as constant values or can be adaptive based on reification states. Examples of basic
combination functions often used are the euclidean combination function eucln;k . . .ð Þ
with order n > 0 and scaling factor k > 0 (generalising the linear scaled sum function
for n = 1) and the advanced logistic sum combination function alogisticr;s . . .ð Þ with
steepness parameter r > 0 and excitability threshold parameter s:

eucln;k V1; . . .;Vkð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Vn
1 þ . . .þVn

k

k
n

r

alogisticr;s V1; . . .;Vkð Þ ¼ 1
1þ e�r V1 þ . . .þVk � sð Þ �

1
1þ ersÞ

� �
ð1þ e�rsÞ

Here the Vi denote the single impacts xXi;YXi tð Þ on state Y for each of the incoming
connections from states X1, …, Xk. Moreover, for Hebbian learning (‘neurons that fire
together, wire together’), among others the following combination function is available
(used for the reification state WX,Y in the middle layer in Fig. 1):

hebbl V1;V2;Wð Þ ¼ V1V2 1�Wð Þþ lW

where V1;V2 indicate the single impacts from the connected states (base states at the
bottom layer in Fig. 1) and W the connection weight (represented by reification state
WX,Y in the middle layer in Fig. 1), and l is a persistence parameter. In Fig. 1:

• WX,Y plays the role of connection weight for the connection from X to Y
• HY the role of speed factor for Y
• Ci,Y the role of combination function weight of bcfi(..) for Y
• Pi,,j,Y the role of combination function parameter value; examples of such reified

parameters used in Fig. 1 are the excitability parameters s (reified by the two
T states in the middle plane) and the persistence parameter l (reified by the M state
in the upper plane)

These values are used in the computations for base states Y depending on their role.
For any base state Y the following universal combination function c*Y(..) is used:

c*Y(H, C1, …., Cm, P1,1, P2,1, …, P1,m, P2,m, W1, …, Wk, V1, …, Vk, V) =

H
C1bcf1 P1;1;P2;1;W1V1;::;WkVkð Þþ ...::þCmbcfm P1;m;P2;m;W1V1;::;WkVkð Þ

C1 þ ...::þCm
+ (1−H) V

where

• H is used for the speed factor reification HY(t)
• Cj for the combination function weight reification Ci,Y(t)
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• Pi,j for the combination function parameter reification Pi,j,Y(t)
• Wi for the connection weight reification WXi;YðtÞ
• Vi for the state value Xi(t) of base state Xi

• V for the state value Y(t) of base state Y

This universal combination function is used in the following universal computa-
tional (difference) equation (leaving t out of most of the notation):

Y(t + Dt) = Y(t) +
½c � Y ðHY ;C1;Y ; . . .;Cm;Y ;P1;1;Y ;P2;1;Y ; . . .;P1;m;Y ;P2;m;Y ;WX1;Y ; . . .;WXk ;Y ;X1; . . .;Xk;

YðtÞÞ � YðtÞ�Dt
= Y(t) + HY

½C1;Ybcf1 P1;1;Y ;P2;1;Y ;WX1;YX1; ::;WXk ;YXk
� �þ . . .::þCm;Ybcfm P1;m;Y ;P2;m;Y ; ;WX1;YX1; ::;WXk ;YXk

� �

C1;Y þ . . .::þCm;Y
�Y tð Þ�Dt

In these formulas, by its place in the formula, each role indeed contributes a
different type of effect according to its intended semantics. In Sect. 3 it is shown how in
a network model design, the roles of these reification states are specified by role
matrices mb (base connection role), mcw (connection weight role), ms (speed factor
role), mcfw (combination function weight role), and mcfp (combination function
parameter role).

psasss srss
bss

Wsrss,psa TpsaTsrss

HWsrss,psa MWsrss,psa
level

reification
second

level
reification 

first

level
base

Fig. 1. Overview of an example reified network architecture addressing plasticity and
metaplasticity for a cognitive agent model, with: (1) base level (lower plane, pink), (2) first
reification level (middle plane, blue) for plasticity of the weight x of the base connection from
srss to psa and the excitability thresholds s of these two base states (by the W state and the two
T states), and (3) second reification level (upper plane, purple) for metaplasticity for the first-
order adaptation speed η and the persistence l (by the H state and M state). The upward causal
connections (blue) and downward causal connections (red) define the interlevel relations. For
more explanation of this example network, see [13]. (Color figure online)
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Note that in a reified network the specific names of the reification states are
computationally irrelevant: in this network modeling style the connections and their
roles define meaning and processing, not the state names. This may be considered in
contrast to reification in logic-based languages like (meta)Prolog [2, 7] where usually
syntactical structures of names are processed.

3 Specification Format for a Reified Temporal-Causal
Network

In role matrices it is specified which other states have impact on a given state (the
incoming arrows in Fig. 1), but distinguished according to their role: base or non-base
connections, from which for the latter a distinction is made for the roles connection
weight, speed factor, combination function weight and combination function parameter
reification (see also Fig. 1). Role matrices enable to apply structure-preserving
implementation. The matrices all have rows according to the numbered states X1, X2,
X3, …..

For a given application a limited sequence of combination functions is specified by
mcf = [….], for the example mcf = [1 2 3], where the numbers 1, 2, 3 refer to the
numbering in the function library which currently contains 35 combination functions,
the first three being eucln;k . . .ð Þ, alogisticr;s . . .ð Þ, hebbl . . .ð Þ. In Box 1 the role
matrices mcfw and mcfp (3D matrix) are shown. The first role matrix mb for base
connectivity specifies on each row for a given state from which states at the same or a
lower level it has incoming connections; see Box 1. For example, in the third row it is
indicated that state X3 (= bss) only has one incoming base connection, from state X2

(= srss). As another example, the fifth row indicates that state X5 (= Wsrss;psa ) has
incoming base connections from X2 (= srss), X4 (= psa) and from X5 itself, and in that
order, which is important as the Hebbian combination function hebbl . . .ð Þ used here is
not symmetric.

In a similar way the four types of role matrices for non-base connectivity (i.e.,
connectivity from reification states at a higher level of reification: the downward arrows
in Fig. 1), were defined: role matrices mcw for connection weights and ms for speed
factors, and role matrices mcfw for combination function weights and mcfp for
combination function parameters (see Box 1).

Within each role matrix a difference is made between cell entries indicating (in red)
a reference to the name of another state that as a form of reification represents in a
dynamic manner an adaptive characteristic, and entries indicating (in green) fixed values
for nonadaptive characteristics. Indeed, in Box 1 it can be seen that the red cells of the
non-base role matrices are filled with the (reification) states X5 to X9 of the first and
second reification levels. For example, in Box 1 the name X5 in the red cell row-column
(4, 1) in role matrix mcw indicates that the value of the connection weight from srss to
psa (as indicated in role matrix mb) can be found as value of the fifth state X5. In
contrast, the 1 in green cell (5, 1) of mcw indicates the static value of the connection
weight from X2 (= srss) to X5 (= Wsrss;psa ). Similarly, role matrix ms indicates (in red)
that X8 represents the adaptive speed factor of X5, and (in green) that the speed factors of
all other states have fixed values. For more explanation about this role matrix specifi-
cation format and the above example, see [12, 13] or the forthcoming book [14].
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4 The Computational Reified Network Engine

The computational reified network engine developed takes a specification in the format
as described in Sect. 3 and runs it. First each role matrix (which can be specified easily
as table in Word or in Excel) is copied to Matlab in two variants: a values matrix for the
static values (adding the letter v to the name) in the green cells, and an adaptivity
matrix for the adaptive values represented by reification states (adding the letter a to the
name) in the red cells. For example, from mcw two matrices mcwa (adaptivity matrix)
and mcwv (values matrix) are derived in this way. The numbers in mcwa indicate the

mb base 
connectivity 1 2 3 4

X1 sss X1
X2 srss X 1
X3 bss X 2

X4 psa X 2 X 3

X5 Wsrss,psa X 2 X 4 X 5

X6 Tsrss X 2 X 4 X 6

X7 Tpsa X 2 X 4 X 7

X8 HWsrss,psa X 2 X 4 X 5 X 8

X9 MWsrss,psa X 2 X 4 X 5 X 9

mcfw combination
function weights

1
eucl

2
alogistic

3
hebb

X1 sss 1
X2 srss 1
X3 bss 1
X4 psa 1
X5 Wsrss,psa 1
X6 Tsrss 1
X7 Tpsa 1
X8 HWsrss,psa 1
X9 MWsrss,psa 1

function
mcfp

parameter

1 2 3
eucl alogistic hebb

1 2 1 2 1 2
n

X1 sss 1 1
X2 srss 5 X 6
X3 bss 5 0.2
X4 psa 5 X 7

X5 Wsrss,psa X 9

X6 Tsrss 5 0.7
X7 Tpsa 5 0.7
X8 HWsrss,psa 5 1
X9 MWsrss,psa 5 1

mcw connection 
weights 1 2 3 4

X1 sss 1
X2 srss 1
X3 bss 1
X4 psa X 5 1
X5 Wsrss,psa 1 1 1
X6 Tsrss -0.4 -0.4 1
X7 Tpsa -0.4 -0.4 1
X8 HWsrss,psa 1 1 -0.4 1
X9 MWsrss,psa 1 1 1 1

ms speed factors 1
X1 sss 0.5
X2 srss 0.5
X3 bss 0.2
X4 psa 0.5
X5 Wsrss,psa X8

X6 Tsrss 0.3
X7 Tpsa 0.3
X8 HWsrss,psa 0.5
X9 MWsrss,psa 0.1

Box 1. Specification in role matrices format for the example reified network for plasticity and
metaplasticity
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state numbers of the reification states where the values can be found, and in mcwv the
numbers indicate the static values directly. States Xj are represented in Matlab by their
index number j. Empty cells are filled with NaN (Not a Number) indications. During a
simulation, for each step from k to k + 1 (with step size Dt, in Matlab dt) based on the
above role matrices first for each state Xj the right values (either the fixed value, or the
adaptive value) are assigned to:

s(j, k) speed of Xj

b(j, p, k) value for the pth state connected to state Xj

cw(j, p, k) connection weight for the pth state connected to state Xj

cfw(j, m, k) weight for the mth combination function for  Xj

cfp(j, p, m, k) the pth parameter value of the mth combination function for  Xj

Then, as a second part of the computational reified network engine, for the step from
k to k + 1 the following is applied; here X(j,k)denotes Xj(t) for t = t(k) = kdt:

Note that functions with multiple groups of arguments here in Matlab get vector
arguments where groups of arguments become vectors of variable length. For example,
the basic combination function bcfi(P1,i, P2,i, W1V1, … , WkVk) as expressed in Sect. 3
becomes bcf(i, p, v) in Matlab with vectors p = [P1,i, P2,i] for function parameters and
v = [W1V1, … , WkVk] for the values of the function arguments. This format bcf(i, p, v)
is used as the basis of the combination function library developed (currently numbered
by i = 1 to 35). As can be seen, the structure of the code of this computational reified
network engine is quite compact, based on the universal difference equation discussed
in Sect. 3: structure-preserving implementation. The combination function library used
contains 35 functions at the time of writing. To obtain a general format easily usable
within the simulations these functions were numbered and rewritten in the standard

for m=1:1:nocf
cfv(j,m,k) = bcf(mcf(m), squeeze(cfp(j, :, m, k)), 

squeeze(cw(j, :, k)).*squeeze(b(j, :, k)));
end

% This calculates the combination function values cfv(j,m,k)for 
each combination function mcf(m) for state j at k
aggimpact(j, k) = 
dot(cfw(j, :, k), cfv(j, :, k))/sum(cfw(j, :, k));

% The aggregated impact for state j at k as inproduct of com-
bination function weights and combination function values, scaled 
by the sum of these weights
X(j,k+1) = 
X(j,k) + s(j,k)*(aggimpact(j,k) - X(j,k))*dt;

% The iteration step from k to k+1 for state j
t(k+1) = t(k)+dt;

% Keeping track of time
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basic combination function form bcf(i, p, v)where i is the number of the function,
p is its vector of parameters an v is a vector of values. A more detailed description of
the software and a complete specification of the current combination function library
can be found at [12].

5 Discussion

In this paper a modeling environment for reified temporal-causal networks was intro-
duced, and applied to model a cognitive agent with plasticity and metaplasticity known
from neuroscientific literature; e.g., [1, 6]. The environment includes a new specifi-
cation format for reified networks and comes with a newly implemented dedicated
computational reified network engine, which can simply run such specifications.
Moreover, a library of currently 35 combination functions is offered, which can be
used; this library can also be extended easily. Using this software environment, the
development process of a model can focus in a declarative manner on the reified
network specification and therefore is quite efficient, while still all kinds of complex
(higher order) adaptive dynamics are covered without being bothered by implemen-
tation details. In a forthcoming book [14], more details and many more examples for
this modeling approach will be presented.

Application may extend well beyond the neuro-inspired cognitive agents area, as
also in Social Science cases are reported where network adaptation is itself adaptive;
for example in [3] the second-order adaptation concept called ‘inhibiting adaptation’
for network organisations is described. For further work, it would be interesting to
explore the applicability of the introduced modeling environment for such social agent
domains as well.
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Abstract. It is a proven fact in social sciences that desires for food intake can
occur as a result of negative emotions. On the other hand, a negative emotion
like anxiety also brings along psychological health issues. In such a situation it’s
quite a feasible option to get rid of the worse before the bad. In this paper, a
cognitive agent model for food desire regulation is presented wherein Hebbian
learning helps in breaking the bond between anxiety/stress and desire for food
intake as a result. Simulation results of the model illustrate the food desire and
its regulation.

Keywords: Desire regulation � Hebbian learning � Expressive suppression �
Reappraisal � Cognitive agent model

1 Introduction

Emotional eating refers to the eating caused by some kind of emotions [1]. Emotions in
general are considered the drivers for performing some action [2]. On the other hand,
emotional eating, is referred to as interference between the optimal response to the
environment and emotions [3]. It’s not only overeating that is associated to emotions
like anxiety and stress, less or no eating is also considered to be a possible consequence
of such negative emotions [4]. Schachter and his colleagues termed decreased eating as
a “natural response” to negative emotions. Contrary to a healthy individual, overeating
has been associated to individuals with eating pathology, i.e. binge eating disorder [1],
[5]. People turn to eating to escape from negative emotions [6] i.e. overeating is
employed as a strategy to get rid of negative emotions. Overeating, as an emotion
regulation (ER) strategy, has both pros and cons. Studies like [7] have found that
binging improves mood. In contrast, there are various studies like [8] which are of the
view that binging, despite improving mood, further deteriorates mood. Similarly, [9] is
also of the view that increase in anxiety can lead to overeating which further worsens
mood as a consequence.

This paper focuses on exploring how emotional eating takes place and how it can
lead to an infinite loop between anxiety, eating and stress. A computational model for
the difficult process of breaking the cycle of negative ER strategies is presented
wherein Hebbian learning [10] plays a vital role in selection of a middle way. Section 2
of the paper presents a theoretical explanation and base for the model. Section 3
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M. Baldoni et al. (Eds.): PRIMA 2019, LNAI 11873, pp. 496–504, 2019.
https://doi.org/10.1007/978-3-030-33792-6_34

http://orcid.org/0000-0002-0592-8380
http://orcid.org/0000-0003-2466-9158
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-33792-6_34&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-33792-6_34&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-33792-6_34&amp;domain=pdf
https://doi.org/10.1007/978-3-030-33792-6_34


presents the computational model, Sect. 4 presents a scenario and simulation experi-
ments of the model for the scenario. Finally, Sect. 5 concludes the paper.

2 Background

Emotion leads us to different situations whereby the ER strategy employed for regu-
lating those emotions has a profound effect on personality and health [11]. Its efficient
regulation has positive [12] and dysregulation has wide range of negative [13] psy-
chological health consequences.

Overeating is one such activity which can be used as a strategy to regulate negative
emotions like anxiety and stress, for example, as the outcome of noneffective ER
strategies [9]. In either case overeating is referred to as a maladaptive strategy [1],
especially in the long run [14]. It is interesting to note that in case of normal individuals
in terms of emotions, weight and restrained eating, the effect of negative emotions can
be both increased and decreased eating [15]. Restrained eaters (i.e., dieters etc.) have
more tendency to turn to eating in case of negative emotions [16] which further expose
them to even more negative emotions like anxiety, stress and feelings of guilt after
eating [8]. Similarly, other studies like [17] also support the notion that restrained eaters
turn to overeating when they feel negative emotions but feeling of guilt, in case of
restrained eaters, makes the eating rather less enjoyable and more like a guilt [18].

Digging the relation of eating and emotion deeper, studies like [3] conclude their
experiment with the remarks that those asked to suppress their emotions ate more
comfort food as compared to those who were asked to reappraise their emotions.
Shedding more light on the problem, [3] state that the “emotions per se did not affect
food intake, which indicates that applying the maladaptive ER strategy of suppression
was responsible for higher (food) intake”. Studies conducted on the eating behaviours
of non-restrained healthy eaters [19] and eating behaviours of restrained eaters [20] also
support the same relation of overeating and emotions as [3]. On the basis of the
findings from studies conducted on the problem, it can be said that adaptive strategies
like reappraisal not only decrease negative emotions, it can also prove helpful in
preventing emotional eating [19], which usually leads to obesity and more stress,
otherwise. Endorsing the findings of [3], [19] conclude that maladaptive strategies like
suppression are responsible for overeating, while adaptive strategies like reappraisal
can be used to prevent emotional eating.

3 The Cognitive Agent Model

The cognitive agent model presented below is based on literature and, with the help of
Hebbian learning [21], leads to a (relatively) stable situation. It has been designed by
Network-Oriented Modeling based on temporal-causal networks [22], see also [23].

In [22, 23] the interpretation of connections based on causality and dynamics forms
a basis of the structure and semantics of the considered networks. Nodes in a network
are interpreted here as states that vary over time, and connections are interpreted as
causal relations that define how each state can affect other states over time. This type of
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network has been called a temporal-causal network; note that the word temporal here
refers to the causality, not to the network, networks that themselves change over time
are called adaptive networks. For a conceptual description of the model, see Fig. 1; for
an explanation of the states, see Table 1.

The model in Fig. 1 can be best described by the scenario given in Sect. 4; the red
lines represent negative connections. This model regulates food desires in both high
and low intensity anxiety triggered by a scary event wsanx. World state wss represents a
constant stimulus, i.e., some food which is there. The belief state bs+ represent a
positive belief about food and bs- represent a negative belief about food. If positive
belief about food increases, a desire for food develops and the person goes for eating
but if the negative belief about food increases, the person doesn’t go for eating. Belief
state bs+ increases the desire for food intake with the help of a positive as-if-body loop
and similarly bs- for a negative body loop.

Furthermore, control states csreapp and cssupp represent the control of reappraisal
and suppression for regulation of food emotions, respectively. Reappraisal of food
beliefs gets activated under conditions of relatively low intensity of anxiety and it
makes the person avoid eating by cognitive change. The control state for suppression
gets activated by a high intensity of anxiety and suppresses expression of food emotion.
It does stop the person from eating for a while but finally, the person has to go for
eating [24] as a rebound effect, which makes the person feel stressed. This cycle from

Fig. 1. Computational agent model as a temporal-causal network
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feeling anxious to eating and to feeling stressed generally keeps repeating as shown in
Fig. 3 if there’s no learning involved in all this process. This cycle can be avoided
where the person with some help of Hebbian learning [10], becomes an addictive eater
to reduce anxiety at the cost of a moderate level of stress. The bad in the title refers to
this moderate level of stress and worse refers to the high level of anxiety.

This kind of decision making and its predicted effect has been extensively sum-
marized by [22], Chapter 6. The kind of valuation of the available courses of actions
and the activation of the amygdala can be found in [25]. Similarly, a stimulus has an
associated predicted effect to each of its associated responses [26] which either
encourages or discourages a person to go or not go for a specific action. In the light of
these findings, the connection from psa to srse to psa plays this role of valuing by
predicting and then amplifying the preparation state psa.

4 Scenarios and Simulations Results

The cognitive agent model in Fig. 1 has been used to simulate the following scenario,
which is based on the various findings from literature, and partly on [9].

“Anna wants to lose her weight to look attractive, so she undergoes a dietary plan. Every time
her coworker brings some pastries, her desire for food arises but she efficiently controls her food
desires by reappraising her belief about food and putting her dietary goals in front of her.
However, it becomes difficult for her when she has a particularly anxious week. She tries to
suppress her desire for food but it proves maladaptive and she ends up in eating. After eating
she feels stressed because she was on diet, she neither enjoyed the food nor complied with her
dietary plans.”

Table 1. Overview of the states and their explanation

Name Description Name Description

wss World state for stimulus s srsb+ Srs for positive body state b

sss Sensing state for stimulus s fsb+ Feeling state for positive body state b

srss Sensory representation state for the stimulus s psb+ Preparation state for positive body
state b

srse srs for the predicted effect e (reward) esb+ Execution for positive body state b

dss Desire state for stimulus s bs+ Positive belief about stimulus s

psa Preparation state for physical action a in the real
world

bs- Negative belief about stimulus s

esa Execution state for action a in the real world ssb.strs Sensor state of body for stress strs
ssb- Sensor state for negative body state b srsb.strs Srs of body for stress strs
srsb- srs for negative body state b wsanx World state with trigger for anxiety

anx

fsb- Feeling state for negative body state b ssanx Sensor state for trigger for anxiety anx

psb- Preparation state for negative body state b srsanx Sensory representation state for
anxiety anx

esb- Execution for negative body state b csreapp Control state for reappraisal

ssb+ Sensor state for positive body state b cssupp Control state for suppression
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Figures 2, 3 and 4 show only the most representative states for the purpose of
clarity.

Figure 2 explains reappraisal being employed for down-regulating the positive
belief about food while on diet. In this figure, it can be seen that the desire for food
(dss) increases as the belief state bs+ increases. Initially, the state bs- about food is quite
low which means that the person may go for eating but when the control state csreapp
for reappraisal gets activated, it changes the person’s belief about food. First, the bs+
decreases, as a result of which, dss also decreases. bs+ and bs- are inversely related to
each other, and increase of bs- means that negative belief about food has increased and
the person will not go for eating. For low intensity of emotion, reappraisal is quite an
adaptive strategy, which requires less physiological activation and decreases undesired
belief about the stimulus.

Fig. 2. Reappraisal to handle negative emotions

Fig. 3. Expressive suppression without Hebbian learning
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Figure 3 gives insight of the second part of the scenario, where the person has
particularly an anxious week. In this figure, it can be observed that initially when the
intensity of food emotion is still low but increasing, reappraisal gets activated. It also, to
some extent, increases bs- and decreases bs+ about food. Moving on, as the intensity of
emotion increases, the control state cssupp for suppression gets activated. This cssupp just
suppresses the expression of emotion which means the bs+ about food still remains
high. Resultantly, the desire state dss also remains high. The increase of dss makes the
person go for eating by activating esa (execution of action). It decreases his anxiety,
but, as per literature, restrained eaters feel more stressed and guiltier after eating. So,
here as well, stress state srsb.strs gets activated. This cycle of suppression, eating and
stress will go on if the person has no flexibility in ER strategies and employ an
alternative but adaptive strategy.

Figure 4 shows how some people become habitual overeater because of negative
emotions like anxiety and stress. It can be seen that as esa (eating) takes place, srsanx
decreases and the srsb.strs increases but at the same time reward state srse also gets
activated. Eating proves a kind of reward against anxiety. In the next moment, the
person tries and somehow recovers from eating because of feeling stressed due to
eating. But as the anxiety again increases so the person again goes for eating. This time
the reward state srse, on the basis of his previous learned experience, goes much higher
which makes the person fully get involved in eating. This makes the anxiety go down
but stress remains high as shown in literature in case of constrained eaters. Although
breaking the cycle of anxiety, suppression of food emotions and stress in this case the
person becomes a habitual eater in case of external anxiety triggers, which is one of the
main reasons of obesity.

Fig. 4. Expressive suppression with Hebbian learning
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Figure 5 shows the Hebbian learning over time. It can be seen that initially when
the eating is taking place, a little amount of learning takes place. The next time when
the person turns to eating he never turns back because he has learned that he feels better
(comparatively) when he eats.

The various tables of connection weight values and other values to reproduce the
above simulation results are available at https://www.researchgate.net/publication/
335473229.

5 Conclusion

The cognitive agent model gives an in-depth overview of the working mechanism of
two most compared and comparatively experimented regulation strategies. Using in
any situation regulation strategies that are in the end not effective, in general has
negative consequences which can make the situation worse. In the case of desire for
food, especially in case of a restrained eater, it leads to an almost unbreakable cycle of
emotion and overeating which ultimately leads to obesity that itself is an unacceptable
psychological and physical state of health for many.

The simulations were performed using the dedicated software environment for
temporal-causal network models described in [27]. Simulation results make it very
clear that sometimes it’s not the emotion but the strategy that is responsible for a certain
state of mind. The results also demonstrate the role of reward as a result of Hebbian
learning. The learning (over time) and the reward, helps the person in choosing (rel-
atively) stable situation in comparison to continuous anxiety, eating and stressful
episodes. At the same time the reported results also highlight the importance of a
broader repertoire of strategies so that the learning can help in better decision making
on the choice of emotion regulation strategies.

Fig. 5. Hebbian learning while using expressive suppression
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Abstract. In this paper a fourth-order adaptive agent model based on a mul-
tilevel reified network model is introduced to describe different orders of
adaptivity of the agent’s biological embodiment, as found in a case study on
evolutionary processes. The adaptive agent model describes how the causal
pathways for newly developed features affect the causal pathways of already
existing features. This makes these new features one order of adaptivity higher
than the existing ones. A network reification approach is shown to be an ade-
quate means to model this.

1 Introduction

In the literature many examples can be found of first-order adaptive agent models, in
different (e.g., cognitive, mental, social) domains. The current paper focuses on a case
study of an adaptive agent model with biological embodiment to describe evolutionary
processes, and the orders of adaptation that are recognized in them; e.g., [3, 4]. The
case study addresses how the existence of pathogens has led to the adaptation of
developing a defense system with an internal immune system and an external beha-
vioural immune system [1]. Pregnancy led to the adaptation of temporary suppression
of the internal defense system to give the (half-foreign) conceptus a chance to get
embedded. Moreover, above that, as another adaptation, for the first trimester of
pregnancy a strong feeling of disgust was developed to still strengthen the overall
defense system by strengthening, in particular, the external component of it; see [1].

The case study is analysed in some depth and modeled by a fourth-order adaptive
agent model making use of a multilevel reified network model. For this model different
scenarios were simulated. In Sect. 2 the case study itself is briefly discussed. In Sect. 3
reified network models are briefly summarised. Section 4 introduces the fourth-order
adaptive agent model, and Sect. 5 the simulations with it. An Appendix addresses
mathematical analysis of the model’s emerging behaviour and verification of the model
based on that; see https://www.researchgate.net/publication/335473231.
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2 Higher-Order Adaptation in Evolutionary Processes

Viewed from a distance, an evolutionary process is an adaptation process that is
changing the physical world by creating new causal pathways or blocking existing
causal pathways. This can be described as changing the causal connections in such
causal pathways from 0 or very low to high, or conversely. The adaptive aspect is
exerted by the selection pressure, which makes that for given circumstances organisms
with more favourable causal pathways for these circumstances become more dominant.
Then they determine more the average causal pathways of the population: this leads to
a shift in the average pathways by changes in the causal connections in these pathways.
From [9] it is suggested that three levels of adaptation might be considered applicable
for the first trimester of pregnancy. However, also the occurrence of pathogens can be
considered a form of adaptation for the wider ecological context. Therefore, the fol-
lowing four adaptation orders can be distinguished:

First-Order Adaptation. Pathogens occur, with causal pathways negatively affecting
the causal pathways for good health.

Second-Order Adaptation. An internal defense system occurs, with causal pathways
which negatively affect the causal pathways used by pathogens.

Third-Order Adaptation. For pregnancy, causal pathways are added to make the
defense system’s causal pathways less strong as the half-foreign conceptus might easily
be identified as a kind of parasite and attacked.

Fourth-Order Adaptation. Disgust during (first trimester) pregnancy adds causal
pathways by which potential pathogens in the external world are avoided so that less
risks are taken for entering of pathogens while the internal defense system is low
functioning. This strengthens the overall defense system by strengthening the external
defense system (the behavioural immune system) by which the pathogens are addressed
outside the body. this makes the causal pathway from (first trimester) pregnancy to
suppress the causal pathways of the overall defense system less strong as the external
component of the defense system strengthened by disgust is not addressed by it.

So, can this be used as a basis for a fourth-order reified adaptive network model?
This will be addressed in Sect. 4.

3 Reified Adaptive Temporal-Causal Network Models

The designed adaptive agent model to model these evolutionary processes makes use of
a Network-Oriented Modeling approach. The Network-Oriented Modeling approach
used is based on reified temporal-causal network models [7, 8]. A temporal-causal
network model in the first place involves representing in a declarative manner states
and connections between them that represent (causal) impacts of states on each other,
as assumed to hold for the application domain addressed. The states are assumed to
have (activation) levels, usually in the interval [0, 1], that vary over time. The following
three main characteristics connectivity, aggregation, and timing of a network structure
define a conceptual representation of a temporal-causal network model [6, 9]:
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• Connectivity Each connection from a state X to a state Y has a connection weight
value xX,Y representing the strength of the connection.

• Aggregation For each state a combination function cY(..) is chosen to combine the
causal impacts of other states on state Y.

• Timing For each state Y a speed factor ηY is used to represent how fast state Y is
changing upon causal impact.

The notion of network reification [7] is a means to model adaptive networks in a
more transparent manner within a Network-Oriented Modelling perspective. This
concept is used in different scientific areas in which it has been shown to provide
substantial advantages in expressivity and transparency of models, and, in particular,
within AI; e.g., [2, 5, 13]. Specific cases of reification from a linguistic or logical
perspective are representing relations between objects by objects themselves, or rep-
resenting more complex statements by objects or numbers.

For network models, reification can be applied by reifying network structure
characteristics for connectivity, aggregation and timing (e.g., xX,Y, cY(..), ηY indicated
above) in the form of additional network states (called reification states, indicated by
WX,Y, CY, HY, respectively) within an extended network. According to the specific
network structure characteristic represented, roles W, C, H are assigned to reification
states: connection weight reification, combination function reification, speed factor
reification, or values, respectively. Also a role P for combination function parameters
is used. For more details, also see [10, 11], or the forthcoming book [12]. Multilevel
reified networks can be used to model networks which are adaptive of different orders
[8]. As discussed in Sect. 4 (see Box 1), a format based on role matrices mb (for base
role), mcw (for connection weight role W), mcfw (for combination function weight
role C), mcfp (for combination function parameter role P), and ms (for speed factor
role H), is used to specify a reified network model according to these roles.

4 An Agent Model for Fourth-Order Adaptive Processes

Inspired by the information in Sect. 2 but abstracting from specific details, a fourth-
order reified adaptive network for these evolutionary processes has been designed. As
pointed out in Sect. 2, evolutionary adaptation usually concerns affecting existing
causal pathways by adding new causal pathways that weaken or strengthen the existing
causal pathways. This makes that levels of adaptation are created where the causal
pathways at one adaptation level are adapted by the causal pathways at the next level.
The adaptation of a causal pathway can be done by strengthening or weakening one or
more causal connections within such a causal pathway. This fits well in a reified
network architecture where for each level, for connection weights in causal pathways at
that level, reification states are introduced at the next level. The general pattern then
becomes in a simple form (for the main example, see Fig. 1):

Base level: causal pathway by a causal connection from a to b
First adaptation level: causal pathway by a causal connection from a1 to Wa,b;

this Wa,b represents the causal connection from a to b from the base level
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Second adaptation level: causal pathway by a causal connection from a2 to Wa1 ,
Wa,b; this Wa1;Wa;b represents the causal connection from a1 to Wa,b from the first
adaptation level

Third adaptation level: causal pathway by a connection from a3 to Wa2;Wa1 ;Wa;b
;

this Wa2;Wa1 ;Wa;b
represents the connection from a2 to Wa1;Wa;b from the second adap-

tation level
Fourth adaptation level: causal pathway by a causal connection from a4 to

Wa3;Wa2 ;Wa1 ;Wa;b
; this Wa3;Wa2 ;Wa1 ;Wa;b

represents the causal connection from a3 to

Wa2;Wa1 ;Wa;b
from the third adaptation level

This general pattern for hierarchical adaptation processes for causal pathways will
be used to obtain a more specific reified network model for the multilevel adaptation
processes described in Sect. 2.

In the considered reified network model four levels are considered, where for each
level its causal pathway can be changed by causal pathways at one level higher. To
limit the complexity of the overall model, the causal pathways at each level are kept
simple, modeled by just one causal connection covering the whole pathway. Table 1
explains the states of the network model. Figure 1 shows a picture of the conceptual
graphical representation of the reified network model. It includes four reification states
at four levels which each reify the connection weight of the causal pathway one level
lower:

e1s4 s3 s2 s1 s5

Ws5,e1

Ws1,Ws5,e1

Ws2,Ws1,Ws5,e1

Ws3,Ws2,Ws1,Ws5,e1

level 
reification 
fourth 

level 
reification 
third 

level 
reification 
second 

level 
reification 

first 

level 
base 

Fig. 1. Reified network model for fourth-order adaptation in an evolutionary context
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• Ws5;e1 first reification level state representing the causal connection from s5 to e1
from the base level

• Ws1;Ws5 ;e1
second reification level state representing the causal connection from s1 to

Ws5;e1 from the first reification level
• Ws2;Ws1 ;Ws5 ;e1

third reification level state representing the causal connection from s2
to Ws1;Ws5 ;e1

from the second reification level
• Ws3;Ws2 ;Ws1 ;Ws5 ;e1

fourth reification level state representing the causal connection from

s3 to Ws2;Ws1 ;Ws5 ;e1
from the third reification level

Box 1 shows the role matrices mb (base connectivity), mcw (connection weights),
ms (speed factors), mcfw (combination function weights), mcfp (combination function
parameters). Each role matrix has a format in which in each row for the indicated state
it is specified which other states (red cells) or values (green cells) affect it, and
according to which role. In particular, in role matrix mcw the red cells indicate which
states Xi play the role of the reification states for the weights of the connection indicated
in that cell in mb.

For the specific context described in Sect. 2, these elements are associated to the
following:

• in environmental context s5 a causal pathway from s5 leads to a good health e1
• pathogen state s1 leads to disturbing the causal pathway to a good health effect (e1)
• well functioning internal defense system (s2) blocks the causal pathway for the

effect of pathogens s1 on the health pathway to e1

Table 1. The states and their explanations
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• pregnancy in the first trimester s3 needs less blocking of the effect of pathogens
• disgust s4 is needed to compensate for the less blocking of foreign material

Box 1 Role matrices for the fourth-order adaptive network model
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5 Simulation Experiments

Simulations have been performed using the dedicated software environment for reified
network models described in [10, 11] and in the forthcoming [12]. The scenario
considered here focuses on a time period in which subsequently pathogens occur, a
defense system against them is developed, pregnancy occurs, and disgust (in the first
trimester of pregnancy) occurs. So, there are four orders of adaptation:

• Adaptation 1 Pathogens are introduced    first-order adaptation
• Adaptation 2 Defense system is developed   second-order adaptation
• Adaptation 3 Pregnancy         third-order adaptation
• Adaptation 4 Disgust          fourth-order adaptation

The red line in Fig. 2 indicates the health level. Before adaptation 1 health is good,
after adaptation 1 health becomes bad, after adaptation 2 health becomes good again,
after adaptation 3 health becomes worse again, and after adaptation 4 health becomes
better again. The simulation results for this scenario are shown in Fig. 2.

6 Discussion

In this paper a fourth-order adaptive agent model based on a multilevel reified network
model was introduced to describe different orders of adaptivity found in a case study on
evolutionary processes; e.g., [3, 4]. The adaptive agent model describes how the causal
pathways for newly developed features in this case study affect the causal pathways of
already existing features, which makes the pathways of these new features one order of
adaptivity higher than the existing ones, as they adapt the previous adaptation. More
details can be found at https://www.researchgate.net/publication/335473231. The net-
work reification approach has shown to be an adequate means to model this in a
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Fig. 2. Simulation with pathogens, internal defense system, pregnancy, and disgust occurring
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transparent manner. In future research it can be explored how the adaptive agent model
introduced here can be extended and whether this also works for other evolutionary
case studies.

From a more general perspective, this paper illustrates how higher-order adaptive
agent models can be designed making use of reified network models to specify their
functionality and a dedicated Network-Oriented Modeling environment [10, 11]. In the
current paper, the agent’s embodiment was addressed from a biological perspective.
Application for a similar approach to model higher-order adaptive mental and social
processes for agents can be found in [8], and in the forthcoming book [12].
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Abstract. Managing privacy of users in online systems is a major aspect
of cyber-security. Typical approaches to privacy are concerned with giv-
ing users options of informed consent, wherein users define their private
data, how they want them to be used, and so on. However, in collabora-
tive systems, such as online social networks, managing privacy exhibits
problems beyond traditional consent, since a content being shared (such
as a group picture or a multi-party business contract) might belong
to more than a single entity, with different privacy policies. Recent
approaches to preserve privacy in such settings rely on multiagent agree-
ment technologies, which require a new decision to be formed for every
content that will be shared, making them difficult to scale for real life
applications. Accordingly, this paper proposes a normative approach for
maintaining privacy in collaborative systems that do not require a deci-
sion to be formulated from scratch for each content. Instead, the system
generates social norms based on previous decisions. The agents are free
to follow the social norms as well as their own privacy policies. We show
over multiagent simulations that our approach extracts social norms suc-
cessfully and enables successful privacy decisions to be taken.

Keywords: Privacy · Multiagent systems · Norm emergence

1 Introduction

Collaborative systems, such as online social networks (OSNs), contain tremen-
dous amount of content. These content, being shared by the OSN users, can be
related to multiple people, as in the example of a group picture. However, these
kind of content also might contain private information of people, either explicitly
or implicitly. Hence, the decision of sharing or not sharing a content should be
decided collaboratively by the users who are affected by it.

Collaborative privacy management mechanisms aim to resolve the conflicts
in such cases. Finding a suitable resolution is usually a challenging task, since
satisfying privacy protection constraints of some users might result in not shar-
ing content that other users wanted to share, which is also undesirable by OSN
providers since it would cause fewer content to be shared in the network. Multi-
agent agreement technologies, such as argumentation [6], negotiation [5,14] or
c© Springer Nature Switzerland AG 2019
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auctions [13,17] have been successfully used for resolving privacy disputes. But,
these approaches have two major drawbacks. First, they require each agent to
actively participate in the decision making mechanism whenever a content is rel-
evant to them. This is a large overhead for systems where a large set of content is
shared regularly. For example, if nude pictures are never shared, it is redundant
to deliberate on an incoming nude picture. Second, they ignore the relations and
background knowledge available to the agents that are involved in the system as
well as the values of the society that cannot be reflected with individual decisions
of the agents. For example, a group of friends might share their Friday outing
pictures regularly without a need to come to a mutual agreement on whether
this is private or not every single time. To overcome the listed deficiencies, we
propose to use normative multiagent systems where privacy decisions are taken
based on the norms that are generated from the privacy decisions in the system.
It is well known that human societies are guided and controlled by the norms
[11]. Since privacy decisions over OSNs are correlated with the society behavior;
extracting the norms from previous privacy actions could make them useful for
future privacy decisions. If the norms are not applicable in a given situation
(based on the content type or the individuals involved), the system still employs
an existing collaborative privacy management mechanism to make a decision.

2 Privacy Norms

A typical collaborative system is online social networks, where users share con-
tent about themselves as well as others. A generic OSN consists of three main
elements: users, a set of relations between the OSN users and content that is
shared within the social networks of the users. Users can have privacy expec-
tations that can vary based on the type of content as well as the other users
to whom the content is exposed. For example, a user might not want her holi-
day pictures to be shown to colleagues, but might be fine with work pictures to
be shown. In OSNs, it is common for a content to contain private information
of users, either explicitly (e.g., geotagging or name tagging) or implicitly (e.g.,
finding about the location from the visible objects in the background, content’s
sharing time implying extra information about the co-owners and so on). When
a single content contains private information of more than one user, conflicts
might occur; some users wanting to share a content in the OSN while others
want to share it with only a limited number of users, or even not share it at all.
This requires a decision mechanism to be in place, so that for a new content the
system can reach a privacy decision as to how it will be shared and with whom.

To reach privacy decision effectively and efficiently, we design a normative
multiagent system, where privacy expectation of users for sharing content are
being managed by software agents [6]. We represent a content with (i) a con-
tent type matrix which stores the contextual properties of the content, such as
holiday, work, and so on and (ii) a set of co-owner agents whose privacy is pos-
sibly being affected by the content and thus should have a say about content’s
privacy decision. The system contains norms to capture the privacy preferences.
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Informally, privacy norms capture the acceptable behaviour for sharing a par-
ticular type of content with a particular set of users. The acceptable behavior
need not always be understood as the expected behavior of the majority. If a
community is formed by privacy aware agents, an agent’s request to not share a
content might be complied by the others who initially wanted the content to be
shared. If such an example occurs frequently, it can emerge as a norm and can
be enforced to future decisions with the same context, where agents are not that
privacy aware. In literature, privacy related access control mechanisms either
enforces the strongest action (e.g., majority action) or rule based privacy deci-
sions (e.g., deny overriding other actions). Minority protecting norms can aid a
mechanism to differ from previous works in this sense, which could be beneficial
for the goal of more satisfactory privacy decisions.

We adopt Tuomela’s categorization of norms; where personal norms contain
m-norms (i.e. moral norms) and p-norms (i.e. prudential norms), while social
norms contain r-norms (i.e. rule norms) and s-norms (i.e. social norms) [16].
We formally represent them similar to existing formalisms [2,9], such that a set
of preconditions determine the activation of a sharing action to be taken. Since
our focus is more on the emergence of norms rather than their violation, we do
not include norm sanctions explicitly. Thus, we employ s-norms as social norms,
while m-norms contain all privacy requirements of individual agents.

s-norms are related to the common understanding of the society that apply
to every individual. For example, in a given society, a norm of not sharing content
that contains alcohol might emerge. s-norms are 3-tuple norms represented as
s<rType, cClass, act{share,noShare}>, where rType is the main relationship
context between the co-owners for a content, cClass is the specific class of the
similar contents and act is the assigned action of the norm, which could be either
sharing or not sharing the content. s-norms emerge depending on the previous
collaborative decisions within the OSN. We employ rType since s-norms are
generated according to an overview of the societal decisions and cClass because
the norms pertain to the generic behavior of the society.

m-norms are based on individuals’ own preferences (i.e., understanding of
what is right to do). An agent might prefer not to share a content that it thinks
is offensive to others. We represent m-norms as 3-tuple as well: m<rType, cType,
act{share,noShare}>, where rType is the main relationship type, cType is the
major content type, and act is the action to take when these conditions are
satisfied.

3 Normative Privacy Decision

The agents’ personal privacy expectations are represented as m-norms and
stored in a personal m-norm base, which can only be changed or updated by
the agent itself. s-norm base contains the social norms, which emerge based on
the privacy decisions of the individual agents. There is a single s-norm base
in the system. The normative decision mechanism process progresses with every
incoming content. Initially, agents only have m-norms. s-norms emerge over time
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based on the actions of the agents. All types of norms have a lifecycle, where they
are created, updated, or removed from the respective norm base. Our approach
enables agents to make a privacy decision based on the norms in the system first
and if that is not possible reverts to a collaborative decision mechanism.

When an agent wants to share a content, which is co-owned by other agents,
the uploader agent checks if it is desirable for all the co-owners to share the
content, considering the norms. This is done by considering the type of the
content and the relationship with other co-owners. Since two types of norms are
in effect, there can easily be conflicts among these norm-bases. For example, an
agent’s m-norm might permit sharing a content publicly, whereas the s-norm in
the system might prescribe otherwise.

In this work, we assume s-norms dominate the m-norms, since we are inter-
ested in understanding the benefits of making privacy decisions using societal
norms. Using this ordering, the uploader agent checks its s-norm base to see if a
norm matching with the content type matrix exists. If so, it is applied without
triggering the collaborative privacy decision mechanism within the system. It
might be the case that none of the norms in the social norm base are applicable
to make a decision. In that case, the decision mechanism is triggered and the
final decision is made according to the collaborative privacy mechanism, which
makes use of m-norm bases of all co-owner agents. In the latter case, the out-
come of the mechanism also updates the s-norm base of the OSN, where new
possible norms can be formed for future co-owned content.

It is crucial for norms to be identified and managed accurately. m-norms
are private to each user and thus managed individually. The management of
s-norms are more challenging because they emerge and die based on the users’
interactions. s-norms reflect the privacy choices of the society as a whole and
emerge based on the previous privacy decisions that are taken by the users
on a given content type. For example, if in many occasions, the users that are
colleagues do not share content about their holiday, this can emerge as an s-norm
in the society. Since the OSN provider has access to all the privacy decisions in
the system, the lifecycle of an s-norm can be managed by the OSN provider.
Given the previous privacy decision, how can an OSN generate s-norms? To
achieve this, we develop Algorithm 1. Algorithm 1 generates the norms from
decisions using the intuition that we place all content over a multidimensional
space according to their content type matrix dimensions and the relationship
type of the co-owner agents. This space contains all the decisions considering
its various properties as dimensions. Next, we cluster this space such that each
cluster contains content that have similar attributes. Then, the clusters can be
assigned as s-norm classes, and can be checked for normative behavior; i.e.,
qualified majority of the content in the same cluster result in the same type of
sharing action. We call this type of clusters as normative clusters. To ensure
that generated norms are still in effect, the algorithm is run periodically and the
s-norm base is updated accordingly.

OSNs contain a tremendous amount of content; thus, continuously clustering
the content space would require massive computing power. Since dimensions of
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s-norms are interrelated (e.g., content type matrix dimensions), neighbor clusters
could have similar normative behavior and contextual properties. This enables
us to relax the problem precision requirements, allowing us to not necessarily
find the optimum solution for a few borderline decisions, but place them in one
of the closest cluster. This approach also turns up beneficiary for our goal, since
a borderline privacy decision between two clusters would mean that the decision
is in a similar distance from both clusters and not strongly related with a single
one. On the contrary with the privacy decisions in the center of the clusters, these
kind of privacy decisions could belong to both of the clusters with weak ties. To
achieve this, we employ k-means algorithm to cluster content and then check the
clusters for normative behavior. k-means is a clustering method where n number
of elements in a unidimensional or multidimensional space are partitioned into
k clusters, where each element is assigned to the nearest mean of the elements
in a cluster [15]. Note that the size of the clusters is important as they affect
the number of clusters. Having few clusters with large amounts of content would
result in not discovering normative behavior, while clustering with fewer number
of content in each cluster would result in increased complexity. We address this
by starting with a small number of clusters and increasing the number of clusters
iteratively. The iteration for elements in a cluster ends when the threshold for
minimum number of agents that a cluster can contain is reached, or a normative
behavior is already found.

Algorithm 1: Generation of s-norms
Input: mk, minimum number of clusters
Input: t, threshold for min. number of agents in a cluster
Input: pDec, previous privacy decisions within OSN
Output: cList, a set of clusters generated from pDec

1 while pDec not empty do
2 tempcList = k-Means(mk,pDec)
3 foreach cluster in tempcList do
4 isNormative = checkNormative(cluster)
5 if (isNormative = true or size(cluster) < t) then
6 add(cluster,cList)
7 foreach item in cluster do
8 remove(item,pDec)

9 mk += 1

10 return cList

Algorithm 1 takes the minimum cluster count parameter (mk), the minimum
size threshold parameter for a single cluster (t) and all the previous privacy
mechanism based decisions (pDec) as input. It then assigns all the items in pDec
to a cluster in the output cluster list (cList). In each iteration, a temporary list
of clusters are assigned with k-means algorithm, where all items in pDec are
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clustered and the number of clusters are given as mk. In line 3, a for loop begins,
which checks the temporary cluster assignments, and determines if the cluster
shows a normative behavior, or the size of the cluster is below t value. If one
of these conditions are satisfied for a temporary cluster, the cluster is added to
cList in line 6 and all the items of the cluster are removed from pDec, ending
an iteration. If there are still remaining items in pDec, another iteration starts
to determine new clusters, until all items from the initial pDec are assigned to a
cluster in cList output. When a new content comes, agents find the most similar
cluster, according to its content type matrix and the relation between the co-
owners. If this is a normative cluster, then agents can decide according to the
related normative action.

4 Evaluation

Our main goal is to reduce the necessity of applying collaborative privacy man-
agement algorithms by identifying the emergent norms within OSNs. We study
the emergence of norms through multiagent simulations in an environment we
developed in Java. Each agent in the simulation represents a user. The users, and
thus the agents are related to each other through one relationship. Each agent
has a set of m-norms that are generated automatically. Each content in the OSN
is related to a set of contexts with varying levels and is thus represented with a
content type matrix. In real life, this information would come from the features
or tags of the content. Here, we assume that the matrix, where major content
type categories are predefined is given. For n number of content type categories,
a content is placed in an n-dimensional space which enables the mechanism to
both find out similar content types and match privacy requirements of agents
with the content in consideration. Each content has a set of co-owners, which
are the agents with private information represented in the content.

We include 100 agents and 10000 contents for each of our simulations, where
each content is randomly assigned to 2 to 5 co-owners, and a 4 dimensional
content type matrix, while each dimension has a value between 0 and 100, repre-
senting the significance of the content to the given type, 100 being the most. We
represent each agent’s privacy requirements with m-norms, while the simulation
checks the evolution of s-norms. Each simulation follows the flow in Sect. 2. For
simplicity, we employ majority voting as the collaborative privacy mechanism in
our evaluations.

Societal normative behavior for privacy emerges when a set of agents have a
similar idea of privacy; e.g., prefer to share similar content. If agents have totally
different views about privacy, we do not expect norms to emerge. On the other
hand, if all agents share the same idea of privacy, then there would be a few norms
that could govern the entire population. We expect many populations to stand
between these two cases. To account for this, we introduce a variable to capture
the homogeneity of a given society. If the homogeneity of the society is 0%, then
all the agents in the population can have different privacy choices. We ensure
this by allowing them to randomly make a choice about sharing or not sharing
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Fig. 1. Percentage of norm types over different levels of homogeneity.

a given content. We run the simulations with several levels of homogeneity. The
simulation starts forming s-norms using Algorithm 1 after 1000th content shared
in the OSN and reruns it after every 250 content for updating the s-norm base
of the OSN. For each homogeneity level, we run 5 simulations and measure the
percentage of our norm types over the number of content shared within the
environment. This shows the necessary level of homogeneity for social norms to
emerge.

Figure 1 plots the percentage of decisions that are taken by m-norms and
s-norms as new content is introduced to the system for populations with two
homogeneity levels. We omit other homogeneity levels for brevity as these two
levels are sufficient enough to capture the trend. The plots show that if a quarter
of the community shows homogeneous behavior, almost half of the decisions
can be made according to social norms, reducing the need to use a decision
mechanism to half. When half of the community behaves the same, only less
than 10% of the decisions require a collaborative decision mechanism, and social
norms can be decisive for more than 90% of privacy decisions.

5 Discussion

We have investigated how a normative approach can cope with privacy protection
in a multiagent system that contains collaboration, cooperation and competition
aspects for the agents at the same time. We apply our method thoroughly for the
OSN domain, and evaluate it over multiagent simulations in terms of to what
extent the privacy issues can be resolved with norms and their correctness in
their resolutions.

Engineering privacy in ubiquitous information systems has become a research
interest after millennium, mostly because internet becoming a part of a daily life
with OSNs, smart devices etc. and causing massive amount of private informa-
tion to be accessible by the others. Langheinrich [7] investigates the open issues
for privacy-respecting approaches for ubiquitous computing. Spiekermann and
Cranor [12] and Gurses [4] study the grounds of engineering privacy, explaining
how information related domains can be designed and employ privacy-preserving
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methods. Paci et al. [10] provide an extensive survey for literature about access
control over community centric collaborative systems; laying down the key issues
and giving a roadmap for future challenges. Bahri et al. [3] show the challenges
of preserving privacy over decentralized OSNs, and provides a review of previous
work done for overcoming these challenges. These studies all show that privacy
is an important aspect of information systems and should be tackled to prevent
violations.

Sen and Airiau [11] pioneered the work of norm emergence, where they show
that even when the population size and heterogeneity vary, social norms can
emerge. Mashayekhi et al. [8] investigate norm emergence in traffic domain,
where agents enter and leave and no known network structure among them
exists. Ajmeri et al. [1] study norm emergence factoring in the context of the
agents, taking in the sanctions into account. Our findings here show that for
privacy norms to emerge, it is enough for the population to have a low level of
homogeneity in how they perceive privacy.

An interesting direction is to study norm emergence when agents’ privacy
expectations can change over time as they learn new facts, face new norms or
as their relationships change. Another direction is to enable agents to judge
the social norms based on their own privacy values. We also aim to implement a
mechanism of forgetting for norms, where social norms can fade over time. These
would bring us closer to accommodating groups with different privacy norms to
coexist in a society.
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Toulouse III - Paul Sabatier, Toulouse, France
{davide.guastella,camps,gleizes}@irit.fr
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Abstract. The quality of life of users and energy consumption could be
optimized by a complex network of sensors. Nevertheless, smart environ-
ments depend on their size, so it is expensive to provide enough sensors at
low cost to monitor each part of the environment. We propose a coopera-
tive multi-agent solution to estimate missing environmental information
in smart environment when no ad-hoc sensors are available. We evalu-
ated our proposal on a real dataset and compared the results to standard
state-of-the-art solutions.
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1 Introduction

The concept of Smart City emerged in recent years as a way to exploit Informa-
tion and Communication Technology (ICT) for improving services offered by a
city and reducing its ecological footprint. Smart city initiatives are implemented
by coupling Ambient Intelligence (AmI) and Internet Of Things (IoT). The idea
behind AmI is to provide an environment with an interconnected network of coor-
dinated IoT devices where the boundary between software and society blends
and often disappears. As such, the environment is enriched with artificial intel-
ligence to support humans in their everyday life [3,9]. The computational power
of IoT devices coupled with widespread connectivity has increased significantly
the development of initiatives to support smart cities. Such initiatives usually
implement a monitoring activity of the environment in order to act on it in order
to improve the energetic consumption, that is constantly increasing in the recent
years [10], and ensure comfort to users. Nevertheless, the necessary devices can
be intermittent, so they cannot guarantee continuous operability. In this case,
it is necessary to provide accurate estimation of the values that ambient devices
would provide if they were available. These estimations must be provided at
real-time so that users can access to the information at any time [7]. In fact, a
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continuous monitoring of the environment can be useful when conceiving system
to support smart city initiatives [6].

In this paper we propose a solution to estimate environmental information
where ad hoc sensors are not available by using mobile and intermittent devices
recurrent as well as historical data. Our proposal addresses the following chal-
lenges: (i) intermittent data: we exploit agents to provide accurate estimations
when intermittent devices are used; (ii) distributed processing : each agent has
its own local view of the environment, so that the estimation processes in differ-
ent parts of the environment are independent and (iii) online learning : agents
are capable of learning the dynamic of the environment at real-time without
pre-processing data.

2 Proposition

To better understand the addressed problematic of estimating missing informa-
tion in smart environments, let us consider a dataset of temperatures perceived
by an ad-hoc device. If the device cannot provide information due to a mal-
function at time i, the historical data perceived from the same device and other
nearby devices can be correlated in order to provide an accurate estimation
for the missing information. In this manner the system is able to evaluate an
information that the device would provide if it worked.

Our proposal is based on a cooperative multi-agent system where each agent
exploits data windows containing consecutive information in time, called Ambi-
ent Context Windows (ACW), in order to find recurrent dynamics in the histori-
cal data. ACWs are used to provide accurate estimations for missing information.

The rest of the section is organized as follow. In Sect. 2.1 we provide the
definitions of the elements composing the proposed system, then in Sect. 2.2 we
describe the general steps of our proposal.

2.1 Definitions

Definition 1 (Ambient Context Window). An Ambient Context Window
(ACW) Ci contains homogeneous environmental information perceived by an
agent in a time window T = [tk, ti], k < i. An ACW has |Ci| = |T | homogeneous
context entries, one for each time instant.

Definition 2 (Context Entry). A Context Entry Ei
t ∈ IR is a punctual infor-

mation perceived at time t ∈ T , where T is the time window of the ACW Ci.
The value of a context entry can be any type of environmental information such
as temperature, humidity, lightness etc.

Definition 3 (ACW Distance). The distance between two ACWs is defined as
the absolute difference in time between the context entries divided by the number
of entries γ of the two ACWs. The smaller the difference is, the more similar
two ACWs are. The context distance between two ACWs Ci and Ck is defined
by to the following formula:
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d (Ci, Ck) =

∑
l∈[1,γ] |Ei

l − Ek
l |

γ

where γ = |Ci| = |Ck|.
The distance d satisfies the following properties: (i) d(Ci, Ck) ≥ 0, (ii)

d(Ci, Ck) = 0 ⇐⇒ Ci = Ck, (iii) d(Ci, Ck) = d(Ck, Ci), (iv) d(Ci, Cp) ≤
d(Ci, Ck) + d(Ck, Cp) where Ci, Ck, Cp are ACWs for information times i, k, p
respectively. Therefore d is a metric.

Definition 4 (Ambient Context Agent). An Ambient Context Agent
(ACAi) identifies an ACW related to the information i in the dataset. Its goal
is to provide environmental information. A cooperative behavior allows ACAs to
provide environmental information even if a real device is unavailable.

2.2 HybridIoT System Overview

In the proposed HybridIoT system, we suppose that data perceived by ambi-
ent devices are stored in a database and that the unavailability of a real device
generates an exception as the ACAs is not able to provide an information. This
exception is solved by exploiting the Adaptive Multi-Agent System Approach
(AMAS) [5]. In this approach, an exception is considered as a Non-Cooperative
Situation (NCS) that has to be solved in a local and cooperative way. In our
problem, an incompetence NCS occurs when an ACA us unable to provide an
environmental information (because no ad hoc sensor is available or it encoun-
tered a problem).

The main steps of the solution we propose are depicted in Fig. 1.

START

CREATE ACAi

COOPERATE WITH 
OTHER ACAs

NCS 
OCCURS

ESTIMATE MISSING 
VALUE AT i

END

IS ACTIVE YES
DETERMINE ACW 

FOR i-1
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NOUPDATE ACW 

FOR i-1

NO
1

T
3

N
4 5

2

Fig. 1. The main steps of the proposed technique.

When data are available, ACAs are created on the fly and associated to the
available information (step 1 ). Then the agent determines a context window
that is representative of the information perceived (step 2 ). When data are
not available due to the unavailability of the device or even a missing device,
an exception we denote as Non-Cooperative Situation occurs; in this case the
ACA cooperates with other agents (step 3 ) in order to provide an accurate
estimation for the missing information (step 4 ). Once the information has been
estimated, the ACW is being updated by the agent (step 5 ).
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When the information at time i is not available, the ACAi has to cooperate
with other ACAs by comparing their ACWs in order to determine an accurate
estimation. These ACAs are chosen according to the distance between their
ACWs and the ACW related to the agent that encountered a NCS. In this way
the estimation is evaluated using the ACWs that are the most similar to ACAi.
The set ξ contains the ACWs that minimize the distance from the ACW that
contains an information to be estimated.

When the set ξ of ACAs has been evaluated, a weight w is computed by a
cooperative process between the ACAi (that encountered a NCS) and the other
ACAs by using each related ACW Ck ∈ ξ = {Cn, ..., Cp}, n < p < i, for which
the distance d(Ci, Ck) is minimized. The weight w is computed as follow:

w =

∑
Cj∈ξ

(
Ej

k − Ej
k−1

)
· d (Ci, Cj)

∑
Cj∈ξ d (Ci, Ck)

where Ci is the ACW containing the information to be estimated at time i,
Cj ∈ ξ, |ξ| = 10, is the j-th most similar context window to Ci for which the
distance d(Ci, Cj) is minimized and Ej

k and Ej
k−1 are respectively the kth and

(k − 1)th context entries of the ACW Cj ∈ ξ where k = |Cj |. Finally, let Ck

be the ACW containing an information to be estimated; the estimated context
entry Ek

i at time i is computed as follows:

Ek
i = Ek

i−1 + w.

Once the information at time i has been estimated, the ACAi evaluates a
dynamic ACW, containing a number of information that is not specified a priori
(step 5 ). The relevance of dynamic size context windows is motivated by the
fact that their use allows to obtain accurate estimations for missing information
with respect to fixed size windows. More precisely, an ACWi of dynamic size has
a number of context entries that influences the capability of the related agent to
make an accurate estimation at time i.

Consider two temperature datasets, one containing daily data and the other
data perceived every 30 s. In the first case, the variance could be high. Contrary,
in the second case the difference between each sample is relatively low, so as the
variance. In this case the ACW of an ACAi contains many samples while still
providing a good estimation of the value at time i.

For an information at time i our solution creates a set Λi = {Ci,0,
Ci,1, ..., Ci,λ−2} of ACWs, where |Ci,k| = k + 2. We have fixed λ = 16, thus
Λi contains a maximum of 15 contextual windows. Each ACW in Λi has at least
2 entries, that is the minimum number of information that can be used in the
estimation process. The process of evaluation of dynamic size ACWs gives as
output a context window Ci,k ∈ Λi that minimizes the variance between the
information. We verified through experiments that using 15 context windows is
sufficient in order to find an ACW that best represent the information to which
it is related.
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Estimating accurate values for missing information depends on the evalua-
tion of appropriate ACWs of variable size that better describe the information
with which they are associated. Moreover, the evaluation of dynamic size ACWs
depends on the availability of data, whether they are estimated or real. For this
reason, our proposal is divided into two interdependent and coupled subsystems.

3 Experimental Results

The proposed framework has been evaluated using a dataset of 196 real temper-
ature samples from 80 weather stations located in the region of Emilia Romagna,
Italy, provided by the ARPAE service [4]. Data from this dataset are acquired
daily by weather stations.

To evaluate our method, we applied a k-fold cross validation, whose partitions
the original sample in k subsamples. Among the k subsamples, a single subsample
is retained as the validation data for testing the classifier, and the remaining k−1
subsamples are used as training data. During the training phase, agents assemble
the contexts windows for each information. The test phase is then repeated
k times, with each of the k subsamples used exactly once as the test data.
The k results from the folds are then averaged to produce a single performance
estimation [8]. In our experiments, we used a k value of 5, 10 and 15.

The proposed solution has been coded in Java and the experiments were car-
ried out on a computer equipped with i7 − 7820HQ, 32 GB RAM and Windows
10. The estimation of a missing value is practically instantaneous and the eval-
uation of the solution using cross-validation requires about one second for each
station.

The solution has been coded without considering any particular optimization
technique. Since the proposed solution has been tested on a single machine, we
did not consider any computational overhead of agents such as communication.
Moreover, in our proposal the communication between agents is asynchronous
and we consider the communication costs as unitary, thus irrelevant for the
estimations of missing values. Also, we did not use any specific agent-based
technology and our solution is based on a cooperative resolution process between
agents, which is technology independent. This allows us to prove the effectiveness
of the proposed estimation technique rather than focusing on a specific agent-
based architecture to address the estimation problem.

Figure 2 shows the mean error and standard deviation for the regional
dataset. The mean error among the considered stations is −0.092◦, the mean
standard deviation is 1.3043◦.

3.1 Comparison to Standard Solutions

We compared the obtained results to different state-of-the-art solutions by using
the KNIME analytic platform, a modular environment which enables easy visual
assembly and interactive execution of a data pipeline [1].
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Fig. 2. Mean error bar and standard deviation of temperatures (degree Celsius) for
the regional dataset.

A k-fold cross validation has been applied, as a specific node is available in
KNIME, using 5, 10 and 15 validation iterations. We verified that when using
such number of validation iterations the test set contains enough variation with
respect to the training set.

For linear regression, the related node does not provide any configuration.
For polynomial regression, we used a maximum polynomial degree of 2. For fuzzy
rules, we used the Best Guess method to handle missing values [2], which com-
putes the optimal replacement value by projecting the fuzzy rule (with missing
value(s)) onto the missing dimension of all other rules. Also, we used Product
Norm as rule to combine the membership values of each fuzzy interval for one
rule and compute a final output across all rules and Volumn Border Based as
shrink method to reduce rules in order to avoid conflicts between rules of differ-
ent classes; this shrink method applies the volume loss in terms of the support or
core region borders. These parameters gave us good results for the used dataset.

In order to compare to the state-of-art we used the four stations that gave the
worst results using our method. The results of the comparison for the regional
dataset are shown in Fig. 3. For the four stations considered, our proposal out-
performs the results obtained by the state-of-the-art solutions.

In order to evaluate the effectiveness of dynamic ACWs, we used the same 4
stations shown in Fig. 3. We applied a k-fold cross validation using dynamic size
ACWs, then we used fixed size ACWs containing a maximum of 3, 7, 10 entries
respectively for each experiment. Figure 4 shows the results of the experiments
using fixed size and dynamic size ACWs.

Even if using fixed size ACWs our proposal is able to make sufficiently good
estimations; the system outperforms the results when using dynamic size ACWs.
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STATION 7 STATION 46 STATION 51 STATION 64

Fig. 3. Comparison of the mean error (degree Celsius) for our solution and standard
techniques obtained from the regional dataset.

Fig. 4. Comparison of the mean error (degree Celsius) from 4 stations of the regional
dataset using ACWs of fixed size (3, 7 and 10) and dynamic size ACWs. The mean
error axis uses a logarithmic scale (base 10) as the error is significantly low.

Dynamic size ACWs have a twofold advantage. As we said in the previous
section, they are able to better describe the dynamics of the information. Fur-
thermore, when using dynamic size ACWs it is not necessary to specify the size
of the context windows. In fact, the system must operate even when considering
devices that have different frequency rate at which they perceive information.
This is important in order to ensure that the system can operate in large-scale,
open environments. In this manner our proposal is able to self-calibrate, thus it
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does not require any parameter that depends on specific device configuration,
making the system suitable for deployment at large-scale.

4 Conclusion and Perspectives

This paper proposes a cooperative multi-agent system using ACWs to estimate
missing data from environmental devices whenever no real sensor is available in a
smart environment. Our solution does not require any parameter and is capable
of providing accurate estimation at runtime through a cooperative resolution
process between agents. Our proposal has several advantages over the state-
of-the-art solutions: (i) the system can be deployed at large scale thanks to
the distributed computation of the agents, enabling a seamless integration in
smart cities; (ii) agents have a partial view of the surrounding environment, so
their computation does not interfere with agents which are located in different
and delocalized environments; (iii) the cooperation allows to estimate accurate
information at real-time. Contrary to classical solutions in which data are a
passive entity, in our proposal, data become an active part of the system as
the agents identify them. As such, agents are able to cope with non-availability
of real sensors; (iv) although we considered only a temperatures dataset, the
system is generic enough to work with any kind of environmental information
without any modification.

In our future works we aim at improving the cooperation process between
ACAs by involving ACAs that perceive heterogeneous information.
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Abstract. Dung’s theory of abstract argumentation frameworks plays
an increasingly important role in artificial intelligence. Extended argu-
mentation frameworks extend Dung’s AF by considering attacks on
attacks. In this paper we introduce a new EAF semantics that deals
with infinite deductive defence. This EAF semantics is underpinned by a
new notion called renovation sets. Based on this, the concepts of conflict-
freeness and acceptability are re-defined.

1 Introduction

Dung’s abstract argumentation frameworks (AFs) [6] play a key role in a large
variety of more specific formalisms ranging from non-monotonic reasoning to
logic programming and game theory, and Dung’s theory has been regarded as a
powerful tool for theoretical analysis of argumentation. A number of variations
of AFs have been proposed in recent years. There is a particular strand of work
that extends AFs by allowing attacks on attacks. For example, Modgil’s extended
argumentation frameworks [9] consider (one level) attacks on attacks. Attacks on
attacks and so on (higher levels) are allowed in argumentation frameworks of [1–
5,7,8]. For convenience, we will refer to this type of argumentation frameworks
as extended argumentation frameworks (EAFs).

In general, the semantics of EAFs is obtained in two different ways. One is to
transform the framework into another framework whose semantics is already well
established [2,5,7]. It is worth noting that the extensions obtained in this way
contain both arguments and attacks, which is different from the AF semantics.
In [8] and [9], the semantics of an EAF is built in another way in which a key
notion is the acceptability of attacks. The extensions obtained in this way are
subsets of all the arguments Args.

In this paper, we explore EAF semantics defined in the second way. More
specifically, we examine the semantics of EAFs that contain “infinite inductive
defence”.

In [8], the inductive defence (i-defence) is only inductively defined for finite
steps and there is no discussion on infinite cases. However, there are such cases
that worth looking at.
c© Springer Nature Switzerland AG 2019
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Example 1. Consider the EAF on the right-hand side of Fig. 1. Xi, Yi, i =
0, 1, 2, ... and Z are arguments and Y0 → Z and αi, βi, i = 0, 1, 2, ... denote
attacks. Intuitively, the set S = {Xi : i = 0, 1, 2, ..} defends Z, which is also valid
in Modgil’s system [9]. The defending process is for infinite steps. But in the
system of [8], such defence is rejected.

Fig. 1. Examples of infinite attacks on attacks.

In the EAF on the left-hand side of Fig. 1, the infinite inductive defence
cannot be characterized by Modgil’s system, i.e., there exist cases that Modgil’s
system cannot cover. Therefore, we aim to find a new semantics system to cover
such cases.

In general, Modgil’s method cannot be applied to any EAF because the
reinstatement sets do not always exist. As we know, the elements of the rein-
statement sets are the attacks “defeatS”. And the “defeatS”s are the remaining
attacks after omitting some attacks by S ⊆ Args. For example, in the EAF on
the right-hand side of Fig. 1, βi omits αi for each i ∈ N, and the remaining set
{(Y0, Z)} ∪ {βi : i = 0, 1, 2, ...} contains all the defeatS w.r.t. S = Args. But in
some other EAFs, it will be much more complex. For instance, in the EAF on
the left-hand side of Fig. 1, when β0 is omitted by α1 w.r.t. S = Args, should
α0 be kept as a defeatS or not? If it is not kept, then all the αis and βis will be
omitted, which is not our intention. If it is kept, what about β0? Should it be
kept by β1? There seems no rational answer to this question.

In this paper, instead of finding rational ways to obtain the defeatSs, we
build “reinstatement sets” on all attacks. And such “reinstatement sets” are
called renovation sets here. With the renovation sets, a new system of EAF
semantics, which covers the “infinite i-defence”, is introduced.

The contents are organized as follows. We recall basic notions of AFs and
EAFs in the next section. In Sect. 3, we first introduce the notion of renovation
sets. We then present our new semantics. We discuss how our work is compared
with related works in Sect. 4 and we conclude in Sect. 5.

2 Basic Notions

In this section, we recall basic notions of Dung’s AFs and EAFs of Hanh et al.

Definition 1. An AF is a tuple (Args,Atts) where Args is a set of arguments
and Atts is a binary attack relations on Args, i.e., Atts ⊆ Args × Args.



534 H. Li and J. Wu

Definition 2. [Conflict-freeness] A set S ⊆ Args is conflict-free iff there are
no attacks between elements of S, i.e., ∀A,B ∈ S, (A,B) /∈ S.

Definition 3. [Acceptability] A set S ⊆ Args defends (or accepts) an argument
A ∈ Args iff for every argument B ∈ Args attacking A, there exists C ∈ S
attacking B, i.e., ∀B ∈ Args with (B,A) ∈ Atts, ∃C ∈ S, s.t. (C,B) ∈ S.

Definition 4. Given an AF (Args,Atts). A set E ⊆ Args is

– admissible iff it is conflict-free and defends each element in it;
– complete iff it is admissible and includes every argument it defends;
– preferred iff it is a maximal admissible extension;
– grounded iff it is the least complete extension;
– stable iff it is conflict-free and attacks each argument not in it.

As discussed, there are different types of EAFs proposed by different
researchers. In this paper, we will build our semantics based on the EAFs of
Hanh et al. [8].

Definition 5. An extended argumentation framework of Hanh et al. (H-EAF)
is a pair (Args,R) where Args is a set of arguments and R = ∪∞

i=0Ri is defined
recursively as:

R0 ⊆ Args × Args,
Ri ⊆ Args × Ri−1, for i = 1, 2, ...

Before moving on, we introduce some symbols that will be used in the remain-
der of this paper. Let α be an attack relation, trg(α) and src(α) denote respec-
tively the target and the source argument. Let (Args,R) be an H-EAF, α, β ∈ R,
χ ∈ Args ∪ R. We say: α directly attacks χ iff χ = trg(α); α indirectly attacks
β iff trg(α) = src(β) and α →R χ iff α directly or indirectly attacks χ.

3 New Semantics of EAFs

Key questions in defining a semantics for H-EAFs include how the notion of
conflict-free should be generalized and what does it mean for an argument to be
acceptable? In the following, we will restrict our attention to these two questions.

3.1 Renovation Sets

We first consider when an attack can be recognized to be valid. The following
notion—renovation sets—plays a role similar to the “i-defence of an attack”
in [8].

Definition 6. [Renovation Sets] Let (Args,R) be an H-EAF, S ⊆ Args and
α ∈ R. We say {αi, i = 1, 2, ...} ⊆ R is a renovation set of α w.r.t. S, denoted
as Rα

S, if:
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1. α ∈ Rα
S;

2. src(αi) ∈ S, ∀αi ∈ Rα
S;

3. ∀αi ∈ Rα
S, ∀β ∈ R, if trg(β) = αi, then ∃αj ∈ Rα

S, s.t. αj →R β.

In the above, the set Rα
S can be finite, infinite.

Example 2. Consider the H-EAFs in Fig. 1. In each of them, {αi}i∈N is a ren-
ovation set of every αi w.r.t. S = {Xi, i = 0, 1, ...}. {βi}i∈N is a renovation set
of each βi w.r.t. {Yi, i = 0, 1, ...}. And {αi, i = 0, 1, ...} ∪ {βj , j = 0, 1, ...} is a
renovation set of each αi or βj w.r.t. Args.

The following example shows that our renovation sets are distinct from the
reinstatement sets in [9], even if in an EAF of [9].

Example 3. Consider the EAF of Fig. 2(a), which is a classical example in [9].
R = {α1, α2} is a renovation set of both α1 and α2 w.r.t. {A,B,C,D}. But R
is not a reinstatement set of α1 w.r.t. {A,B,C,D} in the semantics of [9].

(a) (b)
A B

C D

α1 α2β1 β2
A B

C

D

Fig. 2. Examples of renovation sets.

3.2 Conflict-Free Sets

Definition 7. [Conflict-freeness] Let (Args,R) be an H-EAF. S ⊆ Args is
weakly conflict-free, iff ∀A,B ∈ S, one of the following satisfies:

1. (A,B) /∈ R;
2. (A,B) ∈ R, but ∃α ∈ R s.t. trg(α) = (A,B) and ∃Rα

S.

A weakly conflict-free set S is called conflict-free if the second condition is
strengthened to

2′. (A,B) ∈ R, but ∃α ∈ R s.t. trg(α) = (A,B), ∃Rα
S and ¬∃R

(A,B)
S .

Example 4. In each H-EAF in Fig. 1, S = {Xi, Yi : i = 0, 1, 2, ...} is weakly
conflict-free, but not conflict-free, because R is a renovation set of both α0 and
β0.
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Example 5. Consider the H-EAF in Fig. 2(a). The set S = {A,B,C,D} is obvi-
ously weakly conflict-free; but S is not conflict-free, for {α1, α2} is a renovation
set of each element in it. On the other hand, S′ = {A,C} is not weakly conflict-
free, thus not conflict-free here.

Example 6. Consider the conflict-freeness of the set S = {A,B,C} in the H-EAF
of Fig. 3. It is weakly conflict-free, for {α, β, γ} is a renovation set of β w.r.t. S.
But it is not conflict-free, for {α, γ} is a renovation set of α w.r.t. S.

��
A B

C D

α

β
γ

Fig. 3. Examples of conflict-free sets.

3.3 Acceptability and Admissibility

Generally, a set S ⊆ Args defends A in two ways: For any (B,A) ∈ R, S
inductively attacks B, or S inductively attacks the attack (B,A).

Definition 8. [Acceptability] In an H-EAF (Args,R), A ∈ Args is acceptable
(or defended) w.r.t. S ⊆ Args, if it satisfies the following two conditions:

– For any B ∈ Args attacking A, there exists an α s.t. src(α) ∈ S, α →R (B,A)
and there is a renovation set of α w.r.t. S.

(�) If trg(α) = (B,A), then there are no renovation sets of (B,A) w.r.t. Args,
i.e., �R

(B,A)
Args .

Example 7. In every H-EAF in Fig. 1, the set {Xi : i = 0, 1, ...} defends Z.
But Args \ {Z} does not defend Y0.

Example 8. In the graph in Fig. 2(a), the set {A,B,C,D} does not defend C
or D.

The condition (�) is important here as the Fundamental Lemma would be
invalid without it.

Definition 9. Given an H-EAF (Args,R), a conflict-free set E ⊆ Args is
admissible, iff it defends every element in it.
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In the H-EAFs with infinite attack sequence, the condition “w.r.t. Args” in
(�) cannot be weakened to “w.r.t. S”.

Example 9. Consider the EAF in Fig. 4. The set S = Args \ {B} = {A,C} ∪
{Xi, i = 0, 1, ...} ∪ {Yi, i = 0, 1, ...} is obviously conflict-free and admissible.

According to Definition 9, S does not defend B, because {γ, δ} ∪ {αi, i =
0, 1, ...} is a renovation set of γ w.r.t. Args. It also shows that Args is not
admissible.

In the condition (�), if “w.r.t. Args” is replaced by “w.r.t. S”, we will have S
defends B, because {α, β}∪{βi, i = 0, 1, ...} is a renovation set of α w.r.t. S and
there is no renovation set of γ w.r.t. S. The fact that the set Args = S ∪ {B} is
not admissible shows the invalidity of the Fundamental Lemma.

Fig. 4. Examples of admissible sets.

Fig. 5. Examples of c-stable extensions.

3.4 The Semantics

Definition 10. Given an H-EAF (Args,R). A conflict-free set E ⊆ Args is
called

admissible iff every argument in E is acceptable w.r.t. E, i.e., E ⊆ F (E).
preferred iff E is a set inclusion maximal admissible extension.
complete iff E is admissible and each argument defended by E belongs to E,

i.e., E = F (E).
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grounded iff E is the least complete extension.
c-stable iff ∀B /∈ E, ∃A ∈ E s.t.(A,B) ∈ R and ∃R

(A,B)
E .

stable iff it is admissible and c-stable.

Example 10. In the H-EAF of Fig. 5, the set S = {A,B,C} is c-stable, because
S is conflict-free and (B,D) ∈ R. On the other hand, {α, β} is a renovation set
of α w.r.t. Args. According to Definitions 8 and 9, S is not admissible. Thus S
is not stable.

4 Discussion

In this section, we briefly compare our semantics to the semantics systems of [8]
and [9].

EAFs in [9] extends AFs by adding attacks from arguments to Dung’s attacks.
They are special EAFs with R2 = ∅ and some other constraints. First, our ren-
ovation sets are distinct from the reinstatement sets in [9]. Consider the EAF of
Fig. 2(a). R = {α1, α2} is a renovation set of both α1 and α2 w.r.t. {A,B,C,D}.
But R is not a reinstatement set of α1 w.r.t. {A,B,C,D} in [9]. Second, in [9], a
set is conflict-free if it is conflict-free in our semantics, but not vice versa. Con-
sider Fig. 2(a). The set {A,B,C,D} is not conflict-free in [9], but it is conflict-free
in our semantics. Consequently the acceptability in the two semantics systems
are distinct in general.

In general, our semantics improves the semantics in [8] by covering the infinite
inductive defence. The relation between the “i-defence” in [8] and our renovation
sets is in Propositions 1 and 2.

Proposition 1. In an H-EAF, if an attack α is i-defended by S ⊆ Args, there
is a renovation set of α w.r.t. S, i.e. ∃Rα

S. But not vice versa.

The following example shows the second part of this proposition.

Example 11. Consider the graphs in Fig. 2. In Fig. 2(a), {α1, α2} is a renovation
set of both α1 and α2 w.r.t. {A,B,C,D}. But ∀k ∈ N, neither of them is i-
defended by {A,B,C,D} within k-steps, because none of them is i-defended
within 0-steps. Thus neither α1 nor α2 is i-defended.

Similarly, in Fig. 2(b), the set S = {(A,B), (B,A), (C,D), (D,C)} is a reno-
vation set of each element in it, w.r.t. the set {A,B,C,D}. But neither of them
is i-defended by {A,B,C,D}.

Our renovation sets can be classified as follows:

Definition 11. Let Rα
S be a renovation set of an attack α ∈ R w.r.t. S ⊆ Args.

Then Rα
S is called

finite if there is a finite sequence (S0 = {α}, S1, ..., Sn), satisfying:
1. ∀i = 0, 1, ..., n, Si ⊆ Rα

S;
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2. ∀β ∈ Si with i < n. If ∃γ ∈ R with trg(γ) = β, then ∃β′ ∈ Si+1 with
β′ →R γ; and

3. ∀β ∈ Sn, �γ ∈ R s.t. trg(γ) = β.

We simply say Rα
S renovates α within finite (or n) steps.

infinite if it is not finite.

Note: A finite renovation set of α may contain infinite elements. But it has
some finite subset, which is a renovation set of α. For example, given Rα

S and
Rβ

S , Rα
S ∪ Rβ

S is also a renovation set of α w.r.t. S, no matter Rβ
S is finite or

infinite.

Example 12. In the H-EAFs in Fig. 1, R is an infinite renovation set of each
attack in it.

Example 13. In the H-EAF of Fig. 2(a), {α1, α2} is an infinite renovation set of
α2. Because if S0 = {α2}, then S1 = {α1}. It follows that S2 = {α2}, S3 =
{α1},... The sequence {S0, S1, ...} is endless.

For finite renovation sets, we have the following property, which strengthens
Proposition 1.

Proposition 2. In an H-EAF, an attack α is i-defended by a set S ⊆ Args
(within k-step), iff there is a finite renovation set of α w.r.t. S, which renovates
α (within k-steps).

Proposition 2 shows that the concept of i-defence in [8] can be described with
finite renovation sets. This means that the semantics system introduced in [8]
can also be expressed with finite renovation sets.

5 Conclusion

In this paper we focused on the semantics of extended argumentation frameworks
with higher level attacks. We first introduced the notion of renovation sets. Based
on it, we redefined the notions of conflict-free sets and acceptability. We then
defined a new EAF semantics. We studied basic properties. We discussed how
our work is related to Modgil’s semantics system [9] and the semantics of Hanh
et al. [8]. The main contribution lies in the novel notion of renovation sets and
the new EAF semantics.
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1 Università degli Studi di Genova, Genoa, Italy
caponechiara94@libero.it, rafael.bordini@edu.unige.it,

{viviana.mascardi,giorgio.delzanno,giovanna.guerrini}@unige.it
2 PUCRS, Porto Alegre, Brazil

rafael.bordini@pucrs.br
3 University of Liverpool, Liverpool, UK

angelo.ferrando@liverpool.ac.uk
4 Edutainment Formula s.r.l., Genoa, Italy

luca.gelati.slp@gmail.com

Abstract. The increasing diffusion of team building as a means to
enhance social relations and define roles within teams, and the cost of
setting up a real team building event, raises the pressing need of simulat-
ing team building activities in order to assess the effectiveness of different
formats, run in different contexts and under different conditions, before
one is selected for a particular scenario.

The selection of a software platform employing software abstractions
which are close to the real entities involved in a team building event,
including human beings and their roles, goals, and organisations, paves
the way to substituting some simulated entity with its real counterpart,
moving from simulation to a hybrid application where real entities and
their software “alter egos” can co-exist.

We present the design of Smart RogAgent, a JaCaMo multi-agent
system aimed at simulating rogaining, a special kind of team building
activity. Once fully developed, Smart RogAgent will have the potential to
allow artificial intelligent agents to enter human teams, and vice versa,
providing the technological support for the creation of hybrid human-
agent teams in a principled way.
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Roles · Organisations · Artefacts
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1 Introduction and Motivation

The term team building [6,15] identifies various types of activities used to
enhance social relations and define roles within teams.

To make team building as effective as possible, evidence-based practices
should be followed, which include [8]:

– clarify needs of the teams to identify which components (i.e., problem-solving,
interpersonal relationship management, goal setting, or role clarification) are
most needed for team improvement;

– guide the team to develop tangible action plans/agreements;
– follow up on plans/agreements to maintain accountability.

Rogaining [11] is one way to implement team building activities. In “standard”
rogaining, individuals or teams are given printed maps showing up to 50 check-
points spread over a large area. Teams navigate between checkpoints, getting as
many points as possible before the clock stops. Teams travel entirely on foot,
navigating by map and compass between checkpoints in terrains that vary from
open farmland to hilly forest.

A variant of this standard outdoor format is “slow rogaining” that we
invented in 2018 to meet security and insurance requirements when the activ-
ity is carried out inside a building and involves underage students. We experi-
mented for the first time with slow rogaining in February 2019, during a School
Work Experience Stage1 organised by the Computer Science Course at DIBRIS
– Dipartimento di Informatica, Bioingegneria, Robotica e Ingegneria dei Sistemi,
University of Genova, and involving about 140 students. In slow rogaining, team
members are forbidden both to run and to wander around the building in an
uncontrolled way: to accumulate points, intellectual ability is more important
than speed and orienteering skills. Each checkpoint is in fact associated with a
challenge which depends on the educational/technical/physical goals that the
slow rogaining event aims to achieve. Each challenge comes with a maximum
time to be completed, which was 30 min in our setting.

The ever increasing diffusion of team building in general, and rogaining in
particular, raises two major needs:

1. making rogaining smarter due to technological support that does not distort
its nature, but rather makes it more inclusive, and more enjoyable for “digital
natives”;

2. having clues about the effectiveness of different rogaining formats, run in dif-
ferent contexts and under different conditions, before they are put in practice.

1 Stage di Alternanza Scuola Lavoro del Corso di Studi in Informatica, Univer-
sità di Genova, “Team Building 6.0: la Collaborazione tra Persone, la Collab-
orazione tra Macchine, e la Collaborazione tra Macchine e Persone”, https://
unige.it/comunicati-stampa/stage-informatica, https://www.youtube.com/watch?
v=jdfLx7Jg1G8, https://www.youtube.com/watch?v=2F-8HPR1ySA, accessed on
September 2019.

https://unige.it/comunicati-stampa/stage-informatica
https://unige.it/comunicati-stampa/stage-informatica
https://www.youtube.com/watch?v=jdfLx7Jg1G8
https://www.youtube.com/watch?v=jdfLx7Jg1G8
https://www.youtube.com/watch?v=2F-8HPR1ySA
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The first need is being addressed by SR-App, the Smart Rogaining App result-
ing from a collaboration of the academic authors and Luca Gelati’s Edutainment
Formula s.r.l. company. SR-App supports both the standard and the slow rogain-
ing formats, and its functionalities have been tested following an orchestrated
crowdsourced testing approach [10]. In 2019, it has been used in 8 rogaining
events involving from 1 large team with 22 members, up to 13 teams with 6–9
members. SR-App is undergoing a continuous improvement process, with new
features and functionalities designed and added as soon as they are identified as
relevant.

The second need is addressed in this paper which presents the design of
Smart RogAgent, a JaCaMo multi-agent system [2,3] where agents simulate
human participants, groups of a JaCaMo organisation simulate teams, and the
environment – which plays a fundamental role in rogaining – can be simulated
as well, in a realistic way. In fact, an advantage of the approach is that we can
move from a simulation to a useful system application to support human/agent
teamwork by using the JaCaMo artefacts as a bridge to real sensors and effectors
so the agents in the system can actually perceive and effect changes in a real-
world environment.

Once fully developed, Smart RogAgent will have the potential for satisfying,
besides simulation and ‘what-if’ analysis requirements, a much more ambitious
goal: allowing artificial intelligent agents to enter human teams (or vice versa!),
leading to hybrid teams.

By hybrid team we do not just mean a team where some agent supports or
replaces some human in performing some task, according to some pre-defined
fixed strategy. Rather, we mean a team where both agent and human func-
tionalities relevant for the team success are in principle indistinguishable, and
both agents and humans may play roles required to achieve the team goals,
as in a “purely” human team. In fact, we expect that teams in the future, be
them in leisure, sport, rescue, first aid, emergency management, and any other
scenarios, will include both human and artificial participants with some intelli-
gent capabilities, autonomy, duties, and rights. By integrating the functionalities
of SR-App, which already provides an interface between the software backend
and the humans into Smart RogAgent, we will be able to obtain a framework
for “hybrid smart rogaining” involving humans and agents, taking a first step
towards a platform for hybrid team building.

The paper is organised in the following way: Sect. 2 describes the application
domain, namely smart and slow rogaining. Section 3 describes the architecture
of Smart RogAgent. Section 4 discusses some possible developments of our work,
and concludes.

2 The Context: Smart and Slow Rogaining

Both smart and slow rogaining events involve the organisers, the teams that will
attend the event by using SR-App (one SR-App instance per team, given that
team members cannot split and hence each team can be uniquely identified via
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the credentials used to access SR-App), and the domain experts who design and
manage the challenges. A rogaining event consists of five main stages, described
below.

Event Setup. Besides managing the logistics of the event and devising its edu-
cational goals, to be achieved through the challenges, the organisers collect the
names and personal information of the candidates who would like to join the
event, perform a selection process (in case there is a limited number of partici-
pants allowed), form the teams, and decide – together with the domain experts –
where challenges will be located in the event area. Each team consists of a vari-
able number of members (the same for a given event, but the group size can vary
from one event to another), which, in the events we organised, was between 5
and 22.

Briefing. Once the event has been set up, the participants, the organisers and
the domain experts meet in some pre-agreed “meeting point” for a briefing. The
organisers explain the rules of the rogaining activity and its ultimate goals.

Team Preparation. Teams spend about 30 min for designing their strategy to
accumulate points. Depending on the adopted format, one team member may
act as the “team oracle”. Team oracles do not engage in the activity on the
field: we introduced them in our format to be inclusive of team members who
have mobility impairment, allowing them to take an active and important role
in their team. All team oracles know how many points each competing team is
scoring, where each of the teams is located on the map, which team is currently
working at which challenge (which can be faced only by one team at a time, after
reserving the challenge and reaching it on time). This information is different
from that available to “on the field” members, i.e., members that enter the game
and face challenges, who only know where challenges are placed on the map. An
oracle can help the other members of the team to refine or replan the team
strategy by considering where the other teams are, and how well they are doing.

Game. After the team preparation stage, the organisers give the “three... two...
one... must go!” directive, and on the field team members enter the actual game,
following the team strategy. Points can be accumulated in three different ways:

1. By reaching a checkpoint and completing the associated challenge. Comple-
tion is certified via SR-App by one of the domain experts running the chal-
lenge.

2. By answering queries that are randomly picked from a repository, and dis-
played by SR-App with a configurable frequency (usually, one every 4 or
5 min).

3. By helping other teams, upon request, to answer one of those queries. This
third approach to earn points has two more advantages: (i) it allows a team
to come to know in advance queries that the team might be asked to answer
later on, given that they are sent to teams in random order but picked from
the same repository; and (ii) it conveys the positive message that, by helping
others, we also help ourselves.
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On the field members may play different roles at different times. Depending on
the content of the challenge, whose details are unknown to the teams – including
the oracle – until they reach the challenge location, one member might be more
suitable to lead the team towards the solution of that challenge, or might be bet-
ter employed to solve some subtask of the challenge, or to answer the random
queries delivered via SR-App, or might even remain idle during one of the chal-
lenges. Besides “challenge leaders” and “query leaders”, also one “team leader”
usually emerges from the team interactions. These three roles are dynamic, and
are only adopted during the game: one member may act as the team leader for
some time, and might be substituted after some time (either after a cooperative
or a “strong-armed” process) by another member.

Debriefing. When all the teams come back to the meeting point, a debriefing
takes place, usually followed by a peer-evaluation stage and by the announcement
of the winner team.

3 Smart RogAgent Architecture

The architectural components and the roles to be modelled in Smart RogA-
gent are in a one-to-one correspondence with the components and roles pre-
sented in Sect. 2. Despite the complexity of smart and slow rogaining, the Smart
RogAgent design turns out to be clear and natural thanks to the adoption of
agents, roles, workspaces, organisations, and artefacts as main design abstrac-
tions, and JaCaMo – which already supports all of them – as development
platform. A JaCaMo multi-agent system results in fact from an agent organ-
isation programmed in Moise [7], organising autonomous agents programmed
in Jason [4], which share a distributed artefact-based environment programmed
in CArtAgO [13]. Human beings (organisers and team members) are modelled
as Jason agents, teams are modelled as Moise organisations, and the resources
accessed by agents are modelled as CArtAgO artefacts. We note again that team
members are not allowed to split and face various challenges concurrently: each
team is uniquely identified via the team credentials used to access SR-App.

Figure 1 shows the architecture of Smart RogAgent: the workspace where on
the field team members work is the same as the one where domain experts (not
modelled in this Smart RogAgent version) organise their challenges. We name it
outdoor workspace, although in some cases the experience might take place in an
indoor environment as well. The other workspace is the control room workspace
where the team oracles and the organisers are placed.

The team formation algorithm is encapsulated within a team formation arte-
fact that the organisers can access when the rogaining event is set up. Each chal-
lenge takes place in a different location of the event area, and each such location
is modelled as a different artefact that agents can observe and act upon. Team
members can interact with the challenge only when they are close to it, in the
simulated space. The static map is an artefact that can be read by anyone, and
only shows where challenges are located. The dynamic map also gives informa-
tion on where teams are located, the status of each challenge (free or currently
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Fig. 2. Smart RogAgent team preparation.



Smart RogAgent: Where Agents and Humans Team Up 547

occupied by some team), the expected time of completion of each challenge, and
the points earned by each team. This dynamic map is also an artefact, but it
can be accessed only by agents in the control room workspace, namely team ora-
cles and organisers. Finally, one instance of the SR-App artefact is associated
with each team, to implement receiving and answering to queries, as well as the
“helping other teams in query answering” functionalities.

The roles that on the field team members can play are the team leader, the
challenge leader, and the query leader. The team leader is not really a settled
role, in fact it emerges during the game progress according to how the members
behave and interact with others. The other two roles are also decided at runtime,
in fact they are adopted, possibly by different agents, each time a team reaches
a challenge. These roles can change, for example, depending on the subject and
difficulty of the chosen challenge. The on-the-field team members other than the
current challange/query leaders will support either the resolution of the challenge
or query answering. Team oracles have a complete view of the situation on the
field and thanks to this they can suggest the next move in case of replanning a
strategy, for example.

The simulation process consists of the following stages: the organisers set up
the rogaining event by exploiting the team formation artefact and by communi-
cating to each participant the team they belong to. Then each team exploits some
strategy creation algorithm in order to choose jointly the best strategy for the
team to follow and to arrange an initial internal structure. Figure 2 shows such
team preparation stage, while Fig. 3 shows the game phase of Smart RogAgent.

Fig. 3. Smart RogAgent game.
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4 Conclusions and Future Developments

There is a vast literature on modelling/optimising teams in MASs, includ-
ing seminal work on team-oriented programming, e.g., [12], approaches based
on game theory [14], and recent proposals for addressing cooperative multi-
agent reinforcement learning problems [9], also by exploiting neuro-evolutionary
approaches [5]. A recent survey on the topic [1] discusses team composition,
team formation, and their relationship with team performance, taking the points
of view of both computer science and organisational psychology into account.
Despite the large amount of work on the topic, we are not aware of systems which
can both simulate “pure” human-centred team building activities, and provide –
once properly consolidated – a software platform to support hybrid human-agent
teams. Smart RogAgent addresses this need and, although its development is
still ongoing, we see great potential in this research direction, confirmed by the
collaboration with the Edutainment Formula s.r.l. company which is investing
time and resources in making team building smarter. A multi-agent platform in
general, and JaCaMo in particular, seem the most natural choice to achieve this
goal.

Besides completing the development of Smart RogAgent and carrying out
a systematic testing of its functionalities, many further activities populate our
agenda:

– extending the model with probabilities for teams to be able to solve a given
challenge: this would open up the possibility to exploit probabilistic model-
checking and runtime-verification techniques;

– extend the smart and slow rogaining model with a “slower” stage in such a
way that (i) when solving a problem during the “slower”, initial stage, the
team wins a piece of a map (a tile) of a smart rogaining game; (ii) to build
the complete map, the team is divided into sub-teams (based on the skills of
the components and the challenges) that try to acquire all the map tiles in
parallel (a “team monitor” monitors the global state and sends instructions
to sub-teams); (iii) once the map is complete, or when the time to complete
it expires, a standard “smart and slow rogaining” game starts, where teams
can only use the map that they were able to build in the “slower” part, which
can be incomplete;

– run sociological/psychological experiments on interactions among humans
and machines, both when humans are aware of having an artificial agent in
their team, and when they are not (for example, by substituting the human
oracle with a software one).

References

1. Andrejczuk, E., Berger, R., Rodriguez-Aguilar, J.A., Sierra, C., Maŕın-Puchades,
V.: The composition and formation of effective teams: computer science meets
organizational psychology. Knowl. Eng. Rev. 33, e17 (2018)



Smart RogAgent: Where Agents and Humans Team Up 549
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Abstract. Cooperation and coordination are sophisticated behaviors
and are still major issues in studies on multi-agent systems because how
to cooperate and coordinate depends on not only environmental charac-
teristics but also the behaviors/strategies that closely affect each other.
On the other hand, recently using the multi-agent deep reinforcement
learning (MADRL) has received much attention because of the possibil-
ity of learning and facilitating their coordinated behaviors. However, the
characteristics of socially learned coordination structures have been not
sufficiently clarified. In this paper, by focusing on the MADRL in which
each agent has its own deep Q-networks (DQNs), we show that the dif-
ferent types of input to the network lead to various coordination struc-
tures, using the pickup and floor laying problem, which is an abstract
form related to our target problem. We also indicate that the gener-
ated coordination structures affect the entire performance of multi-agent
systems.

Keywords: Multi-agent deep reinforcement learning · Coordination ·
Cooperation · Divisional cooperation · Deep Q networks

1 Introduction

It is desirable for the agents themselves to identify the appropriate cooperative
actions through experience and form a regime for cooperation, because identi-
fying appropriate coordination structures is difficult and complicated. On the
other hand, advances in computer and networking technologies have led to the
proposals of applications by collaborating with multiple agents [1,3,6]. We are
also developing applications in which a number of cooperative robots work in a
large construction site to help human builders/workers. This also aims to cope
with the shortage of workers and robots are expected to compensate for labor
shortages.

Recent ongoing techniques using deep reinforcement learning (DRL) have
produced several successful results in many applications [4,5]. Even in
multi-agent learning, some researches have extended these single-agent DRL
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(a) Example of agent view (b) Relative view

Fig. 1. Environmental state and relative views. (Color figure online)

approaches to multi-agent DRL (MADRL) approaches [2,7]. In the case of multi-
agent learning, we always need to consider the fact that high dimensional state-
action space has to be explored. Furthermore, the appropriate behaviors are
highly dependent on the behaviors of the other agents, which may also vary
with the learning progresses of individual agents; thereby, the current positive
training data may become negative or noisy next time. However, it is still unclear
how the observations of agents and data input to the deep Q-networks (DQNs)
affect the generated coordination behaviors and structures in MADRL.

Therefore, we focus on a multi-agent pickup and floor laying problem, which
is an abstract form of multi-robot working in a construction site. A challenge to
tackle here is investigating how agents with concurrent learning using individual
DQNs can establish spatial coordination regimes and generate the social norms
and coordination behaviors to avoid the negative effects. We also attempt to see
how the types of information as the inputs to the networks affect the resulting
coordination and cooperative behaviors. For this purpose, we prepare some types
of input structures and agents’ observable views and then combine the locally
observable environmental data with various own beliefs such as the (estimated)
absolute location and the locations of tasks observed in the past.

Our experimental results show that cooperative structures emerged in the
pickup and floor laying problem using distributed MADRL, and the emerging
cooperative structures were affected by the input types of the state descriptions
fed to their DQNs. For example, agents could establish divisional cooperation by
segmentation when agents have absolute locations. In addition, if agents included
the trajectory of their movements in the state descriptions, all the agents could
establish a social norm with which each agent could incorporate the one-way rule
into their behavior without direct communication; therefore, they could skip the
redundant activities to avoid collisions.

2 Problem Formulation

We introduce an abstract laying floors problem by using multiple robot in con-
struction sites, called the pickup and floor laying problem. In this problem, each
agent moves to the given storage area, picks the flooring material up, delivers
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it to the location where the flooring material has not been installed yet, and
then lays it. Then, agents repeat this sequence of tasks until the installation is
completed. An example environment of our problem is shown in Fig. 1(a). The
environment is a lattice consisting of N × N cells where the black (hollow) cir-
cles are agents, black cells are obstacles, green cells are the storage area where
agents can pick flooring material up, and yellow cells are the installation area
in which only one piece of material must be placed at each cell. To simplify the
description, a piece of material is called a task and laying the material is called
executing a task or task execution. We also introduce discrete time t ≥ 0.

Let I = {1, . . . , n} be the set of n agents. Agent i ∈ I can hold only one
task. The set of its possible actions are denoted by A = {up, right , down, left}.
In Fig. 1(a), the agent with a task is represented as a hollow circle whose inside
is green. Agents can pick up a task at any green cell, and the materials will not
run out. Right after i has picked up a task, it moves to the installation area
and executes the task at a cell where no material has been laid on empty cell,
represented as a yellow cell in Fig. 1(a). When i successfully executes the task,
it receives a reward r > 0. Then, the empty cell is changed to the executed cell
which is represented as a white cell in Fig. 1(a).

Formally, this problem is specified as a tuple 〈I,m,N,E, {Si}, {Ai}〉, where
m is the number of cells in the installation area, E(� e) is the set of all possible
states including all agents and the states of all cells. We assume that agent
∀i ∈ I can itself observe the limited local area whose center is i; the state of i’s
local area at time t is denoted by si,t, which is the subset of the entire state et

(si,t ⊂ et, where et is the entire environment at time t). Let Si be the set of
all local states of i. Finally, we define A = A1 × · · · × An � at = (a1,t, . . . , an,t)
as a product of actions, where Ai is the set of all possible actions by i ∈ I. We
assume Ai = A for ∀i ∈ I.

Every time agents take joint actions at in et, they may receive a reward
ri(et, at), and then et changes to et+1. The value of the reward depends on only
the current state et ∈ E and joint action at ∈ A. Then, i selects and takes
an action on the basis of only the observed local state at t. Because we con-
sider MADRL, the agents individually learn the Q-values to improve the coor-
dinated/cooperative behaviors to obtain more rewards using their own DQNs.
The policy πi of i is usually expressed as the function whose domain is the set
of the local state Si, and range is the set of actions A.

The pickup and floor laying problem proceeds as follows. The storage area
(3 cells) and the installation area (108 cells) are specified as shown in Fig. 1(a).
Initially (t = 0), all agents in I are scattered randomly in a specific area, which
is shown in Fig. 1(a) as the 3 × 15 cell region on the left in the installation area.
Let et be the entire state of the environment at t. All agents take the following
steps simultaneously.

(1) At time t, agent ∀i ∈ I decides the action ai,t in et on the basis of its own
policy, so ai,t = πi(bi,t) ∈ A, where bi,t is the belief about the environment
and is generated from the observed state si,t (and is usually identical to si,t

unless otherwise stated).
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(2) When i enters the storage area, i automatically picks up one task ψi and
keeps holding it until arriving at one of the empty cells in the installation
area. On the other hand, when i holding ψi arrives at an empty cell, i
executes ψi (so the flooring material is laid) and changes to holding nothing.
Then, i receives reward ri,t = r, and the empty cell changes to the executed
cell.

(3) After all agents move at t, et changes to the next state et+1.
(4) If t ≥ H or all cells in the installation area are laid with the flooring materials

at t, an epoch ends; otherwise, t = t+1 and go back to Step (1) for the next
round, where positive integer H indicates the maximal rounds per epoch.

(5) After the epoch has ended, the environment is initialized, and another epoch
will start from Step (1).

We iterate this problem for F > 0 epochs. The objective of agents is to
maximize the rewards they receive.

(a) Itself (b) Other agents (c) Obstacles (d) Empty cells (e) Tasks

Fig. 2. Input structure for relative view

3 View Representation

Agent i has a limited range of observation that is specified by the observable
range size Vi, where Vi is a non-negative integer. Agents can locate all cells, other
agents, tasks that other agents have, the storage area, and the installation area
correctly within this range. This corresponds to i’s observed data si,t. Figure 1(a)
shows an example of i’s observable range whose size is Vi = V . The blue square
is the observable range, and i itself is at its center. In this example, the range
covers the outside of the environment whose size is (2V +1)×V ′, where V ′ = 1,
but i cannot obtain any information on this subregion. We introduce two types
of views, vi,t, as inputs to DQNs.

Relative Views. Agent i with the relative view (RV) generates its view vi,t for
input to the local DQN by composing its observed state si,t and the entire map,
as shown in Fig. 1(b). The unobservable regions are assumed to be blank (filled
up with 0’s). However, we assume that this RV includes the abstract map of the
environment and that i’s current location is part of its belief. The actual input
to the local DQN consists of five channels of N × N lattices, as shown in Fig. 2,
which contains only the location of itself (Fig. 2(a)), other agents (Fig. 2(b)),
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obstacles (Fig. 2(c)), the empty cells in the installation area (Fig. 2(d)). The
fifth lattice represents the tasks that some agents hold and tasks in the storage
area (Fig. 2(e)). Thus, the DQN in agent i can see whether i holds a task from
the fifth lattice. In those lattice inputs, the characteristic cells are represented
as 1, except for obstacle cells, which are represented as −1.

Historic Relative Views. We also introduce the arranged RV, which is the
integration of the RV with part of the trajectory of itself. We call it the historic
relative view (HRV). Agent i with the HRV adds such memorized trajectory
data to two lattices of the RV input. First, in the lattice of the location of itself
(Fig. 2(a)), i’s current location is represented as 1. The i’s location k ticks ago
is represented as βk if βk > δ, where 0 < β < 1 is the decay rate, and δ is the
threshold to decide whether to reflect the trajectory into the HRVs. If the agent
visited a certain location more than twice in the last k ticks, the maximal value
is used. Only when agent i holds a task, its trajectory is also added into the input
of lattice that represents the location of obstacles (Fig. 2(c)); their values on the
trajectory are identical to those in the lattice representing the location of itself
and the past locations on the trajectory βk. To generate the HRV, we assume
that agents store the locations at a time more recent than a predetermined time.

Table 1. Network architecture.

Layer Input Filter size Stride Activation Output

Convolutional N × N × 5 2× 2 1 N × N × 32

Convolutional N × N × 32 2× 2 1 N × N × 32

Max pooling N × N × 32 2× 2 2 N/2× N/2× 32

FCN N/2× N/2× 32 ReLu 512

FCN 512 ReLu 256

FCN 256 Liner 4

Table 2. Learning parameters.

Parameter Value

Discount factor for DQN γq 0.95

Initial value εi = εi,0 0.99999

Decay rate γε 0.9999995

Lower limit εl 0.02

Update parameter at every η steps 4

Learning rate for RMSprop lr 0.00001

Momentum for RMSprop α 0.90

ε for RMSprop εrms 1e-07

Table 3. Experimental parameters.

Parameter Value

Size of environment N 15

No. of agents n 8

No. of executed cells m 108

Reward r 1

Memory capacity d 2000

Mini batch size u 32

Epoch length H 800

Sum of epochs F 25,000

Trajectory decay rate β 0.9

Lower threshold for trajectory δ 0.05
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4 Experiments and Discussion

4.1 Experimental Setting

We experimentally compare the performances (i.e., the total number of tasks
executed by all agents and the time required to complete the installation of floor
materials) when different types of inputs are fed to the DQNs. The architecture
of the DQN is specified in Table 1. The parameter values defined in these exper-
iments are listed in Tables 2 and 3. We set the number of agents n = 8, and the
environment used in these experiments is identical to that in Fig. 1(a).

We use the double DQN [8] with experience replay, i.e., target network param-
eters are periodically copied from the main Q-network parameters every H time
steps, and update network parameter at every η steps by adapting RMSprop,
and using the u number of random sampled experience data from its own mem-
ory. As the learning strategy, we use the ε-greedy strategy with decay, where
ε = εi,t−1 = γt

ε. When εi,t falls below the lower limit εl, εi,t is fixed to εl.

4.2 Performance Comparison

We first examined whether eight agents using RVs could improve the perfor-
mance over epochs, what coordination structures have emerged, and how the
observable range size V affected the performance and coordination structures.
Figure 3 plots the moving average lines of total executed tasks using the values
of 100 recent epochs from 1 to 25000 when V = 4, 7, 10, and 15. Note that since
N = 15, agents with V = 15 can observe the entire environment. As shown in

Fig. 3. Executed tasks per epoch (RVs). Fig. 4. Required time to complete (RVs).

Fig. 5. Executed tasks per epoch (HRVs). Fig. 6. Required time to complete (HRVs).
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this figure, the agents with the RVs could improve the performance, and agents
could execute tasks in the installation area regardless of the observation range
size. A closer look shows that when V = 7, the performances converged slightly
faster. This result suggests that there are appropriate values to speed up conver-
gence. Furthermore, we plotted the required time to complete the installation in
Fig. 4, where each plot is the moving average value of the time required every
100 epochs when V = 4, 7, 10, and 15. We can see that agents could gradually
decrease the required time. The performance when V = 15 looks slightly shorter,
but generally the performances were almost identical except for V = 4.

Fig. 7. Executed locations (RVs) Fig. 8. Executed locations (HRVs)

In the second experiment, we verified the performance of collaborative work
when agents used HRVs. We plotted the number of executed tasks and the time
required for the eight agents with the HRVs in Figs. 5 and 6 to complete them. As
shown in Fig. 5, agents with HRVs improved performance over epochs like those
with the RVs, but their convergence was slightly faster than that of the agents
with the RVs (Fig. 3). However, by comparing Figs. 6 and 4, we can confirm that
there is no obvious difference in their times required.

4.3 Emerged Coordination Structures

From the results of the two experiments, the difference in the performance does
not seem so large; however, we found that the coordination structures they
learned were quite different. Figures 7 and 8 are the heatmaps indicating the
numbers of executed tasks by each agent at individual cells when V = 15, where
each number was the average value of the executed tasks during every 50 epochs
in the last 5000 epochs.

We can see from Fig. 7 that agents with the RVs established divisional coop-
eration, i.e., each agent finds its own locations at which to execute tasks. In the
case of agents with the HRVs, the structure of divisional cooperation appeared
weakly. Generally, the division of labor may be efficient because it prevents
duplication of work and competition, and work without division of labor tends
to be inefficient because it causes collision and conflict. However, the results were
rarely different in our experiments.
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4.4 Discussion

We presented that two types of coordination structure emerged from the dif-
ference of input information despite decentralized concurrent MADRL. In the
nature of the multi-agent pickup and floor laying problem, collisions and actions
for collision avoidance on the narrow routes considerably negatively affect the
entire performance; thus, agents generated coordination behaviors that do not
cause collisions. The agents with the RVs could establish divisional coopera-
tion on the basis of locational segmentation (or spatial divisional cooperation).
Although we omit the graphs due to the page limitation, the agents with the
RVs almost uniquely fixed the route for the round trip, and the agents with the
HRVs also established the coordination structure in which agents circulate using
one-way routes through environments to go back and forth between the storage
and installation areas.

To understand the negative effect of collision avoidance, we counted the num-
ber of states immediately before collisions, i.e., the states in which two agents
could not move onto neighboring cells due to the existence of another agent
at the next cell. We call this number the near collision count (NSC). Then, we
confirmed that the larger observable range size could decrease the NSC. Further-
more, we found that the agent with the HRVs whose range size is 15 (V = 15)
resulted in the lowest NSC. This indicated that movement along circulation
paths was effective in terms of collision avoidance. However, the performance
of agents with HRVs was no obvious different form those with the RVs because
their circulation paths forced the agents to take longer paths.

Agents with the RVs always took their own routes. This could lead to less
collision, but since eight agents shared the three routes, there were a few chances
to collide with another agent. We considered that agents with the RVs could
establish the distributed work places to reduce the redundant movement in the
installation area but could not solve the inefficiency by collision avoidance.

5 Conclusion

We presented that various strategic coordination/cooperation structures
emerged in the pickup and floor laying problem with MA-DRL with various
types of inputs which were constructed from the observed views with the local
beliefs. In this framework, agents learn the action-value pairs concurrently by
using their own DQNs without direct communication. We showed that various
coordination structures were generated; for example, they generated the divid-
ing work places to avoid redundant efforts, or they generated a social norm
to regulate agents’ behaviors so that no collision occurs. These structures were
generated using the view including the entire map with their own locations and
require these data to be established as social behaviors.

In future work, we would like to verify the robustness and scalability of
the agent’s learning in our problem when the environment changes because the
construction site will change its structure day by day.
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Abstract. Social media is one of the widely used channels for interpersonal
communication, and to give personal feedback. However, negative feedback can
affect esteem and mental health of a person. This paper presents a computational
network model of a humanoid agent for getting inappropriate feedback, who
learns to react with a level of competence on aggression due to feedback. This
model can serve as an input to detect and handle cyber-aggression.

Keywords: Cyber-aggression � Agent based modelling � Computational model

1 Introduction

Computer-mediated communication (CMC) is interpersonal communication, usually
within the context of social media, and varies from peer-to-peer to peer-to-community.
Individual expressiveness in a perceived anonymity, provides many opportunities to
give positive or negative feedback, which may have a lifelong impact on the esteem of
a person [1]. Agent-based modeling is able to provide support to humans and can be
used to address aggression in educational to commercial sectors as well as in the cyber-
world [2].

Aggression is general an unwanted behavior, which can be of any form like cyber-
bullying [3] or responsive behavior upon negative critics [4]. Typically, anger arouses
due to certain behavior of others, which threatens the ego of a person. Such behavior
may hurt the selfesteem of a person, and may result in severe mental health issues
including stress and anxiety [2]. To illustrate it further, consider online replies from
customer care. Not all customers give positive feedback on a product. So, how cus-
tomer care should react on negative feedback, is still a burning question [5]. Vulner-
ability of CMC towards misunderstanding the text or tone of a message, can cause
stress and anger among individuals [6]. Network-oriented modeling [7] has addressed
many biological and cognitive processes, and here we would like to address (a) mental
organization of an agent to express or explain his anger and (b) how mental processes
are learned to achieve a level of competence.

In the paper, Sect. 2 discusses related work, while Sect. 3 presents the proposed
agent-based network model of cyber-aggression. Section 4 explains simulation results.
Section 5 concludes the paper.
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2 Related Work

This section addresses aggression in a human due to negative feedback or critics from a
psychological, social and neurological perspective.

By the psychological perspective, aggressive behavior is the outcome of a person
with threatened egotism [8]. Cyber-aggression is usually less empathetic than face-to-
face aggression, as aftermaths are not very obvious. Literature shows that feeling angry
over a harmful behavior of another person, is a natural emotion [3, 9, 10]. It is good to
suppress negative feelings. However, at times it is better to express your anger [9, 10],
because anger suppression may cause mental illness [2]. A managed expression and a
courteous negotiation might actually help others, while keeping selfesteem high [5, 9].
A prosocial response is always appreciated and can be learned over a period of time [11].

While looking into the cognitive-neuroscience perspective, the amygdala is
observed to “play a critical role on emotional stimuli”, deciding how to process the
information, in a positive, negative or a neutral way [12]. Unlike in post-traumatic stress,
the frontal cortex is implicated in regulation of response of a threat. The orientation of
this anger is directed towards punishment, causing activations in the amygdala, pre-
frontal and posterior cingulate cortices. During threat, the amygdala-hypothalamus and
the periaqueductal-gray become active [4] along with the hippocampus. Some neuro-
transmitters are also involved. As an example, 5-hydroxytryptamine (5-HT) predisposes
an individual for impulsive aggression. Dopamine is responsible for modulating initi-
ation, execution and consequences of such behavior, while noradrenaline is involved for
fighting/attacking behavior [13].

Considering the social perspective of aggression, it is worthy to discuss that
adolescents must learn to manage their physiological and cognitive arousal in a way
that they can achieve some level of competence [11]. Mental processes depict feelings,
emotions and actions of an individual. A person is able to feel and to decide his actions
through prediction of these feelings [9]. This is learnt over time and experience,
through ‘hebbian learning’ [14]; however this should be modulated at the level of
maturity [15]. Based upon the literature mentioned above, we aim to design a temporal-
causal network model (addressed in Sect. 3), that represents a real-time agent, who is
able to get angry and her or his possible responses to a negative feedback.

3 Temporal-Causal Network Model

This section presents a temporal-causal network model, that show how an agent should
behave when she or he encounters a negative feedback. At the end of the section, a
mathematical representation of the model is also depicted.

A temporal-causal network model is based on a conceptual representation of states
and connections. In a real-world scenario, these connections designate a causal rela-
tionship among the states. A value of a state is an aggregated impact of all influencing
states, certain activation levels, over a period of time characterized by [7]:
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Connection weight xX,Y indicates connection strength or magnitude by which a
state X influences state Y. The magnitude usually varies between 0 and 1. A sup-
pression effect on Y is categorized by a negative connection weight.
Speed factor ηY indicates how fast a state Y changes its value by some causal
impact; usual values range between 0 and 1.
Combination function cY(..) is chosen to compute the causal (aggregated) impact of
all incoming states (Xi: i = 1…n) for state Y. Certain standard combination functions
are already defined, and can be used to compute the aggregated impact of Y.

Figure 1 presents the conceptual representation of the model of an agent, who
reacts with anger, to keep his or her ego high on certain negative feedback. A concise
explanation of each state in the proposed model is shown along with reference in
Table 1.

Aggression is not an instantaneous process or behavior. It starts with certain
stimulus world states wss; wsfb, and tries to influence the social repute wsr of a person.
Corresponding sensory states and sensory representation states are identified by sss,
ssfb, ssr; and srss, srsfb, srsr respectively. State srsr activates psr, the preparation state for
the social repute of an agent. On the one hand srsfb tries to lower the state of positive
belief bspos of oneself, while on the other hand, it triggers negative beliefs about the
received feedback via state bsneg. State bsneg activates the preparation states psam, pscom
and feeling state for anger fsa. To maintain the self-worth of oneself, feeling state fsa
plays its role in expression of anger in two ways along with body expressions.

An expression can be an impulsive (pscom and escom; e.g. public reply) [10] or
judicious (psam, esam; e.g. personal message). In an impulsive reaction, state pscom is
activated by bsneg and is amplified by representation and feeling states srse, fse of the
predicted effect e. Secondly, bsneg triggers anger management states psam, and esam (for
instance censoring a comment) [9]. State psam is completely intact with the self-control
mechanisms through prior- and retrospective-ownership states posam and rosam, making
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_
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Fig. 1. Temporal-causal network model of the agent (Color figure online)
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esam fully aware for the behavior. Moreover, state fsa prepares (psa) to express anger
(esa) (like V shaped raised brows [16]).

The control states csl and csh provide regulation at two sensitivity levels for
feedback: i.e. low (lsen) and high (hsen). Sensitivity is a measure that reflects in how far
esteem is affected bspos due to negative belief bsneg. Sensitivity of input directs the
brain to choose between csl or csh, that may vary with the type of reaction; i.e., an
impulsive, or a judicious, or both. As the model aims to explain and control the anger,
emotion regulation [17] was used along with its expression. A low sensitive feedback
activates csl, and uses a reappraisal strategy, to re-evaluate the negative belief bsneg. It
suppresses the respective body states psa; and esa and communication states pscom;
escom. For a highly sensitive feedback, two different types of suppressions are used.
Initially, csh tries to suppress anger-management states psam, posam, and esam. More-
over, due to hebbian learning (experience of the agent), as a level of competence is
attained, and csh suppresses the connection between bsneg and psam by state connection
modulation and anger (fsa) is controlled (not suppressed). States csh and csl have bi-
directional arrows indicating monitoring and suppression of a state or a connection.
Monitoring and regulation is shown by blue and green arrows from and to control states
csl and csh. While red arrows show suppression (negative connections).

Table 1. Categorical explanation of states.

Category and state Literature
Stimulus “stimulus is sensed and leads to representation” [7]
wsi World state i = stimulus (s)/negative
feedback (fb)/repute (r)
ssi Sensory state for i
srsi Representation state for i
Valuation “response .. frontal cortex .. reactive aggression.” [4]
bspos Positive belief
bsneg Negative belief
Control states dopamine (DA) may modulate… this behavior. [13] p. 4
lsen Low sensitive
hsen High sensitive
csl; csh l = low; h = high
Expression of anger (feeling a) DA and 5-HT neurotransmission may interact to mediate

aggression” [13] p. 4srsa Representation state
psa Preparation state
fsa Feeling state
esa Expression execution state
Anger communication (with predicted
effect e)

“hypofunction of 5HT ..individuals to impulsive
aggression.” [13] p. 3

srse Representation of effect e
fse Feeling state for effect e
pscom Preparation state for com
escom Execution state for com
Anger management/Explanation (amicable
expression am)

“Initiation, execution, and consequences of aggression …
DA neurons”
[13] p. 3psam Preparation state

posam Prior-ownership state
rosam Retrospective-ownership state
esam Execution state
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For the computation of impacts of states, the magnitude of the connection weights
and the speed factor values are between 0 to 1, and Dt is assumed to be 0.4. The state
values of wss, wsr, bspos are initialized by 1, and wsfb is given values of 0 (no) or 1
(yes) feedback. We used two type of combination functions: (a) for states sss, ssfb, ssr,
srss, srsfb, srsr, and psr we used the identity function id(V) = V, while rest of the states
use (b) alogistic function with activation threshold s and steepness r as:

alogisticr;sðV1; . . .;VkÞ ¼ 1
1þ e� r V1 þ . . .þVk � sð Þ �

1
1þ ersÞ

� �
1þ e�rsð Þ

where Vi, (i =1 … k), indicate variables for single impacts xXi,YXi(t).
The numerical representation of the network cab be described as [7]:

1. At every time point t, activation value of state X is represented by X(t), and its value
ranges between [0-1].

2. To compute activation for X!Y at time t, we use the product of weight of con-
nection X!Y: xX,Y and value X(t) of X at time t:

impactX;YðtÞ ¼ xX;YXðtÞ

3. The aggregated impact on Y is determined by the (multiple) incoming states X1 to
Xk, using the combination function cY(..) of state Y by:

aggimpactYðtÞ ¼ cYðimpactX1;YðtÞ; :; impactXk;YðtÞÞ
¼ cYðxX1;YX1ðtÞ; :;xXk;YXkðtÞÞ

where cY(…) is the combination function of Y.
4. The effect on Y is exerted gradually using speed factor ηY to obtain the causal effect

of Y after Dt:

YðtþDtÞ ¼ Y tð Þþ gY aggimpactYðtÞ � YðtÞ� and dYðtÞ=dt ¼ gY½ ½aggimpactY ðtÞ � YðtÞ�
ð1Þ

So, the difference and differential equations are:

YðtþDtÞ ¼ Y tð Þþ gY ½cYðxX1;YX1ðtÞ; ; . . .;xXk;YXkðtÞÞ � YðtÞ�
dY tð Þ=dt ¼ gY ½cY ðxX1;YX1ðtÞ; ; . . .;xXk;YXkðtÞÞ � YðtÞ�

Software environments developed in Matlab and Python are available (and are
widely used) to automate the model and perform simulation experiments.
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4 Simulation Experiments

This section describes the simulation of real world scenarios. Simulation experiments
are used to verify the dynamic properties of a model by taking two real world processes
into account: (a) impulsive aggression (b) or judicious aggression. It is worth to
mention here, that aggression scenarios vary from case-to-case, which means that in
some situations the following scenarios can be independent of each other, while in
others they may go along before he learns to explain it. Moreover, aggression can recur
with the passage of time, but for simplicity, each simulation scenario is independently
represented with one occurrence, i.e. two episodes: (a) without and (b) with feedback.
Following are two scenarios explained with respect to two episodes.

4.1 Scenario I: Impulsive Aggression

On an undesirable comment (may be a text message, or a feedback), an impulsive
reaction is expected as it influences the esteem of a person [1]. This impulsive reaction
can be a peer-to-peer communication. For example:

“Erica’s … anger arousal … intentions to pick on her, and ruminations about responding …
Erica seemed to filter out positive aspects of social situations… two girls turned toward her, but
Erica focused on a third girl who seemed to have “made a face and rolled her eyes.” This led to
Erica’s mounting anger, and she felt justified as she made a sarcastic “diss” of her outfit…” [11]

In Fig. 2 the model is initially stable in episode ‘a’, when a person doesn’t observe
any negative feedback (states: sss, ssr, srss, srsr). However, the second episode ‘b’ starts
when wsfb is observed, which activates the related states ssfb and srsfb, and lowers bspos
and activates bsneg at t = 240. State bsneg (violet curve) triggers pscom and fsa, which
amplifies pscom and psa. As a result, escom and esa are activated at t = 250. State csl
becomes active; per literature fsa is not suppressed. However, pscom and escom are sup-
pressed by csl. It can be observed that initially psa, esa are suppressed, but they continue
to grow with fsa. This indicates an angry impulsive reaction without lowering fsa.

Fig. 2. Expressing anger: before and after feedback (Color figure online)
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4.2 Scenario II: Judicious Aggression

For this scenario, we searched the literature, which focused on certain management
skills to explain anger [5, 9]. For example a favorable reply to a poor feedback of
snowshoes can be like:

“Thank you so much for…Unfortunately, depending on the type of snow you are encountering,
it can clog even the best footwear. We would like to provide our customers with some customer
friendly information to help you…” [18]

Like the first scenario, our model shows aggression when bsneg is activated. Initially
arousal is explained through pscom and escom. However, anger state fsa continues to
grow between peers at time point t = 320 to 480. So there is a judicious reaction (e.g.
sending private message), by anger-management states psam, posam, rosam, and esam.
The agent learns during the course to manage his or her aggression. As the anger is
controlled, csh suppresses bsneg !psam, affecting rest of the states (at time point
t = 480) (Fig. 3).

Here, a hebbian learning effect is also evident, concerning the states bsneg, psam and
fsa. When csl suppresses bsneg, state psam is initially affected (pink curve). However,
this connection continues to learn (by experience), to reach its highest value 1. When
csh identifies that further learning isn’t possible, it plays its role to suppress the con-
nection bsneg ! psam at time point t = 480. Here anger fsa is controlled, however, pscom
and escom are not much suppressed due to srse.

5 Conclusion

A temporal-causal network model [7] was presented explaining the influence of neg-
ative feedback, and a defensive reaction by a humanoid-agent. Threatened egotism is
considered as one of the major causes of aggression. Feedback is perceived anonymous
in social media, but it has limitless exposure. If it is negative, it can arouse angry
feelings among peers. As a reaction, of angry feelings an impulsive or a cautious
response is expected. An impulsive reaction is usually monitored by predicted effects,
while learning plays an important role in a judicious reaction. Cautious or judicious

Fig. 3. A cautious expression: before and after feedback (Color figure online)
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reaction is justified and require a level of competence. This model can be a basis to
detect and support anger.

As a future work, we aim to study the model with the perspective of real world data,
that how a negative critic can play role in arousing aggression among peers. Moreover,
we aim to address recurrence of anger and analyze it with respect to behaviors observed
in social media. Lastly, we would also like to explore machine learning techniques that
can be helpful in detecting anger, and devise a supporting mechanism for the victims
and the aggressors.
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Abstract. In this paper, we introduce a new method called SPSC (Sim-
ulation, Partitioning, Selection, Cloning) to estimate efficiently the prob-
ability of possible solutions in stochastic simulations. This method can
be applied to any type of simulation, however it is particularly suitable
for multi-agent-based simulations (MABS). Therefore, its performance
is evaluated on a well-known MABS and compared to the classical app-
roach, i.e., Monte Carlo.

Keywords: Stochastic simulation · Multi-agent-based simulation ·
Solution space exploration

1 Introduction

Multi-agent-based simulations (MABS) are widely used in various fields to study
complex systems [6]. Most of them are combined with stochasticity to represent
non fully controllable phenomena and use a discrete-time approach to facilitate
model construction. Such model can generally be described as taking some initial
conditions and some parameter set as inputs, in order to return outputs at each
time step (c.f. Fig. 1).

Before running into exploration of the parameter set or the initial condition
space, we must first analyze outcomes from a fixed parameter set and initial
conditions. Let us denote a stochastic simulation outputs (called observables in
the following) at a final time step T as a random vector XT . Then a key question
to address is: what is the probability P(XT ∈ S) = θS of a specific solution S?

The classical method to handle this question is Monte Carlo simulation
(MC) [7]. It consists in simulating a number n of replications and building an
estimator θ̂S of θS defined as:

θ̂S =
1
n

n∑

i=1

1S(Xi
T ) (1)
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Stochastic
Model

Initial conditions

Parameter set

Observables

Δt

Fig. 1. Illustration of a discrete-time stochastic simulation

where 1S is the indicator function of the set S and Xi
T the value of observables

in the ith replication. The issue with this approach is that for the estimator to
be good, the number n has generally to be large, as illustrated in Sect. 2.

Some methods have been developed to speed-up the computation of such
simulations, such as splitting [3] or polyagent [5]. However, they look for specific
solutions (rare or mean), assume a particular modeling approach (Markov chains
or agent-based) and require some low-level manipulations of the model.

In this paper, we propose a policy that simulates an authorized number N of
replications and is as generic as the MC approach yet provides a better estimator
when computational resources are limited (i.e. small N).

The paper is organized as follows: Sect. 2 recalls and illustrates a standard
approach to determine the required number of replications in Monte Carlo sim-
ulation for a single observable. The design principles and the approach proposed
to answer the above-mentioned issues are presented in Sect. 3 and then applied
to a classical MABS in Sect. 4. Section 5 concludes the paper.

2 Monte Carlo Simulation, How Many Replications?

We recall in this section a standard approach to determine the number n(XT,i) of
replications to obtain a good estimator θ̂Si

of the probability P(XT,i ∈ Si) = θSi

of some solution Si where XT,i is one observable of the vector XT . Suppose a
desired relative error ε for the estimator θ̂Si

at confidence level 1 − α:

P(
|θ̂Si

− θSi
|

θSi

≤ ε) ≥ 1 − α. (2)

The minimal value for n(XT,i) to verify (2) can be determined by applying the
following algorithm [1, p. 449]:

1. Simulate n0 replications. (n0 observations X1
T,i, . . . , X

n0
T,i)

2. Compute

n(XT,i) = �(Z1−(α
2 ) · si

ε · XT,i

)2� (3)

where Z1−(α/2) is the 100(1 − α/2) quantile of the normal distribution, si

stands for the sample standard deviation over the n0 observations and XT,i

is the sample mean value over the n0 observations. The conventional values
for n0, ε and α are respectively 150, 0.05 and 0.05.
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Afterward, we can then deduce the necessary number n satisfying every observ-
able as:

n = max
XT,i∈XT

n(XT,i) (4)

To illustrate this algorithm, let us take an academic example. We consider an
environment containing vegetation and 2 types of agents: preys consuming the
vegetation and predators hunting preys for food. Both preys and predators can
move without restriction in the environment. This model has been implemented
on the Similar platform [4] and is based on the NetLogo wolf sheep predation
model [8]. The set of observables here consists of the populations of different
species at each time step. The necessary number n for some arbitrarily chosen
parameter set and initial state of the simulation, using the conventional values
for n0, ε and α, is 3600 (c.f. Table 1). However, if we want a more precise estima-
tion, the necessary number n of replications increases drastically: for example,
considering a relative error ε = 0.005 yields a necessary number of replications
n = 7249285.

Table 1. Determination of the necessary number of replications for the prey predator
model implemented on the Similar platform. The parameters applied are n0 = 150,
ε = 0.05 and α = 0.05.

XT,i si XT,i n(XT,i)

Number of preys 697.83 783.77 1219

Number of predators 196.95 128.67 3600

3 A New Execution Policy for Stochastic Simulations

In this section, we introduce a new execution policy for stochastic simulations
called SPSC (Simulation, Partitioning, Selection, Cloning). This approach relies
on a decomposition of the probability of interest that we explain first.

3.1 Decomposition of the Probability of Interest

The probability P(XT ∈ S) concerns the observables with respect to a specific
solution S at some final time step T . Thanks to the law of total probability,
considering some intermediate time step j before T , we can write

P(XT ∈ S) =
∑

Sj∈P j

P(XT ∈ S|Xj ∈ Sj)P(Xj ∈ Sj) (5)

where Pj is a partition of the state space of the random vector Xj .
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More generally, considering all time steps before T , we can obtain the follow-
ing decomposition by assuming a discrete-time system where Xi depends only
on Xi−1:

P(XT ∈ S) =
∑

ST−1∈PT−1

...S1∈P1

T−1∏

i=0

P(Xi+1 ∈ Si+1|Xi ∈ Si) (6)

where Pi, i = 1, ..., T − 1, is a partition of the state space of Xi, ST = S and
S0 is the initial state of the simulation.

3.2 SPSC: Simulation, Partitioning, Selection, Cloning

Inspired by the decomposition (6), we split the time interval [0, T ] into m pieces:
[t(0), t(1)], [t(1), t(2)], ..., [t(m−1), t(m)] where t(0) = 0 < t(1) < ... < t(m−1) <
t(m) = T . Then, for each interval [t(i), t(i+1)] the following steps are applied (c.f.
Figs. 2 and 3):

Simulation. Simulate N replications from t(i) to t(i+1), i ∈ {0, . . . , m−1}, where
N corresponds to the number of replications we authorize for the simulation.

Partitioning. At time t(i+1), form a partition of the space of observables of
these N replications. This can be done by applying a clustering algorithm.

Selection. Choose one or multiple representative replications (which we call
delegates) from each partition and discard the other replications.

Cloning. Clone the selected delegates to obtain N replications in total.

Initial states

SIMULATION

PARTITIONINGSELECTION

CLONING Final states

loop from t(0) to t(m−1)

enter
at time t(0)

at time t(m)

exit

Fig. 2. SPSC process diagram

Once the iterations are finished, we have created for each t(i) a partition
P(i) for the state space of Xt(i) . For an element S(i) ∈ P(i) of the partition at
time step t(i), after the selection and cloning steps, it has ni cloned replications.
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Besides, among these ni cloned replications, after evolving to the next time step
t(i+1), some of them (ni+1 replications) belong to some element S(i+1) ∈ P(i+1).
We propose to use the numbers ni and ni+1 to approximate the conditional
probability P(Xt(i+1) ∈ S(i+1)|Xt(i) ∈ S(i)) by:

P̂ (Xt(i+1) ∈ S(i+1)|Xt(i) ∈ S(i)) =
ni+1

ni
(7)

Finally, we define an estimator θ̂S for P(XT ∈ S) using a similar decomposition
as that of Eq. (6), based on time steps t(i) and (7):

θ̂S =
∑

S(m−1)∈P (m−1)

...S(1)∈P (1)

m−1∏

i=0

P̂ (Xt(i+1) ∈ S(i+1)|Xt(i) ∈ S(i)) (8)

where S(m) = S and S(0) = S0.

t(1)t(0)

delegate

of S1
(1)

delegate

of S2
(1)

delegate

of S3
(1)

t(2)

delegate

of S1
(2)

delegate

of S2
(2)

delegate

of S3
(2)

Partitioning
First

replication

Cloning
and

Simulation
Selection Partitioning

Cloning
and

Simulation

Fig. 3. Illustration of the first and second iterations of SPSC, starting from a single
initial state.

3.3 Implementation

We describe here a simple implementation of SPSC used in the experiment in
Sect. 4:

Simulation. No special action is taken in this step.
Partitioning. N replications provide N instances of observables. To form a par-

tition in the space of observables, we can take advantage of existing unsuper-
vised learning algorithm which can separate instances by multiple subgroups.
The well-known clustering process kmeans has been chosen to fulfill the task.
The number of cluster k is preset to 15.
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Selection. From any element S(i) ∈ P(i) of an intermediate partition, we select
the replication which is the nearest to the center using euclidean distance on
the space of observables.

Cloning. After partitioning and selection, k delegates are obtained to be cloned.
To come back to N replications in total, we clone each delegate �N

k � times. If
k does not divide N , we select randomly the remainder number N − k ∗ �N

k �
of delegates to produce one more clone per selected delegate.

The time interval [0, T ] is homogeneously split into m = 5 pieces (i.e. ∀i ∈
{0, 1, . . . , 5}, t(i) = i × T

5 ).

4 Experiment

Let us take the prey predator model mentioned previously in Sect. 2 as an exam-
ple. As this model is well-known and well-studied, we can give some possible
solutions before launching simulations:

S1: Extinction of preys and predators, only vegetation remains.
S2: Predators go extinct, preys live without nature enemy’s harass.
S3: All species survive and form a stable ecosystem.

Now the question is, for an arbitrary parameter set and initial condition, what
is the probability of these solutions at a given time step (e.g. T = 1000)? To
answer this question, the MC approach recalled in Sect. 2 is generally used.

In the following, we compare the performances of MC and SPSC. The valida-
tion is done by comparing the outputs of these methods with the same limited
number of replications N = 50. By repeating the simulations 1000 times, we
will be able to compare statistically the results obtained by MC and SPSC. Two
performance measures are considered here: (1) The detection rate of a specific
solution S. (2) The precision of the probability estimator for a specific solution.
Before evaluating these performance measures, we have done 30000 replications
using MC in order to provide reference values for the comparisons:

Pref (S1) ≈ 0.0065, Pref (S2) ≈ 0.0126, Pref (S3) ≈ 0.981 (9)

The detection rates obtained with MC and SPSC policies, i.e, the capacity
of identifying a specific solution, from N = 50 replications are summed up in
Table 2. The first three columns indicate the detection rate of single solutions and
the last column indicate the detection rate for the three solutions simultaneously.
We can then deduce that SPSC explores more efficiently the solution space.

To evaluate the precision of the probability estimator, the absolute error
between the probability estimator outcomes and the references is computed:

Err(Si) = |P̂ (Si) − Pref (Si)|. (10)
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Furthermore, to gain an entire vision on the three solutions simultaneously, we
consider also the mean of three solutions relative errors:

Err =
∑

1≤i≤3

| P̂ (Si) − Pref (Si)
Pref (Si)

|. (11)

Table 2. Detection rates obtained with MC and SPSC when launching 50 replications.

S1 S2 S3 S1, S2 and S3

MC 0.236 0.455 1 0.102

SPSC 0.332 0.617 1 0.203

Histograms of these errors for the policies SPSC and MC are shown in Fig. 4.

Fig. 4. Comparison of errors

We can notice that the distribution of errors are not normal nor symmetric.
Thus, to compare the errors from MC and SPSC policies, the Wilcoxon-Mann-
Whitney test is applied with the threshold α = 0.05. The test results are pre-
sented in Table 3 with p-value and alternative hypotheses, we can then conclude
that SPSC yields better probability estimates for each solution than MC.

Table 3. Hypothesis and p-value given by Wilcoxon-Mann-Whitney test.

Target solution Alternative hypotheses p-value Conclusion

S1 ErrSPSC < ErrMC 2.2e−16 ErrSPSC < ErrMC

S2 ErrSPSC < ErrMC 3.163e−16 ErrSPSC < ErrMC

S3 ErrSPSC < ErrMC 9.849e−09 ErrSPSC < ErrMC

S1, S2 and S3 ErrSPSC < ErrMC 2.2e−16 ErrSPSC < ErrMC
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5 Conclusions and Perspectives

We have introduced a generic policy called SPSC for executing stochastic simu-
lations that deals with the weakness of MC when the number of replications is
limited. It treats simulations as black boxes and therefore, does not rely upon a
priori knowledge. We have also presented a simple implementation of SPSC and
run it on a classic stochastic MABS model. By comparing the results obtained
with SPSC and with MC, we can conclude that SPSC gives a better solution
probability estimation and can reveal more different solutions than MC.

The first perspectives of this work are related to the impact of the parame-
ters (N , k, etc.), the partitioning algorithm as well as the selection and cloning
strategies on the performance. For instance, instead of having the same number
of clones for each delegate, we could clone more the delegates from small parti-
tions and less the delegates from large partitions. Theoretical properties of the
proposed solution as well as its interest for multimodal transport simulation will
also be investigated.

Moreover, since we deal with small sample size at each intermediate time
step, we could take advantage of modern tools [2] for statistical inference to
compute the estimator θ̂S .

Acknowledgement. This work is partly funded by the ELSAT2020 project, which is
co-financed by the European Union with the European Regional Development Fund,
the French state and the Hauts de France Region Council.
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Abstract. The additively separable hedonic game (ASHG) is a model
of coalition formation games on graphs. In this paper, we intensively and
extensively investigate the computational complexity of finding several
desirable solutions, such as a Nash stable solution, a maximum utilitarian
solution, and a maximum egalitarian solution in ASHGs on sparse graphs
including bounded-degree graphs, bounded-treewidth graphs, and near-
planar graphs. For example, we show that finding a maximum egalitarian
solution is weakly NP-hard even on graphs of treewidth 2, whereas it can
be solvable in polynomial time on trees. Moreover, we give a pseudo fixed
parameter algorithm when parameterized by treewidth.

Keywords: Hedonic games · Coalition formation · Social network ·
PLS-completeness · Parameterized algorithm

1 Introduction

In this paper, we investigate the computational complexity of additively sep-
arable hedonic games on sparse graphs from the viewpoint of several solution
concepts.

Given the set of agents, the coalition formation game is a model of finding
a partition of the set of agents into subsets under a certain criterion, where
each of the subsets is called a coalition. Such a partition is called a coalition
structure. The hedonic game is a variant of coalition formation games, where
each agent has the utility associated with his/her joining coalition. In the typical
setting, if an agent belongs to a coalition where his/her favorite agents also
belong to, his/her utility is high and he/she feels comfortable. Contrarily, if
he/she does not like many members in the coalition, his/her utility must be low;

A full version of the paper is available in [13]. This work was partially supported by
JSPS KAKENHI Grant Numbers JP17K19960, 17H01698, 19K21537.
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since he/she feels uncomfortable, he/she would like to move to another coalition.
Although the model of hedonic games is very simple, it is useful to represent
many practical situations, such as formation of research team [2], formation of
coalition government [14], clustering in social networks [3,15,16], multi-agent
distributed task assignment [18], and so on.

The additively separable hedonic game (ASHG) is a class of hedonic games,
where the utility forms an additively separable function. In ASHG, an agent has
a certain valuation for each of the agents, which represents his/her preference.
The valuation could be positive, negative or 0. If the valuation of agent u for
agent v is positive, agent u prefers agent v, and if it is negative, agent u does not
prefer agent v. If it is 0, agent u has no interest for agent v. The utility of agent
u for u’s joining coalition C is defined by the sum of valuations of agent u for
other agents in C. This setting is considered not very but reasonably general.
Due to this definition, it can be also defined by an edge-weighted directed graph,
where the weight of edge (u, v) represents the valuation of u to v. If a valuation
is 0, we can remove the corresponding edge. Note that the undirected setting is
possible, and in the case the valuations are symmetric; the valuation of agent u
for agent v is always equal to the one of agent v for agent u.

In the study of hedonic games, several solution concepts are considered impor-
tant and well investigated. One of the most natural solution concepts is maximum
utilitarian, which is so-called a global optimal solution; it is a coalition structure
that maximizes the total sum of the utilities of all the agents. The total sum
of the utilities is also called social welfare. Another concept of a global optimal
solution is maximum egalitarian. It maximizes the minimum utility of an agent
among all the agents. That is, it makes the unhappiest agent as happy as possi-
ble. Nash-stability, envy-free and max envy-free are more personalized concepts
of the solutions. A coalition structure is called Nash-stable if no agent has an
incentive to move to another coalition from the current joining coalition. Such
an incentive to move to another coalition is also called a deviation. Agent u feels
envious of v if u can increase his/her utility by exchanging the coalitions of u
and v. A coalition structure is envy-free if any agent does not envy any other
agent. Furthermore, the best one among the envy-free coalition structures is also
meaningful; it is an envy-free coalition structure with maximum social welfare.

Of course, it is not trivial to find a coalition structure satisfying above men-
tioned solution concepts. Ballester studies the computational complexity for
finding coalition structures of several concepts including the above mentioned
ones [5]. More precisely, he shows that determining whether there is a Nash sta-
ble, an individually stable, and a core stable coalition structure is NP-complete.
In [19], Sung and Dimitrov show that the same results hold for ASHG. Aziz
et al. investigate the computational complexity for many concepts including the
above five solution concepts [4]. In summary, ASHG is unfortunately NP-hard
for the above five solution concepts. These hardness results are however proven
without any assumption about graph structures. For example, some of the proofs
suppose that graphs are weighted complete graphs. This might be a problem,
because graphs appearing in ASHGs for practical applications are so-called social
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networks; they are far from weighted complete graphs and known to be rather
sparse or tree-like [1,10]. What if we restrict the input graphs of ASHG to sparse
graphs? This is the motivation of this research.

In this paper, we investigate the computational complexity of ASHG on
sparse graphs from the above five solution concepts. The sparsity that we con-
sider in this paper is as follows: graphs with bounded degree, graphs with
bounded treewidth and near-planar graphs. The degree is a very natural param-
eter that characterizes the sparsity of graphs. In social networks, the degree
represents the number of friends, which is usually much smaller than the size of
network. The treewidth is a parameter that represents how tree-like a graph is. As
Adcock, Sullivan and Mahoney pointed out in [1], many large social and informa-
tion networks have tree-like structures, which implies the significance to investi-
gate the computational complexity of ASHG on graphs with bounded treewidth.
Near-planar graphs here are p-apex graphs. A graph G is said to be p-apex if G
becomes planar after deleting p vertices or fewer vertices. Near-planarity is less
important than the former two in the context of social networks, though it also
has many practical applications such as transportation networks. Note that all of
these sparsity concepts are represented by parameters, i.e., treewidth, maximum
degree and p-apex. In that sense, we consider the parameterized complexity of
ASHG of several solution concepts in this paper.

This is not the first work that focuses on the parameterized complexity of
ASHG. Peters presents that Nash-stable, Maximum Utilitarian, Maximum Egal-
itarian and Envy-free coalition structures can be computed in 2twΔ2

nO(1) time,
where tw is the treewidth and Δ is the maximum degree of an input graph [17].
In other word, it is fixed parameter tractable (FPT) with respect to treewidth and
maximum degree. This implies that if both of the treewidth and the maximum
degree are small, we can efficiently find desirable coalition structures. This result
raises the following natural question: is finding these desirable coalition struc-
tures still FPT when parameterized by either the treewidth or the maximum
degree?

This paper answers the question from various viewpoints. Different from
the case parameterized by treewidth and maximum degree, the time complex-
ity varies depending on the solution concepts. For example, we can compute a
maximum utilitarian coalition structure in twO(tw)n time, whereas computing a
maximum egalitarian coalition structure is weakly NP-hard even for graphs with
treewidth at most 2. Some other results of ours are summarized in Table 1. For
more details, see Sect. 1.1. Also some related results are summarized in Sect. 1.2.

1.1 Our Contribution

We first study (symmetric) Nash stable on bounded degree graphs. We show
that the problem is PLS-complete even on graphs with maximum degree 7. PLS
is a complexity class of a pair of an optimization problem and a local search
for it. It is originally introduced to capture the difficulty of finding a locally
optimal solution of an optimization problem. In the context of hedonic games, a
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Table 1. Complexity of ASHGs

Concept Time complexity to compute Reference

Nash stable NP-hard [19]

PLS-complete (symm) [11]

PLS-complete (symm, Δ = 7) [Theorem 1]

twO(tw)n (symm, FPT by treewidth) [Corollary 1]

Max Utilitarian strongly NP-hard (symm) [4]

strongly NP-hard (symm, 3-apex) [Theorem 2]

twO(tw)n (FPT by treewidth) [Theorem 3]

Max Egalitarian strongly NP-hard [4]

weakly NP-hard (symm, 2-apex, vc = 4) [Theorem 6]

weakly NP-hard (symm, planar, pw = 4,
tw = 2)

[Theorem 5]

strongly NP-hard (symm) [Theorem 7]

linear (symm, tree) [Theorem 8]

P (tree) [Theorem 9]

(twW )O(tw)n (pseudo FPT by treewidth) [Theorem 10]

Envy-free trivial [4]

Max Envy-free weakly NP-hard (symm, planar, vc = 2, tw = 2) [Theorem 4]

strongly NP-hard (symm) [Theorem7]

linear (symm, tree) [Theorem 8]

deviation corresponds to an improvement in local search, and thus PLS or PLS-
completeness is also used to model the difficulty of finding a stable solution.

We next show that Max Utilitarian is strongly NP-hard on 3-apex graphs,
whereas it can be solved in time twO(tw)n, and hence it is FPT when param-
eterized by treewidth tw. For Max Envy-free, we show that the problem is
weakly NP-hard on series-parallel graphs with vertex cover number at most 2
whereas finding an envy-free partition is trivial [4].

Finally, we investigate the computational complexity of Max Egalitarian.
We show that Max Egalitarian is weakly NP-hard on 2-apex graphs with
vertex cover number at most 4 and planer graphs with pathwidth at most 4
and treewidth at most 2. Moreover, we show that Max Egalitarian and Max
Envy-free are strongly NP-hard even if the preferences are symmetric. In con-
trast, an egalitarian and envy-free partition with maximum social welfare can be
found in linear time on trees if the preferences are symmetric. Moreover, Max
Egalitarian can be computed in polynomial time even if the preferences are
asymmetric. In the end of this paper, we give a pseudo FPT algorithm when
parameterized by treewidth.
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1.2 Related Work

The coalition formation game is first introduced by Dreze and Greenber [9] in the
field of Economics. Based on the concept of coalition formation games, Banerjee,
Konishi and Sönmez [6] and Bogomolnaia and Jackson [7] study some stabil-
ity and core concepts on hedonic games. For the computational complexity on
hedonic games, Ballester shows that finding several coalition structures includ-
ing Nash stable, core stable, and individually stable coalition structures is NP-
complete [5]. For ASHGs, Aziz et al. investigate the computational complexity
of finding several desirable coalition structures [4]. Gairing and Savani [11] show
that computing a Nash stable coalition structure is PLS-complete in symmetric
AGHGs whereas Bogomolnaia and Jackson [7] prove that a Nash stable coali-
tion structure always exists. In [17], Peters designs parameterized algorithms for
computing some coalition structures on hedonic games with respect to treewidth
and maximum degree.

2 Preliminaries

2.1 Hedonic Game

An additively separable hedonic game (ASHG) is defined on a directed edge-
weighted graph G = (V,E,w). Each vertex v ∈ V is called an agent. The weight
of an edge e = (u, v), denoted by we or wuv, represents the valuation of u to v.
An ASHG is said to be symmetric if wuv = wvu holds for any pair of u and v.
Any symmetric ASHG can be defined on an undirected edge-weighted graph. We
denote an undirected edge by {u, v}. Note that any edge of weight 0 is removed
from a graph.

Let P be a partition of V . Then C ∈ P is called a coalition. We denote by
Cu ∈ P the coalition to which an agent u ∈ V belongs under P, and by E(Cu)
the set of edges {(u, v) ∪ (v, u) ∈ E | v ∈ Cu}. In ASHGs, the utility of an agent
u under P is defined as uP(u) =

∑
v∈N(u)∩Cu

wuv, which is the sum of weights
of edges from u to other agents in the same coalition. Also, the social welfare of
P is defined as the sum of utilities of all agents under P. Note that the social
welfare equals to exactly twice the sum of weights of edges in coalitions.

Next, we define several concepts of desirable solution in ASHGs.

Definition 1 (Nash-stable). A partition P is Nash-stable if there exists
no agent u and coalition C ′ �= Cu containing u, possibly empty, such that∑

v∈N(u)∩Cu
wuv <

∑
v∈N(u)∩C′ wuv.

As an important fact, in any symmetric ASHG, a partition with maximum
social welfare is Nash-stable by using the potential function argument [7].

Proposition 1. In any symmetric ASHG, a partition with maximum social wel-
fare is Nash-stable.



Computational Complexity of Hedonic Games on Sparse Graphs 581

Thus, if we can compute a partition with maximum social welfare in a symmetric
ASHG, then we also obtain a Nash-stable partition.

Definition 2 (Envy-free). We say an agent u1 ∈ Cu1 envies u2 ∈ Cu2 if the
following inequality holds:

∑
v∈N(u1)∩Cu1

wu1v <
∑

v∈N(u1)∩(Cu2\{u2}∪{u1}) wu1v.
That is, u1 envies u2 if the utility of u1 increases by replacing u2 by u1. A partition
P is envy-free if any agent does not envy an agent.

Nash-stable, Envy-free, Max Envy-free, Max Utilitarian, and
Max Egalitarian are the following problems: Given a weighted graph G =
(V,E,w), find a Nash-stable partition, an envy-free partition, an envy-free par-
tition with maximum social welfare, a maximum utilitarian partition, and a
maximum egalitarian partition, respectively.

2.2 Graph Parameters and Parameterized Complexity

For the basic definitions of parameterized complexity such as the classes FPT
and XP, and some definitions of graph parameters such as treewidth tw(G) and
pathwidth pw(G), we refer the reader to the book [8].

A vertex cover S is the set of vertices such that every edge has at least
one vertex in S. The size of minimum vertex cover in G is called vertex cover
number, denoted by vc(G). The following proposition is a well-known relationship
between treewidth, pathwidth, and vertex cover number.

Proposition 2. For any graph G, it holds that tw(G) ≤ pw(G) ≤ vc(G).

Proposition 3. Let p be some constant. For any p-apex graph G, tw(G) ≤
3.183

√
n + p − 1. Moreover, a tree decomposition of such width can be computed

in polynomial time.

Proposition 3 implies that there is a 2O(
√

n log n)-time algorithm for any p-apex
graph if there is a twO(tw)-time or even an nO(tw)-time algorithm. Therefore,
Max Utilitarian and Max Egalitarian with restricted weights can be solved
in time 2O(

√
n log n) on p-apex graphs from Theorems 3 and 10.

3 Nash-Stable

Any symmetric ASHG always has a Nash-stable partition by Proposition 1.
However, finding a Nash-stable solution is PLS-complete [11]. In this section, we
prove that Nash-Stable is PLS-complete even on bounded degree graphs.

Theorem 1. Symmetric Nash-stable is PLS-complete even on graphs with
maximum degree Δ = 7.
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4 Max Utilitarian

We first show that Max Utilitarian is strongly NP-hard on 3-apex graphs.

Theorem 2. Max Utilitarian is strongly NP-hard on 3-apex graphs even if
the preferences are symmetric.

Then we give an FPT algorithm for Max Utilitarian parameterized by
treewidth. Our algorithm is based on dynamic programming on a tree decom-
position for connectivity problems such as Steiner tree [8]. In our dynamic
programming, we keep track of all the partitions in each bag.

Theorem 3. Given a tree decomposition of width tw, Max Utilitarian can
be solved in time twO(tw)n.

By Proposition 1, symmetric Nash-stable is also solvable in time twO(tw)n.

Corollary 1. Given a tree decomposition of width tw, symmetric Nash-stable
can be solved in time twO(tw)n.

5 Max Envy-Free and Max Egalitarian

In [4], Aziz et al. show that finding an envy-free partition is trivial because
a partition of singletons is envy-free. However, finding a maximum envy-free
partition is much more difficult than finding an envy-free partition.

Theorem 4. Max Envy-free is weakly NP-hard on series-parallel graphs of
vertex cover number 2 even if the preferences are symmetric.

Next, we show that Max Egalitarian is weakly NP-hard on series-parallel
graphs of pathwidth 4. Note that the class of series-parallel graph is equivalent
to graphs with treewidth 2.

Theorem 5. In the symmetric hedonic games, Max Egalitarian is weakly
NP-hard on series-parallel graphs of pathwidth 4 even if the preferences are sym-
metric.

Note that the pathwidth and the treewidth of H ′ are bounded, but the vertex
cover number is not bounded. We can similarly show We also show that Max
Egalitarian is also weakly NP-hard on bounded vertex cover number graphs.

Theorem 6. Max Egalitarian is weakly NP-hard on 2-apex graphs of vertex
cover number 4 even if the preferences are symmetric.

Aziz et al. show that asymmetric Max Egalitarian is strongly NP-hard [4].
We show that symmetric Max Envy-free and symmetric Max Egalitar-
ian remain to be strongly NP-hard. To show this, we give a reduction from
3-Partition, which is strongly NP-complete [12].
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Theorem 7. Max Envy-free and Max Egalitarian are strongly NP-hard
even if the preferences are symmetric.

Since tw(G) ≤ vc(G), Max Envy-free is weakly NP-hard on graphs of
tw(G) = 2 by Theorem 4. Also, Max Egalitarian is weakly NP-hard on
graphs of tw(G) = 2 by Theorem 5. However, we show that symmetric Max
Envy-free and symmetric Max Egalitarian on trees, which are of treewidth
1, are solvable in linear time. Indeed, we can find an envy-free and maximum
egalitarian partition with maximum social welfare. Such a partition consists of
connected components of a forest obtained by removing all negative edges from
an input tree.

Theorem 8. Symmetric Max Envy-free and symmetric Max Egalitarian
are solvable in linear time on trees.

Note that linear-time solvability does not hold for asymmetric cases, though
asymmetric Max Egalitarian on trees can be solved in near-linear time.

Theorem 9. Max Egalitarian can be solved in time O(n log W ) on trees.

Theorems 5 and 6 mean that Max Egalitarian is weakly NP-hard even on
bounded treewidth graphs. On the other hand, we show that there is a pseudo
FPT algorithm for Max Egalitarian when parameterized by treewidth.

Theorem 10. Given a tree decomposition of width tw, Max Egalitarian can
be solved in time (twW )O(tw)n where W = maxu∈V

∑
v∈N(u) |wuv|.

Theorem 10 implies that if W is bounded by a polynomial in n, Max Egal-
itarian can be computed in time nO(tw).
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Abstract. This paper proposes a method of autonomous strategy learn-
ing for multiple cooperative agents integrated with a series of behavioral
strategies aiming at reduction of energy cost on the premise of satisfy-
ing quality requirements in continuous patrolling problems. We improved
our algorithm of requirement estimation to avoid concentration of agents
since they are given the knowledge of the work environment in advance.
The experimental results show that our proposal enables the agents to
learn to select appropriate behavioral planning strategies according to
performance efficiency and energy cost, and to individually estimate
whether the given requirement is reached and modify their action plans
to save energy. Furthermore, agents with the new requirement estimation
method could achieve fair patrolling by introducing local observations.

Keywords: Multi-agent systems · Continuous patrolling ·
Cooperation · Learning · Energy efficiency

1 Introduction

Cooperative robotics have recently attracted considerable attention. Coordina-
tion between multiple robots on their decision-making is crucial for them to
achieve the optimal performance of the group as a whole in complex and large
scale tasks [1]. In this study, we tackle the multi-agent continuous cooperative
patrolling problem (CCPP) addressed by Sugiyama et al. [4], in which agents
autonomously decide their action plans and continuously move around a given
area for given purposes. This is an abstract problem for complex real-world appli-
cations that require appropriate coordination and cooperation between agents,
such as cleaning, security, and surveillance patrolling tasks.

Realistic scenarios in the multi-agent patrolling problem field must be con-
sidered when deploying actual systems in real-world [2]. With regard to real-
world applications which suffer from the trade-off between level of perfection and
energy efficiency, comparing with accomplishing the tasks perfectly by ignoring
energy usage, people usually place a higher value on reduction of energy cost.

Despite the fact that multi-agent patrolling has been investigated from vari-
ous perspectives over the years, most of the studies lay emphasis on enhancing
c© Springer Nature Switzerland AG 2019
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https://doi.org/10.1007/978-3-030-33792-6_44

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-33792-6_44&domain=pdf
http://orcid.org/0000-0002-9271-4507
https://doi.org/10.1007/978-3-030-33792-6_44


586 L. Wu and T. Sugawara

Table 1. List of notations used in this paper.

Symbol Description

d(vi, vj) Length of the shortest path between vi and vj

vi(t) Position of agent i at time t

vitar Target node of agent i

Pv Probability of event occurrence (PEO)

Lt(v) Number of unprocessed events

ELt(v) Expected value of Lt(v)

D(s) Level of task completeness when using strategy s

C(s) Total energy cost when using strategy s

D
|A|
req Requirement of task completeness level

the performance in task completeness, and the issue of energy minimization has
not been sufficiently studied. Mei et al. [9] presented an energy-efficient motion
planning approach which selects the next target node based on orientation infor-
mation and reduces repeated coverage. Cabreira et al. [3] proposed an energy-
aware decentralized real-time search approach for cooperative patrolling problem
using multiple unmanned aerial vehicles, which saves energy by minimizing the
number of turns (Table 1).

Concerning the multi-agent CCPP, Yoneda et al. [8] proposed the
autonomous reinforcement learning of target decision strategies called adaptive
meta-target decision strategy (AMTDS). Sugiyama et al. extended the method
by incorporating environmental learning [5], simple negotiation for task alloca-
tions [4], and learning of appropriate activity cycle [6]. However, energy usage
was not taken into consideration in these studies, so agents always made an all-
out effort and dedicated to performing the tasks perfectly by ignoring energy
efficiency.

Previously, we [7] have presented a methodology for solving the multi-agent
CCPP subject to the quality requirement from the viewpoint of energy cost
reduction. However, we found that agents with this method could not maintain
fairness in terms of patrolling quality when applying the method to a large and
complicated environment. This paper proposes a new requirement estimation
method to deal with the fairness problem. The experimental results demonstrate
that the new algorithm could achieve fair task execution in a large and complex
environment by introducing local observations.

2 Model

We use the multi-agent CCPP model [4], in which multiple autonomous agents
move around the environment and visit locations with required and non-uniform
frequencies. There are several important assumptions including that agents know
the structure of the environment, their own position, and other’s positions,
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that periodical return is required, and that sophisticated coordination should
be avoided. Please refer to our previous paper [7] for detailed explanation of the
assumptions.

2.1 Models of Environment and Agent

Agents move and work in an environment described by graph G = (V,E), where
V = {v1, ...vm} is the set of nodes with coordinates v = (xv, yv), and E is the
set of edges which agents traverse. We introduce a discrete time unit called tick.
In one tick, events occur on nodes, agents decide their action plan, and they can
move to one of the neighboring nodes along the edges then work on the nodes
they visit. Each node owns a value of probability of event occurrence (PEO)
denoted as {Pv | v ∈ V, 0 ≤ Pv ≤ 1}, and the number of unprocessed events
can be defined based on Pv. Environments with different characteristics can be
expressed using these probabilities.

Let A = {1, ..., n} be a set of agents. In this paper, agents are given the
values of PEO in advance but do not know the actual value of Lt(v). Instead,
they estimate it by calculating the expected value, ELt(v), from Pv and tvisit(v),
the most recent time any agent (may not be i) visited and worked on the node
v. ELt(v) at any future time t is defined by

ELt(v) = Pv · (t − tvisit(v)). (1)

Note that even if agents are not given Pv, they can learn through experience
during patrolling [5].

Agents have their own rechargeable batteries and have to periodically return
to the charging bases to insure continuous patrolling. The detailed description
of batteries is omitted since it is identical to that described in [7].

2.2 Path Planning Strategies

Agents create the plans for their paths in two stages: target decision and path
generation. In the former stage, agent i decides the target node, vitar, based on
(1) on which node the largest number of events is expected to occur or (2) which
node in unlikely to be visited by other agents in a short amount of time. Then,
i generates the appropriate path from the current node to vitar. We use simple
strategies since proposing planning algorithms was not part of our main purpose.

Random Selection (R). Agent i randomly selects vitar among all nodes V .

Probabilistic Greedy Selection (PGS). Agent i estimates the value of
expected number of unprocessed events and select the one with the highest
value.

Prioritizing Unvisited Interval (PI). Agent i selects the node that have not
been visited recently.
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Balanced Neighbor-Preferential Selection (BNPS). BNPS is an advanced
version of PGS. The idea is that if agent i estimates that there exist nodes with
higher values of expected unprocessed events in the neighborhood using the
learned threshold, i selects vitar from those nodes. Otherwise, i selects vitar using
PGS. A detail explanation is described in Yoneda et al.’s study [8].

Before agent i generates the path to vitar, it checks the amount of remaining
battery to makes sure that vitar is reachable. Otherwise, i sets vitar to its charging
base, vibase, and returns to charge its battery. Since the path generation strategy
is out of the scope of this paper, please refer to [7] for detailed explanation.

2.3 Performance Measures

Our purpose is to minimize the overall energy cost on the premise of satisfy-
ing the requirement for task completeness, which corresponds to the amount
of unprocessed events in the work environment. Accordingly, we evaluate the
proposed methods in two aspects: level of task completeness and total energy
consumption. The definitions are omitted since they are identical to that in [7].

Even though smaller values of these measures are considered better, there is
still a trade-off between level of perfection and energy cost. In our energy-aware
CCPP model, agents are expected to cooperatively conduct the tasks to the
requested extent with less energy. Given a value of requirement level, D|A|

req > 0,
instead of minimizing D(s), agents work towards to minimize C(s) and keep
D(s) small enough to satisfy the condition D(s) ≤ D

|A|
req.

3 Proposed Methods

Fig. 1. Action selection in agents.

Our proposal includes a succession
of decision-making algorithms which
are called while agents execute their
actions according to the generated
plans. Figure 1 shows the flowchart
of the action selection process with
the proposed methods. First, agents
estimate whether the given require-
ment of quality is reached and eval-
uate their’ self-importance. Based on
the preceding results, agents decide
the following action by taking into
account the status of the environment
and themselves. Next, there are two
types of behavioral strategies which can be adopted by agents as a substitute
for moving to the next target with the intention of reducing the energy cost. We
only describe the new method of requirement estimation due to page limitation.

The main difference between the previous method [7] and the new one is that
we incorporate local observations to the algorithm of requirement estimation,
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which is the process of estimating whether the requirement level is reached.
We found that if the previous strategy is applied to a large and complicated
environment, the agents cannot maintain fairness in the matter of patrolling but
gather to specific regions. However, we prefer agents to perform uniform patrols
by taking into account the importance of areas where events easily happen.
Therefore, the new method is introduced aiming to avoid concentration of agents
and achieve fair patrolling.

3.1 Requirement Estimation

As we expect the agents to reduce energy cost while satisfy the given requirement
at the same time, it is necessary for agents to estimate the current status of the
environment to decide the next action. Each agent independently estimated the
total number of unprocessed events and then judges whether the requirement is
satisfied on the basis of D

|A|
req. We introduce a novel algorithm of requirement

estimation based on agents’ local estimation to improve fairness. The previous
algorithm is called requirement estimation (RE) [7], and the new algorithm is
named, requirement estimation with local observations (RE/LO).

For agent i at time t, i generates a set Vest(vi(t)) ⊂ V comprising Nr nodes,
where Nr is a positive integer which indicates the number of reference nodes.
Referring to larger number of nodes gives a more accurate estimation result, but
also requires more expensive computational resources. RE and RE/LO differ in
the range of reference nodes when forming Vest(vi(t)). An agent with RE/LO
only selects the nearby nodes when it is far from the charging base. The farther
the agent is from the charging base, the smaller range of area is used for esti-
mation. With the minimal length of reference range given as dmin, the set of
reference nodes is defined by

Vest(vi(t)) = {v ∈ V | d(v, vi(t) ≤ dref )}, (2)

where dref is the length of reference range calculated by

dref = max(max{d(v, vibase) | v ∈ V } − d(vi(t), vibase), dmin). (3)

The estimated value is obtained from the average of ELt(v) in Vest(vi(t)):

EV i
t =

∑
v∈Vest(vi(t)) ELt(v)

Nr
. (4)

i judges that the requirement has been achieved only when the following condi-
tion is satisfied:

EV i
t ≤ D|A|

req. (5)

If so, i then proceeds to self-importance evaluation. Otherwise, i selects the next
target node with one of the target decision strategies and generates a path to
the destination.
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4 Experiments

Fig. 2. Experimental environment.

The proposed methods are applied to an
area cleaning application and evaluated in
a simulation environment. It is experimen-
tally demonstrated that the methods enable
agents to cooperatively reduce energy cost
and satisfy the given requirement at the same
time. We also compare the two algorithms for
requirement estimation, RE and RE/LO, and
show that agents with RE/LO could perform
fairer patrol.

4.1 Experimental Settings

Due to page limitation, we only describe the
difference between this paper and our previ-
ous work [7], but omit the specifications of parameters, agents, and batteries.
Differently from our previous work, we prepared a large and more complex envi-
ronment consists of a corridor and six rooms labeled by Room N (where N =
0,...5) with different characteristics. The environment is represented by a two-
dimensional grid space with several obstacles, where G is defined as a 101 × 101
grid. We set p(v) for v ∈ V as

p(v) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

0 if vwas in a black region,
10−3 if v was in a red region,
10−4 if v was in a yellow region, and
10−6 otherwise.

(6)

Figure 2 shows the distribution of colored regions. The experimental results given
below are the averages of ten independent trials based on different random seeds.

4.2 Evaluation of Energy-Aware Strategies

The proposed methods are evaluated by comparing the performance of three
agent behavioral regimes: usual behavior, energy-aware strategy with homing
behavior, and energy-aware strategy with pausing behavior. We use the same
values for parameters in energy-aware strategies as our previous paper [7].

Figure 3 plots the performance measures, which are the total dirt amount
and overall energy consumption, for each target decision strategy and agent
behavior. The dotted red line represents the given requirement of cleanliness
which is set to 1200, and the dotted green line represents the theoretical maximal
value of energy consumption. Note again that the smaller performance values
are better. The results indicate that the proposal of energy-aware strategies
successfully saves energy while agents could still satisfy the given requirement
of remaining dirt. Since the main proposal of this paper is the RE/LO method,
further discussion on the results is omitted due to page limitation.
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Fig. 3. Performance measures.

4.3 Requirement Estimation with Local Observations

Fig. 4. Sum of Pv in each room.

We investigate the advantages and impact of
introducing local observations by comparing
the performances of the two algorithms for
requirement estimation, RE and RE/LO. We
only show the results for the case of using the
homing behavior. Figure 4 plots the sum of
Pv in each room, which corresponds to how
easily the room becomes dirty due to page
limitation. Figure 5 compares the amount of
remaining dirt in each room by each algorithm
in percentage.

As shown in Fig. 5(a), since agents are
given the probability of dirt accumulation in advance and they have the knowl-
edge about dirty regions, those with greedy strategies including PGS and BNPS
tend to gather to the dirty rooms such as Room 0 and Room 4 and rarely clean
the rooms with low probability of dirt accumulation such as Room 5. As a result,
agents patrol in a biased manner and cause the cleanliness of the rooms where
dirt hardly accumulates worse than those rooms which easily become dirty.

Although introduction of local observations does not significantly influence
the overall performance, as shown in Fig. 5(b), agents using AMTDS/ESC with
RE/LO could fairly clean all the rooms so that the resulting amount of remaining
dirt in each room is comparatively closer to the sum of accumulation probability
than that by agents using AMTDS/ESC with RE. Estimating the total dirt
amount from local observations affects agents decision-making when they are
far from the charging base. This somehow prompts agents to work more in the
relatively clean rooms instead of going back to the charging base when they
judge the requirement is satisfied from the viewpoint of the whole environment,
and thus avoids concentration of agents at the dirty rooms and unfair patrols.
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Fig. 5. Cumulative existence duration of dirt in each room.

5 Conclusion

This paper intent to solve the multi-agent CCPP subject to quality requirement
from the aspect of energy cost reduction. We improved the previous method by
introducing a new algorithm for requirement estimation to avoid biased patrol
and achieve fair task execution. The experimental results confirmed that the
proposed methods enabled agents to reduce the energy cost while cooperatively
maintaining the given requirement of quality perfection and work fairly in a
large and complex environment with local observations. Concentration of agents
at rooms with high values of PEO can be avoided by incorporating local obser-
vations into requirement estimation.

More work needs to be done regarding the issue of environmental learning
since our algorithms require the knowledge about the work environment, which
restricts the range of application and flexibility of the proposed methods. Also,
we plan to tackle the problem of importance evaluation conducted autonomously
and individually by each agent. With this functionality, a continuous system will
be able to autonomously eliminate old robots and introduce new ones without
affecting the overall performance.
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Abstract. We explore an approach to designing false-name-proof
auction mechanisms using deep learning. While multi-agent systems
researchers have recently proposed data-driven approaches to automat-
ically designing auction mechanisms through deep learning, false-name-
proofness, which generalizes strategy-proofness by assuming that a bid-
der can submit multiple bids under fictitious identifiers, has not been
taken into account as a property that a mechanism has to satisfy. We
extend the RegretNet neural network architecture to incorporate false-
name-proof constraints and then conduct experiments demonstrating
that the generated mechanisms satisfy false-name-proofness.

Keywords: Mechanism design · Deep learning · False-name-proofness

1 Introduction

Mechanism design, a subfield of microeconomic theory and game theory, focuses
on designing mechanisms that result in desirable outcomes even if the agents act
strategically. One desirable property that mechanisms have to satisfy is strategy-
proofness: for a bidder, declaring her true valuation is a dominant strategy, i.e.,
an optimal strategy regardless of the other bidders’ actions. The Vickrey-Clarke-
Groves (VCG) mechanism is well-known to be a strategy-proof mechanism that
can be applied to combinatorial auctions, in which multiple items are simul-
taneously offered, and a bidder can bid on any bundle of items. In the VCG
mechanism, an allocation is determined that maximizes the social surplus, i.e.,
the sum of all participants’ utilities including that of the auctioneer. A winner
pays the smallest amount she would have had to bid to win her bundle of items.

The problem is, in anonymous settings such as the Internet, a bidder can
pretend to be multiple bidders. We refer to such a manipulation as false-name
bidding. False-name bids are bids submitted under fictitious identifiers, e.g., mul-
tiple e-mail addresses. It is difficult to detect false-name bids since identifying
c© Springer Nature Switzerland AG 2019
M. Baldoni et al. (Eds.): PRIMA 2019, LNAI 11873, pp. 594–601, 2019.
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each participant on the Internet is virtually impossible. We say a mechanism
is false-name-proof if, for each bidder, declaring her true valuations by using a
single identifier is a dominant strategy. Unfortunately, Yokoo et al. [9] showed
that the VCG mechanism is not false-name-proof and that no false-name-proof
mechanism satisfies Pareto efficiency. Thus, several false-name-proof mechanisms
have been proposed [6,8].

We consider the design of false-name-proof auctions through deep learn-
ing. Several multi-agent systems researchers recently used deep learning in the
automated design of optimal auction mechanisms [3,4,7]. Conitzer and Sand-
holm [1,2] introduced the automated mechanism design (AMD) approach in
which the problem of finding a mechanism to satisfy desirable properties is for-
mulated as a linear program. However, Guo and Conitzer [5] showed that the
AMD approach does not have sufficient scalability in terms of memory require-
ment and computational time. Thus, methods based on the AMD approach
apply limited and specialized problem settings with a small number of agents
and items. To overcome the scalability problem, Dütting et al. [3] recently pro-
posed a data-driven approach to using deep neural networks called the RegretNet
framework for the AMD problem of optimal auctions to maximize the expected
revenue.

We have extended the RegretNet framework to incorporate false-name-proof-
ness into designing combinatorial auctions that maximize the expected revenue.
As far as the authors know, this is the first attempt to use machine learning for
the design of false-name-proof auction mechanisms. Many of the existing manually
designed mechanisms have been criticized for their relatively low revenue. It is thus
important to examine how much revenue the machine-learning generated mecha-
nisms can attain. In our experiments, we generated mechanisms for two problem
settings. We found that when bidders’ valuations are limited, the generated mech-
anism is closely similar to the Adaptive Reserve Price mechanism [6].

2 Preliminaries

2.1 Model

Let N = {1, 2, . . . , n} be the set of bidders and let M = {1, 2, . . . ,m} be the
set of items. A bidder i ∈ N has a valuation function vi : 2M → R+; i.e.,
vi(B) denotes bidder i’s valuation for a bundle of items B ⊆ M . Vi denotes the
space of a possible valuation function for bidder i. v = (v1, . . . , vn) denotes a
profile of valuations, and v−i = (v1, . . . , vi−1, vi+1, . . . , vn) denotes the profile of
valuations except for bidder i. We assume that a valuation function vi normalized
by vi(∅) = 0 satisfies free disposal, i.e., vi(B′) ≥ vi(B) for all B′ ⊇ B. We also
assume that each bidder is single minded; i.e., she has at most one minimal
bundle with a positive value. Here, minimal bundle B for bidder i with vi(B)
satisfies vi(B′) < vi(B) for ∀B′ ⊂ B. Bidder i’s valuation function vi is drawn
independently from distribution Fi. We assume that an auctioneer knows the
distributions F = (F1, . . . , Fn).
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Each bidder reports her bid bi(B) for any bundle of items B ⊆ M . vi(B) =
bi(B) is not guaranteed since a bidder might report her bid bi untruthfully. Let
b = (b1, . . . , bn) be the profile of bids and b−i = (b1, . . . , bi−1, bi+1, . . . , bn) be the
profile of bids except for bidder i. We consider a randomized mechanism for a
combinatorial auction. A combinatorial auction mechanism M(a, p) consists of
a randomized allocation rule a and a payment rule p. When a set of n bidders
participates, the randomized allocation rule is defined as a : R

nm → [0, 1]nm,
and the payment rule is defined as p : R

nm → R
n
+. ai(B) ∈ [0, 1] denotes the

probability that bidder i obtains bundle B and pi(B) is bidder i’s payment for
bundle B.

To satisfy the allocation feasibility requirement, the following conditions must
be satisfied: (1) the probability that item j ∈ M is allocated to a set of bidders
N is at most 1 and (2) the total allocation to agent i ∈ N is at most 1.

∑

i∈N

∑

B⊆M :j∈B

ai(B) ≤ 1, ∀j ∈ M (1)

∑

B⊆M

ai(B) ≤ 1, ∀i ∈ N (2)

The expected utility of bidder i with valuation function vi is given by

ui(vi, b) =
∑

B⊆M

vi(B) · ai(B) − pi(b). (3)

Next, let us introduce three properties of mechanisms.

Strategy-Proofness (SP): A mechanism M(a, p) is strategy-proof if it maxi-
mizes a bidder’s utility regardless of the other bidders’ reports; i.e., ∀i ∈ N , ∀bi,
∀vi, ui(vi, (vi, b−i)) ≥ ui(vi, (bi, b−i)).

Individual Rationality (IR): A mechanism M(a, p) is individually rational if
no bidder suffers any loss; i.e., ∀N , ∀i ∈ N , ∀vi, ∀b−i, ui(vi, (vi, b−i)) ≥ 0 holds.

False-Name-Proofness (FNP): A mechanism M(a, p) is false-name-proof if
it maximizes a bidder’s utility by reporting a true valuation function using a
single identifier; i.e., if for all k + 1 valuation functions of vi, bid1 , . . . , bidk

where
bidj

is a false-name bid and k ≤ n, ui(vi, (vi, b−i)) ≥ ui(vi, (bid1 , . . . , bidk
, b−i)).

We assume that the number of false-name bids k is at most the number of
items n. This is a reasonable assumption because false-name bids are made for
obtaining items.

Example 1. Consider a combinatorial auction with two items. We denote bi =
((bi({1}), bi({2}), bi({1, 2})) and ai = ((ai({1}), ai({2}), ai({1, 2})).
Case 1: Bidders 1 and 2 submit bids b1 = (0, 0, 10) and b2 = (0, 0, 8.4), respec-
tively. A mechanism M(a, p) outputs a1 = (0, 0, 1) and a2 = (0, 0, 0) as an
allocation rule and p1 = 8.4 and p2 = 0 as a payment rule. If we assume that
the bidders reported their valuations truthfully, the expected utility of bidder 1
is 10 × 1 − 8.4 = 1.6 and the expected utility of bidder 2 is 0.
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Case 2: Bidders 1 and 2 submit bids b1 = (0, 0, 9) and b2 = (0, 0, 8.4), respec-
tively. A mechanism M(a, p) outputs a1 = (0, 0, 0.9), a2 = (0, 0, 0), p1 = 8.4, and
p2 = 0. If we assume that bidder 1 misreported her valuation and that her true
valuation is her bid in Case 1, her expected utility is 10 × 0.9 − 8.4 = 0.6 < 1.6.
Case 3: Bidders 1, 2, and 3 submit (5, 0, 5), (0, 0, 8.4), and (0, 5, 5), respectively.
A mechanism M(a, p) outputs a1 = (0.9, 0, 0), a2 = (0, 0, 0), a3 = (0, 0.9, 0),
p1 = 4, p2 = 0, and p3 = 4. If we assume that bidders 1 and 3 are false-name
bids from bidder 1 in Case 1, the probability that bundle {1, 2} is allocated to
her is a1({1}) · a2({2}) + a1({2}) · a2({1}) + a1({1, 2}) + a2({1, 2}). Thus, her
expected utility is v1({1, 2}) × 0.81 − (p1 + p2) = 10 × 0.81 − 8 = 0.01 < 1.6.

Although we show only three cases, we can say that mechanism M(a, p)
satisfies SP and FNP if it is robust against all possible misreports and false-
name manipulations.

2.2 Existing False-Name-Proof Mechanisms

The existing false-name-proof combinatorial auction mechanisms were manually
developed [6,8,9]. We introduce two representative mechanisms.

Minimal Bundle (MB) [8]: First, B ⊆ M is allocated to bidder i, where B is
a minimal bundle of i. Then, B∗ ⊆ M \ B is allocated to another bidder i′ who
has the highest remaining valuation, where B∗ is a minimal bundle of i′, and so
on. The payment for an allocated bundle B is equal to the highest valuation of
another bidder for a bundle that is minimal and conflicting with B.

Adaptive Reserve Price (ARP) [6]: The basic idea of ARP is to base the
reserve prices on the other bidders’ bids. The reserve price on the set of all items
is determined by doubling the second highest bid among ones for each single
item. If a bidder makes the highest bid for the set of all items that exceeds this
reserve price, she wins. Otherwise, the reserve price for singe items with the
highest and the second highest bids is set as half of the highest bid for the set
of all items. If the highest or/and second highest bids for any single item exceed
the reserve price, she/they win. No other items are allocated.

3 RegretNet Framework

The RegretNet framework proposed by Dütting et al. [3] comprises two separate
networks for the allocation and payment rules. Both networks are simultane-
ously trained using samples from the value distribution by maximizing expected
revenue subject to SP.

Let (aw, pw) ∈ M be an auction with parameters w ∈ R
d and some

d ∈ N. The loss function is defined as the negated expected revenue L(a, p) =
−Ev∼F [

∑
i∈N pwi (v)]. With the other bids fixed, the expected ex post regret of

SP rgt spi for bidder i is defined as the maximum excess in her utility, con-
sidering all possible misreports of her valuation functions: rgt spi(aw, pw) =
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E[maxbi∈Vi
uw
i (vi, (bi, v−i)) − uw

i (vi, (vi, v−i))]. An auction satisfies SP if and
only if rgt spi(aw, pw) ≤ 0 for any i ∈ N . For IR, Dütting et al. incorporated
the IR constraint in the networks.

In practice, L(a, p) and rgt spi(aw, pw) can be estimated from a sample of
valuation profiles S = {v(1), . . . , v(L)} drawn independently from F . Thus, the
learning problem is defined as

min
w∈Rd

L̂(aw, pw) s.t. r̂gt spi(a
w, pw) = 0, ∀i ∈ N, (4)

where

L̂(aw, pw) = − 1
L

L∑

l=1

n∑

i=1

pwi (v(l)), (5)

r̂gt spi(a
w, pw) =

1
L

L∑

l=1

max
bi∈Vi

uw
i (v(l)

i , (bi, v
(l)
−i)) − uw

i (v(l)
i , v(l)). (6)

Dütting et al. used the augmented Lagrangian method to solve this learning
problem. The Lagrangian function for the optimization problem with a strategy-
proof constraint is defined as

L̂(aw, pw) +
∑

i∈N

λir̂gt spi(a
w, pw) +

ρ

2
(
∑

i∈N

r̂gt spi(a
w, pw))2, (7)

where λ ∈ R
n is a vector of Lagrangian multipliers and ρ > 0 is a fixed parameter

used to control the weight of the quadratic penalty.

4 Introducing False-Name-Proof Constraints

In neural network training, the size of the input must be constant. This cre-
ates difficulties in introducing false-name-proof constraints since false-name bids
change the number of bids an auction receives. If the maximum number of bids
has already been received, a false-name constraint cannot be generated because
more bids cannot be accepted.

To overcome this problem, we use subsets of the actual bids as virtual bids
and then generate false-name bids for them. For example, if the number of actual
bidders n is 3, we use subsets of size 2 and generate false-name bids for each of the
two bidders. We randomly generate a certain number of false-name bids for each
virtual bid and introduce the false-name-proof constraint for the virtual bids.
Let us assume that bidder i submits k false-name bids by using id1, . . . , idk. We
restate v = (v1, . . . , vi, v0, . . . , v0, . . . , vn) and b = (b1, . . . , bid1 , . . . , bidk

, . . . , bn),
where v0 is a null bidder whose valuation for any bundle is zero; i.e., v0(B) = 0,
for any B ⊆ M . We define the expected regret for FNP as

rgt fnpi(a
w, pw) = E[ max

bidi∈Vi

ui(vi, (bid1 , . . . , bidk
, b−i)) − ui(vi, (vi, b−i))]. (8)
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Original
Bids

Bid
Subset

False-name
Bids

Fig. 1. Generating false-name-proof constraints

Table 1. Results with existing mechanisms, where A denotes results of allocation for
bidders 1, 2, and 3 and P denotes results of payment for bidders 1, 2, and 3

Bids ARP MB VCG
Bidder 1 Bidder 2 Bidder 3 A P A P A P
(0, 0, 10) (0, 0, 0) (0, 0, 8.4) ({1, 2}, ∅, ∅) (8.4,0,0) ({1, 2}, ∅, ∅) (8.4,0,0) ({1, 2}, ∅, ∅) (8.4,0,0)
(5, 0, 5) (0, 5, 5) (0, 0, 8.4) ({1}, {2}, ∅) (4.2,4.2,0) (∅, ∅, {1, 2}) (0,0,5) ({1}, {2}, ∅) (3.4,3.4,0)
(4, 0, 4) (0, 5, 5) (0, 0, 8.4) (∅, ∅, {1, 2}) (0,0,5) (∅, ∅, {1, 2}) (0,0,5) ({1}, {2}, ∅) (3.4,4.4,0)

An auction satisfies FNP in expectation if and only if rgt fnpi(aw, pw) ≤ 0 for
any i ∈ N .

Figure 1 illustrates how false-name constraints are generated in an auction
with two items and three bidders. We repeat the same process for six cases
because there are three possible choices of two bidders and two possible choices
of a bidder who makes false-name bids. The false-name bids (bid1 , bid2) are ran-
domly sampled from Vi. We sample a certain number of false-name bids for
each case and assume that the expected regret for FNP is not positive; i.e.,
rgt fnpi(aw, pw) ≤ 0.

We define the Lagrangian function for the optimization problem with
strategy-proof and false-name-proof constraints as

L̂(aw, pw) +
∑

i∈N

λir̂gt spi(a
w, pw) +

ρ

2
(
∑

i∈N

r̂gt spi(a
w, pw))2

+
∑

i∈N

μi
̂rgt fnpi(a

w, pw) +
σ

2
(
∑

i∈N

̂rgt fnpi(a
w, pw))2, (9)

where ̂rgt fnpi(aw, pw) = 1
L

∑L
l=1 maxbidi∈Vi

uw
i (v(l)

i , (bid1 , . . . , bidk
, v

(l)
−i)) −

uw
i (v(l)

i , v(l)), λ, μ ∈ R
n is a vector of Lagrangian multipliers, and ρ, σ > 0 is

a fixed parameter to control the weight of the quadratic penalty.

5 Experiments

We implemented a learning algorithm for our false-name-proof mechanisms that
maximize the expected revenue in the RegretNet framework [3]1. Specifically,
1 https://github.com/saisrivatsan/deep-opt-auctions.

https://github.com/saisrivatsan/deep-opt-auctions
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we extend the training algorithm by introducing false-name-proof constraints
into the objective function defined in Sect. 4. In our experiments, we focused
on combinatorial auctions with two items and three bidders for simplicity. We
considered two different valuation settings: a discretized valuation setting and a
uniform distribution setting. We used sample-based optimization for both mis-
reports and false-name bids and generated 100 random misreports and 100 false-
name bids for each valuation profile. The batch size and number of batches were
set to 128 and 5000, respectively. The number of training iterations was 400, 000.

Table 2. Results for discretized setting

Bids Bidder 1 Bidder 2 Bidder 3
Bidder 1 Bidder 2 Bidder 3 a1 p1 a2 p2 a3 p3
(0, 0, 10) (0, 0, 0) (0, 0, 8.4) (0.000,0.000,1.000) 8.630 (0.000,0.000,0.000) 0.000 (0.000,0.000,0.000) 0
(5, 0, 5) (0, 5, 5) (0, 0, 8.4) (0.858,0.000,0.000) 3.919 (0.000,0.796,0.000) 3.559 (0.000,0.000,0.142) 1.189
(4, 0, 4) (0, 5, 5) (0, 0, 8.4) (0.320,0.000,0.000) 1.281 (0.000,0.361,0.000) 1.603 (0.000,0.000,0.639) 5.370

Table 3. Results for uniform distribution setting

Bids Bidder 1 Bidder 2 Bidder 3
Bidder 1 Bidder 2 Bidder 3 a1 p1 a2 p2 a3 p3
(0, 0, 1) (0, 0, 0) (0, 0, 0.84) (0.035,0.000,0.770) 0.580 (0.000,0.000,0.000) 0.000 (0.000,0.000,0.000) 0.000

(0.5, 0, 0.5) (0, 0.5, 0.5) (0, 0, 0.84) (0.253,0.000,0.030) 0.135 (0.000,0.454,0.000) 0.220 (0.000,0.000,0.000) 0.001
(0.4, 0, 0.4) (0, 0.5, 0.5) (0, 0, 0.84) (0.000,0.000,0.000) 0.001 (0.000,0.472,0.000) 0.230 (0.000,0.000,0.000) 0.003

5.1 Discretized Setting

The valuations of bidders were uniformly sampled from a finite valuation set:

V = {(0, 0, 0), (4, 0, 4), (0, 4, 4), (5, 0, 5), (0, 5, 5), (0, 0, 8.4), (0, 0, 10),

where each tuple contains (vi({1}), vi({2}), vi({1, 2})).
The average expected social surplus was 7.425, and the average expected

revenue was 7.030 for independently generated test data. To clarify the property
of the generated mechanism, we present the results for three existing mechanisms
(VCG, MB, and ARP). While the VCG mechanism is vulnerable to false-name
manipulation, MB and ARP satisfy FNP, as shown in Table 1. We chose three bid
cases, as shown in Tables 1 and 2. The second and third cases can be considered
as the situation in which bidder 1 in the first case (0, 0, 10) submitted false-name
bids by using bidders 1 and 2. In Table 2, we show the results with three-decimal
accuracy. We checked all cases of possible false-name manipulation and found
that the generated mechanism satisfied FNP. For example, the utility of bidder 1
in the first case (0, 0, 10) was 1.37, but her utility when she submitted (5, 0, 5)
and (0, 5, 5) became negative (10 × 0.858 × 0.796 − 3.919 − 3.669 = −0.648).

While we cannot exactly compare the generated mechanism with the existing
mechanisms since the latter are deterministic, we can see that the results of the
former are closely similar to those of the ARP mechanism.
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5.2 Uniform Distribution Setting

The bidder valuations were real numbers sampled from finite intervals. We first
uniformly sampled a class of agents from three bidder classes: single-minded bid-
der for item 1, item 2, and bundle {1, 2}, respectively. For the first class of agents,
valuation was in the form (vi({1}), 0, vi({1})), where vi({1}) ∼ U [0, 1]. The sec-
ond class of agents had valuations (0, vi({2}), vi({2})), where vi({2}) ∼ U [0, 1].
The third class of agents had valuations (0, 0, vi({1, 2}))), where vi({1, 2})) ∼
U [0, 2]. The average expected social surplus was 1.021, and the average expected
revenue was 0.755 for the test set. Table 3 shows the results for three cases of bids
by the generated mechanism. It satisfied FNP. The allocation and the price for
each agent were lower than the results in the discretized setting. This is because
the space of possible valuations was wider than that in the discretized setting.

6 Conclusion

We explored an approach to designing false-name-proof combinatorial auction
mechanisms using deep learning techniques. We extended the existing Regret-
Net framework to handle false-name-proof constraints and then evaluated the
generated mechanisms, demonstrating that they satisfy false-name-proofness. In
future work we will extend our approach to more complicated settings.

Acknowledgments. This work was partially supported by JSPS KAKENHI Grant
Numbers JP17H0 0761, JP17KK0008 and JP18H03337, by the Kayamori Foundation
of Informational Science Advancement, and by the Telecommunications Advancement
Foundation. We thank Paul Dütting and his coauthors for sharing the source code for
the RegretNet framework.

References

1. Conitzer, V., Sandholm, T.: Complexity of mechanism design. In: UAI, pp. 103–110
(2002)

2. Conitzer, V., Sandholm, T.: Self-interested automated mechanism design and impli-
cations for optimal combinatorial auctions. In: ACM EC, pp. 132–141 (2004)
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Abstract. Ambient computing and Internet of Things have reached a
level of maturity and a dynamic activity of research and engineering
actors. Their goal is to create interactions between a set of distributed
devices in an environment, in order to assist human activities. Multi-
agent system is an interesting tool for coordinating devices and services
for this purpose, because of its adaptation, autonomy and decentralized
specifications. However, it is sometimes difficult to understand and share
the same idea when it comes to terms such as “Ubiquitous Computing,”
“Ambient Computing” or the “Internet of Things.” As a result, it can
be really difficult to browse the literature through research engines and
to make a bibliographical study without missing important papers.

That is why we want to address this first problem by means of a glos-
sary proposal, synthesizing and unifying the extensively cited definitions
of the lexicon belonging to these domains. Relaying on this terminology
clarification, we present the relationship between the multi-agent app-
roach and ubiquitous computing.

Keywords: Ambient agents · Ubiquitous computing · Multi-agent
systems · Scientific lexicon · Internet of Things

1 Introduction

The democratization of devices with computational capabilities and their minia-
turization have allowed the various actors of the research to imagine environ-
ments where such a set of devices, defined as “intelligent”, would assist mankind
in everyday life, in the most natural and intuitive way. We are talking about
ubiquitous computing.

This strong dynamic has allowed the emergence of many applied solutions.
MediaCups [1], the first connected cups, or more contemporary smartphones can
be referred as examples among these. From such enthusiasm also results in the
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appearance of a large number of articles dealing with fields related to ubiquitous
computing, such as robotics, home assistance or the study of human-machine
interactions.

This is why Sect. 2 of this article deals with the state of the art of the lexicon,
sometimes inconstant, that we draw on this domain. It will expose a glossary of
the main terms of the terminology. From that lexicon, we show the relationship
between multi-agent system and ambient intelligence in Sect. 3. Finally, Sect. 4
consists of a conclusion of the work presented and proposals of raised prospects.

Moreover, the purpose of our contribution is to do a synthetic analysis and
reformulation work. As objective as possible, our will is to consolidate the defini-
tions outlined in the citations of the previous sections, to form a glossary of main
terms related to ubiquitous computing, because we think that it is a necessary
step to set out the link between ubiquitous computing and multi-agent systems.

The lexicon is created in order to avoid encroachment of types and definitions,
from a non-exhaustive selection of articles. We have selected the best-referenced
articles on the Google Scholar website, with a preference for articles with different
definitions or typology.

2 State of the Art of Ubiquitous Computing

2.1 From Ubiquitous Computing

In [2], Mark Weiser describes ubiquitous computing as the idea of integrating
computers into everyday physical objects. Later, Mark Weiser will point out that
ubiquitous computing is a future world where users interact, in an invisible way,
with a multitude of interconnected computers [6].

Later in 2010, Krumm [3] described ubiquitous computing as “the third era”
of computing. This era, which represents the era in which we find ourselves, is
characterized by the explosion of the use of embedded connected computers (such
as smartphones) and thus by the use of several computers per person. The terms
“Ubiquitous Computing” and “Pervasive Computing” are equivalent according
to [3]. This idea of evolution of computing in time is echoed by Lyytinen and
Yoo [4].

In [5], for the author “ubiquitous computing” described an information sys-
tem to access information or to perform tasks anywhere. This system offers an
intuitive use that seems invisible to the user. He defines several criteria for a
system to be part of ubiquitous computing.

This is a conceptualization that we find interesting, but which we will return
to in next Sect. 2.2, dealing with ambient intelligence. Indeed, we find that def-
initions, although they share a common idea, may slightly differ. The authors
lasts cited speaks of an information system. But we propose to build on the
definitions given by Krumm, Lyytien and Yoo defining Ubiquitous Computing
as a period or an era. We made this choice because we aimed categorical differ-
entiation between every term, that appear in this field.
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That is why we propose to define ubiquitous computing as:

Ubiquitous Computing (Period) :
An era in which the democratization and miniaturization of

computers make it possible to offer users a distributed, intuitive and
possibly invisible use of computers.

The terms “ubiquitous computing”, “pervasive computing” and “diffuse com-
puting” are equivalent.

2.2 To Ambient Intelligence

Before studying ambient intelligence, we propose to define what intelligence is.
Thus, according to [7], intelligence is the fact to perform rational actions, that
is to say, which aims to maximize a performance measure, based on evidence
acquired during a perception and a priori integrated knowledge.

According to Olson et al. [8], the concept of ambient intelligence was initiated
at a conference organized by the research teams of Philips. Ambient intelligence
has been described as the enrichment of an environment by technology (sensors,
processors, actuators, etc.) in order to build a system for capturing and process-
ing data, and for making decisions, to the benefit of users in this environment.

Since 2001, the European Commission’s Information Society Technologies
Advisory Group introduced the concept of ambient intelligence [11,12] and envi-
sioned its impact on our societies in the future.

Finally, according to Aarts and Wichert [14]: “Ambient Intelligence (AmI) is
about sensitive, adaptive electronic environments that respond to the actions of
persons and objects and cater for their needs. This approach includes the entire
environment and associates it with human interaction.” This vision is shared by
the author of [9]. Moreover, the book [10,13] and [14], pointed out the necessity
of “various devices embedded in the environment collectively use the distributed
information and the intelligence inherent in this interconnected network,” in a
context of ambient intelligence.

These authors also determined 3 criteria for the implementation of ambient
intelligence [14]:

– Perception of the situation
– Ubiquitous access
– Natural interaction

Even if all these definitions are in imperfect agreement, the typology given
by these authors are not evident. Thus, some speak of a “concept,” or of what
could be a research field and most define it by its goal. This is why we propose to
distinguish between the domain, the set of services and the environment through
the following definitions:

Ambient Intelligence (Set of services) :
A set of IT services which is interconnected, context-aware and
naturally interactive and intelligent [7], in order to assist human

activities. These services are based on a smart environment.



Ubiquitous Computing and Multi-agent Systems 605

Ambient Computing (Domain) :
Emerging scientific domain of ubiquitous computing that aims to
create ambient intelligence. This is an area touching many related
fields such as: home assistance, robotics or artificial intelligence.

Smart Object (Physical object) :
Generally, an object whose original design has no direct link with

computing, but which has been augmented with computational and
communication capabilities. This is the basic block for building a

smart environment.

Smart Environment (Network) :
A collection of interconnected smart objects, physically situated,

that provide data capture, action and computing capabilities to a set
of services.

Moreover, we can find the terms “smart environment,” “responsive environ-
ment” and “intelligent environment” which are equivalent.

In the case where we want to communicate about the ambient intelligence
and smart environment together, we propose to call it “ambient intelligence
system”. In this case, the definition is:

Ambient Intelligence System (Services with network) :
A smart environment exploited by ambient intelligence which aims

to assist human activities.

2.3 Internet of Things

The authors of [15,17] and [16], give us explicit definitions which would allow us
to assert that the Internet of Things is a network of objects that perceive and
act in the physical world while offering services, becoming an integral part of
the Internet. Given the definition of a smart environment mentioned above, we
can intuitively assume that the Internet of Things is a smart environment.

Moreover, the authors, Atzori et al. [17], are in agreement with what we are
advancing in this article and note an “apparent fuzziness,” which comes from the
different interests, finalities and backgrounds of the actors of the sector, whether
they are from the research or business worlds.

In view of these definitions of the “Internet of Things,” we propose the fol-
lowing reworking, which fits into all the terms we have defined above:

Internet of Things (Network) :
A world-wide smart environment, which aims to interconnect smart

objects by means of the Internet standards of communication.

In the same way, Guinard and Trifa [18] highlight the “need for a common
language that can be understood,” by all the heterogeneous objects of the Inter-
net of Things. Later they stated with Wilde [19] in 2010, that they : “propose to
reuse and adapt patterns commonly used for the Web, and introduce an archi-
tecture for the Web of Things.” This vision is confirmed by the survey [20].
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Based on the definition we made of the Internet of Things, we propose to
define the Web of Things as follows:

Web of Things (Standards) :
Integration of Web standards and technologies to design Web

services based on interconnected smart objects belonging to the
Internet of Things.

As we now defined an explicitly categorized vocabulary and definitions of
main keywords of ubiquitous computing, we can use it to clarify the relationship
between ubiquitous computing and multi-agent systems. It is the subject of the
next section.

3 Multi-agent Systems

3.1 State of the Art

The authors of [21] have highlighted the fact that the term “agent” could have
fluctuating definition. If we reread Russell and Norvig’s book [7] about agents,
it simply states that: “An agent is something that perceives and acts in an
environment.” According to this definition, we can presume that a multi-agent
system is a system composed of several of these agents, and which possibly have
social interactions between them. The definition is in line with the Ferber’s point
of view [22] of an agent: “an agent can be a physical or virtual entity that can
act, perceive its environment (in a partial way) and communicate with others, is
autonomous and has skills to achieve its goals and tendencies.” The vision given
by [21] and [23] is more restrictive because they define agents as autonomous
software. The authors [21] outline the following criteria to characterize an agent:

– autonomous: it operates without the direct intervention of humans and has
control over its actions and internal state.

– social: it cooperates with other agents.
– reactive: it perceives its environment and responds in a timely fashion to

modify the environment.
– proactive: it is able to exhibit goal-directed behavior by taking initiative in

addition to its perceives of its environment.

Unifying all these definitions, we propose to define multi-agent system as
follows:

Multi-Agent System (Set of software) :
Computer system composed of multiple software, capable of

autonomous, social and possibly reactive and proactive action. In
most cases, the multi-agent system is based on an environment.
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3.2 Relation Between Multi-agent Systems and Ambient
Intelligence

Firstly, having regard to the state of the art we established on the fields of
ubiquitous computing, ambient intelligence and multi-agent systems, we can
suppose that an ambient intelligence system is a kind of multi-agent system.
In this case, we can make the following comparisons about ambient intelligence
services:

– Ambient intelligence services are autonomous, because they can operate with-
out the direct intervention of humans.

– Ambient intelligence is social, because the services that compose it are inter-
connected.

– These services act and perceive their environment through actuators and
sensors devices in real time, so they are reactive.

– They are proactive because these services aim to accomplish a goal.

Moreover, this ambient intelligence system is composed by agents (the ser-
vices) that operate in an environment (composed by smart objects). So we come
to the conclusions that an ambient intelligence system is a case of a multi-agent
system. It is possible to take into account the users into the system. They are
considered as agents, components of the system.

Secondly, many articles prove the interest of the multi-agent paradigm for
ambient computing. Authors of the handbook [25] made a state of multi-agent
systems in the service of ambient intelligence and describe multiple use cases.

Most of them use multi-agent paradigm in order to design ambient intelli-
gence systems. For example, Piette et al. [24] proposed to use multi-agent app-
roach for the deployment of services in a smart environment. On this topic they
affirmed: “In real systems, privacy, autonomy, robustness and scalability are
essential. That is why we identified MAS as a suitable solution.”

In the same way, Satoh [26] submitted his framework which aims to con-
struct distributed, large-scale, mobile application thanks to dynamic agents.
These agents can migrate through computers of a network, so they are defined
as “mobile agents.”

The article from Calvaresi et al. [27] is an implementation of the multi-agent
approach in a concrete framework of ambient intelligence. The context of this
implementation is telereahibilitation of older adults, using these technologies to
assist them.

Moreover, they are many articles, as evidence, that discuss about imple-
mentation of multi-agent approach to the Internet of Things. The authors of
[28,29] and [30] and proposed to integrate agent-based approach to the Internet
of Things, in order to deal with the heterogeneity and scalability problem.

Finally, another use of multi-agent system serving ambient intelligence is the
simulation of this kind of system. Jamont and Occello proposed this kind of
approach. In [31], they introduce a hardware/software hybrid multi-agent based
simulation in order to design embedded agent societies exploit smart environ-
ments.
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4 Conclusion and Prospect

After an overview of the different terms related to ubiquitous computing, we
showed a scattering in terms of interpretations. This phenomenon of scattering
makes it more difficult to build the state of the art, particularly because of
the difficulty to bring out all the articles with different key words, despite the
implementation of similar concepts.

This moved us towards the construction of a lexicon synthesizing and aggre-
gating the definitions outlined in the citations of the previous sections.

From there, we showed the interest of this clarification by emphasizing the
relationship between multi-agent system and ambient intelligence. This enabled
us to determine that ambient intelligence is a particular case of multi-agent
system.

Among the possible prospects, it seems interesting to strengthen the link
between multi-agent systems and ambient intelligence, in particular by the pro-
posal of meta-models and meta-languages describing smart environments to opti-
mize the exploitation of these, which also goes through a more in-depth study
of human/computer interactions, ethics and security issues.
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Abstract. Despite its proven relevance, ASP (answer set programming)
suffers from a lack of transparency in its outputs. Much like other popular
artificial intelligence systems such as deep learning, the results do not
come with any explanation to support their derivation. In this paper, we
use a given answer set as guidance for a simplified top-down procedure
of answer set semantics developed by Satoh and Iwayama to provide not
only an explanation for the derivation (or non-derivation) of the atoms,
but also an explanation for the consistency of the whole answer set itself.
Additionally, we show that a full use of the Satoh-Iwayama procedure
gives an explanation of why an atom is not present in any answer set.

1 Introduction

The ASP reasoning system has proved useful in many situations (Erdem 2016).
However, much like AI paradigms such as deep learning, it fails to provide expla-
nations for any of its outputs. In critical domains such as self-driving vehicles
and legal reasoning, providing such an explanation to justify the results of sys-
tems of increasing complexity is crucial for well-informed decision-making and
future improvements of the systems.

In this paper, we treat a proof sequence of top-down proof of the Satoh-
Iwayama procedure (Satoh 1993) as such an explanation. We additionally sim-
plify the procedure by considering a given answer set as input to guide the pro-
cedure. This mechanism is based on the notion of “well-supportedness” (Fages
1991), which identifies a sequence of rules in derivation of an atom in the answer
set.

Additionally, the procedure also produces an explanation not only for the
presence of a certain literal in a given answer set, but also for the consistency of
said answer set (we call this a “credulous explanation”). Indeed, while providing
justifications for how a literal is being derived in a given answer is important, it
is also crucial to show how the given answer set avoids deriving inconsistencies

The work of Jérémie Dauphin was supported by the H2020 Marie Sk�lodowska-Curie
grant number 690974 for the project MIREL.
K. Satoh—This work was partially supported by JSPS KAKENHI Grant Number
17H06103.

c© Springer Nature Switzerland AG 2019
M. Baldoni et al. (Eds.): PRIMA 2019, LNAI 11873, pp. 610–617, 2019.
https://doi.org/10.1007/978-3-030-33792-6_47

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-33792-6_47&domain=pdf
https://doi.org/10.1007/978-3-030-33792-6_47


Explainable ASP 611

and thus satisfies integrity constraints. For debugging purposes, issues might
sometimes arise in this part of the logic program, rather than in the derivation
of a literal of interest.

Consider the following example logic program: ⊥ ← q

p ←∼q
q ←∼p

Suppose that ⊥ ← q has been added by mistake instead of ⊥ ← p. Then, we
have an extension {p}. We would like to know why p is derived but without
considering the integrity constraint of ⊥ ← p, we cannot detect the mistake.

2 Preliminaries

In this section, we briefly present some definitions from the state of the art. The
basic building blocks are atoms, elementary propositions which may be true or
false. A literal is either an atom a or its weak negation ∼a. Weak negation means
that ∼a holds iff there is no derivation of a.

Definition 1. Let l be a literal. We denote the inverse of the literal as l̃ where

– if l is a positive literal then l̃ =∼l (negation of l);
– if l is a negative literal of the form ∼l′, then l̃ = l′.

Definition 2. A rule R is an expression of the form:

H ← B1, B2, ..., Bk,∼A1, ...,∼Am

Where Bi and Aj are all atoms, and H is either an atom or ⊥ (meaning contra-
diction). We call H the head of the rule denoted as head(R) and a set of literals,
B1, B2, ..., Bk,∼A1, ...,∼Am : the body of the rule denoted as body(R). We also
denote a set of positive literals in the rule, B1, B2, ..., Bk as pos(R) and a set of
literals appearing negatively in the rule, A1, ..., Am as neg(R).

If H = ⊥, we call the rule an integrity constraint:

⊥ ← B1, B2, ..., Bk,∼A1, ...,∼Am.

A logic program T is a set of such rules and integrity constraints.

Definition 3. Let I be a set of atoms. We say that I satisfies the body of a rule
R (denoted as I |= body(R)) iff pos(R) ⊆ I and neg(R) ∩ I = ∅.
Definition 4. Given a logic program T , a model of T is a set of atoms M s.t.
p ∈ M iff ∃r ∈ T s.t. head(R) = p and M |= body(R).
If a model of T is minimal in the set inclusion sense, we call it a minimal model.
If a minimal model is unique, we call it the least model.
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Definition 5. Given a logic program T , an answer set M is a set of atoms s.t.
⊥ 
∈ M and

M = min(TM )

where

– TM = {head(R) ← pos(R)|R ∈ T and neg(R) ∩ M = ∅}, which we also call
the reduct of T w.r.t. M ;

– min(T ): the least model of T .

So the answer sets are the models which are exactly the least models of the
program reduct in their respect. Note that since the reduct is a positive logic
program, it is guaranteed to have a least model.

We now introduce the notion of resolution.

Definition 6. Given a logic program T and a literal l, the resolution of T w.r.t.
l is:

– If l is a positive literal:
resolve(l, T ) = {H ← B1, ..., Bi−1, Bi+1..., Bk,∼A1, ...,∼Am|H ← B1, ...,
Bk, ∼A1, ...,∼Am ∈ T and l = Bi}

– If l is a negative literal of the form ∼l′:
resolve(l, T ) = {H ← B1, ..., Bk,∼ A1, ...,∼ Ai−1, Ai+1, ...,∼ Am|H ←
B1, ..., Bk,∼A1, ...,∼Am ∈ T and l′ = Ai} ∪ {⊥ ← B1, ..., Bk,∼A1, ...,∼
Am|H ← B1, ..., Bk,∼A1, ...,∼Am ∈ T and l′ = H}
In the cases where l is a positive literal, the resolution is the set of rules

containing l in the positive part of the body, but with l removed from the body.
In the cases where l is a negative literal, the resolution is the set of rules con-
taining l either in the negative part of the body of the head, but with it again
removed. The aim is to identify the rules affected by the fixing of l’s truth value
and consider their simplified version, where l’s truth value has been taken into
account.

3 Overview of the Full Version of the Satoh-Iwayama
Procedure

We reproduce the Satoh-Iwayama top-down procedure (Satoh 1993) as a basis
for producing explanations. The procedure has the following characteristics:

– the procedure answers whether there is an answer set which satisfies a query.
– the procedure is correct for a consistent logic program.
– for a finite and consistent logic program, if there is an answer set which

satisfies a query, the procedure always answers “yes”.
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It consists of the subprocedures derive, literal con, rule con and delete con.
Note that Δ in the procedure expresses the literals derived by the recursive
subprocedure calls. So Δ is used in order to ensure that literals are only computed
once, thus avoiding redundant computations.

For derive(p,Δ), given an atom p and a set of literals Δ, we do the following:

1. Check whether p has already been computed, in which case we can stop.
2. Otherwise, select a rule with p as its head:

p ← p1, ..., pm,∼ q1, ...,∼ qn

3. Check if every positive literal pi in its body can be derived by calling derive.
4. Check if every negative literal ∼ qj in its body can be consistently assumed

to be false by calling literal con.
5. Check that the head becoming true does not lead to contradiction by calling

literal con.

For literal con(l,Δ), given a literal l and a set of literals Δ, we do the
following:

1. Check if l has already been computed, in which case we can stop.
2. Otherwise, add l to Δ.
3. Check the consistency of rules which are obtained by the resolution of l and

the program by calling rule con. This is used to check that l being true does
not lead to any contradiction.

4. Check the consistency of deleted rules in the program by l by calling
deleted con. This is used to check consistency of implicit deletion of a rule
by assuming l which might lead to contradiction.

For rule con(R,Δ), given a rule R and a set of literals Δ, we show one of the
following:

Case 1. A positive literal in the body of R can be consistently assumed to be
false by calling literal con.

Case 2. A negative literal in the body of R is derived by calling derive.
Case 3. Every positive literal in the body of R is derived and every negative

literal in the body of R can be consistently assumed to be false and the
assumption that the head becomes true does not lead to contradiction by
calling derive and literal con.

Cases 1 and 2 are for when the rule is not applicable, while case 3 ensure that
in the cases where the rule is applicable, it does not lead to any contradiction.

For deleted con(R,Δ), given a rule R and a set of literals Δ, we show one of
the following:

Case 1. The head of a deleted rule R is derived by another rule by calling
derive.

Case 2. The head of a deleted rule R can be consistently assumed to be false
by calling literal con.
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This subprocedure simply ensures that the rule R being no-longer applicable,
due to the inverse of a literal in its body having been set to true, does not cause
any issues.

For a detailed account of the procedure, we refer the reader to the original
work (Satoh 1993).

4 Answer Set Guided Method of Producing Explanation
Why an Atom is Derived in a Given Answer Set

In our work, we focus on causal explanations, and thus consider a causal trace
to be an explanation. We base this on the following quote:

To explain an event is to provide some information about its causal history.
In an act of explaining, someone who is in possession of some information
about the causal history of some event - explanatory information, I shall
call it - tries to convey it to someone else. - Lewis (1986)

We first give a definition of well-supportedness from Fages (1991). Identifying
supporting rules provides us with a first step towards explanation, and allows
us to speed up the second part of the explanation process.

Definition 7. Let T be a logic program. We say that a set of atoms I is well-
supported if there exists a strict well-founded partial order ≺ on I such that for
any atom A ∈ I there exists a rule R ∈ T called a supporting rule for A in T
s.t. head(R) = A and I |= body(R) and for every B ∈ pos(R), B ≺ A.

We call such a set of atoms I a well-supported model.

Theorem 1. (Fages 1991) Let T be a logic program. A set of atoms I is an
answer set iff I is a well-supported model.

Since we consider only positive literals in the body of a supporting rule in the
definition of a well-supported model M for a logic program T , we can instead
look at the corresponding rules from T ’s reduct with respect to M , and then
return their original equivalents. Given an answer set, we can compute the set of
corresponding supporting rules in linear time by slightly adapting the algorithm
2 of Downling (1984). By first taking the reduct according to the given answer
set, we are able to apply their algorithm for checking the satisfiability of positive
logic programs. The algorithm works by marking edges as they are visited, and
we can re-use this marking to identify the supporting rules.

Now, we give an answer set guided method of producing an explanation of
why an atom is derived in a given answer set. We can use the knowledge of having
the answer set known in advance in order to skip some selection operations in the
original procedure. This allows us to speed up the process and save a considerable
amount of computations.

It consists of simplified versions of the above four subprocedures, with the
main difference being that we now have a global variable M representing the
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answer set of interest. This allows many branching choices to be reduced to
single paths in the proof tree, saving many unnecessary computations. We briefly
sketch the improvements from the original procedure.

For simple derive(p,Δ), we can now select a supporting rule with respect to
M instead of trying all rules with p as their heads. Since it is a supporting rule,
we are guaranteed to be able to apply it, and hence won’t need to backtrack and
restart the process. This reduce a potential exponential branching to a single
operation guaranteed to succeed.

The subprocedure literal con(l,Δ) remains identical to the original one, as
in this case the knowledge on the answer set does not provide any help.

For simple rule con(R,Δ), we can guide the procedure towards the relevant
case from the three possibilities, since we know from the answer set which of the
three cases is the applicable one.

The case of simple deleted con(R,Δ) is similar to the previous one, in the
sense that the answer set tells us which of the two cases to pursue.

5 Examples of Explanations

We show examples of explanations. For a more user-friendly interface, we trans-
late the subprocedure calls into natural language sentences.

Let T be: {p ←∼q; q ←∼p; r ← q; r ←∼r}.
We show a credulous explanation for the derivation of q in the answer set

{q, r}. To justify q, we first check which rule should be applied and since q ←∼p
is a supporting rule for q given the answer set M , we choose the rule without
making a selection of other rules1. Then, to derive q from the rule q ←∼p, we
first check the consistency of ∼p. To do this consistency check, we check the
consistency of the resolvents of ∼p w.r.t. T , which are 0 ←∼q2 and q ←.

1. To show the consistency of 0 ←∼q, we show a derivation of q3. Then,
(a) we can identify the supporting rule, q ←∼p, for q given M and show the

consistency of ∼p. This is done since ∼p is already assumed
(b) we check the consistency of assuming q as follows:

i. we check the consistency of resolvent of q w.r.t. T , which is r ←. Then,
we check the consistency of assuming r. This is done by consistency
check of deleting r ←∼r. This is successful since r is already assumed.

ii. we check the consistency of deleted rule, p ←∼q. In this case, thanks
to M , we can determine that p should be false and it is proved since
p is already assumed to be false.

2. the consistency of q ← is proved since q is already assumed.

1 In this example, q ← ∼p is the only rule for deriving q but even if there were other
rules, we can identify this rule given M .

2 We display 0 instead of ⊥ for notational consistency with the meta-interpreter output
of the Satoh-Iwayama procedure.

3 Since we know that q ∈ M , we can speed up the process by skipping the other
checks.
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And finally, we check the consistency of assuming q, which is immediate since q
is already assumed.

We now show a cautious explanation for why there is no answer set including
p for a logic program T . To show this, we need to show that every derivation of p
leads to a contradiction. Since there is only one rule to derive p, that is p ←∼q,
we show consistency of assuming ∼q as follows:

1. we need to check for consistency of the resolvents for ∼q w.r.t. T , that is,
p ← and 0 ←∼p, as follows:
(a) for p ← , deriving p does not lead to contradiction so p is assumed.
(b) for 0 ←∼p, we already assume p so it is consistent.

2. we need to check consistency of a deleted rule by ∼q. w.r.t. T , that is, r ← q.
To do so, we need to check whether r is either true or false. However, both
checks fail in the following reasons:
(a) in order to show r, we could use either r ← q or r ←∼r. But the first

rule cannot be used since ∼q is already assumed. For the second rule, we
need to assume ∼r to derive r. Then, we need to check resolvents of ∼r
w.r.t. T , that is 0 ← q and 0 ←∼r and r ← :
i. 0 ← q is consistent since ∼q is already assumed.
ii. 0 ←∼r leads to contradiction since ∼r is already assumed, therefore,

showing r is failed.
(b) in order to show ∼r, we should show that ∼r is consistently assumed but

then we iterate a part of the above checking to show r, the procedure is
failed.

3. Therefore, r is neither true nor false and so derivations of ∼ and p are failed.

Thus, there is no answer set including p.

6 Related Work

In this section, we compare our approach with works mentioned in the excellent
survey of explanations in ASP made by Fanndinno and Schulz (2019).

Pontelli (2009) gives a method of producing a graph-based explanation (called
off-line justification) of the truth value of an atom w.r.t. a given answer set and
extends the method to give a justification of atoms during the computation of
an answer set (called on-line justification). In off-line justification, all the rule
application steps used to derive an atom is included in the graph. On the other
hand, Schulz (2016) decomposes each derivation of an atom into a part whether
only assumptions to derive an atom are considered. Then, they define attack tree
justification to give an overall explanation. Cabalar (2014) gives a method of
giving an explanation by causal graphs. They give an algebraic characterization
of combining causal graphs.

These approaches represent a graph (or a tree) for an explanation about
derivation of a literal whereas our approach not only gives a derivation of a literal
but also gives a derivation for the consistency of assuming the literal. Moreover,
our approach is more procedural in which we give a credulous explanation by
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proof sequence of why a literal is derived in a given answer set and maintain
consistency. We also give a cautious explanation why a literal is not included in
any answer set. In the cautious explanation, we could use the previous methods
above by giving an explanation why an atom is not included in each answer
set after computing all the answer sets. However, this would cause a complex
explanation whereas our proof procedure could share a common derivation to
simplify the explanation.

7 Conclusion

We show methods of giving credulous and cautious explanations in ASP. We
modify the Satoh-Iwayama’s top-down procedure for answer set to produce a
credulous explanation using a guidance of a given answer set. We also show a
full use of the Satoh-Iwayama procedure to produce a cautious explanation.

We would like to apply these methods for applying ASP in a critical domain
and show usefulness of our approach as a future work. Additionally, we would
like to consider Miller’s work on what constitutes an explanation in AI (Miller
2018) in order to produce multiple kinds of explanations.
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Abstract. We advance the point of view: an argument as an argumenta-
tion and vice versa, to formulate Block (Bipolar) Argumentation (BBA),
a bipolar argumentation theory that recursively instantiates an abstract
argument with a bipolar argumentation. Multiple occurrence of the same
argument(ation) can become issues in such a self-similar argumentation
theory, for which we consider a graphical (syntactic) constraint, in rela-
tion to which we define its acceptability semantics. For some highlight,
acceptability of unattacked arguments is not always warranted once this
kind of a constraint must be taken into account.

1 Introduction

In this work, we advance the point of view: an argument as an argumentation and
vice versa, which, despite the presence of substitution theories [7,8], has not been
generally pursued. In abstract argumentation theory [6], an argumentation is
represented by a graph with a node representing an argument with its nature left
unspecified. Our point-of-view instantiates any argument with an argumentation
recursively, which is theoretically the most general instantiation possible with
the formal vocabulary of a given argumentation theory. We consider bipolar
argumentation, with attack and support, so we name our theory Block Bipolar
Argumentation (BBA). Formulation is in Sect. 3. There, we reflect on multiple
occurrence of the same argument(ation)s in a given argumentation which can
be, under some interpretation of it, seen raising internal consistency issues. We
propose the use of a graphical (syntactic) constraint to address them, and define
acceptability semantics in relation to it. Acceptability of unattacked arguments
is not outright warranted once that kind of a constraint must be taken into
account. More details including semantic constraints are in [1].

2 Technical Preliminaries

Let A be a class of abstract entities we understand as arguments. Its member
is referred to by a, and its finite subset by A, each with or without a subscript
and/or a superscript. This “with or without” convention shall be assumed for
any other symbol. A bipolar argumentation (e.g. see [5]) is a tuple (A,R,Rs)
c© Springer Nature Switzerland AG 2019
M. Baldoni et al. (Eds.): PRIMA 2019, LNAI 11873, pp. 618–626, 2019.
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http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-33792-6_48&domain=pdf
https://doi.org/10.1007/978-3-030-33792-6_48


Block Argumentation 619

with two binary relations R and Rs over A. For any (A,R,Rs), A1 ⊆ A is said to
attack, or support, A2 ⊆ A if and only if, or iff, there exist a1 ∈ A1 and a2 ∈ A2

such that (a1, a2) ∈ R (for attack), or (a1, a2) ∈ Rs (for support).
An extension-based acceptability semantics of (A,R,Rs) is a member of

22
A

. When Rs is not taken into account, a semantics of (A,R,Rs) is effec-
tively that of (A,R), Dung’s argumentation framework [6], where A1 ⊆ A is
said to defend ax ∈ A iff each ay ∈ A attacking ax is attacked by at least one
member of A1, and said to be conflict-free iff A1 does not attack A1. A1 ⊆ A
is said to be: admissible iff it is conflict-free and defends every a ∈ A1; com-
plete iff it is admissible and includes all arguments it defends; preferred iff it
is a maximal complete set; and grounded iff it is the set intersection of all
complete sets. Complete/preferred/grounded semantics is the set of all com-
plete/preferred/grounded sets.

A label-based acceptability semantics [4] for Dung’s (A,R) makes use of the
set L of three elements, say {+,−, ?}, and the class Λ of all functions from A to L.
While, normally, it is {in, out, undec}, by {+,−, ?} we avoid direct acceptability
readings off them. λ ∈ Λ is said to be a complete labelling of (A,R) iff both of
the following hold: (A) λ(a) = + iff λ(ap) = − for every ap ∈ A that attacks
a; and (B) λ(a) = − iff there is some ap ∈ A with λ(ap) = + that attacks a.
A1 ⊆ A is the set of all arguments that map into + under complete labelling iff
A1 is a complete set, thus a label-based semantics provides the same information
as an extension-based semantics does, and more because of −/ ? distinction.

In bipolar argumentation where Rs properly matters for an acceptability
semantics, the notion of support is given a particular interpretation which influ-
ences the semantics; see [5] for a survey of some popular interpretations.

3 Block (Bipolar) Argumentation

Let N be the class of natural numbers including 0. Let X be a class of an
uncountable number of abstract entities. It will be assumed that every member
of X is distinguishable from any other members. Further, every member of X
has no intersection with any others. Lack of these assumptions is not convenient
if one wants to judge equality of two arguments.

Definition 1 (Arguments and argumentations). We define a (block) argu-
ment a ∈ A to be either ({x}, ∅, ∅) for some x ∈ X , or ({a1, . . . , an}, R, Rs) for
some a1, . . . , an ∈ A and some binary relations R and Rs over {a1, . . . , an}. We
say a ∈ A is unitary iff a is some ({x}, ∅, ∅).

We define a Block (Bipolar) Argumentation (BBA) to be some argument
(A,R,Rs) ∈ A. We say that it is finite iff the number of occurrences of symbols
is finite in A. We denote the class of all finite BBAs by ABBA, a subclass of A,
and may refer to its member particularly by aBBA.

The viewpoint of this paper towards an argument and an argumentation has
been, since the beginning, that either of them may be the other. There is no
contradiction when we describe A as the class of arguments in Sect. 2, and here
call them also argumentations.
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3.1 Representation of Argument(ation)s

As the same member of A may occur more than once in aBBA ∈ A, a description
of the kind: “a in aBBA” is ambiguous. To refer to arguments in a specific position
in aBBA in a one-to-one manner, we assign a unique integer sequence to each
a ∈ A that occurs in aBBA.

Definition 2 (Flat representation). Let 〈N〉 denote the class of all sequences
of natural numbers (an empty sequence is included), whose member may be
referred to by 〈m〉. We use ‘.’ for sequence concatenation. Let � : A → 2A×〈N〉 be
such that �(a) is a minimal set that satisfies both: (1) (a, 0) ∈ �(a); and (2) For
any (ap, 〈m〉) ∈ �(a), if ap is not unitary and is some ({a1, . . . , anp

}, Rx, Rs
x),

then (ai, 〈m〉.ni) ∈ �(a) for every 1 ≤ i ≤ np such that all n1, . . . , nnp
are

distinct. For any a, we say that �(a) is its flat representation.

We can now refer to any argument a in aBBA uniquely, no matter how often it
occurs in aBBA, for, suppose (a, 〈m1〉), (a, 〈m2〉) ∈ �(a) with 〈m1〉 	= 〈m2〉, then
a at the position specified by 〈m1〉 is different from a occurring at the position
specified by 〈m2〉. We note that a flat representation will be used only for the
purpose of uniquely identifying an argument that occurs in a given aBBA.

3.2 Characterisation of Complete Sets (with No Constraints)

We characterise complete sets with no constraints initially.

Definition 3 (Arguments, attacks and supports in 〈m〉). Let Arg : ABBA×
〈N〉 → 2A be such that Arg(aBBA, 〈m〉) = Ap iff ((Ap, R,Rs), 〈m〉) ∈ �(aBBA) for
some R and Rs. Let Attck,Spprt : ABBA × 〈N〉 → 2A×A be such that:

Attck(aBBA, 〈m〉) = {(a1, a2) ∈ R | ∃((A, R, Rs), 〈m〉) ∈ �(aBBA). a1, a2 ∈ A}
Spprt(aBBA, 〈m〉) = {(a1, a2) ∈ Rs | ∃((A, R, Rs), 〈m〉) ∈ �(aBBA). a1, a2 ∈ A}

For any aBBA and any 〈m〉, we say: a1 attacks, or supports, a2 in 〈m〉 iff
(a1, a2) ∈ Attck(aBBA, 〈m〉) (attack), or (a1, a2) ∈ Spprt(aBBA, 〈m〉) (support).

While there are three typical interpretations (deductive, necessary, evidential) of
support (see in [5]), they enforce a strong dependency between arguments and the
arguments that support them concerning their acceptance. Our interpretation
of support here is weaker, almost supplementary, as in the following definitions.
Informally, it is not necessary that an argument be in a complete set when
its supporter/supportee is in the set, unlike in deductive/necessary support. A
supporter can, however, prevent an argument attacked by an attacker from being
strongly rejected (with labels, it concerns the difference of whether the argument
gets − (which leads to strong rejection) or ?). This interpretation is motivated by
a real-life example, which will be looked at in Sect. 3.3. Extension-based complete
set characterisation is:
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Definition 4 (Extension-based complete set when no constraints). For
any aBBA and any 〈m〉, we say: A1 defends a in 〈m〉 iff A1 ⊆ Arg(aBBA, 〈m〉)
and a ∈ Arg(aBBA, 〈m〉) and every a1 attacking a in 〈m〉 is: attacked by at least
some a2 ∈ A1; and not supported by any a3 ∈ A1.1

We say that A1 is: conflict-free in 〈m〉 iff A1 ⊆ Arg(aBBA, 〈m〉) and (a1, a2) 	∈
Attck(aBBA, 〈m〉) for any a1, a2 ∈ A1. We say that A1 is standard complete in
〈m〉 iff A1 ⊆ Arg(aBBA, 〈m〉) and A1 is conflict-free and includes all arguments
it defends in 〈m〉.
We can also have a label-based characterisation with L (= {+,−, ?}). The idea is
to have one-to-one correspondence with extension-based complete set character-
isation above. Theorem 1 notes the correspondence of the two characterisations.

Definition 5 (Complete labelling when no constraints). Let Λ be the class
of all λ : A×〈N〉 → L such that, for any a and any 〈m〉, we have λ((a, 〈m〉)) = l
for some l. For any aBBA and any λ ∈ Λ, we say that λ is a standard complete
labelling of aBBA iff every ({a1, . . . , an}, 〈m〉) ∈ �(aBBA) satisfies both of the
following: (A) λ((ai, 〈m〉.ni)) = +, 1 ≤ i ≤ n, iff every aj, 1 ≤ j ≤ n, attacking
ai in 〈m〉 satisfies λ((aj , 〈m〉.nj)) = −; and (B) λ((ai, 〈m〉.ni)) = −, 1 ≤ i ≤ n,
iff there exists some 1 ≤ j ≤ n such that λ((aj , 〈m〉.nj)) = + and that aj attacks
ai in 〈m〉 and there is no 1 ≤ k ≤ n such that λ((ak, 〈m〉.nk)) = + and that ak

supports ai in 〈m〉.
Theorem 1 (Correspondence). For any aBBA and 〈m〉, A1 ⊆ Arg(aBBA, 〈m〉)
is standard complete in 〈m〉 only if there is some standard complete labelling λ of
aBBA such that λ((ap, 〈m〉.n)) = + is equivalent to ap ∈ A1 for any (ap, 〈m〉.n) ∈
�(aBBA). Conversely, λ is a standard complete labelling of aBBA only if, for
every (a, 〈m〉) ∈ �(aBBA), {ap ∈ Arg(aBBA, 〈m〉) | ∃n ∈ N.λ((ap, 〈m〉.n)) = +} is a
standard complete set in 〈m〉.

3.3 Graphical (Syntactic) Constraint

Multiple occurrence of an argument in a given aBBA can be seen to cause internal
consistency issues under some interpretation of argument(ation)s in aBBA.

Example 1. During the trial over the death of Kim Jong-Nam2, a certain argu-
mentation was deployed by a suspect’s defence lawyer as he cast a blame on
Malaysian authorities for having released only portions of CCTV footage of the
fatal attack. The argumentation was broadly:

Prosecutor: the CCTV footage released by Malaysian Police shows a suspect
walking quickly to an airport restroom to wash hands after attacking the
victim with VX (toxic chemical compound), which produces an impression

1 “and” instead of “and” is used in this paper when the context in which it appears
strongly indicates truth-value comparisons. It follows the semantics of classical logic
conjunction. Similarly for “or” (disjunction).

2 https://en.wikipedia.org/wiki/Assassination of Kim Jong-nam.

https://en.wikipedia.org/wiki/Assassination_of_Kim_Jong-nam


622 R. Arisaka et al.

that the suspect, contrary to her own statement that she thought she was
acting for a prank video, knew what was on her hands.

Defence Lawyer: however, the CCTV footage in its entirety shows the suspect
adjusting her glasses after the attack, with VX on her hands, which counter-
evidences her knowledge of the substance. Since Malaysian authorities know of
the omitted footage, they are clearly biased against the suspect, intentionally
tampering with evidence.

Assume the following arguments:

a1: After the victim was attacked with VX, the suspect walked quickly to a
restroom for washing hands.

a2: The suspect knew VX was on her hands.
a3: The suspect was acting for a prank video.
a4: The suspect adjusted her glasses with VX on her hands before walking to

restroom.
a5: Malaysian authorities are biased against the suspect, tampering with evidence

by intentional omission of relevant CCTV footage.
a6: a1 supports a2. a7: a4 attacks a2. a8: a7 attacks a6.

This example can be modelled as in A with a1−5 considered unitary. Malaysian
Police uses a1 for a2 (a1 supports a2) to dismiss a3 (a2 attacks a3). All these
three arguments are made available to the audience. The defence lawyer uses
a4 to counter a2. a4 is also available to the audience as attacking a2. He then
uses a7 to attack Malaysian Police’ a6. This is also presented to the audience.
Finally, he uses a8 for a5. Non-unitary arguments of the kinds of a6, a7 and
a8 are themselves argumentations making use of already appeared a1−4 and
attack/support among them. “a7 attacks a6” could be detailed as in B , and
“a8 supports a5” as in C .

For the internal consistency, if the defence lawyer argued instead: “The
fact: [the suspect adjusted her glasses with VX on her hands before walking
to restroom confirms her knowledge of the substance on her hands] attacks the
argument: [she did not know VX was on her hands because, after attacking the
victim with VX, she walked quickly to a restroom for washing hands].”, i.e. the
argument: “a4 supports a2” attacks the argument: “a1 attacks a2”, we would
see at once that the two inner arguments “a4 supports a2” and “a1 attacks a2”
are factually inconsistent with the attack/support relations among a1−4.
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Consequently, one may like to impose certain constraints to enforce argument’s
dependency on the same argument that occurs in a given argumentation. For
example, we may impose a constraint that an inner argument making use of
already presented argumentation(s), i.e. outer argumentation(s), must correctly
make use of the arguments and the attack/support relations in the argumenta-
tion, e.g. if “a1 supports a2” but not “a1 attacks a2” has been presented, a1, a2,
and “a1 supports a2” may all be used in an inner argument as referring to a part
of the outer argumentation, but not “a1 attacks a2”, to prevent the factually
inconsistent arguments from getting justified.

To characterise this graphical constraint, we need firstly to tell equality of
two arguments.

Definition 6 (Equality). Let Eq : A × A be such that Eq(a1, a2) iff (1) a1 =
a2 = ({x}, ∅, ∅) for some x ∈ X or (2) If a1 is some ({a′′

1 , . . . , a′′
n}, R1, R

s
1),

then a2 is some ({a′
1, . . . , a

′
n}, R2, R

s
2) with: (A) Eq(a′′

i , a′
i); (B) (a′′

i , a′′
j ) ∈ R1 iff

(a′
i, a

′
j) ∈ R2; and (C) (a′′

i , a′′
j ) ∈ Rs

1 iff (a′
i, a

′
j) ∈ Rs

2, for 1 ≤ i, j ≤ n.

With this, we can identify whether a2 ∈ A is a sub-graph, i.e. sub-argumentation,
of a1 ∈ A up to Eq. For our technical purpose, it suffices to simply learn whether,
for ai denoting (Ai ≡ {ai

1, . . . , a
i
ni

}, Ri, R
s
i ), i ∈ {1, 2}, the set members of A2

form a subset of A1 equivalent up to Eq, and whether the two binary relations
over the set members of A2 are equivalent up to Eq as those over A1 for the set
members shared between A1 and A2, which leads to the definition below.

Definition 7 (Partial-graph). Let ↘: A×A be such that ((A1, R1, R
s
1), ((A2,

R2, R
s
2)) ∈ ↘, written synonymously as (A1, R1, R

s
1) ↘ (A2, R2, R

s
2), iff A2 =

{a′
1, . . . , a′

n2
} and A1 = {a1, . . . , an1} satisfy: (A) |A2| ≤ |A1|; (B) For each a′

i,
1 ≤ i ≤ n2, there exists some aj, 1 ≤ j ≤ n1, such that Eq(a′

i, aj); (C) For each
two a′

i1
, a′

i2
, 1 ≤ i1, i2 ≤ n2, if (a′

i1
, a′

i2
) ∈ R2, then there exist some aj1 , aj2 ,

1 ≤ j1, j2 ≤ n1 such that (aj1 , aj2) ∈ R1, that Eq(a′
i1

, aj1), and that Eq(a′
i2

, aj2);
and (D) For each two a′

i1
, a′

i2
, 1 ≤ i1, i2 ≤ n2, if (a′

i1
, a′

i2
) ∈ Rs

2, then there exist
some aj1 , aj2 , 1 ≤ j1, j2 ≤ n1 such that (aj1 , aj2) ∈ Rs

1, that Eq(a′
i1

, aj1), and
that Eq(a′

i2
, aj2). We say that a2 is a partial-argumentation of a1 iff a1 ↘ a2.

Now, let �: (A × 〈N〉) × (A × 〈N〉) be such that ((ap, 〈mp〉), (aq, 〈mq〉)) ∈ �,
synonymously written as (ap, 〈mp〉) � (aq, 〈mq〉), iff 〈mp〉.〈mr〉 = 〈mq〉 for
some 〈mr〉. Let us say: (ap, 〈mp〉) � (aq, 〈mq〉) iff (ap, 〈mp〉) � (aq, 〈mq〉) and
(aq, 〈mq〉) 	� (ap, 〈mp〉). With these definitions, we obtain:

Definition 8 (Graphical constraints). For any aBBA, we say (a2, 〈m2〉) ∈
�(aBBA) satisfies G iff both of the following hold: (A) if 〈m2〉 	= 0 and if a2 is
not unitary, then there exists some (a1, 〈m1〉) ∈ �(aBBA) such that (a1, 〈m1〉) �
(a2, 〈m2〉) and that a1 ↘ a2; and (B) every (ap, 〈m2〉.n) ∈ �(aBBA) satisfies G.

Example 2 (Graphical constraint). Let aBBA be the argumentation in A . Its
flat representation ‘can’ be the set of all the following: (aBBA, 0); (ai, 0.i) for
1 ≤ i ≤ 8; (a1, 0.6.1) and (a2, 0.6.2); (a2, 0.7.1) and (a4, 0.7.2); (a6, 0.8.1) and
(a7, 0.8.2); (a1, 0.8.1.1) and (a2, 0.8.1.2); and (a2, 0.8.2.1) and (a4, 0.8.2.2).
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Then it holds that any (a, 〈m〉) ∈ �(aBBA) satisfies G, since: (1) there is
nothing to show for (aBBA, 0) as the sequence is 0; (2) there is also nothing to
show for (ai, 0.i), 1 ≤ i ≤ 5, as a1,...,5 are unitary; (3) aBBA ↘ ({a1, a2}, ∅, {(a1, a2)})
for (a6, 0.6); (4) there is nothing to show for (ai, 0.6.i), 1 ≤ i ≤ 2, as a1 and a2 are
unitary; (5) aBBA ↘ ({a2, a4}, {(a4, a2)}, ∅) for (a7, 0.7); (6) there is nothing to show
for (a2, 0.7.1), (a4, 0.7.2), as a2 and a4 are unitary; (7) aBBA ↘ ({a6, a7}, {(a7, a6)}, ∅)
for (a8, 0.8); (8) and similarly for all the rest.

For comparison, however, replace a6 with ax denoting ({a1, a2}, {(a1, a2)}, ∅),
a7 with ay denoting ({a2, a4}, ∅, {(a4, a2)}), as per our earlier discussion, and also
replace a8 with az denoting ({ax, ay}, {(ay, ax)}, ∅). Denote the BBA which differs
from aBBA only by ax, ay and az by aBBA

1 . Assume (ax, 0.6), (ay, 0.7), (az, 0.8) ∈
�(aBBA

1 ). Then none of them satisfy G, as a1 supports a2 and a4 attacks a2 in
Arg(aBBA

1 , 0), and there is no other shorter sequence of 0.6 and 0.7 occurring in
the flat representation of aBBA

1 .

3.4 Generalisation of Standard Complete Labelling

Let us refine our earlier definition of standard complete labelling with the graph-
ical constraint. We define C to be {G}, and refer to its subset by C.

Definition 9 (Complete labelling). For any aBBA, any λ ∈ Λ and any C, we
say that λ is a complete labelling of aBBA under C iff every ({a1, . . . , an}, 〈m〉) ∈
�(aBBA) satisfies all the following conditions.

– λ((ai, 〈m〉.ni)) = +, 1 ≤ i ≤ n, iff both of the following hold:
• Every aj, 1 ≤ j ≤ n, attacking ai in 〈m〉 satisfies λ((aj , 〈m〉.nj)) = −.
• G ∈ C materially implies that (ai, 〈m〉.ni) satisfies G.

– λ((ai, 〈m〉.ni)) = −, 1 ≤ i ≤ n, iff there exists some 1 ≤ j ≤ n such that
λ((aj , 〈m〉.nj)) = + and that aj attacks ai in 〈m〉 and there is no 1 ≤ k ≤ n
such that λ((ak, 〈m〉.nk)) = + and that ak supports ai in 〈m〉.

Thus, any argument that violates the graphic constraint will not be assigned +
if G ∈ C. For both + and −, the first condition matches exactly the condition
given for a standard complete labelling.

Clearly, a complete labelling is a generalisation of a standard complete
labelling, as the two exactly match when C = ∅.

3.5 Acceptability Semantics

Definition 10 (Types of complete sets and acceptability semantics).
For any aBBA, we say that A1 ⊆ Arg(aBBA, 0) is: complete under C iff there
exists a complete labelling λ ∈ Λ of aBBA under C such that A1 = {a ∈
A | ∃n ∈ N ∃(a, 0.n) ∈ �(aBBA). λ((a, 0.n)) = +}; grounded under C iff
it is the set intersection of all complete sets under C; and preferred under
C iff it is a maximal complete set under C. We call the set of all com-
plete/grounded/preferred sets under C complete/grounded/preferred semantics
under C.
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Note that ultimately we need to tell which subsets of Arg(aBBA, 0) are acceptable:
this explains why we only look at 〈m〉 = 0 for the semantics.

Theorem 2. For any aBBA and C, there exists at least one complete set under
C, and if G ∈ C, there may exist some unattacked a ∈ Arg(aBBA, 0) not in a
complete set.

The following example shows a concrete example where an unattacked argument
is not justified under C = {G}.

Example 3 (Acceptability semantics). (Continued) For the argumentation aBBA

in A with the same flat representation, there is some λ1 ∈ Λ with: λ1((ai, 0.i)) =
+ for i ∈ {1, 4, 5, 7, 8}; λ1((a6, 0.6)) = −; and λ1((aj , 0.j)) = ? for j ∈ {2, 3},
such that it is a complete labelling of aBBA, and there is no λ ∈ Λ which, if it is a
complete labelling of aBBA, differs from λ1 for those members (ak, 0.k), 1 ≤ k ≤ 8,
of �(aBBA). The complete semantics of aBBA under any C is {{a1, a4, a5, a7, a8}}.

Meanwhile, for aBBA
1 , there is some λ2 ∈ Λ with: λ2((ai, 0.i)) = + for i ∈

{1, 4, 5}; and λ2((aj , 0.j)) = ? for j ∈ {2, 3, x, y, z}, such that it is a complete
labelling of aBBA

1 under {G}. There is no λx ∈ Λ which, if it is a complete
labelling of aBBA

1 under {G}, differs from λ2 for those members of �(aBBA
1 ). The

complete semantics of aBBA
1 under C = {G} is then {{a1, a4, a5}}.

4 Conclusion

Abstract argumentation does not specify the nature of an argument, which can
be instantiated in some way. We presented block argumentation which recur-
sively instantiates an argument generally by an argumentation, which is theo-
retically the most general instantiation possible with the vocabulary of a given
abstract argumentation theory (namely, A and binary relations among the mem-
bers of any subclass of it). Unitary arguments may be further instantiated by
other languages. The key is to express the dual roles of an argument: as an argu-
ment and as an argumentation (similar emphasis is given for coalition formation
[2]) and how they influence acceptability semantics.

Temporal/modal argumentation networks [3], as far as we are aware, is
the first abstract argumentation study that hinted at the possibility that an
unattacked argument may not be outright accepted. Unlike our graphical con-
straint, they enforce acceptance of some arguments. Such semantic dependency
can be generalised with semantic constraints, the detail of which is found in [1].

For future work, we plan to cater for specific applications, and also consider
introduction of probabilistic or dynamic approaches.
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Abstract. We report a tool for analysing through statistical model
checking, complex dynamical systems on graphs that can be modelled as
multi-agent systems. We discuss techniques to leverage the fact that we
restrict the tool to dynamics on graphs for performance improvements.
The query language that the tool provides is a probabilistic version of
bounded linear temporal logic.

We also introduce the notion of population sampling on agents for
statistical model checking. To the best of our knowledge, this feature has
not been reported previously in literature. Finally, we report experimen-
tal results on running examples that illustrate our ideas and the utility
of the tool.

Keywords: Statistical model checking · Agent based systems ·
Graphs · Complex networks · Sampling

1 Introduction

Agent based modeling and simulations have gained traction in recent times for
analyzing systems that defy closed form analytical approaches [9]. There are
several elegant tools that facilitate such models and simulations [2,8].

Statistical model checking is essentially a sampling based technique of ana-
lyzing a system model against requirements (interchangeably, queries) specified
in some logic. It has gained a lot of traction in the recent past since it avoids
the state space explosion associated with numerical approaches for stochastic
systems [7,11].

While analysis through modeling and simulation can be quite inaccurate,
when used in conjunction with statistical model checking it increases our confi-
dence in the model, and therefore the underlying system. A lot of agent based
systems can be described as dynamic phenomena that happen on a graph. Exam-
ples include pursuit-evasion problems and the spread of epidemics across a net-
work of cities. The motivation behind our work is to custom-build a tool to
cater to such applications. While there are tools that combine generic (stochas-
tic) agent based systems and (statistical) model checking [4,5,10], we report a
tool called DyNeMoC (Model Checker for Dynamical phenomena on Networks)
that is built specifically for analyzing agent based systems on graphs. This opens
c© Springer Nature Switzerland AG 2019
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up the possibility of customized functionality for problems over graphs, and per-
formance speed-ups. Firstly, in addition to queries at the granularity of agents,
we can naturally ask queries pertaining to individual nodes. This makes for very
intuitive use when dealing with such systems. Secondly, restricting focus to a
variant of problems allows for increased efficiency in terms of time and space
requirements for the simulations. The key advantage of focusing on graph based
systems lies in the increased efficiency of the simulation engine through multi-
threaded execution.

Our second contribution is methodological in nature. In a large agent based
system, the biggest bottleneck in terms of speed is updating attributes for every
agent. Speeding this up has been investigated in depth in the past. The model
checking phase adds to the running time. While some formulas can be inex-
pensive to evaluate, formulas that involve huge agent populations may not be.
Such agent based systems lend themselves to analysis through sampling–instead
of polling every agent, samples of the agent population can be used to see if a
formula is satisfied by the system. However, this comes at the cost of another
source of inaccuracy in addition to the one inherent in statistical model checking.
This approach is therefore useful when accuracy is not a stringent requirement,
but speed is. We investigate the trade-off between accuracy and running time
with this approach.

The rest of the paper is arranged as follows. Section 2 discusses the tool,
its implementation and experimental results. Section 3 discusses the sampling
approach and Sect. 4 concludes the paper with future directions.

2 DyNeMoC: The Tool

We begin with a brief and informal primer about a probabilistic version of
bounded linear temporal logic (BLTL) [3]–we will encode the requirements that
we expect of the system behavior as formulas in this logic. A BLTL formula has
the following syntax:

φ := � | a | ¬φ | φ1 ∨ φ2 | φ1U
≤kφ2

Here, a is an atomic proposition that evaluates to true or false at any stage
of execution of the system; and one can construct propositional formulas using
Boolean operators ∨ and ¬. The bounded until formula φ1U

≤kφ2 evaluates to
true for a run of the simulation, if the formula φ2 becomes true at some point i
in time before k and until that time (for all time 0 ≤ t < i), φ1 is true. A proba-
bilistic BLTL formula then is Pr≥θ(φ) for θ ∈ [0, 1] and φ a BLTL logic formula.
This formula evaluates to true if the system satisfies φ with probability at least
θ. An estimation version is Pr=?(φ)–what is the probability that the systems
satisfies the formula φ? In this paper, we focus on queries of this type. A sim-
ple technique for answering this estimation problem is to execute the system B
times; if the system satisfies the query b of these times, the estimated probability
would be b/B. For p the actual probability and p′ the estimated probability and
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given ε > 0, δ > 0, a folklore application of the Chernoff-Hoeffding bound says
that Pr(|p − p′| > ε) < δ if B is at least ln 2/δ

ε2 .
As mentioned previously we wish to build a simulation-cum-statistical-model-

checking tool for dynamical phenomena on graphs. A weighted directed graph
G = (V,E) defines the location graph of the model. Vertices model geographic
locations and edges between them model connectivity between the locations.
Each location hosts a dynamically changing number of agents. The weight on an
edge, drawn from the set of natural numbers, model the number of agents that
can travel per unit time across the directed edge. As an example, the vertices
can model cities, and the agents model the populations in each city.

The user gives the following inputs to the tool: (G, I,A,R, φ, δ, ε) where:

1. G is the location graph as described above. This is specified in a configuration
file.

2. Each agent A is defined by k attributes A = (A1, A2, . . . , Ak). In our tool, the
first attribute is always the location. The rest of the attributes are defined by
the user. The other typical attribute would be neighborhood of the agent–the
agents in that location that it can interact with.

3. R is a set of modification rules for each agent (type): R = (R1, R2, . . . , Rk).
4. I is a procedure for initializing the attributes of the agents.
5. Finally, the user defines the statistical model checking query φ and the con-

fidence parameters ε and δ.

While inputs 1, 2 and 5 are specified in a configuration file, 3 and 4 are specified
as code.

The tool provides two variants of an Atomic Proposition Evaluator, Agent-
Based and LocationBased. Both these variants are essentially efficiently com-
putable Boolean functions. The AgentBased version evaluator takes as input
(AgentId,AttName,AttV al, ��). If an agent with id AgentId, has for attribute
AttName a value that matches (��) with the required threshold AttV al, the tuple
is evaluated to true, else it is evaluated to false. The LocationBased version is
similar, but takes the location id’s and location attributes and values. Figure 1
shows the architecture of the tool.

The tool can be accessed at “https://github.com/cs16resch11005/Dyne
MOC”. The running example that we use for illustrating an application of the
tool is that of an epidemic spread over a geography of fifty cities. Naturally,
the vertices of the location graph model the cities, the edges and their weights
model the connectivity and capacity respectively. In our example, we use a com-
pletely connected location graph with infinite edge capacities. The model has
one agent for each individual of the population. Apart from current location,
the other attributes of an agent include list of neighbors and health status with
respect to an ongoing epidemic: susceptible, infected or recovered. The move-
ment of each agent is stochastic in nature. The modification rules therefore are
concerned with movement of the agent between cities, how it connects in the
agent network in destination city, and disease transmission rules. The total pop-
ulation is hundred thousand, with two thousand people in each city. Within a

https://github.com/cs16resch11005/DyneMOC
https://github.com/cs16resch11005/DyneMOC
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Fig. 1. Architecture of DyNeMoC

city, inter-agent connections are modelled as a Barabasi-Albert graph. An agent
leaves a city with probability p, and goes to every other city with probability
p/49 each and stays back in the same city with probability 1 − p. The epidemic
spread is modeled as follows. At every step, a susceptible agent is infected with
probability number of infected neighbors

total number of neighbors and an infected agent recovers on the dth
time unit with probability 1 − (1 − ( 1

tr
)d) where tr is the mean recovery period

specific to the disease.

2.1 Implementation Details

The sequential algorithm for agent based modeling and the statistical model
checking component is fairly straightforward. Each step of the simulation consists
of two substeps, perceive and update. In the perceive step, every agent perceives
the values of the attributes of other agents, including, if present, the environment.
In the update substep, the agent updates its attributes based on the values of its
influencing attributes. Both substeps are executed sequentially for each agent.
At the end of each simulation step the probabilistic BLTL formula is evaluated
and if it is satisfied, a counter is incremented. This is repeated B times, and the
estimate of the probability that the system satisfies the formula is outputted as
b/B.
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Parallelization. In order to exploit the prevalent multicore architecture, we
experimented with two different strategies for thread allocation. The first one
is simply a random allocation. An array comprising all the agents is divided
equally among all the threads. The threads then process the agents allotted to
them, one by one. Despite its simplicity, there are some disadvantages to this
approach. Neighbors of an agent can be scattered anywhere in the array, and
updating needs a linear search to find them. The larger problem that can arise in
case of asynchronous updates is that the attributes of an agent’s neighbor can be
locked by another thread. This can cause waiting delays. To overcome this, we
experiment with a second, location based thread allocation strategy as detailed
in Algorithm 1. The listing assumes an availability of one thread per location.
When this is not true, then threads are allocated to locations by rotation. A
thread i is allocated a linked list L[i] of all agents in location i. Additionally, one
linked list Outgoing[i][j] is maintained for every other thread j �= i. An agent
migrating from i to j is added to Outgoing[i][j] and deleted from L[i]. The entry
corresponding to agent i is updated in a “master” array containing all agents.
Maintaining this array is useful for evaluating queries involving individual agents.

At the end of one round of simulation, thread i consolidates its list by con-
catenating Outgoing[j][i] (for all j) to L[i]. Since each thread has possession
of the entire neighborhood, and an independent list for its migrating agents,
this obviates the waits associated with locks. The only wait for all threads to
terminate, to do the concatenation operation. When migration probability for
agents is low, then location based allocation is beneficial. As migration proba-
bility increases, this advantage is lost.

Algorithm 1. One Run of the Location Based Allocation algorithm
1: procedure LocationBasedAllocation
2: Create a thread pool with no. of threads = no. of cores
3: numLocations ← no. of locations in G
4:
5: ParFor Each Thread i
6: Initialize Linked List L[i] of Agents in Location i.
7: Initialize Outgoing[i][j] array of incoming agents for j �= i. //This is initially

empty.
8: while not end of Agent Linked List for i do
9: if there is a change in location for agent Ar from i to j then
10: Update other attributes
11: Update Master Agent Array
12: Outgoing[i][j] ← Ar

13: Delete Ar from this linked list (in O(1) time).

14: Update other attributes

15: if thread pool is terminated then
16: Merge Linked List L[i] with Outgoing[j][i] for all j.

17: EndParFor
18: Shutdown thread pool
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Fig. 3. Probability that the query φ is satisfied

Results and Comparison. The experiments were conducted on ubuntu 16.04
LTS (64-bit) with a memory of 8GiB and the Intel(R) Core(TM) i7-7700 CPU
3.60 GHz processor and a disk of 1TB. The geography contained 50 completely
connected cities. Two percent of the population was infected at random to ini-
tiate the spread of the epidemic. The patients can recover by themselves with
a mean recovery rate tr = 0.005. With δ and ε set to 0.03, B turns out to be
2335 (runs). We ran the query Pr=?[TrueU≤300All agents are healthy]. We used
a similar simulation set-up for MC2MABS and the results are shown in Fig. 2.
Results indicate that the time taken for the two thread allocation strategies are
comparable, at least for smaller simulation scenarios. We expect location based
allocation to be clearly beneficial when the updates are asynchronous.
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Fig. 4. Time taken for evaluating the query

3 Sampling

In queries that involve checking attributes of a sizeable fraction of the agent
population, instead of polling all the agents for evaluation of a formula, what is
the loss in accuracy that if we only sample the population? While the time taken
to update all the agents cannot be avoided, there could be significant savings
for evaluating the query. Such queries are natural in investigating dynamical
phenomena of the kind we described previously. Indeed, such an approach would
be analogous to sampling in surveys in real world populations.

While several sampling techniques exist, we have implemented and tested
the simple random sampling and stratified sampling techniques. For arriving at
the sample size for simple random sampling, we seek a confidence level of 99%
(translating to a z-score of 2.58) and an error margin of 2%. This yields a sample
size of about 4000 for a population of 100000.

As can be seen in Fig. 4, the gain in the total time taken for simulation plus
query evaluation improves, but not by much. However, the time taken for only
evaluating the query registers a drop. This comes at a cost of reduced accuracy.
Figure 3 shows that the probability estimate is higher than the other techniques
because of higher false positives. In some applications, for example in the case
of qualitative queries, and when accuracy is not crucial, such estimates would
suffice.

4 Conclusions and Future Work

Applications of an initial version of this tool were reported at other venues [1,6].
We intend to apply this to a more comprehensive study of problems in epidemic
and epidemic-like phenomena in various domains like computer security, robot
motion planning, pursuit evasion and other graph based problems. Extension of
the framework to asynchronous updates would be useful in putting various thread
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allocation strategies to test. Finally, a rigorous analysis of the combined effect
of sampling and statistical model checking on the accuracy-efficiency trade-off is
also in order.
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Abstract. In this paper, an adaptive cognitive agent model is presented that
describes both the process of development of a hoarding disorder and recovery
from it by therapy. The adaptive agent model was evaluated by simulation
experiments and comparison of them with expected patterns known from the
literature. Moreover, mathematical analysis was performed of the equilibria of
the agent model and used to verify the model. The model can be the basis for a
virtual agent model that may support a therapist in their training or in their
professional life.

1 Introduction

Hoarding Disorder (HD) can be described as excessive collection and acquisition of
objects and a persistent inability to discard them because of a perceived need to save
them, resulting in clutter. Attempts by caregivers or family to discard the clutter can
cause distress, anxiety and conflict. It can lead to fire hazards and danger for one’s
physical and mental health. They perceive avoidance behavior as the solution to their
problems, but this causes short-term relief and long-term pain.

Rodriguez et al. [4] found that treatments for Hoarding Disorder were under-
utilized, because the clients did not find the available treatments acceptable. This
causes a delay in seeking treatment, which in turn causes progressive worsening of the
hoarding behavior. In order to improve treatment and the mental health issues and
safety conditions of hoarders, it may be valuable to gain more insight in what Hoarding
Disorder fundamentally is and what happens during the process of decision making
when needing to discard a possession. By gaining insight in self-help treatment for
Hoarding Disorder it may be utilized more to maximize treatment outcomes.

Learning to cope with emotions the right way is essential in overcoming hoarding
tendencies. In order to do this, Singh, Hooper and Jones [6] wrote a self-help guide
using cognitive behavioral techniques. The Cognitive Behavioral Treatment
(CBT) techniques in this book deal with hoarding by gradually eliminating unhelpful
rituals that people with Hoarding Disorder use to cope with their emotions.

In this paper, an adaptive cognitive agent model is shown for the underlying
mechanisms. It is adaptive both for developing the disorder, and for recovery from it by
therapy. It analyzes Hoarding Disorder in a computational manner and simulates the
processes assumed to play a role in the disorder, its development, and recovery from it.
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2 Background of Hoarding

Hoarding Disorder is defined as “the acquisition of, and failure to discard, a large
number of possessions of limited apparent value, the presence of living spaces that are
sufficiently cluttered as to preclude use of those areas for intended purposes, and
significant distress or impairment in functioning caused by hoarding.” [2]. Typically, a
hoarder will save items that seem invaluable or useless to any other person (e.g. old
newspapers, notes or trash). When confronted with the clutter, a hoarder may experi-
ence intense distress and/or anxiety [3]. Generally, there is limited space in active living
areas, which can cause safety concerns like mobility limitations for first aid, fire and of
course health risks (bad hygiene, pest or mold). However, even if the clutter interferes
with the hoarder’s day to day life, they may not be distressed about this at all. The lack
of insight plays a role in this. “In Hoarding Disorder, insight refers to the level or
degree the individual is aware of the consequences of the symptoms (e.g., safety for
self and others or consequences of family members) in addition to hoarding-related
beliefs (e.g., about the importance of possessions).” ([9], p. 26).

Singh found that most participants of his study stated that they have had help or
support for their hoarding problems in the past, but that these had been ineffective [6].
Rodriguez supports this: “Only three treatments and services were deemed acceptable:
individual CBT, professional organizing, and self-help book. However, these three just
barely made the a priori cutoff of 6 on the Likert scale, suggesting there is an important
gap between available resources and acceptability of these resources for clients with
hoarding behaviors.” ([4], p. 8) This gap, combined with the lack of insight, causes a
delay in seeking treatment. When treatment is delayed, the hoarding behavior will get
the chance to worsen progressively [11].

Primarily, the context of the situation is an important factor to consider when we
speak about the development of hoarding. This includes early life experiences, per-
sonality traits (such as impulsiveness, perfectionism and dependency), familial history,
comorbidity and individual vulnerabilities (such as genetic influences or traumatic life
experiences). For this thesis, these factors are out of scope, since they are based on the
context of the situation.

One of the most important factors of Hoarding Disorder is the ‘belief’ the hoarder
has about their possessions. Individuals who hoard seem to deliberately consider each
possession and assign a belief to each single one of them. This makes it more difficult
for them to discard these possessions as specific conditions are set on when and why
objects should be discarded. When talking about a belief, we refer to the meaning(s) a
hoarder assigns to their possessions. In other words, the specific beliefs the hoarder
attached to their possessions refer to the type of hoarding they are affected by.
According to Frost, hoarders make decisions about their possessions based on the value
of the object; it’s instrumental, intrinsic or sentimental value [1]. This paper focuses on
instrumental hoarding only. Instrumental hoarders judge the likelihood of future need
of their possessions as higher than non-hoarders. They think they may need the item in
the future. If the needed belonging will be discarded, their beliefs about the conse-
quences and/or wastefulness can make them feel many negative emotions such as
distress, sadness, grief, anger and fear.
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Emotion plays an important role in Hoarding Disorder. In [5] it is found that “fear
of decision-making interacted with general emotional reactivity to predict total
hoarding symptoms and difficulty discarding. These findings support the idea that HD
individuals experience a wide array of negative emotions more intensely.” [5]. For
people with Hoarding Disorder, most of the coping mechanisms the brain finds most
optimal only bring short-term relief and long-term pain. Sometimes the ways of coping
used by hoarders to help with uncomfortable emotions only perpetuate their hoarding
problems, which results in a low level of tolerance of these feelings. For clarification,
negative emotions (e.g., anxiety, distress, anger, sadness, helplessness and guilt) and
positive emotions (e.g., happiness, emotional attraction to possessions and happy
memories) are considered two different categories of emotions in this study. When an
individual with HD has more trouble coping with negative emotions (e.g., during
discarding possessions) it causes negative reinforcement of the hoarding behavior.
A person with HD who has more difficulty coping with positive emotions (e.g.,
shopping online during a sale and wanting to buy many items) will lead to additional
acquiring and will create a positive reinforcement pattern of the hoarding behavior.

Making any kind of decision is hard for individuals who have Hoarding Disorder.
Tolin et al. [8] found that hoarding participants of his study exhibited abnormal activity
in frontal and temporal regions when deciding whether to discard possessions. These
brain regions are part of a network of structures that regulate decision-making and self-
awareness, identify the emotional significance of a stimulus and generate an emotional
response [8]. The deficits in decision-making, emotional response and emotional reg-
ulation are the core of the problem of being unable to discard possessions.

High levels of fear of decision-making combined with experiencing negative
emotions more intensely can cause for an individual to have more difficulty discarding
possessions and to start procrastinating. This negative reinforcement of the hoarding
behavior will always lead to avoidance behavior. Behavioral avoidance is an important
feature of hoarding behavior. Singh explains in his book that it “comes from a per-
ceived fear of the intensity of the difficulty [a hoarder] may face or a prediction of how
the situation will turn out, and a belief that [they] will not have the ability to deal with it
or the discomfort [they] might experience.” [6]. By saving possessions, the hoarder
allows him- or herself to avoid making a decision.

The cognitive agent models introduced here are mainly inspired by the cognitive
behavioral model created by Steketee and Frost [7]. “According to a cognitive
behavioral model of compulsive hoarding, manifestations of hoarding (acquisition,
saving, clutter) result from basic deficits or problems in (a) information processing,
(b) beliefs about and attachments to possessions, and (c) emotional distress and
avoidance behaviors that develop as a result.” [7].

3 Modeling Hoarding, Its Development and Therapy

The functionality of the processes within the cognitive agent model was based on the
Network-Oriented Modeling approach temporal-causal networks from [10]. Pictures
can be found in Fig. 1. As the mental processes within the agent (1) contain essential
cycles, and (2) are adaptive, the Network-Oriented Modeling based on temporal-causal
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networks fits well to this domain. The temporal-causal model shows the process of
decision making as discussed. The model has ten states that are based on the back-
ground of hoarding and the model of Steketee and Frost, which suggests that “strong
negative emotional reactions to possessions (e.g., anxiety, grief, guilt) lead to avoid-
ance of discarding and organizing, while strong positive emotions (pleasure, joy)
reinforce acquiring and saving possessions.” [7]. The most prominent features of
Hoarding Disorder covered here are: Problematic beliefs about possessions, Informa-
tion processing deficits, Emotion processing deficits and emotional distress, Avoidance
behaviors, Acquiring and saving behaviors, Decision making deficits. In addition to
these states there are two adaptive connection weights for development of hoarding,
and two for recovery of it by therapy. They are indicated in the pictures by the arrows
pointing to an x.

Figure 1 shows the basic conceptual model of the process of decision-making in
humans, without specific weights of the connections. Some assumptions have been
made, for sake of simplicity.

The simulation starts when the person grabs a possession. They need to try to make
an instant decision about whether to discard it or not, as explained in the Main Sce-
nario. This triggers belief state bsp, which quickly triggers their particular emotions the
person feels about the object; fsn and/or fsp. Negative feelings have an impact on
preparation state behavioral avoidance, pr1, and positive feelings have an impact on the
amount of the attraction they feel towards the object, which is preparation state pr2. The
complex part of this model, represented by persistence (or extinction rate), is that the
belief state is influenced back by the avoidance behavior and object attraction states,
which represents a reinforcement cycle that can be negative (when enforced by
avoidance behavior) or positive (when enforced by the object attraction). The two
preparation states determine whether the threshold will be met and, thus, the decision
will be made to save the belonging, which is execution state es1. In this case, the higher

Fig. 1. Left: Graphical conceptual model of the process and development of decision making in
a person with hoarding disorder. Over time the backward connections to the belief become
stronger due to the learning. Right: The adaptive cognitive agent model with therapy. During
therapy, the connection from Avoidance behaviour to the control state for the negative emotions
becomes stronger due to the learning. When this connection becomes strong enough, therapy is
not needed anymore, as the person can regulate these emotions by him or herself.
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the extinction rate, the greater the chance of not only developing, but also persisting
Hoarding Behavior. Unlearning behavior with a high persistence value can be really
difficult, however, can be learned to control using control states.

For therapy extra states and connections have been added to the model; see Fig. 1,
right. The idea is that under guidance of the therapy the person strengthens his or her
regulation skills, in particular the connection from Avoidance behavior to the control
state (which suppresses the negative emotions for an object). If the therapy is suc-
cessful, this connection will become strong enough to do regulation without the
therapy. This is a second form of learning in the model, in addition to the learning for
developing the disorder. The parameters used in the conceptual representations show
some of the characteristics of the context they describe, however, they have been
simplified to their essence for this study. These parameters can take the form of the
connection weights, speed factors and threshold r or steepness s in logistic sum
functions and have specific constant values for a given scenario. In order to simulate
different scenarios to explore different situations, in this case decision-making in
humans with hoarding disorder, these constant values should be varied, but they do not
change over time.

The characteristics represented by the parameters can change over time as a result
of developing the disorder or of treatment. Therefore, Hebbian learning is applied for
these adaptation processes. It is used not only to show how hoarding is (or is not)
developed in the brain, but also to see how a certain type of therapy may affect the
disorder. Hebbian learning is based on the principle that ‘neurons that fire together,
wire together’ and interprets the adapting connection weight characteristics as states
that now can change over time, so the characteristics become variables [10], Ch. 2.
A Hebbian connection between states X1 and X2 is indicated by xX1;X2 or just by x; it
needs a persistence rate l and learning rate (or speed) η. The formula used (in
differential equation format) for calculating the Hebbian learning values is

dx tð Þ=dt ¼ g½X1 tð ÞX2ðtÞð1� xðtÞÞ � ð1� lÞxðtÞ�

Note that if an equilibrium state is reached (dx(t)/dt = 0 and dY(t)/dt = 0 for all x and
Y), from the above the following relation can be derived for the equilibrium values:

x ¼ X1X2

1� lþX1X2
with a maximal value of

1
2� l

This relation was used for verification of the model by checking the different values
from a simulation. For example, for l = 0.99, as often was set, the maximal value
would be 0.9901. It can be seen in the simulations that indeed the values of the adaptive
connection weights stayed below this value.
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4 The Simulation Experiments

Four simulation experiments were done in order to test the model and run simulations
of the treatment; two of them are discussed in Sect. 4. More can be found at https://
www.researchgate.net/publication/335473135. The first shows how Hoarding Disorder
gets developed by showing a reinforcement process underlying hoarding behavior. The
second scenario shows a simulation of the treatment on the reinforcement cycle, by
strengthening an emotion regulation cycle.

First, some background and context of the situations of the individuals involved in
the simulations. Person Y is based on the patient who was covered in the case study by
[11]. Person Y is a classic example of an individual who developed Hoarding Disorder,
specifically instrumental disorder, but did not seek for help for a long period of time
until it got out of hand. Person Yneg is how we call person Y from now on, the
individual from the case study by Vilaverde. Person Yneg has problematic beliefs about
his possessions, specifically about the possible use of these items in the future, which
was the reason he could not discard them. This is a common belief among instrumental
hoarders. Person Yneg gets anxious whenever somebody else discards his possessions.
This indicates deficits in information processing and emotion processing.

Scenario 2 (Figs. 2 and 3) concerns a simulation of the process of decision making
in person Yneg, which, if this behavioral pattern would be repeated for a long period of
time, can make them develop instrumental hoarding. An instrumental hoarder has
strong beliefs on not only the future usability, but also the wastefulness and conse-
quences of discarding such an item. “Heightened general emotional reactivity and more
intense emotional reactions to imagined discarding were associated with both difficulty
discarding and acquisition.” [5]. The beliefs combined with a fear of decision making
and deficits in emotion processing can cause strong emotional reactions to the dis-
carding of possessions, since an instrumental hoarder not only has trouble coping with
negative emotions, but also experiences emotions more intensely than non-hoarders.
The strong emotional reactions result in avoidance behavior regarding discarding and
organizing, which can turn into a negative reinforcement cycle of acquiring items, but
not discarding them when the persistence rate is high enough.

Fig. 2. The learnt connection weights of hoarding in person Yneg: the connection from positive
feeling state fsp to belief bsp (blue) and from negative feeling state fsn to belief bsp (green) (Color
figure online)
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For person Yneg, the Hebbian persistence value is very high, that is 0.99, with speed
factor 0.8. This entails that Yneg‘s brain has a strong tendency to learn from their
negative reinforcement cycle as shown in Fig. 2. As can be seen it comes very close to
1 but not exact, as predicted by the analysis at the end of Sect. 3.

In order to cognitively restructure the beliefs hoarders have about their items, some
of the techniques in [6] deal with emotion regulation. As we discussed in Sect. 2,
people with Hoarding Disorder have deficits in the processing and regulating of their
emotions. Using the Network-Oriented Modeling approach, emotion regulation can be
simulated using control states. This can be done by modeling the processes involved in
the detection of perceiving an undesired amount of emotional feeling and reacting to
that with inhibition of the feeling state. Scenario 4 shows a simulation of the process of
decision making in person Yneg, as in Scenario 2, however, in this scenario the CBT
treatment is incorporated (Fig. 4).

For Yneg, the Hebbian persistence value is very high, that is 0.99 with speed factor
0.8. This entails that Yneg‘s brain has a strong tendency to learn from their negative
reinforcement cycle of acquiring items, but not discarding them. The decision is made a
little late, due to the avoidance behavior.

Person Yneg picked up the treatment very well. The explanation for this may be that
his lack of insight was not too bad, since they at least acknowledged that their collection
of items was exaggerated. As seen in Fig. 4, the dark blue line (which represents the
execution state of the decision) does not get activated, since it falls just below 0.1.

Fig. 3. Simulation of Scenario 2: how instrumental hoarding develops in person Yneg

Fig. 4. Left Simulation of Scenario 4: treatment of instrumental hoarding in person Yneg Right:
Simulation of Scenario 4: test of treatment effect of instrumental hoarding in person Yneg (Color
figure online)
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5 Discussion

There is not one single reason for why people hoard. The disorder can express itself in
many ways. However, the reason that individuals with Hoarding Disorder experience a
strong connection to possessions and a perceived need to save them is mainly due to
decision-making deficits, information processing deficits, problematic beliefs about
possessions and deficits in processing emotions. High levels of fear of decision making
combined with experiencing negative emotions more intensely causes an inability or
difficulty in discarding possessions. Avoidance behavior and/or a strong connection to
the possessions causes for a hoarder’s brain to develop coping mechanisms that bring
temporary relief, but with that also comes reinforcement of the hoarding behavior.

Training the brain to eliminate unhelpful rituals using the cognitive behavioral
therapy by Singh may work as self-treatment for people with Hoarding Disorder, when
used to cope with their anxiety and other uncomfortable emotions that they encounter
when confronted with their clutter. However, this research needs to be repeated to
support this theory, for example with the use of a moderator or clean-up sessions.

Results of this study should be interpreted in light of several (theoretical and
practical) limitations. Some concepts were left out of scope to prevent the models from
getting too complex. The brain processes have been simplified to their core.
Assumptions have been made about how Hoarding Disorder actually works in the
brain, since this process, as any other process that happens in the brain, is extremely
complicated. More research needs to be done regarding this domain. Treatment should
be extended to additional help in order to lessen the emotional reactions. The patient
will benefit from additions to the therapy, including psychoeducation, motivational
interviewing, classic cognitive techniques focused on dysfunctional beliefs, and
exposures targeting sorting and discarding, and they could also benefit from pharma-
cological interventions.
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