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Preface

In this volume we present the accepted contributions for the VLDB conference
workshops entitled Towards Polystores that Manage Multiple Databases, Privacy,
Security and/or Policy Issues for Heterogenous Data (Poly 2019) and the 5th
International Workshop on Data Management and Analytics for Medicine and
Healthcare (DMAH 2019) held in Los-Angeles, California, with the 45th International
Conference on Very Large Data Bases during August 26–30, 2019.

Poly 2019 Overview

Enterprises are routinely divided into independent business units to support agile
operation. However, this leads to “siloed” information systems. Such silos generate a
host of problems, such as:

– Discovery of relevant data to a problem at hand. For example, organizations may
have 4000 (+/-) relational databases, a data lake, large numbers of files, and an
interest in public data from the Web. Finding relevant data in this sea of information
can be a challenge.

– Integrating the discovered data. Independently constructed schemes are never
compatible.

– Cleaning the resulting data. A good figure of merit is that 10% of all data is missing
or wrong.

– Ensuring Efficient Access to resulting data. Scale operations must be performed
“in situ”, and a good polystore system is required.

It is often said that data scientists spent 80% (or more) of their time on these tasks,
and it is crucial to have better solutions. In addition, the EU has recently enacted GDPR
that will force enterprises to assuredly delete personal data on request. This “right to be
forgotten” is one of several requirements of GDPR, and it is likely that GDPR-like
requirements will spread to other locations, for example California. In addition, privacy
and security issues are increasingly, an issue for large internet platforms. In enterprises,
these issues will be front and center in the distributed information systems in place
today. Lastly, enterprise access to data in practice will require queries constructed from
a variety of programming models. A “one size fits all” mentality just won’t work in
these cases.

Poly 2019 focuses on research and practice in developing tools that address and/or
mitigate the challenges presented above.



DMAH 2019 Overview

The goal of the workshop is to bring together researchers from the cross-cutting
domains of research including information management and biomedical informatics.
The workshop aims to foster exchange of information and discussions on innovative
data management and analytics technologies. We encourage topics that highlight the
end-to-end applications, systems, and methods addressing problems in healthcare,
public health, and everyday wellness; integration with clinical, physiological, imaging,
behavioral, environmental, and “omics” data, as well as the data from social media and
the Web. Our hope for this workshop is to provide a unique opportunity for mutually
benefiting and informative interaction between information management and
biomedical researchers from the interdisciplinary fields.

vi Preface



Organization

POLY 2019

Workshop Chairs

Vijay Gadepally Massachusetts Institute of Technology, USA
Timothy Mattson Intel Corporation, USA
Michael Stonebraker Massachusetts Institute of Technology, USA

Program Committee Members

Edmon Begoli Oak Ridge National Laboratory, USA
Kajal Claypool MIT, USA
Michael Gubanov Florida State University, USA
Amarnath Gupta University of California, San Diego, USA
Jeremy Kepner Massachusetts Institute of Technology, USA
Dimitris Kolovos University of York, UK
Tim Kraska Massachusetts Institute of Technology, USA
Samuel Madden Massachusetts Institute of Technology, USA
Ratnesh Sahay AstraZeneca, UK
Nesime Tatbul Massachusetts Institute of Technology, Intel, USA
Daniel Weitzner MIT Internet Policy Research Initiative, USA

DMAH 2019

Workshop Chairs

Fusheng Wang Stony Brook University, USA
Gang Luo University of Washington, USA
Yanhui Liang Google, USA
Alevtina Dubovitskaya Lucerne University of Applied Sciences and Arts,

Swisscom, Switzerland

Program Committee Members

Jesús B. Alonso-Hernández Universidad de Las Palmas de Gran Canaria, Spain
Edmon Begoli Oak Ridge National Laboratory, USA
Thomas Brettin Argonne National Laboratory, USA
J. Blair Christian Oak Ridge National Laboratory, USA
Dejing Dou University of Oregon, USA
Alevtina Dubovitskaya École polytechnique fédérale de Lausanne, Switzerland
Peter Elkin University at Buffalo, USA
Zhe He Florida State University, USA
Maristela Holanda Universidade de Brasília, Brazil
Guoqian Jiang Mayo Clinic, USA



Jun Kong Emory University, USA
Tahsin Kurc Stony Brook University, USA
Yanhui Liang Google, USA
Gang Luo University of Washington, USA
Casey Overby Taylor Johns Hopkins University, USA
Maristela Terto De Holanda University of Brasília, Chile
George Teodoro University of Brasília, Brazil
Fusheng Wang Stony Brook University, USA
Ye Ye University of Pittsburgh, USA
Rui Zhang University of Minnesota, USA

viii Organization



Contents

POLY 2019: Privacy, Security and/or Policy Issues
for Heterogenous Data

Data Capsule: A New Paradigm for Automatic Compliance
with Data Privacy Regulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

Lun Wang, Joseph P. Near, Neel Somani, Peng Gao, Andrew Low,
David Dao, and Dawn Song

SCHENGENDB: A Data Protection Database Proposal . . . . . . . . . . . . . . . . . . 24
Tim Kraska, Michael Stonebraker, Michael Brodie,
Sacha Servan-Schreiber, and Daniel Weitzner

Position: GDPR Compliance by Construction . . . . . . . . . . . . . . . . . . . . . . . 39
Malte Schwarzkopf, Eddie Kohler, M. Frans Kaashoek,
and Robert Morris

From Here to Provtopia . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
Thomas Pasquier, David Eyers, and Margo Seltzer

Privacy and Policy in Polystores: A Data Management Research Agenda. . . . 68
Joshua A. Kroll, Nitin Kohli, and Paul Laskowski

Analyzing GDPR Compliance Through the Lens of Privacy Policy . . . . . . . . 82
Jayashree Mohan, Melissa Wasserman, and Vijay Chidambaram

Privacy Changes Everything . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
Jennie Rogers, Johes Bater, Xi He, Ashwin Machanavajjhala,
Madhav Suresh, and Xiao Wang

POLY 2019: Building Polystore Systems

Learning How to Optimize Data Access in Polystores . . . . . . . . . . . . . . . . . 115
Antonio Maccioni and Riccardo Torlone

Midas: Towards an Interactive Data Catalog. . . . . . . . . . . . . . . . . . . . . . . . 128
Patrick Holl and Kevin Gossling

Evolution Management of Multi-model Data (Position Paper) . . . . . . . . . . . . 139
Irena Holubová, Meike Klettke, and Uta Störl



WIP - SKOD: A Framework for Situational Knowledge on Demand . . . . . . . 154
Servio Palacios, K. M. A. Solaiman, Pelin Angin, Alina Nesen,
Bharat Bhargava, Zachary Collins, Aaron Sipser, Michael Stonebraker,
and James Macdonald

Development of a Polystore Data Management System for an Evolving
Big Scientific Data Archive . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167

Manoj Poudel, Rashmi P. Sarode, Shashank Shrestha, Wanming Chu,
and Subhash Bhalla

DMAH 2019: Database Enabled Biomedical Research

Patient Centric Data Integration for Improved Diagnosis
and Risk Prediction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185

Hanie Samimi, Jelena Tešić, and Anne Hee Hiong Ngu

An Architecture to Support Real-World Studies that Investigate
the Autonomic Nervous System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 196

Danielle Groat, Ramkiran Gouripeddi, Randy Madsen, Yu Kuei Lin,
and Julio C. Facelli

Comparison of Approaches for Querying Chemical Compounds . . . . . . . . . . 204
Vojtěch Šípek, Irena Holubová, and Martin Svoboda

DMAH 2019: AI for Healthcare

Differential Diagnosis of Heart Disease in Emergency Departments
Using Decision Tree and Medical Knowledge. . . . . . . . . . . . . . . . . . . . . . . 225

Diyang Xue, Adam Frisch, and Daqing He

Deep Autoencoder Based Neural Networks for Coronary Heart Disease
Risk Prediction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 237

Tsatsral Amarbayasgalan, Jong Yun Lee, Kwang Rok Kim,
and Keun Ho Ryu

Towards Automated Hypothesis Testing in Neuroscience . . . . . . . . . . . . . . . 249
Daniel Garijo, Shobeir Fakhraei, Varun Ratnakar, Qifan Yang,
Hanna Endrias, Yibo Ma, Regina Wang, Michael Bornstein,
Joanna Bright, Yolanda Gil, and Neda Jahanshad

DMAH 2019: Knowledge Discovery from Unstructured
Biomedical Data

Training Set Expansion Using Word Embeddings for Korean
Medical Information Extraction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 261

Young-Min Kim

x Contents



DMAH 2019: Blockchain and Privacy-Preserving Data Management

Intelligent Health Care Data Management Using Blockchain: Current
Limitation and Future Research Agenda. . . . . . . . . . . . . . . . . . . . . . . . . . . 277

Alevtina Dubovitskaya, Petr Novotny, Scott Thiebes, Ali Sunyaev,
Michael Schumacher, Zhigang Xu, and Fusheng Wang

Keynotes

Transforming Unstructured Biomedical Text to Structured Knowledge . . . . . . 291
Wei Wang

Privacy-Protecting Predictive Analytics for Medicine and Healthcare . . . . . . . 292
Lucila Ohno-Machado

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 293

Contents xi



POLY 2019: Privacy, Security and/or
Policy Issues for Heterogenous Data



Data Capsule: A New Paradigm
for Automatic Compliance with Data
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Abstract. The increasing pace of data collection has led to increas-
ing awareness of privacy risks, resulting in new data privacy regulations
like General data Protection Regulation (GDPR). Such regulations are
an important step, but automatic compliance checking is challenging.
In this work, we present a new paradigm, Data Capsule, for automatic
compliance checking of data privacy regulations in heterogeneous data
processing infrastructures. Our key insight is to pair up a data sub-
ject’s data with a policy governing how the data is processed. Specified
in our formal policy language: PrivPolicy, the policy is created and
provided by the data subject alongside the data, and is associated with
the data throughout the life-cycle of data processing (e.g., data trans-
formation by data processing systems, data aggregation of multiple data
subjects’ data). We introduce a solution for static enforcement of pri-
vacy policies based on the concept of residual policies, and present a
novel algorithm based on abstract interpretation for deriving residual
policies in PrivPolicy. Our solution ensures compliance automatically,
and is designed for deployment alongside existing infrastructure. We also
design and develop PrivGuard, a reference data capsule manager that
implements all the functionalities of Data Capsule paradigm.

Keywords: Data privacy · GDPR · Formalism of privacy regulations ·
Compliance of privacy regulations

1 Introduction

The big data revolution has triggered an explosion in the collection and pro-
cessing of our personal data, leading to numerous societal benefits and sparking
brand-new fields of research. At the same time, this trend of ever-increasing
data collection raises new concerns about data privacy. The prevalence of data
breaches [1,2], insider attacks [3], and organizational abuses of collected data [4]
indicates that these concerns are well-founded. Data privacy has thus become
one of the foundational challenges of today’s technology landscape.
c© Springer Nature Switzerland AG 2019
V. Gadepally et al. (Eds.): DMAH 2019/Poly 2019, LNCS 11721, pp. 3–23, 2019.
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To address this growing challenge, governments have begun crafting data
privacy regulations to protect us (the data subjects) from those who collect and
process our personal data. Recent examples include the European Union’s Gen-
eral Data Protection Regulation (GDPR) [5], the California Consumer Privacy
Act (CCPA) [6], the Family Educational Rights & Privacy Act [7], and the Health
Insurance Portability and Accountability Act [8].

Unfortunately, compliance with data privacy regulations is extremely chal-
lenging with current data processing systems. The regulations are written in
natural language, and thus are difficult to formalize for automatic enforcement.
In addition, some of the systems currently used for data processing were designed
and deployed before the existence of these privacy regulations, and their designs
make the compliance even more difficult. For example, many existing data pro-
cessing systems do not provide an option to delete data, since it was assumed
that organizations would want to keep data forever [9]—but GDPR requires
that a subject’s data be deleted on request. Even if the deletion is possible,
its enforcement can be challenging: organizations often make multiple copies of
data, without no systematic record of the copies, because each data processing
platform requires its own data format; as a result, an organization may not even
be able to locate all of the copies of a data subject’s data for deletion.

Compliance with data privacy regulations is therefore costly or impossible for
many organizations. These challenges reduce the rate of compliance, resulting in
harm to data subjects via privacy violations. Moreover, the cost of implement-
ing compliance acts as a barrier to entry for small organizations, and serves to
protect large organizations from new competition. Paradoxically, new data pri-
vacy regulations may actually help the large corporations whose abuses of data
originally motivated those regulations.

This paper presents a new paradigm for automatic compliance with data pri-
vacy regulations in heterogeneous data processing infrastructures. Our approach
is based on a new concept called the data capsule, which pairs up a data sub-
ject’s data with a policy governing how the data may be processed. The policy
follows the data subject’s data forever, even when it is copied from one data pro-
cessing system to another or mixed with data from other subjects. Our solution
is designed for deployment alongside existing infrastructure, and requires only
minimal changes to existing data processing systems. The approach is automatic,
enabling compliance with minimal additional cost to organizations.

The Data Capsule Paradigm. We propose a new paradigm for collect-
ing, managing, and processing sensitive personal data, called the Data Cap-
sule Paradigm, which automates compliance with data privacy regulations. Our
paradigm consists of three major components:

1. Data capsule, which contains sensitive personal data, a policy restricting
how the data may be processed, and metadata relevant for data privacy con-
cerns.

2. Data capsule graph, which tracks all data capsules, including data collected
from data subjects and data derived (via processing) from the collected data.
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3. Data capsule manager, which maintains the data capsule graph, registers
new data capsules, enforces each capsule’s policy, and propagates metadata
through the graph.

Principles of Data Privacy. To reach the design requirements for our solu-
tion, we examine four existing data privacy regulations (GDPR, CCPA, HIPAA,
and FERPA). We propose five principles of data privacy which accurately repre-
sent common trends across these regulations: transparency & auditing, consent,
processing control, data portability, and guarantee against re-identification. Our
principles are designed to be flexible. A solution targeting these principles can
be made compliant with current data privacy regulations, and is also capable of
being extended to new regulations which may be proposed in the future.

PrivPolicy: A Formal Privacy Policy Language. To enforce the five
principles of data privacy outlined above, we introduce PrivPolicy: a novel
formal policy language designed around these principles, and capable of encod-
ing the formalizable subset of recent data privacy regulations. By formalizable
subset, we filter out requirements like “legitimate business purpose” in GDPR,
which is almost impossible to formalize and have to rely on auditing to enforce
requirements like this. We demonstrate the flexibility of PrivPolicy by encod-
ing GDPR, CCPA, HIPAA, and FERPA.

PrivPolicy has a formal semantics, enabling a sound analysis to check
whether a data processing program complies with the policy. To enforce these
policies, we present a novel static analysis based on abstract interpretation. The
data capsule graph enables pipelines of analysis programs which together satisfy
a given policy. To enforce policies on these pipelines in a compositional way, we
propose an approach which statically infers a residual policy based on an analysis
program and an input policy; the residual policy encodes the policy requirements
which remain to be satisfied by later programs in the pipeline, and is attached
to the output data capsule of the program.

Our approach for policy enforcement is entirely static. It scales to datasets
of arbitrary size, and is performed as a pre-processing step (independent of the
execution of analysis programs). Our approach is therefore well-suited to the
heterogeneous data processing infrastructures used in practice.

PrivGuard: A Data Capsule Manager. We design and implement Priv-
Guard, a reference data capsule manager. PrivGuard consists of components
that manage the data capsule graph and perform static analysis of analysis pro-
grams which process data capsules. PrivGuard is designed to work with real
data processing systems and introduces negligible performance overhead. Impor-
tantly, PrivGuard makes no changes to the format in which data is stored or
the systems used to process it. Its static analysis occurs as a separate step from
the processing itself, and can be performed in parallel. In a case study involving
medical data, we demonstrate the use of PrivGuard to enforce HIPAA in the
context of analysis programs for a research study.
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Contributions. In summary, we make the following contributions.

– We propose five principles of data privacy which encompass the requirements
of major data privacy regulations.

– We introduce PrivPolicy: a new and expressive formal language for pri-
vacy policies, which is capable of encoding policies for compliance with the
formalizable subset of data privacy regulations.

– We propose the data capsule paradigm, an approach for ensuring compliance
with privacy regulations encoded using PrivPolicy, and formalize the major
components of the approach.

– We present the encoding of GDPR in PrivPolicy.
– We introduce a solution for static enforcement of privacy policies based on the

concept of residual policies, and present a novel algorithm based on abstract
interpretation for deriving residual policies in PrivPolicy.

– We design and develop PrivGuard, a reference data capsule manager that
implements all the functionalities of data capsule paradigm.

2 Requirements of Data Privacy Regulations

Recent years have seen new efforts towards regulating data privacy, resulting
in regulations like the European Union’s General Data Protection Regulation
(GDPR). It joins more traditional regulations like the Health Insurance Porta-
bility and Accountability Act (HIPAA) and the Family Educational Rights and
Privacy Act (FERPA).

2.1 Principles of Data Privacy

Historically, organizations have collected as much personal data as possible, and
have not generally considered data privacy to be a high priority. The recent adop-
tion of GDPR has forced a much wider set of organizations to consider solutions
for ensuring compliance with data privacy regulations. Complying with regula-
tions like GDPR is extremely difficult using existing systems, which generally
are designed for easy access to data instead of strong data privacy protections.
These regulations are even more difficult to satisfy when data is shared between
organizational units or with third parties—yet the regulatory requirements apply
even in these cases.

To address this challenge, we considered the commonalities between the three
major data privacy regulations mentioned above to develop five principles of data
privacy. These principles expose and generalize the fundamental ideas shared
between regulations, and therefore are likely to also apply to future regulations.
As described in Sect. 3, these five principles form the design criteria for our
proposed data capsule paradigm.
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In describing the five principles of data privacy, we use terminology from the
GDPR. The term data subject refers to individuals whose data is being collected
and processed, and the term data controller refers to organizations which collect
and process data from data subjects. Briefly summarized, the five principles of
data privacy are:

1. Transparency & Auditing: The data subject should be made aware of who
has their data and how it is being processed.

2. Consent: The data subject should give explicit consent for the collection and
processing of their data.

3. Processing Control: The data subject should have control over what types
of processing are applied to their data.

4. Data Portability: The data subject should be able to obtain a copy of any
data related to them.

5. Guarantee Against Re-identification: When possible, the results of pro-
cessing should not permit the re-identification of any individual data subject.

2.2 Applying the Principles

The five principles described above represent the design criteria for our data
capsule paradigm. They are specified specifically to be at least as strong as
the requirements of existing privacy regulations, to ensure that our approach is
capable of expressing all such requirements, and are general enough to apply
to future regulations as well. This section demonstrates how our five principles
describe and subsume the requirements of the four major privacy regulations.

GDPR. The major pillars of GDPR fall squarely into the five requirement
categories described by our principles. Articles 13 and 14 describe transparency
& auditing requirements: the data controller must inform the data subject about
the data being collected and who it is shared with. Article 4, 7 and 29WP
requires consent : the controller must generally obtain consent from the data
subject to collect or process their data. Note that there are also cases in GDPR
when personal data can be used without consent, where some other “lawful
basis for processing” applies, such as public interest, legal obligation, contract
or the legitimate interest of the controller. However, these purposes are almost
impossible to formalize so we have to rely on auditing to enforce them and
omit them in the system. Articles 18 and 22 ensure processing control : the data
subject may allow or disallow certain types of processing. Articles 15, 16, 17, and
20 require data portability : the data subject may obtain a copy of their data, fix
errors in it, and request that it be deleted. Finally, Recital 26 and Article 29WP
describes a guarantee against re-identification: data controllers are required to
take steps to prevent the re-identification of data subjects.

CCPA. CCPA is broadly similar to GDPR, with some differences in the
specifics. Like GDPR, the requirements of CCPA align well with our five princi-
ples of data privacy. Unlike GDPR, CCPA’s consent requirements focus on the
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sale of data, rather than its original collection. Its access & portability require-
ments focus on data deletion, and are more limited than those of GDPR. Like
GDPR, CCPA ensures a guarantee against re-identification by allowing data
subjects to sue if they are re-identified.

HIPAA. The HIPAA regulation is older than GDPR, and reflects a contempo-
raneously limited understanding of data privacy risks. HIPAA requires the data
subject to be notified when their data is collected (transparency & auditing),
and requires consent in some (but not all) cases. HIPAA requires organizations
to store data in a way that prevents its unintentional release (partly ensuring
a guarantee against re-identification), and its “safe harbor” provision specifies a
specific set of data attributes which must be redacted before data is shared with
other organizations (an attempt to ensure a guarantee against re-identification).
HIPAA has only limited processing control and data portability requirements.

FERPA. The Family Educational Rights and Privacy Act of 1974 (FERPA) is
a federal law in the United States that protects the privacy of student educa-
tion records. FERPA requires consent before a post-secondary institution shares
information from a student’s education record. It also requires access & porta-
bility : students may inspect and review their records, and request amendments.
In other respects, FERPA has fewer requirements than the other regulations
described above.

3 The Data Capsule Paradigm

This section introduces the data capsule paradigm, an approach for addressing
the five principles of data privacy described earlier. The data capsule paradigm
comprises four major concepts:

– Data capsules combine sensitive data contributed by a data subject (or
derived from such data) with a policy governing its use and metadata describ-
ing its properties.

– Analysis programs process the data stored inside data capsules; the input of
an analysis program is a set of data capsules, and its output is a new data
capsule.

– The data capsule graph tracks all data capsules and analysis programs, and
contains edges between data capsules and the analysis programs which process
them.

– The data capsule manager maintains the data capsule graph, propagates poli-
cies and metadata within the graph, and controls access to the data within
each data capsule to ensure that capsule policies are never violated.

In Sect. 3.3, we demonstrate how these concepts are used to satisfy our five
principles of data privacy. Section 4 describes PrivGuard, our proof-of-concept
data capsule manager which implements the paradigm.
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3.1 Life Cycle of a Data Capsule

Data Subjects

Analyst

Data 
Capsules

Analysis 
Programs

Points

Fig. 1. Example Data capsule
graph

The life cycle of a data capsule includes four
phases:

1. Data Ingestion. Data subjects construct
data capsules from their sensitive data via
the ingestion process, which pairs the data
with the policy which will govern its use. In
our setting, the data subject is the original
data owner, whose privacy we would like to
protect.

2. Analysis Program Submission. Ana-
lysts who would like to process the data
contained in data capsules may submit
analysis programs, which are standard data
analytics programs augmented with API
calls to the data capsule manager to obtain
raw data for processing.

3. Data Processing. Periodically, or at a
time decided by the analyst, the data cap-
sule manager may run an analysis pro-
gram. At this time, the data capsule man-
ager statically determines the set of input
data capsules to the program, and performs
static analysis to verify that the program
would not violate the policies of any of its
inputs. As part of this process, the data
capsule manager computes a residual pol-
icy, which is the new policy to be attached to the program’s output. The data
capsule manager then runs the program, and constructs a new data capsule
by pairing up the program’s output with the residual policy computed earlier.

4. Declassification. A data capsule whose policy has been satisfied completely
may be viewed by the analyst in a process called declassification. When an
analyst requests that the data capsule manager declassify a particular data
capsule, the manager verifies that its policy has been satisfied, and that the
analyst has the appropriate role, then sends the raw data to the analyst.
Declassification is the only process by which data stored in a data capsule
can be divorced from its policy.

3.2 The Data Capsule Manager

The data capsule life cycle is supported by a system implementing the functional-
ity of the data capsule manager. The primary responsibility of the data capsule
manager is to maintain the data capsule graph and maintain its invariants—
namely, that no data capsule’s policy is violated, that new data capsules resulting
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from analysis programs have the right policies, and that metadata is propagated
correctly. We describe our reference implementation, PrivGuard, in Sect. 4.

Figure 1 contains a global view of an example data capsule graph. This graph
contains two different organizations representing data controllers, and data sub-
jects associated with each one. Both organizations use analysis programs which
combine and clean data from multiple data subjects into a single data capsule;
a third analyst uses data capsules from both organizations to perform marketing
research. Such a situation is allowed under privacy regulations like GDPR, as
long as the policies specified by the data subjects allow it. This example there-
fore demonstrates the ability of the data capsule paradigm to break down data
silos while at the same time maintaining privacy for data subjects—a key benefit
of the paradigm.

In this example, the policy attached to each data subject’s capsule is likely
to be a formal representation of GDPR. The data capsule paradigm requires
a formal encoding of policies with the ability to efficiently compute residual
policies; we describe our solution to this challenge in Sect. 5.

Note that the data capsules containing the data subjects’ combined data
(capsules 1, 2, 3, and 4) cannot be viewed by anyone, since their policies have
not been satisfied. This is a common situation in the data capsule paradigm,
and it allows implementing useful patterns such as extract-transform-load (ETL)
style pipelines [10]. In such cases, analysts may submit analysis programs whose
primary purpose is to prepare data for other analysis programs; after being pro-
cessed by some (potentially long) pipeline of analysis programs, the final output
has satisfied all of the input policies and may be declassified. The intermediate
results of such pipelines can never be viewed by the analyst.

3.3 Satisfying the Principles of Data Privacy

The data capsule paradigm is designed specifically to enable systems which sat-
isfy the principles of data privacy laid out in Sect. 2.

Transparency and Auditing. The data capsule manager satisfies trans-
parency & auditing by consulting the data capsule graph. The global view of the
graph (as seen in Fig. 1) can be restricted to contain only the elements reach-
able from the ingested data capsules of a single data subject, and the resulting
sub-graph represents all of the data collected about or derived from the subject,
plus all of the processing tasks performed on that data.

Consent. The data capsule manager tracks consent given by the data subject as
metadata for each data capsule. Data subjects can be prompted to give consent
when new analysis programs are submitted, or when they are executed.
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Processing Control. The formal policies attached to data capsules can restrict
the processing of the data stored in those capsules. These policies typically
encode the restrictions present in data privacy regulations, and the data capsule
manager employs a static analysis to verify that submitted analysis programs
do not violate the relevant policies. This process is described in Sect. 5.

Data Portability. To satisfy the data portability principle, the data capsule
manager allows each data subject to download his or her data capsules. The
data capsule manager can also provide data capsules derived from the subject’s
capsules, since these are reachable capsules in the data capsule graph. However,
the derived data returned to the data subject must not include data derived
from the capsules of other subjects, so a one-to-one mapping must exist between
rows in the input and output capsules for each analysis program involved. We
formalize this process in Sect. 5.

The same mechanism is used for data deletion. When a data subject wishes
to delete a capsule, the set of capsules derived from that capsule is calculated,
and these derived capsules are re-computed without the deleted capsule included
in the input.

Guarantee Against Re-identification. To provide a robust formal guarantee
against re-identification, the data capsule manager supports the use of various
techniques for anonymization, including both informal techniques (e.g. removing
“personal health information” to satisfy HIPAA) and formal techniques (e.g.
k-anonymity, �-diversity, and differential privacy). A data capsule’s policy may
require that analysis programs apply one of these techniques to protect against
re-identification attacks.

4 PrivGuard: A Data Capsule Manager

We have designed and implemented a reference data capsule manager, called
PrivGuard. The PrivGuard system manages the data capsule graph, propa-
gates policies and metadata, and uses static analysis to calculate residual policies
on analysis programs.

Figure 2 summarizes the architecture of PrivGuard. The two major com-
ponents of the system are the data capsule manager itself, which maintains the
data capsule graph, and the static analyzer, which analyzes policies and analysis
programs to compute residual policies. We describe the data capsule manager
here, and formalize the static analyzer in Sect. 5.

Finally, outputCapsule defines an output data capsule of the analysis program.
The analyst specifies a dataframe containing the output data, and PrivGuard
automatically attaches the correct residual policy. This process is formalized in
Sect. 5.
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Fig. 2. The Architecture of PrivGuard.

Deployment and Inte-
gration. The data capsule
paradigm is intended to be
integrated with existing het-
erogeneous data processing
infrastructures, like the ones
already in place for data
analysis at many organiza-
tions, and PrivGuard is
designed to facilitate such
deployments. These infras-
tructures leverage a vari-
ety of data stores, includ-
ing SQL databases [11], key/-
value stores like MongoDB [12],
distributed filesystems like
HDFS [13], and short-term
publish/subscribe systems like
Cassandra [14]. They employ
many different techniques for
processing the data, includ-
ing SQL engines and distributed systems like MapReduce [15], Hadoop [13],
and Spark [16].

To work successfully in such a heterogeneous environment, PrivGuard is
deployed alongside the existing infrastructure. As shown in Fig. 2, policies and
metadata are stored separately from the data itself, and the data can remain in
the most efficient format for processing (e.g. stored in CSV files, in HDFS, or in
a SQL database).

Similarly, PrivGuard’s static analyzer uses a common representation to
encode the semantics of many different kinds of analysis programs, so it works
for many programming languages and platforms. The only platform-specific code
is the small PrivGuard API, which allows analysis programs to interact with
the data capsule manager. Our static analysis is based on abstract interpreta-
tion, a concept which extends to all common programming paradigms. Section 5
formalizes the analysis for dataflow-based systems which are close to relational
algebra (e.g. SQL, Pandas, Hadoop, Spark); extending it to functional programs
or traditional imperative or object-oriented programs is straightforward.

5 Policies and Policy Enforcement

This section describes our formal language for specifying policies on data cap-
sules, and our static approach for enforcing these policies when an analytics
program is registered with the system. We describe each of the four major com-
ponents of this approach:
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– Our policy specification language: PrivPolicy (Sect. 5.1).
– A set of attribute definitions suitable for encoding policies like GDPR and

HIPAA, which are more expressive than the corresponding attributes pro-
posed in previous work (Sect. 5.2).

– A flexible approach for deriving the policy effects of an analysis program via
abstract interpretation (Sect. 5.3).

– A formal procedure for determining the residual policy on the output of an
analysis program (Sect. 5.4).

5.1 PrivPolicy: Policy Specification Language

Fig. 3. Surface syntax & Normal form.

Our policy specification language: PrivPolicy is inspired by the
Legalease language [17], with small changes to surface syntax to account for
our more expressive attribute lattices and ability to compute residual policies.

Fig. 4. A subset of GDPR using PrivPolicy.

The grammar for the surface
syntax of PrivPolicy is given
in Fig. 3 (1). The language allows
specifying an arbitrary number of
clauses, each of which encodes a
formula containing conjunctions
and disjunctions over attribute
values. Effectively, each clause of

a policy in our language encodes one way to satisfy the overall policy.

Example. Figure 4 specifies a subset of GDPR using PrivPolicy. Each ALLOW
keyword denotes a clause of the policy, and SCHEMA, NOTIFICATION_REQUIRED
, ROLE, CONSENT_REQUIRED, and DECLASS are attributes. This subset includes
only a single clause, which says that information which is not personally iden-
tifiable may be processed by the data controller, as long as the data subject is
notified, and either the results are only viewed by the data subject, or the data
subject gives consent and differential privacy is used to prevent re-identification
based on the results.
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Fig. 5. Disjunctive normal form of the example
policy.

Conversion to Disjunctive Nor-
mal Form. Our first step in
policy enforcement is to convert
the policy to disjunctive normal
form (DNF), a common conver-
sion in constraint solving. Conver-
sion to DNF requires removing OR
expressions from each clause of the
policy; we accomplish this by distributing conjunction over disjunction and then
splitting the top-level disjuncts within each clause into separate clauses. After
converting to DNF, we can eliminate the explicit uses of AND and OR, and repre-
sent the policy as a set of clauses, each of which is a set of attributes as shown in
Fig. 3 (2). The disjunctive normal form of our running example policy is shown
in Fig. 5. Note that the disjunctive normal form of our example contains two
clauses, due to the use of OR in the original policy.

5.2 Policy Attributes

Legalease [17] organizes attribute values into concept lattices [18], and these
lattices give policies their semantics. Instead of concept lattices, PrivPolicy
leverages abstract domains inspired by work on abstract interpretation of pro-
grams [19]. This novel approach enables more expressive attributes (for example,
the FILTER attribute) and also formalizes the connection between the semantics
of policies and the semantics of analysis programs.

We require each attribute domain to define the standard lattice operations
required of an abstract domain: a partial order (�), join (�), and meet (�), as
well as top and bottom elements � and ⊥. Many of these can be defined in
terms of the corresponding operations of an existing abstract domain from the
abstract interpretation literature.

Filter Attributes. One example of our expressive attribute domains is the
one for the FILTER attribute, which filters data based on integer-valued fields.
The attribute domain for FILTER is defined in terms of an interval abstract
domain [19]. We say filter : f : i when the value of column f lies in the interval
i. Then, we define the following operations on FILTER attributes, completing
its attribute domain:

filter : f : i1 � filter : f : i2 = filter : f : i1 � i2
filter : f : i1 � filter : f : i2 = filter : f : i1 � i2
filter : f : i1 � filter : f : i2 = : i1 � i2

Schema Attributes. The schema attribute leverages a set abstract domain,
in which containment is defined in terms of an underlying (finite) lattice of
datatypes:

schema : S1 � schema : S2 = schema : {s′ | s1 ∈ S1 ∧ s2 ∈ S2 ∧ s′ = s1 � s2}
schema : S1 � schema : S2 = schema : {s′ | s1 ∈ S1 ∧ s2 ∈ S2 ∧ s′ = s1 � s2}
schema : S1 � schema : S2 = ∀s1 ∈ S1, s2 ∈ S2 . s1 � s2
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Other Attributes. In PrivPolicy, as in Legalease, the partial ordering
for analyst roles is typically finite. It encodes the important properties of each
analyst (e.g. for GDPR, the government typically has more authority to analyze
data than members of the public). The role, declass, and redact attributes are
defined by finite lattices. We omit the details here.

5.3 Abstract Interpretation of Analysis Programs

Fig. 6. Program surface syntax

We next describe the use of abstract interpretation to determine the policy
effect of an analysis program. We introduce this concept using a simple dataflow-
oriented language, similar to relational algebra, Pandas, or Spark, presented in
Fig. 6. We write an abstract data capsule with schema s and policy effect ψ as
D[s, ψ]. A data capsule environment Δ maps data capsule IDs to their schemas
(i.e. Δ : id → s).

Fig. 7. Sample collecting semantics for the data capsule expressions in the language
presented in Fig. 6.

We present the collecting semantics [19] for PrivPolicy in Fig. 7. The col-
lecting semantics represents an abstract interpretation of programs in this lan-
guage to determine their policy effects. If we can use the semantics to build a
derivation tree of the form Δ � e : D[s, ψ], then we know that the program is
guaranteed to satisfy the policy clause ψ (or any clause which is less restrictive
than ψ).
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5.4 Computing Residual Policies

Let Υ (id) be the policy of the data capsule with ID id. The free variables of a
program e, written fv(e), are the data capsule IDs it uses.

We define the input policy of a program e to be the least upper bound of the
policies of its free variables:

Υin(e) =
⊔

id∈fv(e)

{Υ (id)}

This semantics means that the input policy will be at least as restrictive as
the most restrictive policy on an input data capsule. It is computable as follows,
because the disjunctive normal form of a policy is a set of sets:

p1 � p2 = {c1 ∪ c2 | c1 ∈ p1 ∧ c2 ∈ p2}

The residual policy applied to the output data capsule is computed by con-
sidering each clause in the input policy, and computing its residual based on the
policy effect of the program. The residual policy is computed using the following
rule:

� e : D[s, ψ]
Υout(e) = {c′ | c ∈ Υin(e) ∧ residual(c, ψ) = c′} RP

where

residual(c, ψ) = c − {k : p | k : p ∈ c ∧ satisfies(k : p, ψ)}
satisfies(k : p, ψ) = ∃k : p′ ∈ ψ.p � p′

Here, the satisfies relation holds for an attribute k : p in the policy when
there exists an attribute k : p′ in the policy effect of the program, such that p
(from the policy) is less restrictive than p′ (the guarantee made by the program).
Essentially, we compute the residual policy from the input policy by removing
all attributes for which satisfies holds.
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6 Formally Encoding GDPR

Fig. 8. Formal encoding of GDPR.

This section
describes our
formal encod-
ings of GDPR.
We are in
the process
of develop-
ing similar
encodings for
other regu-
lations, includ-
ing HIPAA,
FERPA.

Figure 8 con-
tains a full
formal encod-
ing of the
requirements
of GDPR. The
first clause
(lines 1–5)
allows the use
of data for
any purpose, as long as it is protected against re-identification and subject to
consent by the data subject. The third clause (lines 11–13) allows the use of
personal information by organizations affiliated with the data subject—a rela-
tionship which we encode as a metafunction. The final two clauses specify spe-
cific public interest exceptions, for public health (lines 15–17) and for judicial
purposes (lines 19–21).

GDPR is designed specifically to be simple and easy for users to understand,
and its requirements are well-aligned with our five principles of data privacy. Our
formal encoding is therefore correspondingly simple. We expect that most uses
of data will fall under the third clause (for “business uses” of data, e.g. displaying
Tweets to a Twitter user) or the first clause (for other purposes, e.g. marketing).

Data subjects who wish to modify this policy will generally specify more
rigorous settings for the technologies used to prevent their re-identification. For
example, a privacy-conscious data subject may require differential privacy in the
first clause, instead of allowing any available de-identification approach.

7 Performance Evaluation

Recall that one of the goals of PrivGuard is to easily work with existing
heterogeneous data processing systems and incur smallest additional overhead
to the analysis itself. In order to achieve this goal, PrivGuard must have good
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scalability when the number of users are large. In this section, we first conduct an
end-to-end evaluation to figure the bottleneck of the system scalability. Then we
conduct several experimental evaluation to test the scalability of the bottleneck
component. Specifically, we want to answer the following question: how is the
scalability of PrivGuard and how much overhead PrivGuard will incur into
the original data processing system.

7.1 Experimental Design and Setup

We first conduct an end-to-end evaluation to determine the sources of overhead
when PrivGuard is used in a complete analysis. We then focus on the perfor-
mance of policy ingestion as described in Sect. 3.1, which turns out to be the
largest source of overhead in PrivGuard. We vary the number of data cap-
sules from 2 to 1024 (with a log interval 2) and the policies are random subset
of GDPR, HIPAA, FERPA or CCPA following a Gaussian distribution. The
experiments are run on a single thread on top of an Ubuntu 16.04 LTS server
with 32 AMD Opteron Processors. The experiments are run for 10 iterations to
reach relatively stable results. Performance of PrivGuard does not depend on
the data, so a real deployment will behave just like the simulation if the policies
are similar.

7.2 Evaluation Results

In the following, we show and summarize the experiment results. In addition,
we discuss and analyze the reasons for our findings.

Table 1. End-to-end evaluation
Operation Parsing Ingestion Residual Policy

Time (ms) 83 9769 11

End-to-End Evaluation. We
first conduct an end-to-end
evaluation to figure out the
most time-consuming compo-
nent in the execution path of
PrivGuard. We evaluate the
time of each component in the
execution path in an system
with 1024 clients with random
subsets of HIPAA.
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Fig. 9. Scalability of policy analysis: ingestion
operation.

The results are summarized
in 1. The “Parsing” column rep-
resents the time parsing the
analysis program. The “Inges-
tion” column represents the time
ingesting the input policies. The
“Residual Policy” column repre-
sents the time computing resid-
ual policy given the ingested
input policy and the analysis
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program. Note that the input policy ingestion take up almost all of the run-
ning time, which indicates this operation as the bottleneck of the system.

The results demonstrate that the performance overhead of PrivGuard is
negligible for these programs when the policy guard approach is used, and the
bottleneck of PrivGuard is the ingestion operation.

Policy Ingestion Evaluation: Next, we perform a targeted microbenchmark
to evaluate the scalability of the policy ingestion operation. Figure 9 contains the
results. As we can observe in the figure, the running time exhibits a polynomial
growth (recall that both the x-axis and y-axis are in log scale) at first and
then keep stable after the policy number reaches some threshold. The reason is
that the ingestion is implemeted using a least upper bound (LUB) operation,
and the LUB operation in PrivGuard is composed of two sub-operations: (1)
unique with O(n log n) complexity, and (2) reduce with O(n′) complexity (n′ is
the number of policies after unique operation). Because policies are a random
subset of some complete policy (GDPR, HIPPA, FERPA and CCPA in this
case), if the number of policies are large enough, n′ will become a constant.
Furthermore the unique operation is O(n log n) with a small coefficient so this
part is negligible compared to the reduce operation. All these factors result in
the trend we observe in Fig. 9. This indicates excellent scalability of PrivGuard
in terms of the number of data capsules.

8 Related Work

Recently, there are some research efforts on bootstrapping privacy compliance in
big data systems. Technically, the works in this area can be categorized into two
directions - (1) summarize the issues in privacy regulations to guide deployment;
(2) formalise privacy regulations in a strict programming language flavor; (3)
enforce privacy policies in data processing systems. Our work falls into all three
categories. In the following, we briefly describe these research works and discuss
why these existing approaches do not fully solve the problems in our setting.

Issues in Deploying Privacy Regulations. Gruschka et al. [20] summarize
privacy issues in GDPR. Renaud et al. [21] synthesize the GDPR requirements
into a checklist-type format, derive a list of usability design guidelines and pro-
viding a usable and GDPR-compliant privacy policy template for the benefit of
policy writers. Politou et al. [22] review all controversies around the new strin-
gent definitions of consent revocation and the right to be forgotten in GDPR
and evaluate existing methods, architectures and state-of-the-art technologies in
terms of fulfilling the technical practicalities for the implementation and effec-
tive integration of the new requirements into current computing infrastructures.
Tom et al. [23] present the current state of a model of the GDPR that provides a
concise visual overview of the associations between entities defined in the legis-
lation and their constraints. In this work, our research goal is to summarize and
formalize general-purpose privacy principles and design a lightweight paradigm
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for easy deployment in heterogeneous data processing systems. As a result, these
discussions can serve as a good guidance to our work but not actually solve the
problem we aim to tackle.

Privacy Regulation Formalism. In [24], Hanson et al. present a data-purpose
algebra that can be used to model these kinds of restrictions in various different
domains. To formalise purpose restrictions in privacy policies, Tschantz et al. [25]
provide a semantics using a formalism based on planning modeled using a mod-
ified version of Markov Decision Processes. Chowdhury [26] present a policy
specification language based on a restricted subset of first order temporal logic
(FOTL) which can capture the privacy requirements of HIPAA. Lam et al. [27]
prove that for any privacy policy that conforms to patterns evident in HIPAA,
there exists a finite representative hospital database that illustrates how the law
applies in all possible hospitals. However, because of these works’ specific focus
on purpose restriction or HIPAA, the above two approaches do not generalize
to other regulations like GDPR. Gerl et al. [28] introduce LPL, an extensible
Layered Privacy Language that allows to express and enforce these new privacy
properties such as personal privacy, user consent, data provenance, and reten-
tion management. Sen et al. introduce Legalease [17], a language composed of
(alternating) ALLOW and DENY clauses where each clause relaxes or constricts
the enclosing clause. Legalease is compositional and specifies formal semantics
in attribute lattices. These characteristics are useful in general-purpose descrip-
tion of privacy regulations and are inherited in PrivPolicy. However, com-
pared with Legalease, PrivPolicy supports much more expressive attributes
to represent abstract domains for static analysis which allows us to encode more
complicated privacy regulations. Other work (e.g. Becker et al. [14]) focuses on
the access control issues related to compliance with data privacy regulations, but
such approaches do not restrict how the data is processed—a key component of
recent regulations like GDPR.

Privacy Regulation Compliance Enforcement. Going beyond formalism of
privacy regulations, recent research also explores techniques to enforce these for-
malised privacy regulations in real-world data processing systems. Chowdhury
et al. [29] propose to use temporal model-checking for run-time monitoring of pri-
vacy policies. While Chowdhury demonstrates the effectiveness of this approach
in online monitoring of privacy policies, it does not provide the capability of static
analysis to decide if a analytic program satisfies a privacy policy and can only
report privacy violation after it happens. Sen et al. [17] introduce Grok, a data
inventory for Map-Reduce-like big data systems. Although working perfectly
in Map-Reduce-like systems, Grok lacks adaptability to non-Map-Reduce-like
data processing systems.

9 Conclusion and Future Work

In this paper, we have proposed the data capsule paradigm, a new paradigm for
collecting, managing, and processing sensitive personal data. The data capsule
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paradigm has the potential to break down data silos and make data more use-
ful, while at the same time reducing the prevalence of data privacy violations
and making compliance with privacy regulations easier for organizations. We
implemented PrivGuard, a reference platform for the new paradigm.

We are currently in the preliminary stages of a collaborative case study to
apply the data capsule paradigm to enforce HIPAA in a medical study of men-
strual data collected via mobile app. The goal of this study [30] and similar
work [31,32] is to demonstrate the use of mobile apps to assess menstrual health
and fertility. Data capsules will allow study participants to submit their sensi-
tive data in the context of a policy which protects its use. As part of this effort,
we are in the process of encoding the requirements of HIPAA using PrivPol-
icy and applying PrivGuard to the analysis programs written by the study’s
designers.
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Abstract. GDPR in Europe and similar regulations, such as the Cali-
fornia CCPA, require new levels of privacy support for consumers. Most
challenging to IT departments is the “right to be forgotten”. Hence, an
enterprise must ensure that ALL information about a specific consumer
be deleted from enterprise storage, when requested. Since enterprises are
internally heavily “siloed”, sharing of information is usually accomplished
by copying data between systems. This makes finding and deleting all
copies of data on a particular consumer difficult.

GDPR also requires the notion of purposes, which is an access control
model orthogonal to the one customarily in SQL. Herein, we sketch an
implementation of purposes and show how it fits within a conventional
access control framework.

We then propose two solutions to supporting GDPR in a DBMS.
When a “green field” environment is present, we propose a solution which
directly supports the process of ensuring GDPR compliance at enterprise-
scale. Specifically, it is designed to store every fact about a consumer
exactly once. Therefore, the right to be forgotten is readily supported by
deleting that fact. On the other hand, when dealing with legacy systems
in the enterprise, we propose a second solution which tracks all copies of
personal information, so they can be deleted on request. Of course, this
solution entails additional overhead in the DBMS.

Once data leaves the DBMS, it is in some application. We propose
“sandboxing” applications in a novel way that will prevent them from
leaking data to the outside world when inappropriate. Lastly, we discuss
the challenges associated with auditing and logging of data. This paper
sketches the design of the above GDPR compliant facilities, which we
collectively term SchengenDB.

1 Introduction

The General Data Protection Regulation (GDPR) took effect on May 25, 2018,
affecting all enterprises operating within the European Union (EU) and the
European Economic Area (EEA) [1]. The GDPR is the leading example of a
new generation of privacy laws around the world that impose a strict and more
comprehensive set of requirements on all systems that “process” personal data.
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In particular, the GDPR now mandates that no personal data may be “processed”
at all without an adequate “legal basis.” This legal attitude with respect to
personal data stands in sharp contrast to other legal systems, including that
in force in the United States, in which companies can do whatever they choose
with personal data unless there is a specific legal prohibition against a specific
type of processing. Nevertheless, today the United States, and a number of other
countries, are actively debating new privacy laws, many of which would entail
similar requirements as imposed by the EU GDPR.

The requirement to keep personal data “under control” at all times imposes
several important new conditions on enterprises processing personal data. We
do not describe all of those here but rather concentrate on the new technol-
ogy necessary to enable fundamental parts of GDPR compliance. We define two
broad requirements for database implementation of GDPR rules. First, enter-
prises must now keep track of the legal basis under which data is allowed to be
processed, and assure that applications, services, and analysis driven by enter-
prise data bases systems adhere to those legal restrictions. Second, enterprises
also must keep data “under control” such that when an individual (aka. a “data
subject” in GDPR parlance) requests that their data be “erased” or “forgotten”,
that such request is honored throughout the enterprise’s own systems.

The GDPR mandates that a “legal basis” is required in order to permit any
processing of personal data. That means that whenever a company collects,
stores, analyzes, shares, publishes, or takes any other action on personal data it
must point to a specific legal authority defined by the GDPR as the “legal basis”
for such processing. Personal data must be kept under control by database sys-
tems so that enterprises can verify that when data is processed, that processing
is permitted based on the relevant legal basis, effectively a permission (GDPR
Art. 6). Contrary to popular misunderstanding of the GDPR, however, consent
of the data subject is only one of several specific legal bases for processing. For
clarity, we summarize the several legal bases for processing available under the
GDPR. Data may be processed based on one of the following six legal conditions:

– Consent: An individual agrees to have their personal data processed for some
specific purpose.

– Contract: The individual and the enterprise have entered into a contract
providing the enterprise with the right to process personal data.

– Legal obligation: The enterprise can process data to comply with a legal
obligation binding on that enterprise.

– Vital interests: The enterprise can process personal data to protect vital
interests of the user or another person.

– Public interest: The enterprise can process, including disclose, personal
data when it is in the public interest, generally as directed by a government
authority.

– Legitimate interest: The enterprise can process data for purposes that are
necessary to the legitimate interest of the enterprise, provided such interest
is not overridden by the fundamental rights of the individual.
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Every step taken to process personal data must conform to one of these
legal conditions. So while there are circumstances in which personal data can
be processed without consent, it must always be processed under the control of
some legal authority. Consider two motivating scenarios to understand how the
GDPR operates and what requirements are placed on database systems:

Scenario 1: A company collects phone numbers for user authentication pur-
poses (two factor authentication) but data subjects agree to provide their phone
number only for that purpose. The company now has a database containing
phone numbers but no explicit purpose associated with them. The company’s
marketing department decides to use the phone numbers for product promotion
purposes without the knowledge that the phone numbers were collected only for
the purpose of authentication, thus violating GDPR requirements.

Scenario 2: A company is running a study and would like to obtain a list of
users that opted-in while excluding those that opted-out of participation in ana-
lytics. Users of the data must have tools to respect the preferences and purposes
agreed to by the data subjects. To achieve this today, the company must redesign
the database schema to incorporate all possible GDPR-related data usage pur-
poses for every user which hinders the company’s ability to gain insight from
their data.

The above circumstances give rise to the following three requirements of
systems that store personal data inside the EU (see also [9]):

– Controlled storage and access: The storage system must store the legal
basis on which access is allowed, including specific purpose limitations.

– Queries: All queries of personal data must be associated with a purpose,
which defines the data allowed to be accessed.

– System wide erasure: A data subject has the right to request that ALL
of their personal data be erased, in which case the request will be honored
throughout the enterprise. We adopt a modification of this requirement which
states that personal data must be deleted to the extent technically practical
or “placed beyond use” if full erasure is not possible.

Besides increasing interest in GDPR from database and cloud providers
[4,5,7,8], as of June 2019, we are unaware of any end-to-end system solution
to manage personal data within the confines of GDPR. Hence, we present a
data management system, SchengenDB, that can implement these restrictions
efficiently. Our solution focuses on managing compliance within an enterprise,
not between enterprises. Furthermore, we do not attempt to protect against
malicious employees but rather protect and limit misuse through direct support
for privacy requirements. Our solution has multiple parts. In Sect. 2, we describe
a system that supports the definition of purposes and ensures that only personal
data authorized for a given purpose is released to applications with that purpose.

Then Sects. 3 deals with supporting GDPR within the DBMS. Primarily,
we show how to support the right to be forgotten. First, we present a solution
appropriate for new applications being constructed. In this case, we can force a
logical data base design that stores each fact exactly once. Deleting this fact will
thereby perform the appropriate “right to be forgotten”. The second solution is
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appropriate for existing DBMS schemas, which often employ data redundancy.
In this case, we need to track all personal data as the DBMS updates multiple
copies and constructs derived information through new tables and materialized
views.

Once personal data leaves the DBMS, it resides in an application. In Sect. 4,
we outline how “sandboxing”, the use of virtual containers, can be used to disallow
leaks. If that is too onerous, then we propose a second solution that trusts the
owner of the sandbox to “do the right thing” when data leaks. Lastly, in Sect. 5
we discuss implementation issues dealing with audit and logging.

In summary, we make the following contributions:

– We propose SchengenDB, a database management system that helps enter-
prises comply with GDPR, through two different implementations of the right
to be forgotten.

– SchengenDB’s novel data purpose protection ensures that personal data can
be used only for specific purposes for which the user gave explicit permission.

– SchengenDB’s novel sandboxing helps ensure that applications do not leak
personal data.

– SchengenDB provides efficient auditing procedures which facilitate the
burden of proving enterprise-wide GDPR compliance and guaranteed data
deletion.

2 Purpose-Based Access Control

One of the biggest changes brought by GDPR and related regulations is that
personal data cannot be used within an enterprise for an arbitrary purpose.
For example, as outlined in the introduction, a phone number might be usable
only for authentication and not for direct marketing (e.g., by calling the phone
number) or even indirect marketing (e.g., to infer the person’s location). Thus,
we propose a “purpose” based access control model. Unlike the existing database
security model [2], purposes are associated with personal data in a fine-grained
manner (e.g., different attributes of a record in a table can have different allowed
purposes), and are “carried along” when the personal data is processed. In this
section, we formalize the notion of purposes and describe our solution.

2.1 Data and Access Model

In our model, database users can define arbitrary purposes describing how they
intend to use personal data. For example, a member of the marketing team
can associate his team with the purpose “marketing” which will restrict their
access to personal data that has the associated “marketing” purpose. Who is
authorized to define purposes and how they get the consent of data subjects are
administrative tasks beyond the scope of this paper. However, we assume that
each data subject can opt-out or opt-in for each purpose.

It is important to note that purposes restrict system users to a logical sub-
set of personal data in the DBMS. SQL access control has a similar function,
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Fig. 1. Example of purpose usage of personal data in queries. The client has two
associated purposes and issues a query with a third purpose. SchengenDB queries the
database and returns the filtered results to the client.

but there are important differences between purposes and SQL access control.
First, SQL deals with system users not with applications. Second, SQL protects
relational views, so all rows of data are treated uniformly. Purposes may define
so-called “ragged” tables. Lastly, each data subject must be able to opt-in or
opt-out of each purpose. Hence, access is defined individual-by-individual. On
the other hand, SQL protects logical subsets of the data (so called views). Hence,
the definition facility is totally different. It is certainly possible to modify SQL
access control to deal with these differences. However, in the following we present
a direct implementation.

Tables and columns that contain personal data must be declared and are
designated with a schema-level notation. A purpose is defined by a documented
use and by the queries and applications that are used to implement that purpose.
From this information, tables and columns that contain personal data can be
deduced. This activates personal data checking for all accesses to that table and
column.

Each cell in a personal data column can indicate if the user agreed to, or
opted-out of, any of the purposes. GDPR requires that the default value be
“opt-out”. In principle, the query processor simply skips “opt-out” cells.

Purposes are designed, developed, documented, and maintained by an indi-
vidual who is responsible for that purpose. Each query and application that
accesses personal data must be associated with at least one purpose. To add,
delete, or modify a purpose, the responsible individual works with trusted
database administrators (DBAs) who authenticate, verify, and implement the
purpose. Legal verification may be required.

For management purposes, and to reassure data subjects of authorized con-
trol, the use of purposes can be restricted to specific users or roles. Hence,
processing a database access to personal data involves mutually applying the
purposes of the database access, the user, and the user’s role, as illustrated in
Fig. 1.

This system does not replace the current SQL access control system. Instead,
it is implemented in addition to the current system. Specifically, a system user
must have SQL access to a datum in addition to purpose access. In the following,
we focus on purpose access, as SQL access is well understood.



SchengenDB: A Data Protection Database Proposal 29

2.2 Execution Model

Given a query with a purpose, SchengenDB checks if the system user is allowed
to access the specified tables and columns given the indicated purpose. Assuming
the system user is allowed to proceed with the query, the execution engine returns
all personal data that matches the query except for the records which do not
permit the purpose specified in the query. As a result, a query may give different
answers based on the purpose associated with the query. In addition to the result,
the database indicates how many items were omitted due to a purpose violation.
This latter feature is useful for debugging and for endowing the system with
operational transparency.

2.3 Implementation and Optimization

Macro-level purposes (database, table, column purposes) involve minimal storage
overhead and can be safely ignored in the present discussion. Hence, we focus
on row and cell level purposes.

Our first (naive) solution stores row and cell purposes as a bit vector. Given
N rows and C columns, we require N bit vectors for the rows and N * C bit
vectors for the cells. We focus herein only on the cell-level overhead. Given a set
of purposes T that require cell level specification, and given the assumption that
a fraction α of cells have a non-default purpose then the overhead is:

O(α ∗ N ∗ C ∗ T ) (1)

To illustrate the overhead, consider a table of 1 Billion rows with 100 columns
and 50 purpose bits where 5% of the cells have cell-specific bits. The overhead
is (0.05 ∗ 109 ∗ 100 ∗ 50) bits which is more than 30GB of storage. If 10% of the
cells have cell-specific bit vectors then the overhead jumps to almost 70GB. This
could represent as much as 20% of the size of the table. There are both benefits
and drawbacks to the naive solution.

Pros: such a purpose storage solution would allow very efficient query pro-
cessing (simply check the correct bit in the bit vector).

Cons: storage overhead is linear in the number of purposes. This may be
acceptable when the number of purposes is small or when a very small percentage
of cells require cell-specific purposes. In general, we need a more efficient solution.

Consider the worst case for which a set of purposes is defined for every cell in
a table. This requires O(N ∗C ∗T ) storage. Suppose purposes are not randomly
assigned to cells but follow some distribution (e.g., exponential). In this case,
we can efficiently compress purposes using a variant of Huffman encoding [3].
Such an encoding can be used in conjunction with a bit vector representations
to minimize storage for frequent combination of purposes found in the database
while leaving infrequent combinations as-is.

A second mechanism for cell purpose encoding assumes that the number of
purpose combinations follows some distribution. Hence, most cells in the table
have some combination Ai of tags, for example:

A1 = (marketing, analytics, support)
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and a less frequent combination,

A2 = (marketing, support)

and so on, for some combination An, which is the nth most frequent combination
of purposes in the database.

Arrange these combinations in sorted order A1, A2, A3, ..., An. Purpose bit
vectors can then be stored with O(logn) overhead by intelligently encoding them
using a compression scheme. However, such encoding can introduce bottlenecks
at query time because combinations must be decoded and matched against query
specified purposes. Additionally, such encodings do not easily support updates
to the database.

It is conceivable that the compression is efficient enough (i.e., a large enough
fraction of cells in the database have the same combinations of purposes) that
querying with purposes can be achieved by first scanning the purpose combi-
nations to determine which compressed representations must be included. The
remaining elements can be matched using bit vectors as in the naive solution.
It is likewise reasonable to assume that changes to the database will follow a
similar purpose distribution. However, in the case that a certain percentage of
the database has purposes that are no longer “optimally” encoded, a re-encoding
procedure may be necessary. Moreover, adding a new purpose can be done using
the compressed representation and does not require re-encoding.

3 DBMS Support for GDPR

In the previous section, we explained how to ensure that personal data will be
returned only for personal data with an opt-in value for the purpose associated
with a query. In this section, we turn to the “right to be forgotten”. To address
this issue in SchengenDB, we need a reliable way to identify all personal data
for a single user and to delete it efficiently. In this section, we propose two
solutions, one for a “Green Field” application and another which deals with an
existing schema. First we explore support within a single database and then we
show how to support this requirement across systems.

3.1 Green Field Within a Single System

The key idea is to disallow duplicate or derived data to be stored. To do so, we
propose to enforce an entity-relationship (E-R) model on the data. This data
model requires data to be stored as:

Entities: these are features that have independent existence. Hence, they have
a unique identifier and can only be inserted and deleted. Entities can have
attributes that describe the entity. For example, an entity might be an employee
with e-id as its identifier and attributes birthday, home address, etc.
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Customer

friendsof

Hobbyhas

Departmentmanaged 
by

Fig. 2. Customer contains data about each customer, for example, address, birth_date
and date_of_first_service. Department is an entity showing departments in the enter-
prise. The Hobby entity has hobby-specific data. The enterprise collects information
that links customers to other entities. The three relationships indicate what department
manages the customer, what hobbies they has, and who their friends are.

Relationships: entities can participate in relationships. For example, the enti-
ties employee and department may have a relationship, works-in, that indicates
that an employee works in a specified department. Entities are often represented
graphically as boxes with relationships indicated as arcs between the boxes.
Relationships are usually further specified as 1-N or M-N to indicate allowed
participation, but that feature is not needed in our discussion. Hence, we require
a DBA to construct an E-R model for the data using standard E-R modelling
techniques, which are discussed in any undergraduate text on database concepts.

Standard E-R practice requires that each entity have a primary key, which
uniquely identifies the entity. In addition, we require every entity to have an
additional “surrogate key”. For example, although Customer name may be a
unique identifier, we require that the Customer entity also have a surrogate key,
which we require to be a random set of bits. Hence, the relational schema for
the data of Fig. 2 is shown in Listing 1.

1 Customer (cname , c-surrogate -key , other -fields)
2 Department (dname , d-surrogate key , other -fields)
3 Hobby (hname , h-surrogate -key , other -fields)
4

5 friendsof (c1-surrogate -key , c2 -surrogate -key , other -fields)
6 managedby (c-surrogate -key , d-surrogate -key , other -fields)
7 has (h-surrogate -key , c-surrogate -key , other -fields)

Listing 1. The Relational Schema for Fig. 2

There is a table for each entity type and one for each relationship that con-
tains the surrogate keys for the pairs of records in that relationship. Although
1-N relationships can be optimized as additional fields in one of the entity tables,
we do not pursue this improvement herein.



32 T. Kraska et al.

Hence, the information base for an enterprise is an E-R diagram, which is a
graph of entities interconnected by relationship edges, together with a relational
implementation of this structure, with surrogate keys defining the relationships.

There are a few constraints we impose on accessing and updating this struc-
ture. Since all the relationship data uses surrogate keys, SchengenDB can lazily
delete “dead” relationship data as circumstances permit, through a background
process the finds “dead” surrogates. To support lazy deletion, the following
restrictions must be put in place:

Materialized views must be prohibited. Otherwise, there are data copies else-
where in the database, which would have to be discovered and an appropriate
additional delete performed. To avoid this error-prone and costly operation, we
disallow materialized views.

Second, surrogate keys must be hidden from users. Hence, every query to
the database must be expressed in E-R form and must begin by referencing an
entity. Therefore, queries which directly access a relationship such as:

SELECT . . . FROM . . . WHERE surrogate_key = value

must be disallowed. This restriction is required to ensure that surrogate keys are
not seen by a user. Were that true, then users could query (and store in user
code) surrogate keys. In this case, lazy deletion of surrogate keys would leak
information.

With these restrictions, the implementation of deletes is straightforward. To
delete an entity, the appropriate record in the appropriate entity table is found
and removed. This makes all surrogate keys “dangling” and unusable for gener-
ating query results. Over time, a background process can find and delete “dead”
relationship data. Of course, one could also implement an “eager delete” sys-
tem which would not need surrogate keys, but would require all references to
an entity to be found and removed, which would increase the response time for
deletes.

3.2 Existing Schema Within a Single System

While the “Green Field” solution has compelling advantages, in most cases it
requires a complete redesign of the schema and the application, which can be
a huge cost factor. As such, it is appropriate for new applications, but we need
another solution for existing schemas.

To handle this case, we propose fine-grained tracking of changes. Every insert
into SchengenDB has to be done on behalf of a specific data subject, i.e., owner
of the personal data (as before). Thus, every inserted record belongs to one (or
conceivably more) person. Furthermore, every derived record (think materialized
view) automatically inherits the owners of the records from which it was derived.
If the enterprise is concerned about the aggregation of information, then many
owners will have to be recorded. This information can be stored using standard
lineage techniques [3,6,11]. Although this may result in onerous overhead, there
is no other way to track all the personal data as it is spread around the database.
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This allows SchengenDB to track all records related to a specific data sub-
ject and delete them when asked. We now turn to the copying of personal data
information between systems.

3.3 Across Systems in the Enterprise

In a large enterprise there may be hundreds to thousands of separate databases.
When a system user needs information from multiple databases, a prevalent
practice is to copy needed information from the primary copy to a secondary
one. Otherwise, a federated query must be performed, which is much slower
than the same query to a single database.

To achieve this functionally in a Green Field schema, an application will
request some entities from one database and then copy them into a second
database. To support this operation in a GDPR-compliant way, we require that
entity identifiers be global to the enterprise. For example, there must be single
global notions of Customer, Hobby, and Department. If there is not a single
notion of Customer, then GDPR will be impossible to implement because it
is impossible to tell if, for example, Mike Stonebraker, M.R. Stonebraker, and
Michael Stonebraker are 1, 2, or 3 entities. Hence, the enterprise must engage in
a data integration project for GDPR compliant entities to ensure global unique-
ness of these entities.

All the purposes attached to an entity record must be carried over from the
first system to the second system. This requires purposes to be unique across
the enterprise. In addition, we need to record in a global entity catalog that an
entity has been copied into system 2 from system 1. We call this catalog the
Data Management Server (DMS), which will also be used in the next section.
Notice that DMS records information that happens outside the DBMS. In this
case, when a GDPR compliant entity is deleted from either system, a trigger
must be run to delete all copies of the entity.

In an existing schema, there may be no E-R schema associated with the data.
In that case, a data copy to a second system must preserve the owners of records
from the first system. Obviously, owners (i.e., data subjects) must be global to
the enterprise. Hence, the DMS must record and manage all data subjects. With
this caveat, the same trigger processing will work for existing schemas.

4 Application Support for Purposes

In decision support environments it is common practice (and often essential) to
copy data from the database in order to analyze it using separate tools such
as Python, R, or Tableau. Moreover, such analysis often involves a pipeline
of operations. In this case, personal data is outside the confines of the DBMS.
Some might argue that application users are trustworthy, and therefore we do not
need to worry about applications leaking. However, it seems clear that stringing
together application systems can yield inadvertent leakage. This section describes
a mechanism of protecting such pipelines from inadvertently leaking.
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We propose a “sandboxing” approach, which monitors copies of personal data
at a higher level which will prevent misuse. A sandbox is a virtual machine which
allows unrestricted access and movement of data inside the sandbox, but controls
interaction with other VMs. We propose a sandbox for every purpose. That
sandbox contains all the applications that use that purpose in a query. If there
are N purposes, then there are N VMs. The DBMS allows access only from this
collection of VMs, so DBMS requests can come only from one of these sandboxes.
Hence, pipelines of programs with the same purpose can freely exchange data.
Otherwise, sandboxes cannot be allowed to communicate with each other, since
if data is moved from a sandbox with a less restrictive purpose to one that is
more restrictive, then a leak has occurred.

These restrictions can be enforced easily at the networking level without any
changes to the applications. For example, in modern virtualized environments, it
is possible to configure the environment so that certain VMs get special IP-ranges
and that only those ip-ranges are allowed to access the database system, or one
can restrict the privilege of opening a connection to the outside to a certain set
of VMs. Furthermore, thanks to dockers and similar light-weight virtualization
mechanisms, even hosting a large number of virtual machines no longer pose a
technical challenge.

However, if an application has queries with multiple purposes, then it is
placed in multiple sandboxes, wherein each sandbox can read a portion of the
overall data. It is then likely that these VMs will have to communicate to get
the overall task accomplished. To support such applications, we now propose a
“loosey goosey” version. In this world, we point out potential violations instead
of completely forbidding interaction between sandboxes. Since every communi-
cation between sandboxes is a potential violation, when a communication occurs
we alert the owner of the sandbox, who is the owner of the purpose associated
with the sandbox. Their VM is assumed to be non-compliant. It is up to them
to figure out how to bring the VM into compliance. This will likely mean delet-
ing offending personal data. To ensure compliance, we use a timeout mechanism
for the communication operation. At the end of the timeout the VM owner has
either brought the VM into compliance or we terminate the VM. Of course, this
requires us to trust the owner of the purpose to “do the right thing”. The strat-
egy of reply on ex ante compliance checking, as opposed to a priori compliance
guarantees is recognized as a necessary strategy involving privacy rules for com-
plex information systems, as it is often simply impossible to detect all violations
with certainty in advance of processing [10]. As noted in Sect. 5, we can rely on
the auditing system to discover violations after the fact, and to hold employees
accountable.

We turn now to the last matter dealing with applications. When a delete
of personal data is requested by a data subject, the DBMS will perform the
actions specified in the previous section. However, personal data may be present
at the application level. In this case, we assume that the DMS logs, at the
application level, every query to the DBMS for every sandbox. Every permitted
communication between sandboxes is similarly logged. When a person requests to
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be forgotten, we can determine which sandboxes may have the relevant personal
data (or data derived from that personal data) by reading the log. We alert the
owner of the sandbox to this potential violation who can then take action, as
described above.

So far, the tracking and the deactivation are pessimistic and might cause
false positives, i.e., unjustified warnings to sandbox owners and terminations
of VMs that are, in fact, compliant. For example, a sandbox might read data
from SchengenDB but then does not store the data within the sandbox or
a sandbox does an aggregate query such as SELECT COUNT(*) FROM Customer
which requires a scan of all data but does not extract any user-specific data.
Both cases will cause warnings for non-existing violations after a request from a
person to delete their personal data.

Fortunately, a wide variety of optimizations are possible to reduce the num-
ber of false positives. For example, privacy-preserving analysis could be used
to determine that data derived from SELECT COUNT(*) FROM Customer do not
contain GDPR violations. Furthermore, we could provide annotations to indicate
that a sandbox is stateless, transient, or has a specific time-to-live. Similarly, a
data warehouse dashboard might be in violation, but if the data warehouse is
refreshed every day, the violation will resolve itself after a time-to-live.

We could provide additional annotations to provide sandbox owners more
fine-grained control. For example, if a sandbox is used to build a machine-
learning model and the model is then deployed in a service, according to the
previous section the entire model might be in violation. However, if the devel-
oper considers the model to be GDPR compliant, they could annotate that the
model does not contain GDPR violations and mark the data transfer between
the sandboxes as safe.

5 The Audit Process

The audit process consists of two components, one within SchengenDB and
one at the application level.

5.1 Audit Within SchengenDB

The fundamental auditing technology in SchengenDB is the DBMS log. Log
processing is well understood by the DBMS community and is implemented in
all commercial DBMSs. Specifically, all operations which alter the database are
logged, typically on a record-by-record basis, with the before image of the record
(so the change can be backed out if the application running the transaction fails
to commit) and the after image (to restore the change if there is a crash or other
unforeseen event). To support GDPR compliance, we must also log all reads,
together with the query invoked and its purposes. A similar statement applies
to updates. Obviously, this will slow down log processing; however, in current
systems the log is highly optimized and does not consume excessive resources.
Hence, an audit merely entails inspecting the log to ensure that the purposes
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allowed by the enterprise are enforced. If SchengenDB is operating correctly,
there should be no violations. In the unlikely event of a violation, the offending
user and request can be quickly discovered and dealt with accordingly.

As stated in the introduction, we assume that enterprise employees are not
malicious. Hence, users with a legitimate access to data are assumed not to
share it outside the SchengenDB system, for example by copying a result into
an e-mail message and sending it to an unauthorized user. Dealing with such
inadvertent or purposeful leaks is outside the scope of this paper. A similar
comment applies to the DBA of a SchengenDB database, which has unfettered
access to everything.

However, the presence of the log raises the following question. If person
X asserts their right to erasure, then a sequence of updates will occur in
SchengenDB. Such updates are logged and contain the before images of deleted
records.

Hence, the information about X has been deleted from the database, but not
from the log. In the case of the GDPR, we understand that it is still an open
question whether respect for the right to erasure requires deleting personal data
from DBMS logs along with the accessible instance of the database. For reasons
explained below, from a technical perspective, there are reasons to exclude the
log from the scope of the right to erasure. In theory, log files can be purged after
a sufficient delay, thereby deleting records for X. However, we would caution
against this strategy. To deal with application errors, for example a buggy app
inadvertently gives a raise to Y , the database is typically “rewound” to a time
before the errant app, and then the log is replayed forward. Hence, the log must
be retained for a period of time. In addition, legal requirements often require the
log to be retained much longer. Removing log files is therefore not recommended.
Also, logs are write-once and are never updated. Hence, updating the log to
remove X’s log records is not recommended. This would allow an errant log
updater to wreck real havoc.

The net-net is to trust DBAs (who are the only people with access to the
log) to do their job and not be malicious. After all, they can easily leak tax
returns and/or financial records of important individuals, which will be far more
damaging than the issues we are discussing in this section.

5.2 Application Audit

In contrast to the audit of SchengenDB itself, the audit process between sand-
boxes is more involved and less automatic. The data rights sandboxing approach
relies on the trustworthiness of its sandbox owners. For example, the system
user needs to be trusted if they declares that a GDPR violation was manually
resolved. Similar, they needs to be trusted to provide the correct annotations or
correct implementations of delete functions. Obviously, this can lead to violations
if users make (un-)intentional mistakes.

While we do not believe it is possible to entirely avoid such violations, the
SchengenDB framework can provide tools to make it easier to detect potential
violations and allow an internal audit to detect potential problems, before an
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external audit might discover any problems. For example, the DMS could simu-
late a worst-case scenario for which it ignores all user-provided annotations and
mistrusts all manually-resolved GDPR violations. This simulation could now
be used to create a list of sandboxes and tables within SchengenDB that are
potentially in violation of GDPR or in which owners made mistakes. It is also
reasonable to assume, that the same simulation could be used to rank the risk
of violation or mistakes. An internal auditor could then manually check some of
the reported sandboxes.

Furthermore, it might be possible (with limitations of course) to scan the
sandboxes for potential GDPR violations based on finger prints. For example,
let’s assume that we associate a random 256 bit key to every GDPR-related
record. If the bit sequence is found for a deleted GDPR record within a sandbox
it is a strong indication that the sandbox is in violation.

Finally, any communication with the outside (e.g., between an application
running in a sandbox and the web) is impossible to audit. While it might be
possible to log all such communication, it will be very hard to provide a full
audit as these logs are not trivial to analyze, as they are usually much less
structured than DBMS logs.

6 Conclusion

In this paper, we have presented SchengenDB, which provides the infrastruc-
ture to support GDPR and other possible future privacy regulations. It does so
with modest overhead for purpose processing and expanded log processing. In
addition, it suggests doing “clean” database design, which will benefit an orga-
nization in multiple downstream ways (easier application maintenance, easier
security control, etc.). When this is not possible, then additional lineage infor-
mation must be preserved. At the application level, we suggest “sandboxing”
such modules that access personal data to ensure the security of this data.
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Abstract. New laws such as the European Union’s General Data Pro-
tection Regulation (GDPR) grant users unprecedented control over per-
sonal data stored and processed by businesses. Compliance can require
expensive manual labor or retrofitting of existing systems, e.g., to han-
dle data retrieval and removal requests. We argue for treating these new
requirements as an opportunity for new system designs. These designs
should make data ownership a first-class concern and achieve compliance
with privacy legislation by construction. A compliant-by-construction
system could build a shared database, with similar performance as cur-
rent systems, from personal databases that let users contribute, audit,
retrieve, and remove their personal data through easy-to-understand
APIs. Realizing compliant-by-construction systems requires new cross-
cutting abstractions that make data dependencies explicit and that aug-
ment classic data processing pipelines with ownership information.

We suggest what such abstractions might look like, and highlight
existing technologies that we believe make compliant-by-construction
systems feasible today. We believe that progress towards such systems
is at hand, and highlight challenges for researchers to address to make
them a reality.

1 Introduction

Many websites store and process customers’ personal data in server-side systems.
Companies operating these websites must comply with data protection laws and
regulations, such as the EU’s General Data Protection Regulation (GDPR) [9]
and the California Consumer Privacy Act of 2018 [1], that grant individuals
significant control of and powers regarding their own data. For example, the
GDPR makes it mandatory for enterprises to promptly provide users with elec-
tronic copies of their personal data (“right of access”), and for enterprises to
completely remove the user’s personal data from its databases on request (“right
of erasure”). Non-compliance with the GDPR can result in severe fines of up to
4% of annual turnover, and the EU has recently imposed fines of hundreds of
millions of dollars on Mariott [28] and British Airways [27] for negligent handling
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of customer data. At one estimate, the cost of GDPR compliance is expected to
exceed $7.8bn for U.S. businesses alone [25].

In this paper, we survey the challenges that GDPR compliance creates for
data storage and processing systems, and argue that the database and systems
research communities ought to treat these challenges as an opportunity for new
system designs. These new designs should broadly treat end-users’ control over
their personal information as a first-class design concern. Our vision is to align
system designs closely with the reality of data ownership and legislative require-
ments such as those imposed by the GDPR. Concretely, systems should achieve
compliance with GDPR-like legislation by construction, with significantly more
help from databases than current systems can offer.

The GDPR differs from prior privacy legislation primarily in its comprehen-
siveness. The GDPR has an expansive interpretation of “personal data” that
covers any information related to an identifiable natural person, the data sub-
ject. The legislation establishes data subjects’ rights over the information that
data controllers (e.g., web services) collect and which data processors (e.g., cloud
providers) store and process.

This has wide-ranging implications, including for the relational backend
databases that support web applications. To comply with the spirit of individ-
ual control over data and to guarantee the data subjects’ rights, such databases
should become dynamic, temporally-changing federations of end-users’ con-
tributed data, rather than one-way data ingestors and long-term storage reposi-
tories that indiscriminately mix different users’ data.

To realize this ideal, a database must:

1. logically separate users’ data, so that the association of ingested, unrefined
“base” records with a data subject remains unambiguous;

2. model the fine-grained dependencies between derived records and the under-
lying base records; and

3. by appropriately adapting derived records, handle the removal of one user’s
data without breaking high-level application semantics.

More ambitious goals may include having the database attest the correctness
of its ownership tracking and data removal procedures, or to synthesize such
procedures from a high-level privacy policy.

Today’s websites and applications rely on much more than databases, how-
ever: blob stores may store artifacts like photos, machine learning models may
train on users’ derived data, and long-term analytics pipelines may update aggre-
gate statistics on dashboards. Consequently, implementing our vision in any sin-
gle system is likely insufficient. Instead, cross-cutting abstractions that generalize
across systems are needed.

We believe that one promising approach is to conceptualize web service
backends—databases, blob stores, analytics pipelines, machine learning (ML)
models, and other systems—as a large dataflow computation. In this model, a
user “subscribes” and contributes her data into an exclusively-owned shard of the
backend. This shard stores all data owned by this user. As data arrives into the
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shard, it streams into other systems for processing and storage, but remains asso-
ciated with the contributing user. The user may at any point choose to withdraw
her shard (and thus, her data) from the system. For example, a newly-uploaded
picture will initially be associated with the uploader’s shard (and logically, or
perhaps even physically, stored with it). Subsequently, it may percolate into a
blob store (for storing the binary image data), a database (for tracking the pic-
ture’s metadata), a request log, and a notification service that pushes updates
to the uploader’s friends. Beyond the original, encrypted user shard, the pic-
ture is associated only with a pseudonymous identifier, a model that is GDPR-
compliant by construction. If the uploading user decides to retrieve her data,
the service merely needs to return her shard and all information it contains;
if she demands erasure of her data, the service deletes the shard and streams
revocation messages that remove derived data.

The dataflow architecture we sketched here crucially requires systems to track
data origin, e.g., via explicit labels or well-defined relationships. In addition, all
systems must support both data contribution and data revocation. We believe
that efficient mechanisms for these purposes are within reach, and that develop-
ing mechanisms and systems that achieve compliance by construction constitutes
a fruitful research direction for databases and privacy-aware and distributed dat-
acenter systems.

2 Vision

We envision a compliant-by-construction web service backend that allows users
to seamlessly introduce, retrieve, and remove their personal data without man-
ual labor on the application developer’s part. In the following, we focus how
this vision addresses data subjects’ rights to access, objection, erasure, and data
portability under the GDPR. Existing techniques discussed in Sect. 4 are suf-
ficient to provide data protection and security, and should compose with our
proposal.

For concreteness, we center our discussion around relational databases, which
are central to many web service backends. We first sketch the system design, and
then explain how it facilitates key GDPR rights. Section 3 will discuss how to
extend our design to include other systems, such as blob stores and model serving
infrastructure.

2.1 System Design

Our key idea is for each user to have her own, structured shard of the storage
backend (Fig. 1). This user shard stores all information about this user, such
as profile information, posts, uploaded pictures, records of votes or “likes”, or
other application-specific information. Storing data in a user shard represents an
association of control, or, for many data items, ownership. Therefore, a user shard
never contains information related to other users, or derived information that
combines multiple users’ data. We expect that the data subject owning the user
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Materialized views

Application 1: frontpage Application 2: top contributors

Queries Queries

like 
counts

visible 
posts friends like 

counts profiles

JOIN

FILTER
UNION

UNION

FILTER

Dataflow
computation

SUM

JOIN

posts friends likes profile

Alice’s shard

User shards
Bob’s shard

posts friends likes profile

Fig. 1. Example of our architecture for a web service with two applications. Applica-
tions write new data to user shards (top). The database processes changes through a
dataflow (middle, blue) to update tables in the materialized views, which applications
(bottom) query (Color figure online).

shard is often the primary contributor to it, although other entities—including
data controllers—may also add data to the shard (consider, e.g., doctors adding
to a medical record).

To combine users’ data, as most applications require, the backend builds
materialized views over the user shards. These materialized views are what
applications query, and different applications may define different views that
suit their needs. For example, a microservice application for the personalized
front page of a social application may define a view for the social graph, views
that hold users’ most recent and most-liked posts, and a view for posts with
associated images.

We envision a highly dynamic user shard set. Users will continuously update
their shards as they interact with the web service; new users will add shards,
while other users remove their shards or withdraw parts of their data. Moreover,
we would like a system based on dynamic user shards to enjoy the same per-
formance as today’s applications do with an optimized schema. Such optimized
schemas often combine multiple users’ data in tables that make sense for applica-
tion semantics, such as a table containing all posts. This requires a system with
support for a large number of materialized views (tens or hundreds of thousands
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with many users), with efficient dynamic view creation and destruction, and with
excellent read and incremental update performance.

We believe that a key enabling technology for making this design effi-
cient already exists. The partially-stateful dataflow model supports high-
performance, dynamic, partially materialized, and incrementally-updated views
over input data [11]. Using this model, we can build a streaming dataflow com-
putation over the user shards, linking each user shard to the materialized views
that changes to the shard will affect. Every write to a user shard then becomes
a streamed update that flows through this dataflow to update the material-
ized views; the addition of new user shards becomes a set of batched updates
introducing a large collection of new records; and the removal of a user shard
becomes a set of batched updates that revoke previously-sent updates. The back-
end becomes a long-running, streaming dataflow computation with its ground-
truth state federated over the user shards. The partially-stateful nature of the
dataflow allows the system to proactively update some materialized views (or
parts thereof), while reactively computing information in others by querying
“backwards” through the dataflow.

Partially-stateful dataflow is a convenient abstraction for materialized views
over federated user data for several reasons:

1. the dataflow implicitly represents dependencies between records, such as a
post and the likes associated with it via a foreign key;

2. dataflow models (e.g., differential dataflow [17]) allow processing additions,
updates, and removals of user shards as incremental computations;

3. dataflow computations can be sharded, parallelized, and scaled with relative
ease, making the architecture suitable for scaling to large web services; and

4. partially-stateful dataflow can selectively materialize only parts of down-
stream views, which keeps the space footprint manageable and allows appli-
cations to implement their own caching policies, such as keeping data only
for active users, or only for the most popular entities.

The challenges in realizing our design lie in achieving high performance while
still providing intuitive consistency semantics for complex applications. Specif-
ically, the user shard structure will yield dataflows over thousands or millions
of individual user shards. These dataflows will have extremely “wide” depen-
dencies (i.e., many incoming edges) at points where the computation combines
data across users. Query evaluation of partially-stateful dataflow is likely to
be slow for such dependencies, since an upwards query through the dataflow
must contact many shards. But eager, forward update processing has no such
limitation. Semantics of the dataflow execution also matter: in a distributed,
streaming dataflow with many servers processing updates in parallel, updates
derived from a particular change to a user shard may reach some materialized
views before others. An application that writes to a user shard may expect to
see its write reflected in subsequent reads, as it would when interacting with
a classic database. But providing even this read-your-writes consistency over a
large-scale dataflow will result in expensive and unscalable coordination if done
naively. Finally, if the dataflow combined data from many user shards, several
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users may share ownership of derived records in the materialized views. The
withdrawal of a user shard may affect these derived results, and the semantics
of handling revocation of records that impacted such co-owned derived results
need to be clear.

We believe that if it works, our dataflow design will yield a framework for
building complex applications while granting users unprecedented control over
their data.

2.2 Right to Access

Supplying a user with a copy of all her data stored and processed in the system,
as required by the GDPR’s “right to access” for data subjects (Article 15), is
straightforward in a compliant-by-construction design like ours. To serve a data
subject’s access request, the system simply sends the data subject a copy of her
user shard. This simplicity contrasts with post-hoc approaches that extract data
using complex, manually-crafted queries or custom crawlers that identify data
related to a subject for extraction and manual verification [8]. Achieving this sim-
ple compliance-by-construction with user shards imposes only two requirements:
first, that the schema of the user shard is free of proprietary information—such
as, e.g., the data controller’s or processor’s backend architecture—and second,
that the data subject is permitted see all data in her user shard. We there-
fore believe that compliance-by-construction systems should assume that a user
shard and its structure are visible to the data subject in their entirety.

In addition to access to the raw data, the GDPR right of access also requires
that the user be provided with information regarding “the purposes of pro-
cessing” and “the existence of automated decision-making [. . . and] the logic
involved” [9, Art. 15]. Compliance with these requirements is trickier to ensure
by construction, since processing purpose and decision making happen—at least
partly—in the application code. It might be possible, however, to analyze the
dataflow below user shards and generate a description of all materialized views
and applications that a given user’s data can reach and thereby might affect.
Such an analysis would provide an automated means of extracting the informa-
tion required, and might also facilitate compliance with the GDPR’s right to
objection, which allows data subjects to reject certain types of processing (see
Sect. 2.5).

2.3 Right to Erasure

The GDPR’s Article 17 requires that users must be able to request erasure of
their data “without undue delay”. In a compliant-by-construction design, this
involves removing a user shard from the system. Withdrawing a user shard effec-
tively erases all data contained in it, and then remove or transform dependent
downstream information in the dataflow and materialized views.

In principle, removing dependent downstream data is easy as long as the
dataflow’s operators understand revocations as well as insertions. For example,
revoking a vote record for a post from a counting operator involves reducing the
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count by one, processing a revocation through a join produces revocations for all
joining keys, etc. By sending a revocation update for all information contained in
the withdrawn shard, the system ensures that all derived downstream informa-
tion is removed. And since all materialized views queried by applications depend
on the dataflow, which itself is a fault-tolerant, distributed computation, we can
be assured that all derived information will indeed (eventually) be removed.

All common relational operators have complements compatible with this
model, but more complex application semantics may require deeper system sup-
port for data removal. For example, consider Alice removing her account from
a news aggregator website such as HackerNews or Lobste.rs1: removing the user
shard in question will remove Alice’s posts and votes. More insidiously, the revo-
cation also covers information like invitations to the site that Alice issued, mod-
eration decisions she made (if she’s a moderator), and personal messages she
sent to other users. Some of this information may need to persist—perhaps in
anonymized form—even though Alice originally contributed it!

We believe that dataflow will work even in the presence of these complex
application semantics, provided the application developer can express a policy
for how each dataflow operator or materialized view handles record revocation.
Instead of simply inverting the effect of the original record, the operators may
e.g., re-attribute, anonymize, or otherwise transform the derived information.2

However, the invariants of partially-stateful dataflow require that any material-
ized result must also be obtainable by executing a query over the base data. The
dataflow system may meet this requirement by creating records that support
the transformed derived data, and storing these records in a special shard for
deleted users.

2.4 Right to Data Portability

Compliance with the right to data portability (GDPR Article 20) follows from
the combination of the rights to access and erasure. To move data her data
from one data controller to another, a user can simply retrieve her user shard
from the current controller, withdraw it, and then introduce the retrieved shard
to the new controller. All derived information at both controllers will update
appropriately, assuming that there is a common data description standard for
user shard schemas, or that the controllers know how to transform user shards to
and from their respective schemas. This is admittedly a big assumption, but we
believe that standardized formats or conversion tools will become available once
user data is widely available in the “structured, commonly used and machine-
readable format” [9, Art. 20] that the GDPR requires.

1 https://lobste.rs.
2 However, general-purpose “undoing” of computation that extends beyond relational

operators can be hard [5,6]. Imagine, for example, a dataflow operator that trains
an ML model on Alice’s data: it is unclear how to “invert” the training and revoke
Alice’s information from the trained model. Section 3 describes ideas for how we
might handle this situation.

https://lobste.rs
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2.5 Right to Objection

The GDPR also grants users the right to object “any time to processing of
personal data concerning him or her” [9, Art. 21] for specific purposes (such as
marketing), with some exceptions. With our design, exercising this right involves
preventing the flow of data from a user shard into subgraphs of the dataflow that
apply specific kinds of processing or which lead to materialized views for specific
applications.

We believe that adding appropriate “guard” operators to the dataflow can
make it feasible to enforce this right. These operators would check whether a user
has objected to the use of her data for e.g., marketing, and prevent any data
from an objecting user’s shard from affecting views used in marketing work-
flows. We envision that achieving compliance this way requires applications to
augment their materialized view specifications with a declarative specification
of each view’s purpose, or a reason for overriding the right to objection and
processing data without consent (as per GDPR Article 6). We believe that such
a declarative specification is far simpler, easier to audit, and more likely to be
enforced correctly than adding explicit checks for user objection in application
code.

3 Challenges and Opportunities

Realizing our vision raises interesting research questions and its success requires
overcoming several challenges.

Classes of Personal Data. The data associated with a data subject can be con-
tributed directly by that subject into her user shard, but may also originate
with other entities. For example, data controllers sometimes create data about
a user: a government agency may create a birth certificate or tax information,
a hospital may create and add to a medical record, or a network operators may
collect metadata statistics about the user’s network use. The GDPR grants that
user the rights of a data subject for this content, requiring the system to store
such content in the relevant user shard. This will require intuitive interfaces
that allow applications to address the correct user shard on each database write,
ideally without requiring intrusive application changes.

Even if the data subject contributed content directly, it may be subject to
different policies. For example, a user may both browse and contribute articles
to a news site. Browsing data is personal, unshared, and typically subject to
strong GDPR protections; meanwhile, a contributed article may be subject to a
contract giving the site permission to host the article indefinitely. Furthermore,
in some cases, such as shared data, a user’s withdrawal from a site might require
application-specific anonymization rather than outright data removal. The pres-
ence of multiple classes of data in the same user shard could complicate some
compliance mechanisms; however, user shards are inherently flexible, allowing
such designs as multiple shards per user, one per data class.
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Shared Data. Not all data is clearly owned by a single user. Should a private
message on Facebook be associated with one user or both? If my friend deletes
her copy of the message from Facebook’s database, is my side of our conversation
removed entirely, or should a possibly-anonymized ghost message persist in my
user shard?

Access Control. Even though a user shard contains data associated with a partic-
ular data subject, this association may not imply unlimited control. For example,
although you may be the data subject of tax records indicating what you owe,
you certainly cannot change or remove them! This suggests that controls over
the management of data in a user shard need to exist: some information will be
immutable to the data subject, but mutable by data controllers; other informa-
tion may need to persist even when the user removes her shard from the system.
To realize the right to portability by retrieving a user shard (as per Sect. 2.4),
we may need a form of trusted transfer between data controllers, or an assur-
ance mechanism for immutable data if the data subject is part of the transfer.
Perhaps the controllers could exchange hashes or signatures of the immutable
content, and use these to validate the ported user shard after import.

Schemas. User shards will have a well-defined schema, but this schema may
differ significantly from the schemas desired by applications, which often perform
queries across groups of user data. The dataflow transformations that combine
user shards into views convenient for application access may be complicated;
their performance may benefit from insights from literature on partitioned in-
memory databases [26].

Changing the user shard schema presents challenges and opportunities, as
there will be as many user shards as there are users, or more. On the one hand,
user shards represent natural boundaries for gradual schema change deployment;
but on the other hand, completing a schema change may require migrating mil-
lions of logically- and physically-distinct databases.

Consistency. Current partially-stateful dataflow implementations provide only
eventual consistency. This may suffice for some applications, or for many parts
of some applications, but strong consistency is important for some parts of
all applications. We see this as an opportunity to develop high-performance
partially-stateful dataflow implementations that support stronger consistency,
e.g., through pervasive multiversioning.

Cross-system Abstractions. Our exposition in Sect. 2 focused on an RDBMS,
but web services rely on many backend systems for storage and data process-
ing. If user shards are the unified ground truth storage of all contributed data,
the dataflow over them must feed not merely tabular materialized views, but
also diverse endpoints like blob stores, MapReduce jobs, ML training and infer-
ence, and others. This creates an opportunity to define cross-cutting abstractions
for dataflow between backend systems that augment current datacenter system
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APIs. It also raises challenges: e.g., how do we revoke training data from an
already-trained ML model?

We envisage partially-stateful dataflows that feed data from user shards into
consumer systems subject to policies over the interfaces. For example, a policy
governing MapReduce jobs may require recording which user shards contributed
to the job result, and have withdrawal of any such shard trigger re-execution.
Systems might also specify a threshold on shard withdrawals below which the
derived effects of data revocation are minimal or provably untraceable (i.e., a
notion of differential privacy is guaranteed). This might help, e.g., with ML
models trained on a data subject’s information: if it is impossible to tell whether
an inference came from a model trained with this data or from one trained
without it, it is safe to avoid retraining when the subject withdraws her data.

Trust Model. In an ideal world, an end-user would never need to trust a data
controller or data processor. A strong threat model provides hard guarantees, but
often yields systems heavily rely on cryptography and have restrict functionality.
Alternatively, we might presume that companies follow the law and faithfully
implement laws like the GDPR, and that out-of-band enforcement mechanisms
(such as fines) take care of exceptions.

In technical terms, this model shifts the focus from making it impossible to
violate privacy laws to easing compliance with them. This can result in low-
overhead systems that maintain the functionality users demand, but offers no
absolute guarantees.

Specifying Privacy Policies. The GDPR codifies general responsibilities of a data
processor, but leaves it to the data processor to provide specifics in a privacy pol-
icy. Privacy policy languages designed for computers rather than human lawyers
could be a fruitful research direction to ease automated policy enforcement. For
example, our proposed system would benefit from machine-parseable privacy
policies that specify what dataflows to restrict, how to handle data erasure on
shard withdrawal, and what views specific applications are permitted to define.

4 Related Work

The desire to give users control over their personal data has been the motivation
for considerable existing research. This research addresses a wide variety of use
cases, adversary models, and presupposes different standards and ideals for user
data protection. The GDPR and similar comprehensive privacy legislation, by
contrast, for the first time defined concrete standards that real-world companies
must comply with.

Researchers have observed that retrofitting compliance with such wide-
ranging regulation onto existing systems and processes is challenging: business
models rely on combining data across services, modern machine learning (ML)
algorithms violate rights to explanation of automated decisions, and pervasive
caching and replication complicate data removal [24]. Minimally-invasive changes
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that make existing system compliant can substantially degrade their perfor-
mance [23]. We believe that this inability to retrofit compliance motivates new
system designs and new abstractions for inevitable interaction between systems.

4.1 Malicious or Negligent Data Controllers and Data Processors

Some prior work seeks to protect users against a malicious data processor, using
sandboxes [12], by relying on decentralized storage with churn to effect self-
destruction of data unless refreshed [10], or by using cryptographic constructs for
oblivious computation [29,31] or computation over encrypted data [21,22]. These
systems have seen limited uptake in practice, perhaps due to the high cost—in
terms of overhead and restricted functionality—that strong, often cryptographic,
guarantees impose.

Information flow control (IFC) can protect against data breaches by statically
or dynamically verifying that it is impossible for specific system components or
code to access private user data [7,14,34]; programming language techniques
similarly ensure that applications handle user data in accordance with a privacy
policy [20,32,33]. To the same end, multiverse databases [16] compute individ-
ualized materialized views for each end-user. These approaches help meet the
GDPR’s data security requirements, but they do not address other aspects, such
as users’ rights to access, object, erasure, or data portability, which our proposed
design addresses by construction.

4.2 User Control over Data

Riverbed [30] allows end-users to define policies for their data and enforces them
over entire web service stacks: using containers, Riverbed forks a complete stack
for every new set of policies. This grants users control over their data, but pro-
hibits and sharing across users with disjoint policy sets, which severely restricts
functionality. W5 [13], by contrast, proposes to combine user data in a single
platform and has users explicitly authorize access by applications running on
this platform, relying IFC to enforce isolation. This achieves good performance,
but requires laborious effort on users’ part, and is incompatible with web services
that may wish to avoid exposing their internal application structure.

Perhaps most similar to our dataflow design are the ideas of “standing
queries” over distributed data in Amber [2] and Oort [3]. Structured as a publish-
subscribe network, the their focus is to allow cloud applications to access data
stored with multiple storage providers, and users are responsible for setting per-
missions on their data. This is akin to making our user shards held globally
queryable; our design instead focuses on enforcing GDPR compliance over data
stored within a single web service backend.

BStore [4] and DIY hosting [19] suggest to store users’ data lives on cloud
storage services (such as Amazon S3), which web applications access through a
filesystem interface or serverless functions. Solid [15] and Databox [18] go one
step further and have users run personal, physical or virtual, servers that host
all data and execute all server-side application logic, combining user data on
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different “pods” or databoxes via well-defined APIs. These interfaces achieve
user control over data, but lack support for the long-running, stateful services
at the backbone of today’s web services, which rely on computing and caching
derived data. Our user shards are instead held on a web service’s servers (e.g.,
Google’s), allowing for efficient stateful services, but we envisage APIs for the
creation and withdrawal of user shards.

4.3 Data Revocation

Removing user data from server-side systems, and revoking its effects on derived
information, is a challenging problem. Some prior systems, such as Vanish [10],
seek to give users the ability to revoke data even if processed, cached, and stored
online and on machines beyond their control. In Vanish, data “self-destructs”
after some time unless it is actively refreshed, but revocation is all-or-nothing—
i.e., it is impossible to revoke only one of many records that impacted a piece
of data stored in Vanish—and Vanish relies on cryptography and a peer-to-peer
distributed hash table, making it hard to fit into today’s established web service
stacks. Undo computing [5,6], on the other hand, seeks to provide a general-
purpose mechanism to undo only specific frontend requests and their derived
side-effects. The use case is to undo malicious requests that exploited bugs in
a web application, and any secondary effects or subsequent data modifications
these requests applied, restoring a “clean” web service backend.

In a compliant-by-construction database, we trust the system (and the data
processor who runs it) to faithfully execute shard revocation requests, and
expect that fines under the GDPR are sufficient to discourage foul play. In
our dataflow design, determinism simplifies undoing requests, as the dataflow’s
inherent dependency structure and known operator semantics capture much of
the information that undo computing (which covers non-determinism) has to
extract from logs.

5 Conclusions

In this position paper, we argued that recent privacy legislation such as the
GDPR constitutes an exogenous change that necessitates new system designs,
much like changing applications or hardware have in the past.

We proposed a new web service backend architecture that puts users in con-
trol of their data, and which aims to be GDPR-compliant by construction.
Applied to an RDBMS, our design requires changes to classic schema design
and query processing, but leaves the application development model unchanged.

While we believe our ideas indicate a promising direction, and efficient and
generalizable implementation requires addressing several research challenges that
span databases, distributed systems, programming languages, and security. We
are excited to work on these challenges ourselves, and we encourage the commu-
nity to take them up, as there is plenty of work to do.
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Abstract. Valuable, sensitive, and regulated data flow freely through
distributed systems. In such a world, how can systems plausibly com-
ply with the regulations governing the collection, use, and management
of such data? We claim that distributed data provenance, the directed
acyclic graph documenting the origin and transformations of data holds
the key. Provenance analysis has already been demonstrated in a wide
range of applications: from intrusion detection to performance analysis.
We describe how similar systems and analysis techniques are suitable
both for implementing the complex policies that govern data and veri-
fying compliance with regulatory mandates. We also highlight the chal-
lenges to be addressed to move provenance from research laboratories to
production systems.

Keywords: Provenance · Distributed systems · Compliance

1 Vision

We live in an information economy. However, the goods on which that economy
is based, i.e., the information itself, are of questionable quality. Individuals, cor-
porations, and governments are overwhelmed with data, but the path from data
to information is opaque. Imagine a different world, one we call Provtopia.

In Provtopia, the information we consume comes with a description of its
composition, just as the food we buy comes with nutrition labels that alert us to
allergens or additives or excessive amounts of some substance we wish to limit.
Imagine that the next time you received a piece of spam, you could click on the
why link and obtain a clear and concise explanation of why you received that
email. Even better, imagine that clicking on the never again link ensured that
you never received another piece of spam for that reason.

Now imagine that the programs and services with which we interact can also
consume such labels, what will that enable? Your corporate firewall examines
the labels of outgoing data and prohibits the flow of sensitive data. Or perhaps
it checks to see if your customer data has been routed through a suitable aggre-
gation mechanism, before being released to third parties. Maybe each service in
your network checks the data it consumes to see if the owners of that data have
authorized its use for the particular service.
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Finally, imagine that we can empower users of all sorts to ask, “Where has
my data been used?” whereby a graphic, such as the one shown in Fig. 1, details
the flow of their information. And just as easily, they can indicate places to which
they do not want their information to flow, and all future uses are prevented.
We do not yet live in Provtopia, but we could.

Fig. 1. In Provtopia, the path of information is tracked and can be managed.

Provtopia exists in millions of distributed computers, large and small, that
comprise our cyberinfrastructure. The currency of Provtopia is data provenance.

We begin our journey to Provtopia with a brief introduction to data prove-
nance in the next section. We then present examples of how provenance has
enabled or could enable applications ranging from security to regulatory com-
pliance in Sect. 3. Section 4 describes the technologies that exist today and form
the foundation of Provtopia. In Sect. 5, we discuss the obstacles that lie between
today’s world and Provtopia, and in Sect. 6 we chart the path from here to there.

2 Provenance Explained

Digital provenance—or just provenance or lineage or pedigree—is metadata
detailing the origin and history of a piece of data. It is typically represented for-
mally as relationships (interactions) among entities (data), computational activi-
ties, and the agents responsible for the generation of information or the execution
of actions [11]. Its representation frequently takes the form of a directed acyclic
graph (DAG) as formalised by the W3C provenance working group [6], which
is derived from earlier work on the open provenance model [35]. As an illustra-
tion, Fig. 2 depicts how the W3C provenance data model represents provenance
information. It depicts a scenario reporting the outcome of a continuous integra-
tion (CI) result. We have three microservices, each implemented by a different
company: git from gitCo, CI from SquareCI, and Flack from FlackCo. Each
service is an activity, each company is an agent, and each service is related to
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the company that provides it via the associated with relationship. The diagram
shows that the Flack service is responsible for monitoring the CI process. The CI
process produces reports, represented here by the wasGeneratedBy relationship
connecting the report entity to the CI activity. The Flack activity consumes
those reports, represented via the uses relationship connecting Flack and the
report. In this case, the report came from a CI run on a particular repository,
which is related to both the CI and git services: the CI service used the reposi-
tory, which wasGeneratedBy git. Additionally, that instance of git was the result
of a particular commit from Alice, represented by the used relationship between
git and the commit and the wasAttributedTo relationship between the commit
and Alice. Note that the formal models of provenance express dependencies, not
information flow, so the arrows in provenance diagrams are all instances of the
depends-on relationship.

git

CI

commit

report

Alice

SquareCI

wasAttributedTo

used

wasGeneratedBy

gitCo

wasAssociatedWith

FlackFlackCo

used

wasAssociatedWith

wasAssociatedWith

repo.

wasInformedBy

wasGeneratedBy

used

Fig. 2. A simple W3C PROV-DM provenance graph.

As a topic of research, digital provenance originated in the database com-
munity, where it provided a way to explain the results of relational database
queries [8,9,12]. It later attracted attention as a means to enable reproducibility
of scientific workflows, by providing a mechanism to reconstruct the computa-
tional environment from formal records of scientific computation [18,44,53,54].
Next, storage or operating system provenance emerged as a general purpose
mechanism to document the transformation and flow of data within a single
system [38]. Naturally, network extensions came next, and network provenance
emerged as a way to debug network protocols [63]. More recently, the cybersecu-
rity community has explored using provenance for explaining [31] and detecting
system intrusions [23,24]. These applications use provenance both to explain
the origin of data and to represent system execution in terms of information
flow.
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3 Use Cases

Some of the following provenance-based applications have been implemented in
prior systems, frequently using data collection infrastructures designed specifi-
cally for the application; some of have been implemented using existing prove-
nance capture systems; and some seem possible, but have not been implemented
to the best of our knowledge. Ideally, these exemplar applications provide a
glimpse of what is possible in Provtopia. As a practical matter, using prove-
nance in these applications addresses two different challenges that arise in com-
plex distributed systems: it replaces one-off custom collection infrastructures
with a single general one, and it enables an interesting class of applications for
explanation, documentation, auditing, and enforcement.

3.1 Performance Monitoring

Today’s cloud applications are hosted on distributed systems that interact in
complex ways. Performance monitoring of these systems is particularly chal-
lenging, because the root cause of an application slowdown frequently appears
on a machine different from the one that reports anomalous behavior [34,59].
However, even in these complex situations, the interactions can be captured in
a provenance graph. Since there must be an interaction of some sort between
the faulty component and the component registering anomalous behavior, prove-
nance can assist in being able to trace backwards along edges in the interaction
graph to help pinpoint the root cause. We are aware of large cloud organizations
such as eBay [57] already applying this sort of graph analysis to performance
monitoring.

3.2 Debugging

Modern applications are composed of large numbers of interacting heterogeneous
components (i.e., microservices). In these environments, managing the volume of
diagnostic information itself becomes a challenge. Alvaro et al. [1] advocate for
using provenance traces to help with such tasks, because they reveal the causal
relationships buried in software system logs. Provenance data provides a con-
sistent and systematic source of information that can expose correlated system
behaviors. Automated analysis of such data has the potential to replace some
of the manual debugging work that might otherwise be needed. For example,
engineers debugging performance problems expend significant effort analyzing
outlier events, trying to correlate them to behaviors in the software [17]. Once
such outliers are detected, provenance graphs contain the necessary informa-
tion to identify such correlations. While, to the best of our knowledge, no such
automated tools yet exist, constructing them seems entirely feasible.

3.3 Causal Log Analysis

Provenance enables causal analysis of complex systems. Most such systems are
assembled from pre-existing software components, e.g., databases and message
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queues, each of which may run on a different host. Such software components
often already perform their own logging. However, because unexpected behavior
can emerge from the interactions between such components, it is necessary to
correlate data from these independent logging facilities.

Some modern provenance capture systems [42] allow information from sep-
arate software components’ logs to be embedded directly into the provenance
graph. The resulting provenance graph provides a qualitatively more complete
view of system activity, highlighting the causal relationships between log entries
that span different software components. This use case also illustrates one way
that application-specific provenance (in the form of log records) can be inte-
grated with system-level provenance to provide a complete and semantically
meaningful representation of system behavior. One could imagine similar integra-
tion between multiple application-level provenance capture systems [28,39,56,61]
using system provenance.

A further benefit of this approach to causal log analysis is that provenance
makes information about interrelationships readily available and explicit. Tradi-
tional log analysis techniques have instead tried to infer this sort of information
post hoc, which is potentially computationally expensive and error-prone.

3.4 Intrusion Detection

Provenance also plays a crucial role in system security. The two main types of
(complementary) intrusion detection system (IDS) are (a) network-based, and
(b) host-based. Existing provenance-based work focuses on host-based IDS, as
even in a distributed system, an intrusion begins at one or more hosts within
the network. However, the approaches described here for host-based intrusion
detection can potentially be made to work in a distributed setting given existing
infrastructures that can transmit provenance to an external host in real time.
If many such hosts export provenance to a single analysis engine, that engine is
free to implement distributed system wide detection.

It has been common practice to design host-based IDS to analyze recorded
traces of system calls. Recently, though, the approach of using traces of sys-
tem calls has run into difficulty correlating complex chains of events across flat
logs [23]. Whole-system provenance [5,24,42] provides a source of information
richer than traces of system calls, because it explicitly captures the causal rela-
tionships between events. Provenance-based approaches have shown particular
promise in their ability to detect advanced persistent threats (APTs). APTs
often involve multi-phase attacks, and detecting them can be difficult, due to
the phases of attack often being separated by long periods of time. Solutions
to APTs using system call traces have been elusive due to the challenge of cor-
relating related events over long time periods using existing forms of log files.
However, provenance can provide a compact and long-lived record that facilitates
connecting the key events that are causally related. Provenance approaches that
filter data at run-time can further reduce the volume of data that needs to be
maintained to analyze attacks within emerging, provenance-based IDS [26,43].
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3.5 Intrusion and Fault Reporting

Beyond detecting intrusions, or other software faults, provenance can also help
visualize and explain these attacks and faults. Provenance may also help in
assessing the extent of the damage caused by a leak. Such a capability may help
in complying with GDPR article 33 [16], for example, which requires that users
affected by breaches of personal data to be notified within a short time-window
of the discovery of the breach.

Attack graphs [40,52,55], which represent computer exploits as a graph, are a
common way to collect relevant information about chains of correlated activities
within an attack. A provenance graph is an ideal source of data to be transformed
into an attack graph to explain how an intrusion progressed and escalated.

Provenance can provide insight into the parts of the system that were affected
in the process of a developing attack. The flexibility in how and what provenance
data is recorded can lead to systems that capture additional context, which may
help in identifying related weaknesses preemptively. These capabilities are useful
in enabling system administrators to strengthen their systems, given a deeper
understanding of the source of vulnerabilities.

3.6 Data Protection Compliance

The EU GDPR and similar regulations emerging in other jurisdictions place
strong, enforceable protections on the use of personal data by software systems.
Due to the wide-spread impact of the GDPR on existing cloud services, public
attention has been drawn to both the regulation and its underlying motive—
e.g., users of popular services have been notified that those services’ terms and
conditions have been updated both to effect the more direct simplicity and trans-
parency required by the GDPR, and to get users’ consent to use of their data.

However, there is little value in the users being given rights that they are
unable to usefully exercise [41,47]. At present, most software systems that
manipulate user data are largely opaque in their operations—sometimes even
to experts. This makes it extremely unlikely that users will be able to fully
understand where, how, when and why their data are being used.

Fig. 3. Representing provenance as comic strips [51]. The comic show how Alice down-
loaded and visualized fitbit data.
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Provenance can provide a useful means to explain the behavior of systems
to end users, because it can provide both a high-level overview of the complete
operation of a system and fine-grained details underlying each high-level opera-
tion. That said, transforming provenance into explanation, is a non-trivial task,
requiring further research. Explanations from today’s provenance systems are
crude, presenting a user with multiple graphs and highlighting their differences
or providing metrics that have no intuitive meaning to a user.

Nonetheless, promising approaches are emerging for making the behavior
of distributed software systems more generally intelligible. For example, recent
research demonstrated the approach of presenting data in comic-book form (see
Fig. 3) [51]—not yet widely deployable, but a step in the right direction.

4 Existing Technologies

Provtopia from Sect. 1 and the use cases from Sect. 3 present a compelling vision
of what is possible in a provenance-aware world. In this section, we outline
existing technologies that can help realize this vision while Sect. 5 identifies the
areas requiring further research.

Based on our experience developing many provenance-aware applications,
including some of those discussed in Sect. 3, we propose that the key to large-
scale distributed system analysis, management, and policy enforcement lies in
pervasive use of whole-system provenance. First, system level provenance makes
it possible to collect provenance without requiring the use of provenance-aware
application and services. Second, in the presence of provenance-aware applica-
tions, system level provenance provides a mechanism to combine provenance
from multiple applications in a manner that preserves causality. Third, system
level provenance provides visibility into implicit interactions, for example, mul-
tiple applications that use the same data, but do not explicitly communicate.
The greatest problem with system level provenance is that it does not capture
application semantics. Deriving both the benefits of system level provenance
and application semantics requires some form of cooperation or layering [37]
among the different captures mechanisms. In Sect. 4.2, we discuss mechanisms
to facilitate such integration.

The use of whole system provenance does not require agreement on any
particular provenance capture system, but does require agreement on data rep-
resentation. While a provenance standard exists [6], we have found it insuffi-
ciently expressive to support applications. Instead, we have had to create our
own schema on top of the standard. Nonetheless, we believe better standardiza-
tion is possible, but is premature until we have significantly more widespread
adoption and use of provenance. In the absence of such standardization, it is
still possible today for organizations to deploy and use provenance capture sys-
tems in their own data center, without having to negotiate standards with other
organizations.

We begin this section with a brief overview of whole-system provenance cap-
ture, including its practicality and how such systems can provide guarantees
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of completeness. Next, we discuss how to integrate provenance from different
capture mechanisms, whether they be the same mechanism running on differ-
ent hosts or different mechanisms on a single host, but at different layers of
abstraction. Finally, we discuss the state of the art in provenance analysis.

4.1 Whole-System Provenance Capture

Early whole-system provenance capture systems, such as PASS [38], implemented
OS-level provenance capture via system call interception and extensive, manual,
and non-portable instrumentation of an existing operating system. This architec-
ture suffered from two serious problems. First, it was unmaintainable; each new
operating system release required hundreds of person hours of porting effort, and
in practice, PASS died as the version of Linux on which it was based aged. Sec-
ond, the fundamental architecture of system call interception is prone to security
vulnerabilities relating to concurrency issues [20,58].

Hi-Fi [49] provided a better approach that relied on the reference monitor
implementation in Linux: the Linux Security Module framework (LSM) [60].
Using the reference monitor—a security construct that mediates the interactions
between all applications and other objects within an operating system [2]—
provides increased confidence in the quality of the provenance data captured.

CamFlow built upon Hi-Fi and PASS to provide a practical and maintain-
able implementation of the reference monitor approach. CamFlow modularized
provenance-capture, isolating it from the rest of the kernel to reduce maintenance
engineering cost [42]. While PASS and Hi-Fi where one-off efforts, CamFlow has
been actively maintained since 2015, has been upgraded consistently and easily
with new Linux versions, and is used in several research projects. Both Hi-Fi
and CamFlow use LSM, for which mediation completeness has been discussed
[15,19,21,30]. Pasquier et al. elaborate on how these mediation guarantees relate
to provenance completeness [43]. Further, CamFlow represents temporal rela-
tionships directly in the graph structure, rather than through metadata, improv-
ing computational performance and easing data analysis [43].

kernelspace

userspace

system calls

VFS

wget atom

LSM

kernel objects

Fig. 4. Capturing provenance via the LSM framework.
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Figure 4 shows how all interactions between processes and kernel objects (eg
files, sockets, pipes or other processes) are mediated by the LSM framework.
Details of the CamFlow implementation appear in prior work [10,42,46].

4.2 Integration of Capture Mechanisms

CamFlow neatly integrates with semantically rich information from applications
in two ways. First, records from existing provenance capture mechanisms such as:
“big data” analytics frameworks [29], Data Science programming languages [33],
network communication [62], and databases [13] can simply inject provenance
records into the provenance stream [42]. Second, as discussed in Sect. 3.3, Cam-
Flow can incorporate application log records into its provenance stream. It con-
nects a log event to the node representing the precise version of the thread of
execution that generated it. It is then possible to correlate the surrounding graph
structure to log content, enriching the system-level provenance with application-
level semantics [42].

It is also possible to integrate CamFlow provenance from multiple hosts. Just
as CamFlow allows applications to inject provenance records into the provenance
stream, it can transmit its own system level provenance to the messaging mid-
dleware, enabling a single machine to coalesce provenance from multiple hosts.
CamFlow identifies causal connections between the different hosts by analyzing
the nodes representing network packets between them. This approach provides a
relatively simple way to build and analyze provenance graphs that represent the
execution of a distributed system [42]. We envision such a deployment within a
single organization’s data center. When traffic flows across multiple networks,
packet labeling techniques can retain the provenance relationships (see [5]).

Summarizing the state of the art, capture mechanisms exist, they are effi-
cient both in execution time, and storage requirements (via selective capture and
storage), and system level provenance provides an easy way for them to inter-
operate, without requiring changes to existing infrastructure. Research-quality
prototypes of all these systems exist; the only missing piece is a compelling
application that convinces organizations to adopt the approach.

4.3 Provenance Analysis

Early provenance capture systems assumed that provenance data must be stored
and then analyzed later. This architecture introduces a significant delay between
provenance capture and analysis, precluding real time applications that can pre-
vent data movement. However, through careful design of the provenance data
and graph structures, we have demonstrated that efficient runtime analysis of
provenance is possible [43]. As noted in Sect. 3, high-speed provenance analysis
creates the opportunity for enforcement in addition to detection. The ability
to decouple storage from analysis opens up new opportunities in the design of
provenance storage as it can be removed from the critical path both of the system
being monitored and the applications monitoring it.
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5 From Vision to Reality

In this section we discuss areas of research into provenance systems that will
support the achievement of our vision.

Machine Learning and Data Analytics: While provenance can be tracked
within data analytics frameworks [29], understanding overall information flow
is challenging when using algorithms that combine large amounts of data in
relatively opaque ways. For example, it has been demonstrated that membership
within a training dataset can be inferred from ML models [50]. Should this risk
be presented to end-users? Are such dependencies still understandable across
long chains of transformations? The interrelations between complex analytical
techniques and data tracking need to be more thoroughly investigated.

Securing Provenance: Provenance security is fundamental to its use in almost
all applications. Provenance security encompasses confidentiality, integrity,
unforgeability, non-repudiation and availability. Securing provenance is particu-
larly difficult as the stakeholder interested in auditing a particular application
may differ from those administrating or using the application. Further, prove-
nance and the data it describes may have different security requirements [7].
For example, in a conference review scenario, the reviews (the data) should be
available to authors, but the provenance of those reviews (the reviewers) should
not. Conversely, we may be allowed to know the authors of a confidential report
(parts of its provenance), while we may not have access to the contents of the
report (the data).

Techniques exist to verify that the provenance chain has not been broken [25],
and we can use hardware root of trust techniques, such as TPM [3] or vTPM [48],
and remote attestation techniques [14,22] to verify the integrity of the kernel
containing the provenance capture mechanism and the user space elements that
manage and capture provenance data [5]. While prior work has shown that LSM
mediates all flows in the kernel, there is no proof that any capture mechanism
correctly and completely captures the provenance.

Storing Provenance for Post-Hoc Analysis: Recording the entire prove-
nance graph of the execution of large distributed systems remains a significant
challenge. Moyer et al. show that even a relatively modest distributed system
could generate several thousand graph elements per second per machine [36].
Relatively quickly, this means handling graphs containing billions of nodes. Sev-
eral options exist to reduce graph size, such as identifying and tracking only
sensitive data objects [4,45] or performing property-preserving graph compres-
sion [27]. We have demonstrated that runtime provenance processing can be
used to extract critical information [43], but this might not be sufficient to
support some provenance needs. To our knowledge no deployment at scale has
yet been attempted to demonstrate the practicality of such provenance storage
approaches.

Provenance Reduction: Generating high-level execution representations (see
Figs. 1, 2 and 3) from low-level provenance capture at the system or language
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level requires that provenance be trimmed and summarized. A common tech-
nique that is applied is to identify meaningful repeating patterns that can be
aggregated in a single node representing a set of actions [32]. Such summarization
eases the conversion to graphical representations such as Fig. 3. Summarization
may also reduce storage needs. However, potential data-loss needs to be consid-
ered carefully as important information for forensic investigations may be lost.

Provenance Across Administrative Domains: Managing and using prove-
nance across administrative domains introduces myriad problems, including
(1) semantic interoperability, (2) transmitting (trustworthy) provenance across
domains, (3) long term provenance archival and access. Although provenance
standards exist [6], they are too general to support most applications. This is a
vital area of investigation to build a practical deployable solution that reaches
beyond a single organization.

6 Conclusion

We have introduced Provtopia—a world in which the path from data to infor-
mation is annotated so as to effect its careful management and curation. In
Provtopia, users have clear visibility of, and control over the use of their data
by commercial organizations and government agencies. Those organizations are
confident that their distributed systems comply with data handling regulation.

Despite seeming far-fetched, Provtopia is more attainable than you might
expect. The provenance technologies required are emerging rapidly from many
research projects, today. We provide an overview of the technologies that we and
others have developed that help support this vision and highlight a number of
key research challenges that remain to be addressed.
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1 Introduction

Modern data-driven technologies are providing new capabilities for working with
data across diverse storage architectures and analyzing it in unified frameworks
to yield powerful insights. These new analysis capabilities, which rely on cor-
relating data across sources and types and exploiting statistical structure, have
challenged classical approaches to privacy, leading to a need for radical rethinking
of the meaning of the term. In the area of federated database technologies, there
is a growing recognition that new technologies like polystores must incorporate
the mitigation of privacy risks into the design process.

While databases and privacy have always been connected, a number of trends
are now providing new reasons for database architects to engage more directly
with notions of privacy. The changing view of privacy by data analysts, based on
the power of statistical inference, implies that privacy can no longer be addressed
by traditional access control techniques. Federation of data sources increases the
potential value of databases, but also the potential privacy harms from analysis
and the use of such data in products. The law often requires system operators
to address privacy concerns, but addressing these concerns cannot happen sim-
ply through choices in how technology is used; addressing privacy harms must
become part of the design of these tools.

The success of new federated technologies, including polystores, will rest not
only on their ability to extract information from data, but also on whether they
are flexible enough to address the privacy concerns of end users and regulators.
This is not to say that federated databases should be designed to prescribe a
single privacy solution. Privacy is context-specific, subject to balancing acts, and
complicated by the fact that even determining which values must be protected
can be a point of debate [27]. Nevertheless, it is important for new systems to
expose a set of metrics and parameters that privacy law and policy can leverage
to the benefit of society.

New technologies have often triggered concerns about the privacy of individ-
uals, dating back to the advent of publishing photographs in newspapers and
even earlier [41]. The origin of modern data protection and privacy laws can be
traced as far back as 1972, when the public learned that the U.S. government
had been holding secret databases of information about citizens. In a forma-
tive report created in response to the episode [39], a study committee at the
U.S. Department of Health, Education and Welfare articulated a set of core
c© Springer Nature Switzerland AG 2019
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Fair Information Practices (FIPs) that have formed the basis of nearly every
subsequent privacy and data protection law [16]. Attempting to mitigate these
concerns and to operationalize protections around them has led to a rich field of
privacy study across several disciplines.

This paper situates these concerns in light of research on polystores [9] and
database federation more generally. While the correlation of data across stores
presents significant new privacy risks, it also provides new opportunities for inter-
ventions and mitigations. Addressing the privacy needs of individuals represented
in databases requires new ways of thinking, and interdisciplinary collaborations.
This paper outlines the modern privacy situation and presents a research agenda
for research in data privacy for the database community.

2 Traditional Approaches to Privacy in Databases

The study of privacy in computer science largely emerged from the broader study
of information security, inheriting a focus on concepts like confidentiality. This
section briefly surveys traditional approaches, while Sect. 3 describes ways in
which they are insufficient to the task of protecting privacy.

Access Control. In databases, privacy-as-confidentiality has often meant
assigning permissions and roles to database users [2]. Modern applications of
this idea include data tagging systems, which maintain metadata about data
items to enable access and query policies [5]. Together, these methods support
the important goal of limiting who (or which processes) can access which data
items in which contexts at which times. However, access control methods do not
directly provide a way to protect the semantics of the underlying data items.
Moreover, these methods are not tailored to limit what can be learned from
data when access is allowed, for example to protect against misuse by insiders
or against authorized-but-privacy-impinging uses.

Query and Result Filtering. To complement access control and enable more
flexible policies, the database community has invested significant research effort
in developing query auditing and result filtering systems [28]. Auditing provides
two significant improvements over methods purely based on access control: First,
auditing allows for flexible, detailed, and context-sensitive policies, as decisions
can be based on arbitrary processing of query text, rather than a model based
only on rows, columns, and user roles. Second, auditing decisions can be made in
an online fashion, adapting to the history of prior queries based on estimates of
the cumulative privacy risk. However, these systems generally define such risks
in the frame of controlling individual pieces of data.

Anonymization. Another line of work considers how to render information in
databases or outputs anonymous, meaning that rows of data cannot be asso-
ciated to a particular individual. This extends the concept of privacy beyond
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information flow to the protection of individual identities. The question of what
constitutes an identity is, however, difficult and its answers are hotly contested.
Traditional approaches to anonymization focus on syntactic properties of data
sets, such as the property that no query can return fewer than k individuals [37],
or that any result set has at least � distinct values for a protected sensitive
attribute [24]. Many legal definitions of identity treat data as belonging to one
of two categories: “personally identifiable information” (PII) and “not personally
identifiable information”. This separation is easy to implement in code; however,
it elides an important fact (discussed in detail in Sect. 3: syntactic methods are
insufficient to prevent the disclosure of attributes of individuals [30] and so have
given way to more information-theoretic protections.

Differential Privacy. Over the last 15 years, a formal approach to privacy
has emerged from a branch of computer science known as differential privacy.
Researchers in this field design computer systems that employ randomness or
noise to conceal information about individuals. Moreover, a mathematical proof
characterizes the privacy loss that can befall any individual in the worst case.

The term differential privacy does not refer to a single technique, but rather a
mathematical standard. It guarantees that the behavior of a computer system is
very similar whether an individual is included in a database or removed [10,11].
The degree of similarity is controlled by a parameter ε, which represents the
maximum amount of information that an adversary can learn about an individual
by studying the mechanism output. Conceptually, a smaller ε provides stronger
privacy protection, but there is usually a cost in the form of greater noise and thus
limited utility from queries. Many heuristics have been proposed to determine
an appropriate value of ε [18,21,23,29].

From a different angle, the parameter ε can be viewed as a measure of (worst-
case) privacy loss for a given algorithm. A useful property of differential privacy is
additive composition, meaning that when multiple queries are run in sequence,
the individual ε’s can be added together to yield a bound for the entire pro-
cess [12]. This allows organizations to manage access using a privacy budget.
Each time a query is run, the corresponding ε is subtracted from the budget.
When the budget is exhausted, the data must be permanently retired to ensure
the privacy guarantee holds.

3 Polystores as Privacy Risk

We have outlined a toolkit of existing privacy defenses, including access control,
query and result filtering, anonymization, and differential privacy. These are
all valuable tools, but each has limitations. In this section, we present three
stylized facts to explain why existing approaches to privacy are insufficient to
protect individuals, and why database federation only exacerbates the problem.
To meet evolving risks to privacy, it will therefore be necessary to look beyond
traditional technologies and develop new areas of research.
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Statistical Inference Presents New Privacy Threats. Syntactic approaches
to database anonymization – such as k-anonymity and �-diversity preserve the
structure of the data and the relationships between data elements. This struc-
ture can often be exploited, along with information outside the database, to
“re-identify” or “de-anonymize” the database. Early efforts by Narayanan and
Shmatikov demonstrated that this could be achieved at large scale [32]. Subsequent
work has demonstrated an almost complete failure of anonymization techniques to
protect individuals [30]. A corollary of this is that the legal notion of personally
identifiable information (PII) (known in theGDPRas “personal data”) should now
be considered obsolete, and all data should be treated as if it is “personal” or “iden-
tifying” unless there is a strong case that it is not [31].

One reason for this is the ease of determining functional identifiers in large,
rich data sets, or sets of attributes which are held by only one individual in
that collection. Such identifiers “single out” individuals, implying a set of binary
queries for which the individual has a unique set of answers [6]. Representation-
ally, such queries could be treated as the bits of a numeric identifier, which would
clearly qualify as personal and identifiable data under existing legal regimes (see
Sect. 4) [33]. A curious corollary of this argument is that there exists a 33-bit
functional identifier that would suffice to identify all humans on earth uniquely.1

Thus, any reasonably rich data set should be considered to contain such func-
tional identifiers.

Database Federation Presents New and Heightened Risks. A central
motivation for the federation of disparate databases is the idea that cross-
referencing the data across them will yield new and better insights. It is therefore
natural that such cross-source correlation may enable the increased extraction
of sensitive information about individuals, groups of people, or organizations.
In fact, federated databases share several features that contribute to increased
privacy risks. First, it is clear that cross-referencing data across many sources
abstractly creates data items with more attributes, providing more free parame-
ters for the construction of functional identifiers as described above. Second, it is
often the case that these systems are built to enable downstream analytics pro-
cessing or machine learning pipelines. Such processing naturally seeks to deter-
mine how to separate, cluster, and classify data items and so can be thought of as
inherently and automatically constructing such identification schemes. Finally,
consolidation of data across data sources risks undermining assumptions made
during the policy establishment process when sources were not federated. Even
properties as straightforward as access control or data permissions can be so
subverted as to be totally violated when such assumptions change [2]. Relat-
edly, centralization of data access creates new and attractive points of attack for
outside hackers or malicious insiders. Such “attacks” on privacy can also occur
without malice, simply through the authorized realization that new insights are
possible through analysis of newly combined data, undermining existing business
logic.
1 233 = 8, 589, 934, 592, compared to a world population of around 7.7 billion.



72 J. A. Kroll et al.

Differential Privacy Requires Design-Level Intervention. One might
hope that we can take an arbitrary algorithm and make it differentially private.
Unfortunately, this is not the case in general. As differentially private algorithms
require noise to protect any possible input data value, sufficient noise must be
introduced to mask the presence or absence of any input that possibly alters
the output of an algorithm, even in the worst-case. This amount of noise can
be unbounded, implying that an infinite amount of noise might be required to
achieve this privacy definition. More generally, differential privacy is difficult to
achieve for computations that are sensitive to the input of a single value over
an unbounded domain, such as reporting the mean, the smallest and largest
order statistics, and other non-robust statistics that operate over the entire real
line. Without additional modifications of the problem statement, such as placing
domain restrictions or bounds on the input space or by replacing a sensitive algo-
rithm with a more statistically-robust one, we cannot ensure that any arbitrary
algorithm can be made differentially private with a finite (let alone reasonable)
amount of noise. While there are circumstances where such assumptions and
modifications can be reasonably made in practice, we cannot immediately make
use of differential privacy in every possible deployment scenario. It should be
noted that this is not a bug in the differential privacy approach, but rather a
feature, as it forces the algorithm designer to consider computational tools that
are synergistic with the goal of not revealing “too much” about a single individ-
ual. It also suggests a need for thinking about privacy at the design stage and
encourages the adoption of contextually relevant protection mechanisms.

4 The Policy Landscape

We briefly set forth provisions in a selection of applicable laws and policies
which bear on how privacy requirements are set within practical data governance
regimes as they concern the design, engineering, and operation of database sys-
tems; because we are from the U.S. context, our summary is very U.S.-focused.
Policy generally operationalizes privacy as a broader set of data protection rights,
which protect other equities including human dignity and autonomy and which,
in some jurisdictions, are conceptualized as extensions of human rights frame-
works.

GDPR. The European Union’s new General Data Protection Regulation
(GDPR) provides for a baseline standard of data protection and privacy that
applies across all EU and European Economic Area (EEA) countries. The GDPR
applies to all data about EU citizens, regardless of where in the world the data are
collected or held, and violations carry maximum fines of e10 million or 4% of a
company’s global turnover. In addition to requiring traditional privacy notions
based around confidentiality (e.g., collecting, storing, and processing only the
data necessary to achieve some particular purpose and limiting processing only to
claimed purposes), the GDPR provides a number of rights of interest to database
design and operation. The general framework applies to “personal data”, which
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is, broadly speaking, any data that can be tied to an individual person. While the
law defines several classes of information which are affirmatively personal data,
the question of whether functional identifiers should be treated as personal data
remains unsettled [6]. Several special provisions apply to data processing defined
as “profiling”, which broadly covers any “automated processing of personal data”
which “evaluate[s] certain personal aspects relating to a natural person”.

Articles 9 and 10 restrict the processing of several classes of sensitive data for
certain purposes, for example Article 9 stipulates that “racial or ethnic origin,
political opinions, religious or philosophical beliefs, or trade union membership,
and the processing of genetic data, biometric data for the purpose of uniquely
identifying a natural person, data concerning health or data concerning a nat-
ural person’s sex life or sexual orientation shall be prohibited” unless one of
several conditions is met, such as the acquiring of affirmative consent. Article
10 prohibits processing based on criminal history except as allowed under the
law of the relevant EU member state. But as noted above, the ease of inferring
sensitive data makes it challenging to comply with these provisions, as covered
personal data may be created or inferred during processing [40].

Articles 15–17 provide for subject access, rectification, and erasure rights, which
enable subjects to demand all personal data about them, the ability to alter and
correct those data, and the right to request that all such data be deleted. These
rights apply whether data have been gathered from the subject directly or indi-
rectly Implementing these processes efficiently represents a formidable engineer-
ing challenge in the era of large, distributed, federated databases. In particular,
deletion may prove a challenge in systems where removing a single subject’s data
would prove costly or require denormalization or reindexing.

Article 20 provides for a right to data portability, which stipulates that sub-
jects should be able to extract their data in open, machine-readable formats.
This is more straightforward, but the nature of what formats are acceptable and
the question of what constitutes a sufficiently “open format” could benefit from
input by the database community.

Articles 18, 21, and 22 provide for rights of the data subject to object to
processing in a number of situations, including the use of data for marketing pur-
poses and situations where processing is “solely automated”. An active scholarly
and legal debate further asks whether these rights require that automated deci-
sions be explained to data subjects and what that would require [36], although
stronger explanatory rights may exist in Articles 13–15.

CCPA. The California Consumer Privacy Act (CCPA) is a new state law in
California, which takes effect on 1 January 2020 and provides a number of new
consumer rights to California residents, including the right to access, rectify,
and delete data similar to the GDPR. Additionally, the CCPA provides for data
breach notification and the right to object to the sale of personal information,
as well as the right to know when data are transferred to or shared with third
parties and to opt out of most data sharing. Once again, the problematic issue
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of determining when data are personal data and thus covered under the law
remains open to interpretation by both by technologists and in courts.

HIPAA. TheU.S.Health InsurancePortability andAccountabilityAct (HIPAA)
governs the use of most medical and healthcare data in the United States. HIPAA
provides a list of enumerated categories of “protected health information” (PHI)
and a list of “covered entities” which must follow the rules, such as hospitals,
insurance companies, and medical providers. The U.S. Department of Health and
Human Services has created and administers the enforcement of a detailed HIPAA
Security Rule, which defines exactly what data practices are and are not accept-
able under the law. Broadly, however, HIPAA requires that patients give consent
or receive notice for many uses of their data and that covered entities not share PHI
without consent or to unauthorized other entities (covered or not).

The U.S. Federal Trade Commission. Another twin pair of privacy policy
tools in the U.S. landscape is are the unfairness and deceptive practice doctrines
of Sect. 5 of the FTC Act. While not a privacy law per se, the unfairness and
deception doctrines have become a major part of the US privacy policy land-
scape by policing behavior in the marketplace that is detrimental to consumers’
privacy interests [17]. These flexible pieces of policy can be applied to many
different situations, entities, and technologies, as the law covers any practices
“affecting commerce”. Under Sect. 5, a business practice is deceptive if there
exists a material representation, omission, or practice that is likely to mislead
consumers acting reasonably under the circumstances [13], whereas unfairness
describes practices that cause or are likely to cause substantial injury to con-
sumers that are not outweighed by the benefits to consumers or competition and
are not reasonably avoidable [14].

U.S. Sectoral Privacy Rules. Privacy regulation in the United States is
highly sector-specific. In the finance industry, covering consumer credit, insur-
ance, and banking, the Gramm-Leach-Bliley Act (GLBA) limits when a “finan-
cial institution” may disclose “nonpublic personal information” to unaffiliated
third parties. GLBA also requires notice of data practices be given to customers,
and the Federal Trade Commission has issued a “model privacy notice”, which
describes practices at a high level as well as when a consumer has the right to
opt out of relevant practices; companies that follow the pattern of the model
notice receive a limited safe harbor against enforcement under GLBA, leading
nearly all financial institutions to give privacy disclosures in this format [7].

Other relevant U.S. laws include: educational privacy laws such as the Federal
Educational Right to Privacy Act (FERPA), which limits data about students
and gives rights to parents of minor students or to adult students themselves;
the Children’s Online Privacy Protection Act (COPPA), which requires certain
additional consent be obtained from parents for children under the age of 13; the
Video Privacy Protection Act (VPPA), which protects the disclosure of video
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rental records in nearly all cases; and more specific state laws such as the Illinois
Biometric Privacy Act, which limits the use of biometric data to situations where
subjects have given explicit, written consent.

Because federation of databases and cross-source data analysis has the power
to reveal information which may be covered by one of these sector-specific laws,
current U.S. privacy policy is somewhat unsuited to balancing meaningful pro-
tection with the development of new products and services, pointing to a need
for regulatory innovation to match technological progress. This development of
novel public policy approaches would benefit substantially from input by the
database research community.

5 Polystores as Privacy Opportunity: A Research Agenda

We have identified a gap between traditional approaches to privacy protection in
databases and the modern understanding of privacy risks, especially those based
on statistical inference. By facilitating cross-referencing of data across stores and
faster deployment of models, polystore technologies have the potential to extend
analytical capabilities and widen this gap. At the same time, we believe that the
current interest in new polystore architectures presents an opportunity to create
technologies that improve privacy protection in a meaningful way.

There is a natural alignment between the goal of protecting privacy and a
polystore architecture. We now understand that privacy is not a property of
individual queries or even individual datastores. If we are to build any code
that engages with privacy in a meaningful way, it will need the global visibility
afforded by a polystore layer. As polystores enter operation, they will in turn
provide a useful testbed for a range of privacy-preserving technologies

We identify three goals that make up a future-oriented research agenda for
privacy in polystores. One is motivated by fair information practices and com-
pliance with existing laws. The second and third are complementary responses
to the advance of algorithms for inferring personal information.

5.1 Reconcile Legal Regimes with Algorithmic Capabilities

Our first research goal is motivated by the difficulty of mapping concepts from
law onto the techniques of computer science. New privacy regulations like GDPR
and the CCPA have created considerable uncertainty for companies, which have
incurred significant expenditures in the hopes of being compliant without nec-
essarily achieving confidence in their fidelity to legal requirements [20]. The
meanings of many legal provisions are still being tested in courts, and may yet
evolve in response to changing technologies. At the core of this issue are the very
different languages used by the legal and computer science communities. Legal
concepts like “singling out” are difficult to identify in technical architecture,
and technical obstacles may conflict with the meaning anticipated in law [6].
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Even more fundamentally, privacy itself is an essential contested concept [27],
and this contestation often leads to difficulties in articulating exactly what needs
to be protected.2

Whether legal requirements can or should be formalized, and whether
such formalizations are better conceptualized as necessary (as in Cohen and
Nissim [6]) or sufficient (as in Nissim et al. [34]) conditions that approximate
legal requirements is an inherently contextual question, based on the application
scenario and the particular law at issue. Computer scientists often attempt to
separate “policy” from “mechanism” in abstractions and subsequently assume
that policy is given and the job of a mechanism is to ensure fidelity to that policy.
However, such an approach is impoverished in the many important situations
where acceptable outcomes and unacceptable outcomes are difficult to separate
ex ante but must instead be established via oversight and review [22].

Laws are often specified in terms of flexible standards or general principles,
which are applicable in many contexts and at different levels of abstraction,
rather than actionable rules [15]. Because standards and principles are evalu-
ated according to the balancing of countervailing concerns and may hinge on
vague concepts such as standards of “reasonableness”, they are generally not
amenable to encoding as system requirements. Legal requirements are rarely, if
ever, specific enough to be formalizable directly in code.

To address this gap, we foresee the need for interdisciplinary research teams,
rooted in both technology and law. Such teams will be well positioned to under-
stand the interface between computer systems and legal requirements, design-
ing guarantees that support legal needs or compliance goals by providing rel-
evant information or establishing key properties that can be consumed by the
non-software processes of litigation, assessment, or other oversight rather than
attempting to guarantee consistency with the law up front. For example, while
it may be difficult to establish up front to what extent the use of sensitive classes
of data (e.g., gender, race, political affiliations, or correlates of such attributes)
constitutes illegal discrimination, systems can maintain query logs that aggre-
gate estimates of how influential such categories have been based on models of
the population in a database [1,8]. To match legal language to the capabilities of
polystores will require explicit collaboration with legal scholars, who can inter-
pret not only what laws are relevant and what these laws require, but how best
to support their actual operationalization in real systems.

Interesting open questions in this area, prompted by the existing policy land-
scape include: Prompted by deletion rights in GDPR and CCPA and by the
“right to be forgotten” in the GDPR, if a system can undo deletions, for example
by restoring from a crash log or by losing deletion lists for write-only or write-
mostly backing stores (e.g., tape libraries), when can data be safely considered
deleted? If we delete an individual’s data from a database, what about down-
stream uses of those data - can we track what computations or models derived
from these data now require updating? Do machine learning models based on
deleted data fall under these legal erasure rights? (The last of these is largely a

2 Frameworks have been proposed to grapple with the multi-dimensional nature of
privacy. See Mulligan et. al.’s privacy analytic. [27].
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legal question, but the database community must design in light of its uncertain
answer.) Prompted by legal regimes that protect the use of sensitive data for
significant computations (e.g., the GDPR) or which outlaw discrimination (sev-
eral laws in many jurisdictions), must we carefully track the storage and use of
data which can be used to make sensitive inferences, such as race, color, national
origin, gender, religion, age, sexual activity and orientation, disability or health
status, political affiliation, or genetic information? Additionally, prompted by
subject access and correction rights in the GDPR, the CCPA, and sectoral laws
in the US including HIPAA, FCRA, and ECOA, database systems should be pre-
pared to answer queries that return all data about a particular individual and
which allow these data to be corrected or deleted. Questions around schemata
and workload support for such rights are important in practice.

5.2 Develop Accountability Mechanisms for Privacy Protection

Traditional privacy defenses, including access control, anonymization, as well as
differentially private systems, can be viewed as preventative mechanisms. Like
a fence or a moat, they are designed to foreclose the possibility of a privacy
breach in advance, without the need for any active steps on the part of a sys-
tem owner. Unfortunately, access control and anonymization are insufficient to
counter modern attacks, and differentially private solutions may not be available
for the vast majority of the computations that a typical company performs on
data. The alternative to prevention, to borrow a term from the security liter-
ature, is accountability. An accountability system can be seen instead as akin
to an alarm, a security camera, or a dye pack or ink tag: its purpose is not to
prevent all privacy breaches in advance, but rather to make breaches detectable
and attributable to individuals. Given the limitations of preventative systems,
further research into accountability systems will be needed to provide privacy
protection for many uses of databases in the future.

At its core, an accountability system for privacy needs the ability to measure
the risk to individuals that arises from a given pattern of access. Such tech-
niques can be used to monitor the overall level of protection for users, to flag
suspicious query behavior, and to support systems of deterrence for insiders. For
sequences of queries that pose unusual privacy risks to individuals, such mea-
sures could trigger automatic suppression of results, identify situations which
require auditing or review, or assist firms in compliance efforts.

In certain cases, it may be appropriate to apply formal methods from differ-
ential privacy to measure risk in an accountability system. However, such meth-
ods are based on worst-case analysis and would lead to a conclusion of infinite
privacy loss for many common database operations. To provide useful insight
for these cases, new measurement techniques are required, which provide finite
results in most cases, and are responsive to common human patterns of access
that threaten privacy. Because such techniques will be based on a adversary
model with limited capabilities, we will refer to them as privacy heuristics.

It is important to stress that privacy heuristics, by their nature, are not a
perfect defense against the leaking of personal information. There is no limit
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to how clever a determined attacker may be in obfuscating an attempt to gain
private information. Moreover, a higher standard of protection, including dif-
ferential privacy, should be used for any output that is shared with the public.
However, we believe that privacy heuristics have an important role to play in
mitigating risks. It should be possible to recognize common patterns of behavior
with high risks to individual privacy. Even in the case of a deliberate attack that
aims to uncover an individual’s secret, it may be possible to increase the cost to
the attacker, or the probability of being discovered.

Future work on accountability systems for privacy can draw on diverse fields
of study. New heuristics may be inspired by concepts from law, such as the
GDPR’s notion of “singling out.” They may be informed by empirical studies of
past privacy breaches, and responsive to particularly sensitive types of informa-
tion. Search algorithms can be developed to detect when individual information
can be extracted by differencing outputs across multiple queries or multiple
islands. Finally, techniques from machine learning can be leveraged to recognize
query patterns when an adversary deliberately obfuscates an attempt to gain pri-
vate information. Taken together, we believe that these efforts can yield broad
advances in how personal information is handled by firms and governments.

5.3 Incorporate Formal Privacy Techniques into Private Islands

As firms and governments seek to extract value from databases, they often
encounter use cases for which informal protections based on accountability sys-
tems are insufficient. For some companies, it may be that sensitive data is
accessed by too many employees to maintain a reasonable standard of account-
ability. At times, it may be necessary to present the results of an analysis to the
public or to share data with outside collaborators.

To enable applications like these, we envision an effort to incorporate tech-
niques from differential privacy into polystore systems. We note that the poly-
store layer is an appropriate place to deploy formally private algorithms, since
it can maintain a view of what data is associated with individual units across
various datastores. Algorithms can be naturally organized into formally private
islands that accept a limited range of commands, and inject randomness into all
output before it is returned to the user. To accommodate the possibility of mul-
tiple private islands, a centralized privacy accountant is required to maintain a
privacy budget and allocate it across islands, users, and queries. This accountant
can be based on the ε of differential privacy, but also on alternative measures
rooted in information theory or statistical inference.

The differential privacy literature contains a number of algorithms that can
be immediately deployed in formally private islands. One strand of research con-
cerns formally private algorithms that are appropriate for relational databases.
This vein includes the PINQ [25] system, which provides analyst with a lim-
ited “SQL-like” language, as well as the system used by Uber for internal data
analytics [19]. Private SQL has also been explored within federated database
environments. Shrinkwrap is a private data federation that allows users of a sys-
tem to have a differentially private view of other user’s data that is a robust
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against computationally bounded adversaries [3]. When deploying formally pri-
vate systems, care must be taken so that practical constraints of computing do
not interfere with the theoretical privacy guarantees. For example, floating point
representations can lead to privacy losses [26].

Another active area of differential privacy research concerns private imple-
mentations of machine learning algorithms. For algorithms that rely on stochas-
tic gradient descent, a “bolt-on” implementation of differentially private gradient
descent has been designed specifically to scale well for modern analytics sys-
tems [42]. For more general machine learning tasks, differentially private models
can be constructed using the PATE framework [35]. Within federated systems,
research is underway on the development of private federated learning methods
that aim to construct machine learning models without specifically requiring
individual user’s data at runtime in a centralized location [4,38].

These existing solutions provide an excellent starting point for incorporating
formal privacy standards and techniques into polystore systems. The intersec-
tion of these fields suggests a number of directions for possible future research.
For one thing, work is needed to shed light on the proper design of a privacy
accountant. The accountant bears the central task of allocating privacy budgets
across individuals and across queries. Significant gains can be found by perform-
ing this role intelligently, directing privacy budget to important queries that
require greater accuracy. In another direction, an advanced privacy accountant
may recognize when queries are similar across different islands, and utilize shared
randomness to save on privacy budget. Finally, work is needed on the design of
interfaces that enable analysts to consider the privacy implications of their work
and adjust their workflows to balance utility with privacy risk. This last direction
would benefit from collaborations between database experts, differential privacy
practitioners, and researchers in human-computer interaction.
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Stajano, F., Christianson, B., Anderson, J. (eds.) Security Protocols 2018. LNCS,
vol. 11286, pp. 266–279. Springer, Cham (2018). https://doi.org/10.1007/978-3-
030-03251-7 31

16. Gellman, R.: Fair information practices: a basic history. SSRN 2415020 (2017)
17. Hoofnagle, C.J.: Federal Trade Commission Privacy Law and Policy. Cambridge

University Press, Cambridge (2016)
18. Hsu, J., et al.: Differential privacy: an economic method for choosing epsilon. In:

27th Computer Security Foundations Symposium, pp. 398–410. IEEE (2014)
19. Johnson, N., Near, J.P., Song, D.: Towards practical differential privacy for SQL

queries. Proc. VLDB Endowment 11(5), 526–539 (2018)
20. Kamarinou, D., Millard, C., Oldani, I.: Compliance as a service. Queen Mary School

of Law Legal Studies Research Paper, No. 287/2018 (2018)
21. Kohli, N., Laskowski, P.: Epsilon voting: mechanism design for parameter selection

in differential privacy. In: IEEE Symposium on Privacy-Aware Computing (PAC),
pp. 19–30. IEEE (2018)

22. Kroll, J.A., et al.: Accountable algorithms. Univ. PA. Law Rev. 165(3), 633–705
(2017)

23. Lee, J., Clifton, C.: How much is enough? Choosing ε for differential privacy. In:
Lai, X., Zhou, J., Li, H. (eds.) ISC 2011. LNCS, vol. 7001, pp. 325–340. Springer,
Heidelberg (2011). https://doi.org/10.1007/978-3-642-24861-0 22

http://arxiv.org/abs/1904.06009
https://doi.org/10.1007/11761679_29
https://doi.org/10.1007/11761679_29
https://doi.org/10.1007/11681878_14
https://www.ftc.gov/public-statements/1983/10/ftc-policy-statement-deception
https://www.ftc.gov/public-statements/1983/10/ftc-policy-statement-deception
https://www.ftc.gov/public-statements/1980/12/ftc-policy-statement-unfairness
https://www.ftc.gov/public-statements/1980/12/ftc-policy-statement-unfairness
https://doi.org/10.1007/978-3-030-03251-7_31
https://doi.org/10.1007/978-3-030-03251-7_31
https://doi.org/10.1007/978-3-642-24861-0_22


Privacy and Policy in Polystores 81

24. Machanavajjhala, A., Gehrke, J., Kifer, D., Venkitasubramaniam, M.: L-Diversity:
privacy beyond k-anonymity. In: 22nd International Conference on Data Engineer-
ing (ICDE 2006), pp. 24–24. IEEE (2006)

25. McSherry, F.D.: Privacy integrated queries: an extensible platform for privacy-
preserving data analysis. In: Proceedings of the 2009 ACM SIGMOD International
Conference on Management of Data, pp. 19–30. ACM (2009)

26. Mironov, I.: On significance of the least significant bits for differential privacy.
In: Proceedings of the 2012 ACM Conference on Computer and Communications
Security, pp. 650–661. ACM (2012)

27. Mulligan, D.K., Koopman, C., Doty, N.: Privacy is an essentially contested con-
cept: a multi-dimensional analytic for mapping privacy. Philos. Trans. R. Soc. A
374(2083), 20160118 (2016)

28. Nabar, S.U., Kenthapadi, K., Mishra, N., Motwani, R.: A survey of query auditing
techniques for data privacy. In: Aggarwal, C.C., Yu, P.S. (eds.) Privacy-Preserving
Data Mining. Advances in Database Systems, vol. 34, pp. 415–431. Springer,
Boston (2008). https://doi.org/10.1007/978-0-387-70992-5 17

29. Naldi, M., D’Acquisto, G.: Differential privacy: an estimation theory-based method
for choosing epsilon. arXiv preprint arXiv:1510.00917 (2015)

30. Narayanan, A., Felten, E.W.: No silver bullet: de-identification still doesn’t work.
Manuscript (2014)

31. Narayanan, A., Huey, J., Felten, E.W.: A precautionary approach to big data
privacy. In: Gutwirth, S., Leenes, R., De Hert, P. (eds.) Data Protection on the
Move. LGTS, vol. 24, pp. 357–385. Springer, Dordrecht (2016). https://doi.org/
10.1007/978-94-017-7376-8 13

32. Narayanan, A., Shmatikov, V.: Robust de-anonymization of large, sparse datasets.
In: IEEE Security and Privacy (2008)

33. Narayanan, A., Shmatikov, V.: Myths and fallacies of personally identifiable infor-
mation. Commun. ACM 53(6), 24–26 (2010)

34. Nissim, K., et al.: Bridging the gap between computer science and legal approaches
to privacy. Harvard J. Law Technol. 31(2), 687–780 (2018)

35. Papernot, N., Abadi, M., Erlingsson, U., Goodfellow, I., Talwar, K.: Semi-
supervised knowledge transfer for deep learning from private training data. arXiv
preprint arXiv:1610.05755 (2016)

36. Selbst, A.D., Powles, J.: Meaningful information and the right to explanation. Int.
Data Priv. Law 7(4), 233–242 (2017)

37. Sweeney, L.: k-anonymity: a model for protecting privacy. Int. J. Uncertainty Fuzzi-
ness Knowl. Based Syst. 10(05), 557–570 (2002)

38. Truex, S., Baracaldo, N., Anwar, A., Steinke, T., Ludwig, H., Zhang, R.: A hybrid
approach to privacy-preserving federated learning. arXiv preprint arXiv:1812.03224
(2018)

39. United States Department of Health: Education, and Welfare: Secretary’s Advisory
Committee on Automated Personal Data Systems, Records, Computers, and the
Rights of Citizens: Report. MIT Press (1973)

40. Wachter, S., Mittelstadt, B.: A right to reasonable inferences: re-thinking data
protection law in the age of big data and AI. Columbia Bus. Law Rev. (2018)

41. Warren, S., Brandeis, L.: The right to privacy. Harvard Law Rev. 4, 193–220 (1890)
42. Wu, X., Li, F., Kumar, A., Chaudhuri, K., Jha, S., Naughton, J.: Bolt-on differen-

tial privacy for scalable stochastic gradient descent-based analytics. In: Proceedings
of the 2017 ACM International Conference on Management of Data, pp. 1307–1322.
ACM (2017)

https://doi.org/10.1007/978-0-387-70992-5_17
http://arxiv.org/abs/1510.00917
https://doi.org/10.1007/978-94-017-7376-8_13
https://doi.org/10.1007/978-94-017-7376-8_13
http://arxiv.org/abs/1610.05755
http://arxiv.org/abs/1812.03224


Analyzing GDPR Compliance Through
the Lens of Privacy Policy

Jayashree Mohan1(B), Melissa Wasserman2, and Vijay Chidambaram1,3

1 Department of Computer Science, University of Texas at Austin, Austin, USA
jaya@cs.utexas.edu

2 School of Law, University of Texas at Austin, Austin, USA
3 VMWare Research, Palo Alto, USA

Abstract. With the arrival of the European Union’s General Data Pro-
tection Regulation (GDPR), several companies are making significant
changes to their systems to achieve compliance. The changes range from
modifying privacy policies to redesigning systems which process personal
data. Privacy policy is the main medium of information dissemination
between the data controller and the users. This work analyzes the privacy
policies of large-scaled cloud services which seek to be GDPR compliant.
We show that many services that claim compliance today do not have
clear and concise privacy policies. We identify several points in the pri-
vacy policies which potentially indicate non-compliance; we term these
GDPR dark patterns. We identify GDPR dark patterns in ten large-scale
cloud services. Based on our analysis, we propose seven best practices
for crafting GDPR privacy policies.

Keywords: GDPR · Privacy · Privacy policy · Storage

1 Introduction

Security, privacy, and protection of personal data have become complex and abso-
lutely critical in the Internet era. Large scale cloud infrastructures like Facebook
have focused on scalability as one of the primary goals (as of 2019, there are
2.37 billion monthly active users on facebook [12]), leaving security and privacy on
the backseat. This is evident from the gravity of personal data breaches reported
over the last decade. For instance, the number of significant data breaches at U.S.
businesses, government agencies, and other organizations was over 1,300 in 2018,
as compared to fewer than 500, ten years ago [4]. The magnitude of impact of such
breaches is huge; for example, the Equifax breach [22] compromised the financial
information of∼145million consumers. In response to the alarming rise in the num-
ber of data breaches, the European Union (EU) adopted a comprehensive privacy
regulation called the General Data Protection Regulation (GDPR) [29].

At the core of GDPR is a new set of rules and regulations, aimed at providing
the citizens of the EU, more control over their personal data. Any company or
organization operational in the EU and dealing with the personal data of EU
citizens is legally bound by the laws laid by GDPR. GDPR-compliant services
must ensure that personal data is collected legally for a specific purpose, and are
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obliged to protect it from misuse and exploitation; failure to do so, might result
in hefty penalties for the company. As of Jan 2019, 91 reported fines have been
imposed under the new GDPR regime [18]. The magnitude of fine imposed varies
by the severity of non-compliance. For instance, in Germany, a e20,000 fine was
imposed on a company whose failure to hash employee passwords resulted in
a security breach. Whereas the French data protection authority, fined Google
e50 million for not precisely disclosing how user data is collected across its ser-
vices to present personalized advertisements. A series of lawsuits and fines have
now forced companies to take a more privacy-focused future for their services [10].

While our prior work examined how GDPR affects the design and operation
of Internet companies [31] and its impact on storage systems [30], this work
focuses on a third dimension : privacy policies (PP). A privacy policy is a state-
ment or a legal document (in privacy law) that states ways in which a party
gathers, uses, discloses, and manages a customer or client’s data [14]. The key
to achieving transparency, one of the six fundamental data protection principles
laid out by GDPR, is a clear and concise PP that informs the users how their
data is collected, processed, and controlled. We analyze the privacy policies of
ten large-scale cloud services that are operational in the EU and identify them-
selves as GDPR-compliant; we identify several GDPR dark patterns, points in
the PP that could potentially lead to non-compliance with GDPR. Some of the
patterns we identify are clear-cut non-compliance (e.g., not providing details
about the Data Protection Officer), while others lie in grey areas and are up for
interpretation. However, based on the prior history of fines levied on charges of
GDPR non-compliance [18], we believe there is a strong chance that all identified
dark patterns may lead to charges.

Our analysis reveals that most PP are not clear and concise, sometimes
exploiting the vague technical specifications of GDPR to their benefit. For
instance, Bloomberg, a software tech company states in its PP that “Bloomberg
may also disclose your personal information to unaffiliated third parties if we
believe in good faith that such disclosure is necessary [...]”, with no mention of
who the third-parties are, and how to object to such disclosure and processing.
Furthermore, we identify several dark patterns in the PP that indicate potential
non-compliance with GDPR. First, many services exhibit all-or-none behaviors
with respect to user controls over data, oftentimes requiring withdrawal from the
service to enable deletion of any information. Second, most controllers bundle
the purposes for data collection and processing amongst various entities. They
collect multiple categories of user data, each on a different platform and state
a bunch of purposes for which they, or their Affiliates could use this data. We
believe this is in contradiction to GDPRs goals of attaching a purpose to every
piece of collected personal information.

Based on our study, we propose seven policy recommendations that a GDPR-
compliant company should address in their PP. The proposed policy considera-
tions correspond to data collection, their purpose, the lawfulness of processing
them, etc. We accompany each consideration with the GDPR article that neces-
sitates it and where applicable, provide an example of violation of this policy by
one of the systems under our study.
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Our analysis is not without limitations. First, while we studied a wide cate-
gory of cloud-services ranging from social media to education, our study is not
exhaustive; we do not analyze categories like healthcare, entertainment, or gov-
ernment services. Second, we do not claim to identify all dark patterns in each
PP we analyzed. Despite these limitations, our study contributes useful analyses
of privacy policies and guidelines for crafting GDPR-compliant privacy policies.

2 GDPR and Privacy Policy

GDPR. The General Data Protection Regulation (GDPR) came into effect on
May 25th 2018 as the legal framework that sets guidelines for the collection and
processing of personal information of people in the European Union (EU) [29].
The primary goal of GDPR is to ensure protection of personal data by vesting
the control over data in the users themselves. Therefore, the data subject (the
person whose personal data is collected) has the power to demand companies
to reveal what information they hold about the user, object to processing his
data, or request to delete his data held by the company. GDPR puts forth several
laws that a data collector and processor must abide by; such entities are classified
either as data controller, the entity that collects and uses personal data, or as
a data processor, the entity that processes personal data on behalf of a data
controller, the regulations may vary for the two entities.

Key Policies of GDPR. The central focus of GDPR is to provide the data
subjects extensive control over their personal data collected by the controllers.
Companies that wish to stay GDPR-compliant must take careful measures to
ensure protection of user data by implementing state-of-the-art techniques like
pseudonymization and encryption. They should also provide the data subjects
with ways to retrieve, delete, and raise objections to the use of any informa-
tion pertaining to them. Additionally, the companies should appoint supervisory
authorities like the Data Protection Officer (DPO) to oversee the company’s data
protection strategies and must notify data breaches within 72 h of first becoming
aware of it.

Impact of GDPR. Several services shut down completely, while others blocked
access to the users in the European Union(EU) in response to GDPR. For
instance, the need for infrastructural changes led to the downfall of several mul-
tiplayer games in the EU, including Uber Entertainment’s Super Monday Night
Combat and Gravity Interactive’s Ragnarok Online [16], whereas the changes
around user consent for data processing resulted in the shut down of advertis-
ing companies like Drawbridge [8]. Failure to comply to GDPR can result in
hefty fines; up to 4% of the annual global turnover of the company. 91 reported
fines have been imposed under the new GDPR regime as of January 2019, with
charges as high as e50million [18].

GDPR and Privacy Policy. A privacy policy is a statement or a legal doc-
ument (in privacy law) that discloses the ways a party gathers, uses, discloses,
and manages a customer or client’s data [14,28]. It is the primary grounds for
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transparent data processing requirements set forth by GDPR. GDPR article 12
sets the ground for transparency, one of the six fundamental principles of GDPR.
It states that any information or communication to the users must be concise,
transparent, intelligible and in an easily accessible form, using clear and plain
language. The main objective of this article is to ensure that users are aware of
how their data is collected, used, and processed. Therefore, the first step towards
GDPR compliance at the controllers is updating the privacy policy, which is the
primary information notice board between the controller and the customer.

3 Best Practices for GDPR Compliant Privacy Policies

GDPR has six general data protection principles (transparency; purpose limita-
tion; data minimization; accuracy; storage limitation; and confidentiality) with
data protection by design and default at the core. The first step to implementing
these data-protection principles is to conceptualize an accurate privacy policy
at the data controller.

Privacy policy documents issued by data controllers are oftentimes overlooked
by customers either because they are too lengthy and boring, or contain too many
technical jargons. For instance, Microsoft’s privacy policy is 56 pages of text [26],
Google’s privacy policy spans 27 pages of textual content [19], and Facebook’s
data policy document is 7 pages long [11]. A Deloitte survey of 2,000 consumers
in the U.S found that 91% of people consent to legal terms and service conditions
without reading them [6].

Privacy policies of GDPR-compliant systems must be specific about the shar-
ing and distribution of user data to third- parties, with fine-grained access con-
trol rights to users. On the contrary, Apple iCloud’s privacy policy reads as
follows [23] : [...] You acknowledge and agree that Apple may, without liability to
you, access, use, preserve and/or disclose your Account information and Con-
tent to law enforcement authorities, government officials, and/or a third party,
as Apple believes is reasonably necessary or appropriate [...] . While this contra-
dicts the goals of GDPR, this information is mentioned on the 11th page of a 20
page long policy document, which most customers would tend to skip.

These observations put together, emphasizes the need for a standardized
privacy-policy document for GDPR-compliant systems. We translate GDPR arti-
cles into precise questions that a user must find answer to, while reading any
privacy policy. An ideal privacy policy for a GDPR-complaint system should at
the least, answer all of the following questions prefixed with P. The GDPR law
that corresponds to the question is prefixed with G .

(P1): Processing Entities. Who collects personal information and who uses
the collected information (G 5(1)B, 6, 21).
The PP of a GDPR-compliant controller must precisely state the sources
of data, and with whom the collected data is shared. While many con-
trollers vaguely state that they “may share the data with third-parties”, GDPR
requires specifying who the third parties are, and for what purpose they would
use this data.
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(P2): Data Categories. What personally identifiable data is collected (G 14,
20)
The controller must clearly state the attributes of personal data (name, email,
phone number, IP etc) being collected or at the least, categories of these
attributes. All the PP we studied fairly addresses this requirement.

(P3): Retention. When will the collected data expire and be deleted (G 5(1)E,
13, 17)
GDPR requires that the controller attach a retention period or a basis for
determining this retention period to every category of personal data collected.
Such retention periods or policies must be mentioned straight up in the PP.
Apple’s PP for instance, does not mention how long the collected data will
reside in their servers [1]. It also provides no detail on whether user data will
ever be deleted after its purpose of collection is served.

(P4): Purpose. Why is the data being collected (G 5(1)B)
Purpose of data collection is one of the main principles of data protection in
GDPR. The PP must therefore clearly state the basis for collection of each
category of personal data and the legal basis for processing it. The controller
should also indicate if any data is obtained from third-parties and the legal
basis for processing such data.

(P5): User Controls. How can the user request the following
(a) All the personal data associated with the user along with its source, pur-

pose, TTL, the list of third-parties to which it has been shared etc (G 15)
(b) Raise objection to the use of any attribute of their personal data (G 21)
(c) Personal data to be deleted without any undue delay (G 17)
(d) Personal data to be transferred to a different controller (G 20)
Not all PP explicitly state the user’s rights to access and control their personal
data. For instance, Uber’s PP has no option to request deletion of user travel
history, without having to deactivate the account.

(P6): Data Protection. Does the controller take measures to ensure safety
and protection of data
(a) By implementing state-of-the-art techniques such as encryption or

pseudonymization (G 25, 32)
(b) By logging all activities pertaining to user data (G 30)
(c) By ensuring safety measures when processing outside the EU (G 3)
GDPR puts the onus of data protection by design and default on the data
controller. Additionally, whenever data is processed outside of the EU, the
controller should clearly state the data protection guarantees in such case.
The PP must also contain the contact details of the data protection officer
(DPO) or appropriate channels to request, modify, or delete their information.

(P7): Policy Updates. Does the controller notify users appropriately when
changes are made to the privacy policy (G 14)
The transparency principle of GDPR advocates that the users must be noti-
fied and be given the chance to review and accept the new terms, whenever
changes are made to the policies. On the contrary, many services simply
update the date of modification in the policy document rather than taking
measures to reasonably notify the users (for e.g., using email notifications).
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4 GDPR Dark Patterns: A Case Study

This section presents the case study of ten large-scale cloud services that are
operational in the EU. We analyze various categories of applications and ser-
vices ranging from social media applications like Whatsapp and Instagram to
financial institutions like Metro bank. We study the privacy policies of each
of these services and identify GDPR dark patterns that could lead to potential
GDPR non-compliance. Table 1 categorizes companies in the descending order of
GDPR dark patterns. The discussion below is grouped by the type of commonly
observed patterns.

Table 1. GDPR dark patterns.The table shows GDPR dark patterns across 10
cloud services.

Cloud Service P 1
Processing

P 2
Data

P 3
Retention

P 4
Purpose

P 5
Controls

P 6
Protection

P 7
Updates

Bloomberg ✗ ✓ ✗ ✓ ✗ ✗ ✗

Onavo ✗ ✓ ✗ ✓ ✗ ✗ ✓

Instagram ✗ ✓ ✗ ✓ ✓ ✗ ✓

Uber ✗ ✓ ✓ ✓ ✗ ✗ ✓

edX ✓ ✓ ✓ ✓ ✗ ✗ ✗

Snapchat ✓ ✓ ✓ ✓ ✓ ✓ ✗

iCloud ✗ ✓ ✓ ✓ ✓ ✓ ✓

Whatsapp ✓ ✓ ✓ ✓ ✓ ✓ ✓

FlyBe Airlines ✓ ✓ ✓ ✓ ✓ ✓ ✓

Metro bank ✓ ✓ ✓ ✓ ✓ ✓ ✓

Unclear Data Sharing and Processing Policies. Instagram, a photo and
video-sharing social networking service owned by Facebook Inc discloses user
information to all its Affiliates (the Facebook group of companies), who can use
the information with no specific user consent [24]. The way in which Affiliates
use this data is claimed to be “under reasonable confidentiality terms”, which is
vague. For instance, it is unclear whether a mobile number that is marked private
in the Instagram account, is shared with, and used by Affiliates. This can count
towards violation of purpose as the mobile number was collected primarily for
account creation and cannot be used for other purposes without explicit consent.
Additionally, Instagram says nothing about the user’s right to object to data
processing by Affiliates or third-parties. It’s PP says “Our Service Providers will
be given access to your information as is reasonably necessary to provide the
Service under reasonable confidentiality terms”. Uber on the other hand, may
provide collected information to its vendors, consultants, marketing partners,
research firms, and other service providers or business partners, but does not
specify how the third parties would use this information [40]. On similar grounds,
iCloud’s PP vaguely states that information may be shared with third-parties,
but does not specify who the third-parties are, and how to opt-out or object
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to such sharing [23]. Similarly, Bloomberg is vague about third-party sharing
and says, “Bloomberg may also disclose your personal information to unaffiliated
third parties if we believe in good faith that such disclosure is necessary [...]” [2].

Vague Data Retention Policies. Instagram does not guarantee that user data
is completely deleted from its servers when a user requests for deletion of personal
information. Data can remain viewable in cached and archived pages of the
service. Furthermore Instagram claims to store the user data for a “reasonable”
amount of time for “backup”, after account deletion, with no justification of
why it is necessary, and whether they will continue to use the backup data for
processing. Other companies including Bloomberg and Onavo do not specify a
retention period, vaguely specifying that personal information is retained for as
long as is necessary for the purpose for which it is collected [2,27].

Unreasonable Ways of Notifying Updates to Privacy Policy. Changes
to PP should be notified to all users in a timely manner and users must be given
the chance to review and accept the updated terms. However, edX, Bloomberg,
and Snapchat would simply “label the Privacy Policy as “Revised (date)[...]. By
accessing the Site after any changes have been made, you accept the modified
Privacy Policy and any changes contained therein” [2,9,33]. This is un-reasonable
as it is easy to miss such notifications, and a better way of notifying users is by
sending an email to review the updated policy.

Weak Data Protection Policies. GDPR G 37 requires the controller to pub-
lish contact details of the data protection officer (DPO). The privacy policies of
Instagram, Facebook, Bloomberg, and edX have no reference to who the DPO
is, or how to contact them. Similarly, while most cloud services assure users that
their data processing will abide by the terms in the PP irrespective of the location
of processing, services like Onavo take a laidback approach. It simply states that
it “may process your information, including personally identifying information,
in a jurisdiction with different data protection laws than your jurisdiction”, with
nothing said about the privacy guarantees in cases of such processing. Some other
services like Uber, state nothing about data protection techniques employed or
international transfer policies.

No Fine-Grained Control Over User Data. The edX infrastructure does not
track and index user data at every place where the user volunteers information on
the site. Therefore, they claim that, “neither edX nor Members will be able to help
you locate or manage all such instances.”. Similarly, deleting user information
does not apply to “historical activity logs or archives unless and until these logs
and data naturally age-off the edX system”. It is unclear if such data continues
to be processed after a user has requested to delete his information. Similarly,
Uber requires the user to deactivate their account to delete personal information
from the system. Moreover, if a user objects to the usage of certain personal
information, “Uber may continue to process your information notwithstanding
the objection to the extent permitted under GDPR”. It is unclear to what extent,
and on what grounds, Uber can ignore the objections raised by users. While most
services provide a clear overview the rights user can exercise and the ways of



GDPR Privacy Policy 89

doing so by logging into their service, Onavo simply states, “For assistance with
exercising rights, you can contact us at support@onavo.com”. It does not specify
what kind of objections can be raised, what part of the personal information can
be deleted, etc.

4.1 A Good Privacy Policy

Flybe is a British airlines whose privacy policy was by far the most precise and
clear document of all the services we analyzed [15], probably because it’s based
in the EU. Nonetheless, the effort put by Flybe into providing all necessary
information pertaining to the collection and use of customer’s personal data
is an indicator of its commitment to GDPR-compliance. For instance, Flybe
clearly categorizes types of user information collected, along with a purpose
attached to each category. While most of the services we analyzed claim to
simply share information with third-parties as necessary, Flybe enumerates each
of its associated third-parties, the specifics of personal data shared with them,
the purpose for sharing and a link to the third-parties privacy policy. In cases
where it is necessary to process user data outside of EU, Flybe ensures a similar
degree of protection as in the EU. We believe that a PP as clear as the one
employed by Flybe, enables users to gain a fair understanding of their data and
their rights over collected data. The level of transparency and accountability
demonstrated by this PP is an indicator of right practice for GDPR-compliance.

4.2 Summary

The major GDPR dark patterns we identify in large-scale cloud services can be
summarized as follows.

All or Nothing. Most companies have rolled out new policies and products to
comply with GDPR, but those policies don’t go far enough. In particular, the way
companies obtain consent for the privacy policies is by asking users to check a
box in order to access services. It is a widespread practice for online services, but
it forces users into an all-or-nothing choice, a violation of the GDPR’s provision
around particularized consent and fine-grained control over data usage. There’s
a lawsuit against Google and Facebook for a similar charge [3].

This behavior extends to other types of user rights that GDPR advocates.
For instance, GDPR vests in the users the right to object to the use of a part or
all of their personal data, or delete it. Most controllers however, take the easy
approach and enable these knobs only if they user un-registers for their service.
This approach is not in the right spirit of GDPR.

Handwavy About Data Protection. GDPR requires controllers to adopt
internal policies and implement measures which meet in particular, the principles
of data protection by design and default. However, many cloud services seem to
dodge the purpose by stating that in spite of the security measures taken by
them (they do not specify what particular measures are taken), the user data
may be accessed, disclosed, altered, or destroyed. Whether this is non-compliance
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is a debatable topic, however, the intent of GDPR G 24 and G 25 is to encourage
controllers to implement state-of-the-art data protection techniques.

Purpose Bundling. Most controllers bundle the purposes for data collection
and processing amongst various entities. They collect multiple categories of user
data, each on a different platform and state a bunch of purposes for which they,
or their Affiliates could use this data. Although this might not be explicit non-
compliance, it kills GDPR’s notion of a purpose attached to every unit of user
data collected.

Unreasonable Privacy Policy Change Notifications. Privacy policy being
the binding document based on which a user consents to using a service, any
changes to the policy must be notified to the user in a timely and appropriate
manner. This may include sending an email to all registered users, or in case of a
website, placing a notification pop-up without reading and accepting which, the
user cannot browse further. However, many services we analyzed have unreason-
able update policies, where in they simply update the last modified date in the
privacy policy and expect the user to check back frequently.

4.3 User Experiences with Exercising GDPR Rights in the Real
World

Privacy policies provide an overview of techniques and strategies employed by
the company to be GDPR-compliant, including the rights users can exercise over
their data. While no lawsuit can be filed against a company unless there is a
proof for violation of any of the GDPR laws claimed in the PP, this section is
an account of some users’ attempts to exercise the rights claimed in the PP.

A user of Pokemon Go raised an objection to processing her personal data,
and to stop using her personal data for marketing and promotional purposes,
both of which are listed under the user’s rights and choices in Pokemon Go’s
PP. The response from the controller however, was instructions on how to delete
the user account [37]. In another incident, Carl Miller, Research Director at
the Centre for the Analysis of Social Media requested an unnamed company
to return all personal data they hold about him (which is a basic right GDPR
provides to a data subject). However, the company simply responded that they
are not the controller for the data he was asking for [39]. Adding on to this, when
a user requests for personal information, the company requires him to specify
what data he needs [38]. This is not in the right spirit of GDPR because, a user
does not know what data a controller might have. This violates the intent of
GDPR because the main idea is to give users a better idea of what data is held
about them.

These real experiences of common people show that GDPR has a long way
to go, to achieve its goal of providing users with knowledge and control over all
their personal information collected and processed by various entities.
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5 Discussion

The negative responses received by users trying to exercise their GDPR rights,
and the shut down of several services in the European Union(EU) in response
to GDPR, motivated us to analyze the root cause of this behavior.

One of the notable examples of companies that temporarily shut down ser-
vices in the EU in response to GDPR and is back in business now, is Instapa-
per, a read-it-later bookmarking service owned by Pinterest. It is unclear why
Instapaper had to take a break; either because it did not have sufficient details
on the type of user data its parent Pinterest was receiving from it, or it needed
infrastructural support to comply to GDPR’s data subject access request, which
allows any EU resident to request all the data collected and stored about them.
Interestingly, Instapaper split from Pinterest a month after the GDPR black-
out, and soon after, made an independent comeback to the EU. The notable
changes in the PP of Instapaper for its relaunch is the change of third-party
tools involved in their service, and more detailed instructions on how users can
exercise their rights [25].

These trends reveal two critical reasons for non-compliance to GDPR. First,
some companies do not have well informed policies for sharing collected data
across third-parties, or rely completely on information from third-parties for
their data. Second, their infrastructure does not support identifying, locating,
and packaging user data in response to user queries. While the former can be
resolved by ensuring careful data sharing policies, the latter requires signifi-
cant reworking of backend infrastructure. Primarily, the need for infrastructural
changes led to the downfall of several multiplayer games in the EU, including
Uber Entertainment’s Super Monday Night Combat, Gravity Interactive’s Rag-
narok Online and Dragon Saga and Valve’s entire gaming community [16]. In this
context, we identify 4 primary infrastructural changes that a backend storage
system must support in order to be GDPR-complaint [30] and suggest possible
solutions in each case.

5.1 Timely Deletion

Under GDPR, no personal data can be retained for an indefinite period of time.
Therefore, the storage system should support mechanisms to associate time-to-
live (TTL) counters for personal data, and then automatically erase them from
all internal subsystems in a timely manner. GDPR allows TTL to be either a
static time or a policy criterion that can be objectively evaluated.

Challenges. With all personal data possessing an expiry timestamp, we need
data structures to efficiently find and delete (possibly large amounts of) data in
a timely manner. However, GDPR is vague in its interpretation of deletions: it
neither advocates a specific timeline for completing the deletions nor mandates
any specific techniques.

Possible Solutions. Sorting data by secondary index is a well-known technique
in databases. One way to efficiently allow deletion is to maintain a secondary
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index on TTL (or expiration time of data) like timeseries databases [13]. Address-
ing the second challenge requires a common ground among data controllers to
set an acceptable time limit for data deletion. This is an important clause of an
ideal Privacy Policy document. Thus, it remains to be seen if efforts like Google
cloud’s guarantee [5] to not retain customer data after 180 days of delete requests
be considered compliant behavior.

5.2 Indexing via Metadata

Several articles of GDPR require efficient access to groups of data based on
certain attributes. For example, collating all the files of a particular user to be
ported to a new controller.

Challenges. Storage systems must support interfaces that efficiently allow
accessing data grouped by a certain attribute. While traditional databases
natively offer this ability via secondary indices, not all storage systems have
efficient or configurable support for this capability. For instance, inserting data
into a MySQL database with multiple indexes is almost 4× slower when com-
pared insertion in a table with no indexes [35].

Possible Solutions. Several research in the past have explored building efficient
multi-index stores. The common technique used in multi-index stores is to utilize
redundancy to partition each copy of the data by a different key [32,34]. Although
this approach takes a hit on the recovery time, it results in better common-case
performance when compared to naive systems supporting multiple secondary
indexes.

5.3 Monitoring and Logging

GDPR allows the data subject to query the usage pattern of their data. There-
fore, the storage system needs an audit trail of both its internal actions and
external interactions. Thus, in a strict sense, all operations whether in the data
path (say, read or write) or control path (say, changes to metadata or access
control) needs to be logged.

Challenges. Enabling fine grained logging results in significant performance
overheads (for instance, Redis incurs 20× overhead [30]), because every data
and control path operation should be synchronously persisted.

Possible Solutions. One way to tackle this problem is to use fast non-volatile
memory devices like 3D Xpoint to store logs. Efficient auditing may also be
achieved through the use of eidetic systems. For example, Arnold [7] is able to
remember past state with only 8% overhead. Finally, the amount of data logged
may be optimized by tracking at the application level instead of the fine-grained
low level audit trails. While this might be sufficient to satisfy most user queries,
it does not guarantee strict compliance.
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5.4 Access Control and Encryption

As GDPR aims to limit access to personal data to only permitted entities for
established purposes and for a predefined duration of time, the storage system
must support fine-grained and dynamic access control.

Challenges. Every piece of user data can have its own access control list (ACL).
For instance, the user can provide Facebook access to his list of liked pages to
be used by the recommendation engine, while deny access to his contact number
to any application inside of Facebook. Additionally, users can modify ACLs at
any point in time and GDPR is not specific if all previously accessed data for
which access is revoked, must be immediately marked for deletion. Therefore,
applications must validate access rights every time they access user data, because
ACL might have changed between two accesses.

Possible Solutions. One way of providing fine grained access control is to
deploy a trusted server that is queried for access rights before granting right
to data [17]. The main downside is that, it allows easy security breaches by
simply compromising this server. A more effective way is to break down user
data and encrypt each attribute using a different public key. Applications that
need to access a set of attributes of user data should posses the right private keys.
This approach is termed Key-Policy Attribute-Based Encryption (KP-ABE) [20].
Whenever the ACL for a user data changes, the attributes pertaining to this data
must be re-encrypted. Assuming that changes in access controls are infrequent,
the cost of re-encryption will be minimal. While this approach addresses the
issue of fine grained access control, more thought needs to go into reducing the
overhead of data encryption and decryption during processing. One approach
to reduce the cost of data decryption during processing is to explore techniques
that allow processing queries directly over encrypted data, avoiding the need for
decryption in the common case [21,36].

6 Conclusion

We analyze the privacy policies of ten large-scale cloud services, identifying dark
patterns that could potentially result in GDPR non-compliance. While our study
shows that many PP are far from clear, we also provide real world examples to
show that exercising user rights claimed in PP is not an easy task. Additionally,
we propose seven recommendations that a PP should address, to be close to
GDPR-compliance.

With the growing relevance of privacy regulations around the world, we
expect this paper to trigger interesting conversations around the need for clear
and concrete GDPR-compliant privacy policies. We are keen to extend our effort
to engage the storage community in addressing the research challenges in alle-
viating the identified GDPR dark patterns, by building better infrastructural
support where necessary.
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Abstract. We are storing and querying datasets with the private infor-
mation of individuals at an unprecedented scale in settings ranging from
IoT devices in smart homes to mining enormous collections of click trails
for targeted advertising. Here, the privacy of the people described in these
datasets is usually addressed as an afterthought, engineered on top of a
DBMS optimized for performance. At best, these systems support secu-
rity or managing access to sensitive data. This status quo has brought
us a plethora of data breaches in the news. In response, governments are
stepping in to enact privacy regulations such as the EU’s GDPR. We
posit that there is an urgent need for trustworthy database system that
offer end-to-end privacy guarantees for their records with user interfaces
that closely resemble that of a relational database. As we shall see, these
guarantees inform everything in the database’s design from how we store
data to what query results we make available to untrusted clients.

In this position paper we first define trustworthy database systems
and put their research challenges in the context of relevant tools and
techniques from the security community. We then use this backdrop to
walk through the “life of a query” in a trustworthy database system.
We start with the query parsing and follow the query’s path as the sys-
tem plans, optimizes, and executes it. We highlight how we will need to
rethink each step to make it efficient, robust, and usable for database
clients.

1 Introduction

Now that storage is inexpensive, organizations collect data on practically all
aspects of life, with much of it pertaining to individuals using their systems.
They do so with little transparency regarding how they will analyze, share, or
protect these records from prying eyes. Instead, their systems are optimized
for performance. The way mainstream databases protect their contents today
is haphazard at best. Beyond straightforward measures – like passwords, role-
based access control, and encrypted storage – they offer scant protection for
private data after the engine grants access to it and no commercial system takes
into account the privacy of individuals in the database. As such, we see data
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breaches in the news with astounding regularity. We are already seeing govern-
ments step in to enact new laws in response to this, including the EU’s GDPR
and California’s privacy act, the CCPA. The time has come for us to think
more systematically about how to be good stewards of this growing resource. As
database researchers and practitioners, we face a new challenge: how to keep the
data entrusted to our systems private.

Trustworthy Database Systems offer end-to-end privacy guarantees with a
user interface that closely resembles that of a relational database. They are
designed to protect their contents as a first principle – informing how we store
private data, run queries over it, and manage their outputs. In addition, they
must be as easy to use as possible to make privacy-preserving techniques accessi-
ble to existing database administrators and clients. We need to reimagine these
systems with privacy as a first-class citizen in their design. As we shall see, this
calls for dramatic changes to almost every aspect of a DBMS’s operations.

Privacy Changes Everything. We investigate this thesis by stepping through
the life-cycle of a query with two use cases. First, we look at protecting the
privacy of input data from an untrusted client who may view only approximate
results from their queries. Second, we examine a scenario where private data
owners outsource their operations – storage and querying – to an untrusted
cloud service provider. Here, the data owners carefully choose what information,
if any, about their secret records will be revealed to the service provider. The
data owners may alone may view their query results.

In the private inputs setting, data owners run queries from untrusted clients.
Here, the clients’ query results must be sufficiently noisy such that they cannot
reconstruct the data owner’s private records even after repeatedly querying the
engine. Differential privacy [16] addresses this by using a mechanism to introduce
carefully controlled levels of noise into the query results. To date, most of the
results in this space – with the exception of [28,29] – have been theoretical in
nature. As we shall see integrating differential privacy into the query processing
pipeline, rather than noising query results after evaluating them in a regular
DBMS, may produce more precise results for the client [6,28,29].

In the cloud setting, an untrusted service provider offers storage and query
processing of private data to its owner. Here, we need to ensure that data is
encrypted at rest and that query processing is privacy-preserving and oblivious.
A query execution is oblivious if its observable transcript – the movement of the
program counter, accesses of the memory, network traffic – is independent of the
query’s inputs. Secure computation [57] supports these guarantees by construct-
ing cryptographic protocols that simulate running the query on a hypothetical
trusted third party by passing encrypted messages among the data owners. For
settings where the database’s schema as a security policy with public and private
columns or tables, we may analyze these queries and create a hybrid execution
plan that partitions a given query into subplans that may be executed in the
clear or in secure computation [5,50,60]. Since secure computation has an over-
head that is typically 1,000X or more slower than executing the same program
in the clear, even incremental changes of this kind are a big performance win.
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The security community has developed a myriad of techniques [13,23,31,53]
for protecting private data in these settings and more. To date these solutions
have been largely piece-wise, and they don’t address the end-to-end workflow
of a DBMS query execution. Moreover, the current offerings typically require
multiple PhD-level specialists to deploy them and most of their applications are
hard-coded, i.e., they support only a handful of “benchmark” queries and they
do not accept ad-hoc queries written in SQL or any other well-known query
language. There has been limited work on how to build end-to-end systems with
provable privacy guarantees starting from how they store and query private
records and concluding by perturbing their query outputs enough to prevent an
attacker from revealing their secret inputs even with carefully targeted repeat
querying. Offering these guarantees while providing a user experience that has
the look and feel of a conventional DBMS will mean tackling many interesting
research challenges in query processing, optimization, and more. Making trust-
worthy database systems efficient, robust, and usable will require a more holistic
view of how a database’s internals work together. This is an opportunity for the
database community since many of these technologies – including differential
privacy and secure computation – are just now becoming robust and efficient
enough for real-world deployment.

Building privacy-preserving data management systems is hard because of
the inherent complexity of DBMSs. Until now, database researchers largely
focused on providing high performance with semantic guarantees like referen-
tial integrity [8,55]. In contrast, trustworthy database systems need to opti-
mize over a multi-objective decision space – trading off among performance,
the data’s long-term privacy, result accuracy, and the difficult-to-quantify value
of additional guarantees such as cryptographically verifying the provenance of
input data or the integrity of a query’s execution. Moreover, composing these
assurances is a non-monotonic cost model for query optimization – some are syn-
ergistic, antagonistic, or even mutually exclusive! Mere mortals cannot reason
about composing these privacy-preserving techniques in a DBMS as they exist
today.

At the same time, database researchers have a lot to offer to this emerging
challenge of making privacy-preserving data analytics practical and usable. We
have extensive research contributions in query optimization, parallelizing large-
scale analytics, materialized view selection, and more. Generalizing these tech-
niques to trustworthy database systems will be a non-trivial undertaking. For
example, in the private-inputs setting a query plan may produce more accurate
results when it runs over a differentially private view of a dataset [29] although
querying the view has slower performance because it reads more data from disk.
Many well-known query optimizations in the database community – such as
using semi-joins for parallel databases, and splitting the execution of aggregates
between local and distributed computation – generalize to the cloud setting to
produce big performance gains [5]. Similarly, when we run oblivious queries in
the cloud we will realize much greater performance if we build our secure compu-
tation protocols for each operator on the fly – such as compiling expressions into
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low-level circuits – and this will build from recent work on just-in-time query
compilation [36,39,43].

The rest of this paper is organized as follows. We first define trustworthy
database systems in detail with two illustrative reference architectures. We then
describe privacy-preserving techniques that will lay the groundwork for query
evaluation in these systems. After that, we walk through how we will need to
rethink the query processing pipeline to support secure and trustworthy data
management. We then conclude.

2 Background

We will now describe two motivating reference architectures for trustworthy
database systems. We will then discuss two privacy-preserving techniques to
support these systems: secure computation and differential privacy. As we shall
see, they require integration throughout the entire query life-cycle, introducing
substantial changes to most or all of the components in a DBMS.

2.1 Reference Architectures

Before delving into research challenges of trustworthy database systems, we look
at two motivating scenarios for this work. To a first approximation, these sys-
tems have three roles: the data owner, the client, and the service provider. The
data owner has private data that they wish to make available for querying. The
client writes SQL queries against the trustworthy database system’s schema and
receives query results that may be precise or noisy. The service provider physi-
cally stores the private data and executes queries over it, returning the results to
the client. A participant may support two of these roles. Trustworthy database
systems address settings where there is at least one untrusted participant in a
query over private data. Although the architectures below have a single data
owner and one client, it is possible to extend these setting to multiple data
owners and two or more independent clients.

It will be crucial for these systems to offer a user experience that is close
to conventional engines to enable as many people as possible to benefit from
privacy-preserving techniques. These systems will need to provide transparency
about how they store and access data to the data owner and to the clients. They
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Fig. 1. Reference architectures for trustworthy database systems
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will also need to automate compliance for companies by composing high-level
declarative security policies and applying them to ad-hoc queries. Thus we frame
the setup for these systems in terms of the whether the participants in each of
these three roles are trusted or untrusted.

Figure 1 shows two reference architectures that we will use to motivate and
illustrate this work. In each one, we denote a party as trusted with a halo. A
trusted party is permitted to view the private input data we are querying. We
can say that they sit within the privacy firewall. We show an untrusted party,
who resides outside the privacy firewall, with horns.

In the private inputs architecture [26,28,35] a data owner acts as their own
service provider by storing their private dataset locally and offering it for query-
ing to an untrusted client. Hence, the client may only see noisy query results
such that they cannot deduce the precise values in the data owner’s tuples. From
the client’s perspective, this system behaves exactly like a standard DBMS. The
engine will authorize the user, determine how much they are permitted to learn
about the dataset, prepare and optimize a query plan that upholds the the sys-
tem’s privacy guarantees, execute it, and return a table of tuples to them.

When a data owner wishes to outsource their data storage and query pro-
cessing to an untrusted service provider, we say that they are in the cloud set-
ting [1,22,24]. Data owners encrypt their records before sending it to the service
provider and issues queries over their private tuples remotely. Since the cloud
provider cannot see the contents of the database, we will use advanced cryp-
tographic techniques to protect this data, including fully homomorphic encryp-
tion [21] (to outsource the computation and storage), verifiable computation [41]
(to outsource the storage), and zero-knowledge proofs [20,59] (to outsource the
computation and storage). By systematically composing these techniques, a
cloud service provider will execute the data owner’s queries without learning
anything about the private data it is storing even for ad-hoc workloads. Recall
that a server’s query evaluation is oblivious when it reveals no information about
its secret inputs. For query evaluation, this means running in worst-case time
and space to not leak information about its private inputs. Hence, a join of two
relations of length n must do n2 tuple comparisons, each of which emits a tuple
that is either a dummy or a real one to mask the join’s selectivity. Naturally
this overhead cascades up the query tree creating an explosion in the query’s
intermediate cardinalities. In some cases, the outsourced server may run queries
semi-obliviously, such as if they use computational differential privacy to make
the query’s program traces noisy [6] or if the system has a security policy where
some columns are publicly readable [5,47].

The systems above are examples of trustworthy database systems. They are
a small sample of the database settings that will benefit from privacy-preserving
techniques. Others include privacy-preserving analytics for querying the union
of the private data of multiple data owners [5,10,47,50], support for distributed
“big data” platforms [3,18,60], and querying encrypted data [44,49]. The big
data systems use trusted hardware to make their guarantees. Each of these set-
tings substantially changes how we reason about and apply privacy-preserving
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techniques. In addition, we focus on two security guarantees in this work: privacy-
preserving query processing and mechanisms for producing efficient and private
query results. There are many other guarantees that are outside the scope of
this work, and may be of interest in future research. They include running secret
queries over publicly available data [51], running SQL over the secret inputs of
multiple private data owners [5,50] and decentralized verifiable database tables
a la blockchain [2,17,38].

2.2 Secure Computation

Secure computation refers to cryptographic protocols that run between a set of
mutually distrustful parties. The security of these protocols allows all parties to
perform computations as if there is a trusted third party who runs the program
and reveals only its output. In the cloud setting, we run secure computation pro-
tocols by having two or more untrusted hosts work together to compute query
results over secret data. This prevents any one host from being able to “unlock”
the data on its own. The concept of secure computation was invented more than
30 years ago [58]; in the last decade, this technology has witnessed significant
growth in its practicality. Numerous start-ups based on various secure compu-
tation technologies have been founded to use related cryptographic techniques
to protect financial information [9], for anonymous reporting of sexual miscon-
duct [45], private auctions [11], and more.

Secure computation has been used in the cloud and data federation settings
for query evaluation over private data. In the cloud, data owners use secure com-
putation to query their private records using an untrusted service provider [1,56].
In a data federation, oblivious query processing was researched in [5,6,47,50].
Almost all secure computation protocols follow the gate-by-gate paradigm with
the following steps: (1) represent the computation as a circuit; (2) execute a
secure subprotocol that securely encrypt the input data for evaluation in the cir-
cuit; (3) following the topological order of the circuit, evaluate all gates therein.
Usually, the evaluation of each gate incurs some computational and communi-
cation cost, which becomes significant when the computation is complex. Many
meaningful computations usually require billions of gates leading to a high com-
putation and communication cost. Recent work studied optimizations of the
cost of secure computation protocols and most practically efficient protocols
right now are communication-bound owing to the need for data owners to pass
messages amongst themselves to jointly evaluate each gate. In the past, secure
computation was CPU-bound, but hardware optimizations, such as specialized
instructions for cryptographic primitives, have shifted their bottleneck [7,25].
Presently, the only exceptions to this network-bound query evaluation are ones
that heavily rely on public-key operations [27], where the computation returns
to being the bottleneck. For example, secretly computing a single join with 1000
input tuples per relation incurs over 10 GB of network traffic with state of the
art secure computation implementations.

Zero-knowledge proofs (ZKP) can be viewed as a special type of secure com-
putation, where only one party (i.e., prover) has the input, and the other party
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(i.e., verifier) obtains one bit of output indicating if a certain public predicate is
true on the prover’s input. For our reference trustworthy database systems, they
will be useful for the client to verify that their query was evaluated faithfully
over the entirety of the relations it is querying. In the private inputs setting, the
data owner may use ZKPs to prove to the client that the noisy results they are
receiving are correct and complete. To do this, the data owner first publishes a
digest of the database, which does not reveal any information about its contents
but binds the database’s contents. When the data owner receives a query, they
will return the result to the client with a proof of its correctness that the client
verifies by combining it with the initial digest. This was studied in VSQL [59].
Cloud-based systems may offer the same assurances with the service provider
generating the digest and proofs for the data owner.

2.3 Differential Privacy

Secure computation maintains the confidentiality of the input dataset during
query execution, but it offers no guarantees on whether sensitive values in the
dataset can be inferred or “reconstructed” from the output of a query. The classic
Dinur-Nissim result [15] (aka the fundamental law of information reconstruction)
states that answering n log2 n aggregate queries (with sufficient accuracy) on a
database with n rows is sufficient to accurately reconstruct an entire database.
This result has practical implications: recently, the US Census Bureau ran a
reconstruction attack using only the aggregate statistics released under the 2010
Decennial Census, and was able to correctly reconstruct records of address, age,
gender, race and ethnicity of about 46% of the US population.

Differential privacy is the only suite of techniques that ensure safety against
reconstruction attacks [16]. An algorithm is said to satisfy differential privacy if
its outputs do not change significantly due to adding/removing or updating a row
in the input database. Differential privacy is currently considered the gold stan-
dard for ensuring privacy in most data sharing scenarios and has been adopted
by several organizations, including the US Census Bureau (for their upcoming
2020 Decennial Census), and tech companies like Google, Apple, Microsoft and
Uber.

Differential privacy injects carefully controlled levels of noise into a query’s
results. A private dataset begins with a privacy budget defining how much infor-
mation about the data may be revealed in noisy query results. Each query
receives some quantity of the privacy budget. We calibrate the noise with which
we perturb our query results as a function of the query’s privacy allocation and
the sensitivity of the its operators. Speaking imprecisely, a query’s sensitivity
reflects how its output will change if we add, remove or modify an arbitrary row
in the database.

An important property of differentially private algorithms is their composi-
tion also satisfies differential privacy. This is useful for proving the privacy guar-
antees of complex queries and it addresses the impossibility result by Dinur and
Nissim. Moreover, querying a differentially private data release of a database
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does not incur any privacy cost other than that of initially noising the data
release. This is useful for workloads with many queries over a single dataset.

Computational relaxations of standard differential privacy, known as com-
putational differential privacy [37], aim to protect against computationally-
bounded adversaries by protecting data in flight in the cloud. This serves as an
alternative to full-oblivious query processing with its worst-case runtime. Instead
computational differential privacy ensures that each party’s view of the protocol
is differentially private with respect to its secret inputs. For example, consider
query evaluation with secure computation on two non-colluding cloud providers.
Without the computationally bounded assumption on each party, any differen-
tially private protocols for computing the Hamming distance between two n-bit
vectors incur an additive error of Ω(

√
n) [34]. On the other hand, by assuming

each party is computationally bounded, this error can be reduced to O(1).

3 The Life of a Privacy-Preserving Query

We now step through the workflow of a relational database query covering from
when the client submits a query until they receive their results. We will examine
how the major steps in the query processing pipeline will need to be redesigned
in this emerging setting using our reference architectures from Sect. 2.1.

3.1 Query Parsing and Authorization

When a database engine receives a SQL statement, it first verifies that the
query is free of syntax errors and resolves all names and references in it. It
then converts the statement into one or more directed acyclic graphs (DAGs)
of database operators. Lastly, it verifies that the user is authorized to run the
query under the system’s security policy.

When the parser initially verifies a SQL statement, a trustworthy database
system may offer an extended syntax for queries. Although standard SQL queries
are supported, the user may optionally give the system information about the
how to run the query and manage its use of privacy, such that if a user is
given a limited privacy budget they may split it as they see fit over their query
workload giving more privacy for high-priority queries to increase the utility of
their results. The parser may accept directives such as declaring a cardinality
bound for a given database operator and annotations specifying the privacy
budget that the query will use on the data it is accessing. Alternatively, the
client may specify bounds on the accuracy of a query’s results that he or she
deems acceptable – ensuring that the utility of the data is not destroyed by over-
noising the query results – and preventing the client from eroding the privacy
budget for results that will not be useful to them.

When the planner converts the query into a DAG, it also needs to analyze
the data it is querying and operations the user wishes to run to check that they
are permitted by the data owner’s security policy. Before we can optimize a
query, we need to run information flow analysis over SQL to determine what
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type(s) of query processing will be necessary to uphold a given security policy.
For example, if a database in the cloud has a mix of public and private columns,
we will use differential privacy and secure computation only when we compute
on private data. The engine will also need to solve for the sensitivity of a given
operator in order to determine the noise it will need to inject for differentially
private query results.

For checking query authorization, prior work has largely revolved around the
user’s privileges. A trustworthy database must consider many more factors such
as the consent of the individuals in the dataset and the remaining privacy budget
available for the data. It may also contend with how to compose many disparate
privacy policies. For example, we are presently preparing to deploy a prototype
of a trustworthy database system for analytics over electronic health records.
Our colleagues in medicine compiled a memo listing all of the known state-level
regulations pertaining to health data in the US. It is nearly 550 pages long.
Research on how to compose privacy policies such as these will make it possible
for trustworthy database systems to operate in complex regulatory environments.

3.2 Query Rewriting

The standard query rewriter takes the query tree from the parser and canonical-
izes it for the optimizer. Here, the query planner coalesces SELECT blocks,
expands any views, simplifies predicates, and more. This enables the query
optimizer to produce efficient query plans and to make them consistent, i.e.,
where two semantically equivalent SQL statements yield identical query execu-
tion plans.

For queries running in the cloud, it is essential to have query rewrite rules
that minimize the use of secure computation. Oblivious query processing typi-
cally runs at least three orders of magnitude slower than doing the same work
in the clear. The query rewriter automatically applies any annotations from the
query for bounding its intermediate cardinalities. It can also leverage informa-
tion from the schema, such as integrity constraints and primary keys, to reduce
the output size of the operators. Since the operators themselves must still run in
worst-case time, the rewriter may inject “shrinkwrap” operators after an oper-
ator with a bounded cardinality to obliviously reduce its tuple count before
passing them up to its parent. This technique was further developed to reduce
the query’s intermediate cardinalities using computational differential privacy to
reveal padded versions of the true cardinality [6]. Despite a measurable privacy
loss from the data owners observing intermediate results that are not exhaus-
tively padded, clients receive precise query answers with a fast speed. Placing
shrinkwrap operators in cloud query plan offers a new tuning knob in our query
optimization space.

For the private inputs setting, we need to consider the level of noise added
to a query’s result. First we need to ensure that the sensitivity computation
for the given query tree is correctly analyzed with regard to private tables for
adding sufficient amount of noise. Prior work [19,26,28,35] has focused on the
linear aggregates at the end of the query tree, such as COUNT and SUM, and
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they add noise directly to the final aggregate. However, non-linear aggregates
like AVG and STD call for more complicated perturbation algorithms that add
noise to the intermediate results. For example, to release the average value of
a column, we first compute the noisy sum of that column and the noisy count
of that column, and then take their ratio. Whether to rewrite these aggregate
into multiple operators (sub-queries) to facilitate noise addition and sensitivity
analysis is an important extension. Next, for more accurate query results, we
may rewrite a query in a form that is more DP-friendly and use inference to
work back to the original SQL statement. In this approach, the rewritten query
is no longer semantically equivalent to the initial SQL statement, but the noise
added to the new query answer is much reduced. For instance, in the PrivateSQL
system [29], truncation operators are added into the query tree to limit the
maximum multiplicity of joins or range of an attribute’s values so that query
answers (or intermediate join cardinalities as in the case of Shrinkwrap) can be
released with low noise. Where to insert the new operators in the query tree and
how to set the truncation threshold remains challenging in practice. In addition,
PrivateSQL is able to offer flexible privacy policies to the data owner, and the
sensitivity of a query depends on the privacy policy. For example, a policy that
protects entire households would generally have higher sensitivity than a policy
that protects individuals. PrivateSQL rewrites queries to enable automatically
calculation of the appropriate sensitivity for a class of foreign key based privacy
policy. Generalizing this query rewriting approach for more rich set of class
policies is an open question.

3.3 Query Optimization

A conventional query optimizer takes in a query tree from the rewriter and
transforms it into an efficient query execution plan by selecting the order of
commutative operators, the algorithms with which each one will execute, and
the access paths for its inputs. The optimizer typically uses a cost model to
compare plans to pick one that will run efficiently and enumerates plans using
dynamic programming.

When we optimize a trustworthy database system query, we almost always do
so in a multi-objective decision space. Depending on the setting, the optimizer
may negotiate trade-offs among performance, information leakage, results accu-
racy, and storage size (if we use materialized views). For example, a cloud deploy-
ment using computational differential privacy to reduce the size of a query’s
intermediate results will have to decide how to split the privacy budget over its
shrinkwrap operators to get the biggest performance boost. The more privacy an
operator uses, the less padding its intermediate results will need. We will need
to generalize multi-objective query optimization [4,48] to tackle this challenge
of creating query plans that satisfy these goals.

Moreover, optimizing information leakage gets more challenging when we con-
sider database design. In the private inputs setting, we may create differentially-
private views of the data for repeated querying so that we do not have to use
our privacy budget for every query we run. We need to take a holistic view of
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how the major components in the DBMS work together in order to decide the
best way to selectively leak information about private data so that we do not
compromise information on individuals in a dataset yet still offer efficient query
runtimes.

For the private inputs setting, the optimizer will need to balance compet-
ing goals of finding an efficient execution plan and one that produces private
results with minimal noise. This two-dimensional optimization space will not
be amenable to standard dynamic programming-style search algorithms. We
suspect that the optimizer will use machine learning to find a plan that sat-
isfies these competing goals. This will build on research in autonomic query
optimization [14,33,42] and recent advances in using deep learning for the
same [30,32,40,52]. The optimizer needs models for the sensitivity of a query
plan and the expected noisiness of its results. It will select an access path from
the initial relation, an index on it, or a differentially private view. The engine will
need to automatically determine how using a noisy view of the data will impact
the accuracy of a query’s results and the speed of its execution. It would model
its selectivity estimation using standard techniques since this information is only
visible to the data owner. Unlike most prior query optimization research that is
performance-focused, an engine with differentially private query results will need
to work with the data owner or client to make explainable trade-offs between
accuracy, privacy utilization, and runtime – perhaps by accepting bounds for one
or more of these dimensions in an extended SQL syntax as described in Sect. 3.1.

For full-oblivious query processing in the cloud, our optimizer’s decision space
is limited. Since we exhaustively pad the output of each operator, reordering
joins and filters does not matter. Shrinkwrapping expands our decision space
by using computational differential privacy to reduce the size of intermediate
cardinalities. On the other hand, the optimizer now faces the added challenge of
splitting the privacy budget over the result sizes each intermediate operator in
the query tree.

Even with privately padded intermediate results, the optimizer must make
decisions that are data-independent. Without incorporating privacy into system
catalog’s statistics collection, it cannot use any statistics to order query opera-
tors, pick access paths, or to select operator algorithms. Instead the optimizer
will use heuristics to estimate the size of intermediate cardinalities, like the 1

10
selectivity rule [46]. Using these statistics, it will plug in a cost model for the
query’s secure computation.

For the optimizer’s cost model, rather than estimating the number of I/Os
or the CPU time a query will use, it will reason about a query’s performance in
terms of the number of secure computation operations – usually garbled circuit
gates or arithmetic ops – it will run. This is because the cost of running the
gates is predominantly network-bound, followed by being CPU bound when the
network is exceptionally fast. Also, not all gates have the same CPU and net-
work overhead. For example, XOR gates are “free” where as AND/OR gates are
extremely costly. Thus finding the cheapest circuit representation for oblivious
query operators will likely require low-level algorithm design. Optimizing at the
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level of a circuit will be quite different from working one operator at a time. In
particular we will need new tactics to parallelize them circuits to maximize their
throughput. In addition, there will be interesting research challenges in select-
ing the right secure computation protocol for a given query. This will require
reasoning about the performance of each one and the guarantees it offers.

3.4 Plan Execution

After the query optimizer, we will have a secure and executable query plan.
Right now, SQL queries usually run on a single machine or a cluster of machines
that trust each other, where there is no privacy guarantee between the hosts.
When privacy comes into the picture, we need to incorporate the aforementioned
techniques to ensure that no (or limited information) can be revealed.

If we are operating in the cloud, for example, we can translate the
optimized database operators into secure computation protocols. These pro-
grams are almost always fine-grained. Their unit of computation is the CPU
instruction, usually a logical operation (AND/OR/NOT) or an arithmetic one
(ADD/MULT). This means that secure computation Turing complete, but the
cost of each operation is extremely high. Using secure computation, the engine
now has a secure and executable physical query plan. Secure computation pro-
vides a strong security guarantee on the plan-execution computation. Recall that
the query’s execution must be oblivious – run such that its observable behavior
is data-independent – and preserve the confidentiality of its input data. Ordi-
narily, we achieve the former using oblivious RAM. In smcql, they also tried
to optimize the execution such that the non-secure portion of the program does
not need to be executed in secure computation and thus improving the running
time significantly. Differential privacy is an important tool to ensure the privacy
of the secret input records by injecting a carefully controlled level of noise into
the output of a query. A baseline approach to creating outputs is to do standard
query processing and perturb the output of the query according to the cumula-
tive sensitivity (i.e., how much an individual record can alter a query’s outcome)
of its operators [35]. Integrating differential privacy into our query executor will
yield much better performance and query results with higher utility [12,29].

Prior works are mostly focused on two-party secure computation protocols
sometimes combined with oblivious RAM. Oblivious RAM is a general purpose
platform to mask and disguise memory access patterns. Other tools can poten-
tially be helpful in this context too. For example, a multi-party computation
protocol can support more than two parties where a subset of them can be
corrupted. However, new analysis is required to study how to generalize the
techniques in the two-party setting to the multi-party setting. Oblivious data
structures are another example, that can accelerate the execution by orders of
magnitude [54,60]. Existing oblivious data structures are general-purpose, and
it is an important problem to design specialized oblivious data structures for
query execution.
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4 Conclusions

As organizations collect more and more sensitive data on their users, the need
to build privacy-preserving techniques into database systems has never been
greater. Ensuring the privacy of datasets as well as that of individuals within
a database will require redesigns of numerous core database components. Guar-
anteeing that all of these components work together efficiently and correctly (in
terms of composing their privacy guarantees) so that database users who are
not privacy specialists may use them presents many novel research challenges. It
will take deep collaborations between database researchers and members of the
security community to make trustworthy database systems robust, usable, and
scalable.
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Abstract. Polystores provide a loosely coupled integration of heteroge-
neous data sources based on the direct access, with the local language, to
each storage engine for exploiting its distinctive features. In this frame-
work, given the absence of a global schema, a common set of operators,
and a unified data profile repository, it is hard to design efficient query
optimizers. Recently, we have proposed QUEPA, a polystore system sup-
porting query augmentation, a data access operator based on the auto-
matic enrichment of the answer to a local query with related data in the
rest of the polystore. This operator provides a lightweight mechanism
for data integration and allows the use of the original query languages
avoiding any query translation. However, since in a polystore we usually
do not have access to the parameters used by query optimizers of the
underlying datastores, the definition of an optimal query execution plan
is a hard task, as traditional cost-based methods for query optimization
cannot be used. For this reason, in the effort of building QUEPA, we have
adopted a machine learning technique to optimize the way in which query
augmentation is implemented at run-time. In this paper, after recalling
the main features of QUEPA and of its architecture, we describe our
approach to query optimization and highlight its effectiveness.

1 Introduction

The concept of polyglot persistence, which consists of using different database
technologies to handle different data storage needs [15], is spreading within enter-
prises. Recent research has shown that, on average, each enterprise application
relies on at least two or three different types of database engines [17].

Example 1. Let us consider, as a practical example, the databases of a company
called Polyphony selling music online. As shown in Fig. 1, each department uses a
storage system that best fits its specific business objectives: (i) the sales depart-
ment guarantees ACID properties for its transactions database with a relational
system, (ii) a warehouse department supports search operations with a docu-
ment store catalogue, where each item is represented by a JSON document, and
(iii) a marketing department uses a graph database of similar-items supporting
c© Springer Nature Switzerland AG 2019
V. Gadepally et al. (Eds.): DMAH 2019/Poly 2019, LNCS 11721, pp. 115–127, 2019.
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recommendations. In addition, there exists a key-value store containing discounts

on products, which is shared among the three departments above.

Fig. 1. A polyglot environment.

In this framework, it is of strategic importance to provide easy-to-use mecha-
nisms for searching through all the available data [4]. The traditional approach
to address this issue is based on a middleware layer involving a unified language,
a common interface, or a universal data model [2,11]. However, this solution adds
computational overhead at runtime and, more importantly, hides the specific fea-
tures that these systems were adopted for. In addition, it is hard to maintain,
having an inherent complexity that increases significantly as new systems take
part to the environment.

Polystore systems (or simply, polystores) have been proposed recently as an
alternative solution for this scenario [16]. The basic idea is to provide a loosely
coupled integration of data sources and allow the direct access, with the local
language, to each specific storage engine to exploit its distinctive features. This
approach meets the “one size does not fit all” philosophy as well as the need
to support business cases where heterogeneous databases have to co-exist. In
polystores, it is common that a user is only aware of a single (or a few) available
database but does not know anything about other databases (neither the content,
nor the way to query them and, sometimes, not even their existence). This clearly
poses new challenges for accessing and integrating data in an effective way. To
recall a relevant discussion about this approach, the issue is that “if I knew what
query to ask, I would ask it, but I don’t” [16].

With the aim of providing a contribution to this problem, we have recently
proposed (data) augmentation [9], a new construct for data manipulation in
polystores that, given an object o taken from a database of a polystore, allows



Learning How to Optimize Data Access in Polystores 117

the automatic retrieval of a set of objects that: (i) are stored elsewhere in the
polystore and (ii) are somehow related with o, according to a simple notion of
probabilistic relationship between objects in different datastores.

The implementation of this operator does not require the addition of an
abstraction layer involving query translation and therefore has a minimal impact
on the applications running on top of the data layer. The goal is to provide
a soft mechanism for data integration in polystores that complements other
approaches, such as those based on cross-db joins [1,3,5,11].

The augmentation construct was implemented in QUEPA [8], a system that
provides an effective method to access the polystore called augmented search.
Augmented search consists of the automatic expansion of the result of a query
over a local database with data that is relevant to the query but which is stored
elsewhere in the polystore. This is very useful in common scenarios where infor-
mation is shared across the organization and the various databases complement
or overlap each other.

Assume for instance that Lucy, an employee of Polyphony working in the
sales department who only knows SQL, needs all the information available on
the album “Wish”. Then, she submits in augmented mode the following query
to the relational database transactions in Fig. 1.

SELECT *
FROM inventory
WHERE name like ’%wish%’

By exploiting augmentation, the result of this query is the augmented object
reported below, revealing details about the product that are not in the database
of the sales department, including the fact that it is currently on a 40% discount.

< a32, Cure, Wish > ⇒ (catalogue:{ title: Wish,
⇓ artist id: a1,

(discounts: 40%) artist: The Cure,
year: 1992,
... } )

In an augmented search, each retrieved element e is associated with the proba-
bility that e is related to an element of the original result. Such probability is
derived off-line from mining techniques and integrity constraints. Colors (as in
the example above) and rankings can be used in practice to represent probability
in a more intuitive way.

As it happens in traditional query optimization, the best performances of
query answering in QUEPA are achieved by properly tuning a series of param-
eters. Some of these parameters depends of the polystore setting and can be
configured by the system administrator once, when she has enough knowledge
on the underlying databases. Other parameters depends on the specific query
workload (e.g., the selectivity of queries) that are more difficult to tune. In
general, traditional cost-based optimizers are hard to implement in a polystore
because we might not have enough knowledge about the parameters affecting
the optimization of each database system in play.
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We saw this limitation as the opportunity to experiment different optimiza-
tion approaches. To this aim, we equipped the system with a rule-based opti-
mizer to dynamically predict the best configuration according to the query and
the polystore characteristics. It relies on machine learning algorithms that learn
from previous query executions what is the best execution plan given an input
query. The idea of using machine learning within query optimization was then
also explored by Krishnan et al. [7] and Marcus et al. [10]. They adopt deep rein-
forcement learning for optimizing joins. Other relevant work also use machine
learning to improve the indexing of data [6].

In our approach, we train a series of decision trees with the statistics gathered
from previous queries. These trees are then used at query time to determine the
values of the configuration parameters to be used by the query orchestrator. In
this way, neither the user nor the sysadmin need to do any tuning manually. The
experiments have confirmed the effectiveness of the approach.

In the rest of the paper, after a brief overview of our approach and of the
system we have developed (Sect. 2), we illustrate the way in which we have
implemented query augmentation, the main operator of QUEPA, and the adap-
tive technique we have devised for predicting the best query plan for a query
involving augmentation (Sect. 3). We also illustrate some experimental results
supporting the effectiveness of the optimization technique (Sect. 4) and sketch
future directions of research (Sect. 5).

2 Augmented Access to Polystores

2.1 A Data Model for Polystores

We model a polystore as a set of databases stored in a variety of data manage-
ment systems (relational, key-value, graph, etc.). A database consists of a set of
data collections each of which is made of a set of (data) objects. An object is just
a key-value pair. A tuple and a JSON document are examples of data objects in
a relational database and in a document store, respectively. We assume that a
data object in the polystore can be uniquely identified by means of a global key
made of: its key, the data collection C it belongs to, and the database including
C. Basically, this simple model captures any database system satisfying the min-
imum requirement that every stored data object can be identified and accessed
by means of a key.

We also assume that data objects of possibly different databases of a polystore
can be correlated by means of p-relations (for relations in a polystore). A p-
relation on two objects o1 and o2, denoted by o1Rpo2, represents the existence
of a relation R between o1 and o2 with probability p (0 < p ≤ 1), where R can
be one of the following types:

– the identity, denoted by ∼: an equivalence relation representing the fact that
o1 and o2 refer to the same real-world entity;

– the matching, denoted by �: a reflexive and symmetric relation (not neces-
sarily transitive), representing the fact that o1 and o2 share some common
information.
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Example 2. Consider the polystore in Fig. 1. By denoting the objects with their
global keys we have for instance that:

– catalogue.albums.d1 ∼0.8 discount.drop.k1:cure:wish,
– catalogue.albums.d1 ∼0.9 transactions.inventory.a32,
– transactions.inventory.a42 ∼0.6 similarItems.ties.n4,
– transactions.inventory.a32�1transactions.sales-details.i4.

Basically, while the identity relation serves to represent multiple occurrences
of the same entity in the polystore, the matching relation models general relation-
ships between data different from the identity (e.g., those typically captured by
foreign keys in relational databases or by links in graph databases). On the prac-
tical side, p-relations are derived from the metadata associated with databases
in the polystore (e.g., from integrity constraints) or are discovered using prob-
abilistic mining techniques. For the latter task, we rely on the state-of-the-art
techniques for probabilistic record linkage [12], that is, algorithms able to score
the likelihood that a pair of objects in different databases match.

2.2 Augmented Search

The augmentation construct takes as input an object o of a polystore and returns
the augmented set αn(o), which iteratively returns data objects in the polystore
that are related to o with a certain probability. This probability is computed by
combining the probabilities of the relationships that connect o with the retrieved
objects.

Formally, the augmentation αn of level n ≥ 0 of a set of objects in a polystore
P is a set o′ of objects op, where o ∈ P and p is the probability of membership
of o to o′, defined as follows (m > 0):

– α0(o) = o ∪ {op | o ∼p o′ ∧ o′ ∈ o}
– αm(o) = αm−1(o) ∪ {op̂ | o �p′ o′ ∧ o′p ∈ o ∧ p̂ = p · p′}
Example 3. Let o be the object in the polystore in Fig. 1 with global-key
catalogue.albums.d1. Then, according to the p-relations in Example 2 we have
α0({o}) = {o, o0.81 , o0.92 } where o1 and o2 are the objects with global-key
discount.drop.k1:cure:wish and transactions.inventory.a32 respectively.

An augmented search consists of the expansion of the result of a query over a
local database with data that are relevant to the query but are stored elsewhere
in the polystore. Formally, the augmentation of level n ≥ 0 of a query Q over a
database D of a polystore (expressed in the query language of the storage system
used for D), denoted by Q(n)(D), consists in the augmentation of level n ≥ 0 of
the result of Q over D ordered according to the probability of its elements.

Example 4. Let Q be an SQL query over the relational database transactions
in Fig. 1 that returns the object o with global-key catalogue.albums.d1. Then
we have Q(0)(transactions) = (o, o0.92 , o0.81 ), where o1 and o2 are the objects
with global-key discount.drop.k1 :cure :wish and transactions.inventory.a32, and
Q(1)(transactions) = (o, o0.92 , o0.93 , o0.94 , o0.81 ), where o3 and o4 are the objects
with global-key transactions.sales−details.i1 and transactions.sales−details.i4.
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Fig. 2. Architecture of QUEPA.

2.3 Implementation

We have implemented our approach in a system called QUEPA. Its architecture
is reported in Fig. 2 and includes the following main components:

– Augmenter: implements the augmentation operator and orchestrates aug-
mented query answering.

– A+index: stores the p-relations between data objects in the polystore.
– Collector: this component is in charge of discovering, gathering and storing

p-relations in the A+index.
– Connectors: they allow the communication with a specific database system

by sending queries in the local language and returning the result.
– Validator: is used to assess whether a query can be augmented or not. The

validator can also rewrite queries by adding all identifiers of data objects that
are not explicitly mentioned in the query.

– User Interface: receives inputs and shows the results using a Rest interface.

Since QUEPA does not store any data, it is easy to deploy multiple instances
of the system that can answer independent queries in parallel. In this case, each
instance has its own A+index replica and its own augmenter. Now we show
the interactions among the components of QUEPA for answering a query Q in
augmented mode with level n (step ➀ in Fig. 2).

The validator first checks if the query is correct (step ➁) and possibly rewrites
it into Q (step ➂) before its execution over the target database (step ➃). The
local answer a is returned to the augmenter which is now ready to compute
the augmentation (step ➄). It gets from the A+index the global keys of data
objects reachable from a with n applications of the augmentation primitive (step
➅). These global keys are used to retrieve data objects from the polystore with
local queries Qi (step ➆). Finally, the augmented answer is returned to the user
(step ➇).
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3 Efficient Implementation of Augmented Search

3.1 Augmenters

The augmentation operator is inherently distributed because it retrieves data
from independent databases. We leverage that and other characteristics of this
operator to make the augmentation more efficient.

Figure 3(a) illustrates the augmentation process done in a sequential fash-
ion: circles stand for data objects and each database is represented by a different
color. The original answer contains four results, i.e. the green circles. Each result
is connected, by means of arrows, to the objects to include in the augmented
answer. The augmentation iterates over the four results and retrieves 11 addi-
tional objects with 11 direct-access queries.

Network-Efficient Augmenter. Polystores are often deployed in a distributed
environment, where network traffic has a significant impact on the overall per-
formance of query answering. Augmentation, in particular, generates a non-
negligible traffic by executing many local queries over the polystore, each one
requesting a single data object. We implemented a batch augmenter that groups
global keys by target database and submits them in one query. Next, batch
arranges returned data objects to produce the answer. This batching mechanism
tends to minimize the number of queries over the polystore, and so it also limits
the burden of communication roundtrip on the overall execution. batch uses
the parameter batch size that holds the maximum number of global keys per
query. In Fig. 3(b) we show the process of the batch augmenter in a graphical
fashion on the same augmented query answering represented in Fig. 3(a). Global
keys are grouped by store, as represented by the dotted internal boxes, and are
retrieved with one query once the corresponding group reaches the batch size
limit or when the process terminates. In the example, we set batch size = 4
and only one query per database is submitted, resulting in six queries less than
the sequential augmentation (i.e. 5 instead of 11).

CPU-Efficient Augmenter. Augmented answers include data objects coming
from different databases and so local queries can be submitted in parallel. We
have designed a few strategies that leverage the multi-core nature of modern
CPUs by assigning independent queries to parallel threads. These strategies are
implemented in different augmenters, all parameterized with threads size, the
maximum number of simultaneous running threads.

Inner Concurrency. This strategy exploits the observation that objects shar-
ing an identity relation can be retrieved in parallel. In Fig. 3(c) we show this
augmentation with threads size = 2 on the example in Fig. 3(a). The main
process iterates over the result of the local query and, for each object in the
result, two threads compute the augmentation. This augmenter is very efficient
for augmented exploration, in which a single result at a time needs to be aug-
mented.
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(a) sequential (b) batch (c) inner

Fig. 3. Augmenters.

Outer Concurrency. Differently from the previous strategy, the outer aug-
menter parallelizes the computation over the result of the local query. As shown
in Fig. 4(a), the main process of outer iterates over the results in the result
launching a thread for each of them without waiting for their completion. Then,
each thread retrieves all objects related to the result in a sequential way.

Outer-Batch Concurrency. The outer-batch augmenter combines multi-
threading with batching. Differently from batch, the groups of global keys
are processed by several threads. The main advantage here is that the main
process can continue filling these groups while threads are taking care of
query execution. This augmenter is parameterized with both threads size and
batch size. In Fig. 4(b) we show the augmented process of the outer-batch
with batch size = 4 and threads size = 2.

Outer-Inner Concurrency. The outer-inner augmenter tries to benefit from
both “inner” and “outer” concurrency. The number of available threads, i.e.
threads size, are used for the two levels of parallelism. It follows that
threads size

2 threads process the results of the original answer in parallel, and
further threads size

2 threads perform the augmentation for each result. Of course,
this strategy tends to create many threads because of many simultaneous inner
parallelizations. In Fig. 4(c) we show the augmentation process in outer-inner
with threads size = 4.
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(a) outer (b) outer-batch (c) outer-inner

Fig. 4. Outer concurrency based augmenters.

Memory-Efficient Strategies. All augmenters rely on a caching mechanism
with a LRU policy that allows the fast access to the last accessed data objects
by means of their global-key. The cache is implemented using Ehcache1 with a
suitable choice of cache size, the maximum number of objects in the cache.
At runtime, we check whether the data object is already in the cache before
asking for it to the polystore. Caching is potentially useful in two cases: (i) with
augmented exploration, where the user accesses objects that were likely retrieved
in previous queries, and (ii) with queries having level > 0, where augmented
results of the same answer can overlap. The level represents the hops of distance
in A+ index between the objects of the original result set and the objects in the
augmented result.

3.2 Adaptive Augmentation: Learning the Access Plans

QUEPA can run with different configurations. A configuration is a combi-
nation of the augmenter in use, cache size and, if needed, batch size and
threads size. As the experiments in Sect. 4 of [9] point out, none of the var-
ious configurations of QUEPA outperform the others in all possible scenarios.

1 http://www.ehcache.org/.

http://www.ehcache.org/
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For example, some configuration excels on huge queries only, while others excel
in a distributed environment. It follows that an optimizer is needed to choose
the right augmenter and its parameterization in any possible situation.

As we have observed in the Introduction, traditional cost-based optimizers are
difficult to implement in a polystore because we might not have enough knowl-
edge about each database system in play. Therefore, we designed an adaptive,
rule-based optimizer to dynamically predict the best configuration according to
the query and the polystore characteristics. It relies on a machine learning tech-
nique that generates rules able to select a well-performing configuration for the
augmentation. The full process is as follows.

– Phase 1: Logs collection. We keep the logs of the completed augmen-
tation runs. They include QUEPA parameters such as batch size or
threads size, the overall execution time and the characteristics of the query
(i.e. target database, number of original data objects in the result, number
of augmented data objects). All these historical logs form our training set. In
general, the larger is the training set, the higher is the accuracy of the trained
models. When the training set is too small, we run, in background, previously
executed queries with different configurations or we execute random queries
against the polystore.

– Phase 2: Training. We train the following models:
T1: a decision tree to decide the augmenter to use among those available

(e.g., outer, inner, batch, etc.). The tree is trained with the C4.5
algorithm [14];

T2: a regression tree to decide batch size whenever T1 selects outer-batch
or batch. As we use Weka2, this tree is trained with the REPTree algo-
rithm [13];

T3: a regression tree to decide threads size whenever a concurrent aug-
menter is selected by T1. This is also trained with the REPTree algorithm;

T4: a regression tree to decide cache size. This is trained with the REPTree
algorithm.

The training of the models can be done periodically when a fixed number of
run logs are added to the training set.

– Phase 3: Prediction. Given a query, we use our models to predict the param-
eters of QUEPA on how to augment the query. First, we determine with T1

which augmenter we have to use. Then, according to the result, we use T2

and T3 for batch size and threads size. Finally, T4 is used to decide the
cache size. Since the benefits of the cache are spread over all future queries
to run and not only on the next one, it has not much sense to change contin-
uously the cache size. For example, increasing a lot cache size would just
insert many empty cache slots. Rather, we want to determine slight variations
of cache size that adapt to the queries currently being issued by the user.
The variation is calculated in the following way. We consider the

2 http://www.cs.waikato.ac.nz/ml/weka/.

http://www.cs.waikato.ac.nz/ml/weka/
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current cache size and the predicted cache size determined by T4.
Then, we use the formula

(predicted cache size − current cache size)
10

where 10 is an arbitrary value set by us experimentally.

Figure 5 shows an example of the decision tree T1. When a new query has to
be executed, we navigate the tree from the root to a leaf according to the charac-
teristics of our setting. The leaves indicate the final decision, i.e. the augmenters
to choose.

Fig. 5. An example of decision tree T1.

4 Summary of Experiments

In this section we show the effectiveness of our learning mechanism only. The
full report of the results is shown in [9].

The adaptive augmented has been trained with the logs of almost 2 million
runs. We compare adaptive against a human optimizer and a random opti-
mizer. The campaign was planned as follows. We have generated 25 queries of a
different kind that were not present in the training set. Each query is run on a
polystore with a different number of databases (4, 7, 10 and 13).

For the human optimizer, we defined the configuration for each run that
could, in our opinion, result to be the most performing. A configuration consists
of thread size, batch size and cache size. Each configuration is executed
for each of the six available augmenters. In addition, we defined a random con-
figuration for each run in order to emulate a random optimizer. Finally, we
have another run whose configuration is determined by adaptive. Note that
the use of cache size in this campaign of experiments work in the same way
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it is described in Sect. 3.2. For this reason, we first run all the human runs,
followed by random and then adaptive.

For each configuration, we need to select the best performing run out of the
13 (i.e. 1 for adaptive and 6 for both human and random).

Fig. 6. Accuracy of the adaptive augmenter optimization.

In Fig. 6(a) we compare the number of times that an optimizer is the best.
Although the number of candidates for adaptive was six times lower than the
other optimizers, it was the best in most of the cases. In Fig. 6(b) we show the
number of times that the adaptive run was in the top-1, top-2, top-3 and top-5
runs. adaptive is always able to find a good configuration for the query. The
accuracy of adaptive increases as the number of databases increases because
the differences of execution times between configurations increase, thus making
it easier for the decision trees to split the domain of the parameters.

5 Conclusion and Future Work

In this paper we have shown that machine learning can be used to optimize the
access to data in a polystore. Indeed, as the database systems in a polystores
are black boxes, a mechanisms that learns automatically the best way to exploit
them with no knowledge of their internals can be very effective. In particular, we
adopted this solution to optimize the query augmentation mechanism offered by
our polystore system, QUEPA. Augmentation provides an effective tool for infor-
mation discovery in heterogenous environments that, according to the polystore
philosophy, does not require any query translation. A number of experiments
have confirmed feasibility and accuracy of the optimization technique.

As a direction of future work, we would like to extend the optimization algo-
rithms with more evolved techniques of machine learning such as deep learning.
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Abstract. This paper presents the ongoing work on the Midas poly-
store system. The system combines data cataloging features with ad-hoc
query capabilities and is specifically tailored to support agile data science
teams that have to handle large datasets in a heterogeneous data land-
scape. Midas consists of a distributed SQL-based query engine and a web
application for managing and virtualizing datasets. It differs from prior
systems in its ability to provide attribute level lineage using graph-based
virtualization, sophisticated metadata management, and query offload-
ing on virtualized datasets.

Keywords: Polystore · Data catalog · Metadata management

1 Introduction

To provide data consumers, e.g., analysts and data scientists, with the data they
need, enterprises create comprehensive data catalogs. These systems crawl data
sources for metadata, manage access rights and provide search functionality. Such
catalogs are the starting point for almost every analytical task. Once a data scien-
tist has found a potentially interesting dataset in the catalog, he/she has to move to
another tool in order to prepare it for analysis. This is because data catalogs often
cannot interact with their referenced data sources directly. Instead, engineers have
to build ETL pipelines to move and shape data in a way that it is ready for anal-
ysis. This process is time consuming, costly, unscalable, and can even lead to the
insight that the dataset is unsuitable for the intended task because it is hard to
asses the data quality based on raw metadata. Even highly sophisticated systems
like Goods from Google require such processes [6]. Another challenge for data cat-
alogs is tracking the provenance of derived datasets, specifically when the schema
and the location is different from the origin data. In such cases, the datasets need
to be registered manually back to the catalog.

In this paper, we present the ongoing work on the polystore system Midas
that tackles the stated problems by providing a large scale data virtualization
environment that combines ad-hoc analytical query access with sophisticated
metadata management features. Midas is an interactive data catalog designed
for data science teams working in heterogeneous data landscapes. In this context,
we define interactive as the ability for a data scientist to run large scale ad-hoc
queries within the same application that manages the metadata of connected
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https://doi.org/10.1007/978-3-030-33752-0_9

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-33752-0_9&domain=pdf
https://doi.org/10.1007/978-3-030-33752-0_9


Midas: Towards an Interactive Data Catalog 129

data stores. This approach enables data science teams to share schema details,
comments, and other important information in the same place where they access,
prepare and analyze the data.

Midas builds upon the concepts of Google’s Dremel and other in-situ poly-
store systems like Apache Drill and Presto [7,12]. It uses a SQL-based query
engine as the backbone to provide uniform ad-hoc access to a heterogeneous
data landscape and implements a novel approach to represent and virtualize
datasets. We are working on graph-based views enriched with arbitrary meta
information to represent virtual datasets. This approach allows global lineage
tracking down to the attribute level. To achieve interactive performance on
large scale datasets and to provide query offloading, we implement an adap-
tive, columnar-oriented cache that partitions entity attributes based on their
occurrence in virtual datasets. Additionally, Midas offers an intuitive web-based
user interface to allow for easy data preparation, curation, and sharing among
data science teams.

The core concepts of Midas are: Virtualized and sharable datasets, sophis-
ticated metadata management, comprehensible data lineage, interactive perfor-
mance through adaptive columnar-oriented caches, and ease-of-use.

2 Differentiation to Existing Systems

In the following, we compare Midas to similar systems we have identified. First,
we compare it with polystore query engines. Second, we compare it to related
data catalog systems.

The publication of the Dremel concept led to several open source imple-
mentations of SQL-based query engines that provide ad-hoc access to large,
distributed datasets for OLAP use cases [10]. Apache Drill and Presto are the
most known open source implementations [7,12]. Both query engines focus on
ad-hoc analytical tasks without providing sophisticated user interfaces or meta-
data management features.

Data catalog systems like Goods from Google [6] or the dataspace concept
by Franklin et al. [5] are very close to the goal of Midas. However, Midas is
provisioning datasets in a way that a user can directly interact with it and
query the actual data without being limited on certain metadata.

The closest system to Midas is Dremio [2]. Dremio is a data management plat-
form based on Apache Drill and Apache Arrow. Similar to Midas, Dremio imple-
ments cataloging and lineage features. However, compared to Midas, Dremio
does not allow global lineage tracing on attribute level. Furthermore, Dremio
does not allow the attachment of arbitrary metadata to attributes.

Extensive research on data lineage has already been done [3,4,13]. Most
approaches use annotations to keep track of data transformations and schema
changes. Midas does not annotate data but maintains an attribute graph for
tracking the lineage.
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3 System Design

We are making design decisions specifically tailored to the requirements of agile
data science teams. The most important metric is fast access to data in a pro-
cessable format. Additionally, it must work together with already established
workflows and tools like Spark, Jupyter Notebooks, and Tableau. The main
components of the Midas system are a query engine that enables users to cre-
ate virtualizations even on massive scale datasets and the user interface as an
interactive data catalog. Figure 1 depicts the overall architecture of the Midas
system.

Fig. 1. Midas system architecture

3.1 Query Engine

The primary component of Midas is an extensible, distributed, SQL-based query
engine written in Java that follows a similar architecture as Dremel, Presto, and
Apache Drill [7,10,12]. The Command & Control node takes incoming queries
and creates a logical execution plan which is then distributed to the worker nodes
that materialize the data.
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All three systems are practically proven and show that they can handle
analytical queries even on multiple terabyte large datasets [7,10,12]. Internally,
Midas uses a columnar-oriented data representation based on Apache Arrow that
supports complex data models [1]. The query engine materializes data through an
extensible set of connectors, currently, it supports: MySQL, MongoDB, HBase,
Hive, Amazon S3, MapR-DB, JSON - File, CSV and Parquet.

All of the listed sources can be virtualized, joined, and queried via SQL.
The main reason for choosing SQL as the main language for interacting with

the system is that almost any data scientist knows it and can work with it.
Additionally, with open standards like ODBC, almost any tool and framework
can directly use it.

3.2 Graph-Based Data Virtualization

Managing metadata and tracking data lineage on attribute level is challenging
for polystore systems. Especially when data from multiple stores is combined.
Even sophisticated metadata management systems like Goods from Google track
provenance on a dataset-basis, i.e., upstream and downstream datasets are
tracked as a whole [6]. Combining data from multiple sources makes it complex
to reconstruct the origin of a specific attribute. Another challenge for data cata-
logs is the inheritance of metadata like schema information to derived datasets,
especially when attributes are renamed.

To tackle the stated problems, we are working on a novel approach to rep-
resent and virtualize datasets. In Midas, a virtual dataset is a view on one or
multiple datasets defined by a SQL statement. Technically, Midas implements a
rooted graph-based approach to represent these views.

Each dataset D consists of a name N, a list of arbitrary metadata objects
META and a set of attribute graphs SAG:

D := (N,META,SAG)

The name N is an arbitrary string which is usually a reference to the name
of a table, a file, or a collection. META is a JSON document that contains
arbitrary metadata for a dataset like a description or access rights.

The attribute graph AG ∈ SAG represents the provenance and metadata of
a particular attribute a ∈ D and denotes as follows:

AG := (V,E)

The vertex V consists of a name Na and a list of arbitrary metadata objects
METAa:

V := (Na,METAa)

The edges E denote operations on an attribute.
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Example: A data scientist defines a virtual dataset VD by creating a view that
joins the two dataset D1 with the attributes a11 and a12 , and D2 with the
attributes a21 , a22 , and a23 together. D1 and D2 are combined based on their
common join key a11 and a21 , respectively. The SQL statement looks like the
following:

1 CREATE VIEW VD AS (SELECT (a_1_1+a_1_2) as `sum`, a_1_2, a_2_2,
2 a_2_3 FROM D1, D2 WHERE D1.a_1_1 = D2.a_2_1)

Midas takes the incoming query and creates the attribute graphs for VD.
Figure 2 depicts the set of attribute graphs for VD.

Fig. 2. The set of attribute graphs (SAG) for the virtual dataset VD

Fig. 3. Full lineage graph of a virtual dataset. The red icons on the left to the dataset
names indicate a physical dataset and the blue icon on customer analytics a virtual
one. (Color figure online)
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Fig. 4. Interface for editing metadata

By traversing the attribute graph using a depth-first search (DFS) algorithm,
we can now visualize the full provenance of an attribute. Additionally, it is
possible to add weights to edges for each operation done on an attribute. Having
a weighted graph could potentially be used to do cost-based query optimization.
However, the determination of the actual costs is tricky since the underlying data
sources could be running on different systems in different locations, which makes
it hard to do proper cost estimations. Figure 3 shows the full lineage graph of a
virtualized dataset in the Midas application.

3.3 Initial Graph Creation and Metadata Management

Midas triggers a discovery process and creates a new graph-based representation
of a dataset whenever a user queries it for the first time. During this discovery
process, the attribute graphs are created based on the dataset’s schema informa-
tion. For self-describing data stores like Parquet or MySQL, the schema is taken
directly from the store. For non-self-describing formats like CSV, the user has
to define where to find the schema manually, e.g., on the first row. The actual
implementation of the discovery method depends on the individual data store
and is defined in the corresponding adapter. For future versions, we are working
on the implementation of a crawler-based approach like Goods from Google to
facilitate the discovery process on massive heterogeneous data landscapes.

The metadata for datasets and attributes is added separately by other appli-
cations via API or manually by users through the Midas catalog interface.
Figure 4 shows this catalog interface for data owners and scientists. Currently,
the Midas interface supports arbitrary descriptions and the attachment of a
semantic type which is a reference to a class or an attribute in an ontology.
Creating these links is either done manually by the data owner or automatically
by making a lookup in a pre-defined ontology. For now, this lookup is a simple
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string match on the DBpedia ontology. The long term goal is to enable data sci-
entists to do semantic queries over an enterprise’s data ontology. There has been
extensive research on how to tackle the technical challenge of creating ontologys
on top of data [9]. However, building these ontologies is not only a technical but
also a process challenge. With Midas, we are investigating a human-in-the-loop
approach by using a semi-automated mechanism that makes it easy for users to
contribute in building the ontology.

3.4 Adaptive Caching Layer

Data virtualization and query federation comes with the advantage that a user
always works on a current view of the actual source data. However, achieving
interactive performance on massive datasets in such a federated setup is a chal-
lenging problem. For achieving interactive query performance, Midas implements
an adaptive columnar-oriented cache similar to column caches in Apache Spark.

The implementation is straightforward and the algorithm is as follows:

1. Scan the referenced columns in the logical execution plan.
2. Store the selected columns in a columnar format (Parquet) and add a fresh-

ness indicator.
3. For all upcoming queries, do not query the actual source but use the Parquet

reference files if the freshness is above a certain threshold.

The cache files are not linked to a certain query but rather adapt to selected
columns, i.e., other queries referencing the same columns can use the same cache
reference.

For improving the caching behavior, we are currently working on a more
sophisticated approach based on query predictions. Recent research in informa-
tion retrieval shows how search intents and queries can potentially be predicted
by using pre-search context and user behavior like past search queries [8]. Query-
ing a dataset using SQL is very similar to querying a search engine, both will lead
to a result set of data based on some input parameters. We believe that a simi-
lar approach can potentially lead to better caching behavior by pre-calculating
result sets based on predicted queries. Current observations in our prototype
usage indicate, that more than 75% of all queries contain some aggregate func-
tion on one or more attributes. Specifically, we are working on a query prediction
model based on past queries of a user, queries of the data science team as a whole,
and queries on a certain dataset. The goal of this model is to pre-generate caches
for dataset columns that are most likely to be accessed in a query. This approach
could potentially lead to more responsive queries but also to offload production
systems from analytical workloads in critical times.

3.5 User Experience

The web client is the primary interface for building, managing, and querying
datasets. Figure 5 depicts the workspace of a logged-in user where all virtual
and physical datasets he/she has access to are listed.
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Fig. 5. Workspace containing 10 virtual datasets, 5 physical data stores, and access to
third party data hub

Studies show that in the majority of data science teams there is no established
process for sharing data [11]. The lack of a clearly defined process often leads to
datasets send via email and shadow analytics environments. Midas tackles this
problem by providing data science teams a shared workspace for discovering and
sharing already integrated data in an analytics-ready format.

Fig. 6. Interface for running ad-hoc queries and creating new virtual datasets

The main interface for creating a new virtual dataset is shown in Fig. 6.
Datasets are created by defining SQL statements which can be saved as a virtual
dataset.

Data Discovery. An efficient process to find and explore data is crucial to enable
data science teams to fulfill their job. In Midas, we are implementing several
approaches to tackle the discovery problem:
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Fig. 7. Interface for the centrally shared open data hub in Midas

1. Providing a search interface for the dataset and attribute metadata.
2. Mapping ontologies to datasets, which potentially allows semantic queries.
3. Implementing a centrally shared hub for open data as shown in Fig. 7.

For modern data science workloads, solely focusing on internal enterprise data
might not be enough. For example, whenever data is sparse or lacks features to
build proper analytical models. Using open data from the web is a common
practice to enrich internal data with additional features. However, integrating
publicly available datasets using ETL pipelines is costly, time-consuming and
usually requires a search process on the web. Additionally, column names are
often cryptic and hard to understand without further information. For making
open data more accessible to data scientists, we are working on a central data
hub that is shared across teams and organizations. Through the data hub, users
can formulate ad-hoc queries on any integrated dataset and collaboratively fill
missing attribute descriptions. Figure 7 shows the current user interface of the
open data hub.

4 Lessons and Challenges

In this section, we discuss challenges that are occurring while developing Midas
and highlight areas that require future work. One of the biggest challenges that
we are facing in developing Midas is providing interactive query performance on
virtual datasets that are compound of complex queries and span across multiple
and different source systems. Limited and sub-optimal query push-downs to the
source systems lead to expensive materializations and overhead of used computa-
tional resources. Currently available open source implementations of the Dremel
concept like Apache Drill and Presto suffer from the same problem. Even though
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data virtualization is not the primary use case for those systems, it is similarly
essential for ad-hoc analytical queries. Using an efficient and optimized caching
structure can help in achieving interactive query performance even on massive
virtualized datasets by simultaneously offloading the underlying sources. Query
predictions may lead to a significantly better cache hit ratio and therefore to a
better overall performance. However, we are currently in the beginning of build-
ing and evaluating such algorithms and propose to explore this area further in
future research. In addition to that, for reaching the next level in data virtualiza-
tion, we see it as important to build query federation layers that can leverage the
core abilities of a high variety of data store technologies and formats. A potential
research direction could be the investigation of learned system components for
pushdowns.

Midas focuses on analytical use cases and does, therefore not support write
federation to the underlying data stores. It follows the “one size does not fit
all” principle, and the expressive power of SQL limits its capability. However,
for future work, the system has the potential to support more languages like a
limited, read-only subset of SPARQL.

5 Conclusion

In this paper, we outlined the current status of the Midas polystore system
tailored to analytical use cases and some challenges for future work. We are
currently evaluating the system together with data science teams in three large
enterprises (>300.000 combined employees). A video demonstrating the current
version of Midas is available at https://demo.midas.science/poly19.
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Abstract. The variety of data is one of the most challenging issues for
the research and practice in data management. The so-called multi-model
data are naturally organized in different, but mutually linked formats and
models, including structured, semi-structured, and unstructured. In this
position paper we discuss the so far neglected, but from the point of view
of real-world applications important aspect of evolution management
of multi-model data. We provide a motivation scenario and we discuss
key related challenges, such as multi-model data modelling, intra vs.
inter model changes, global and local evolution operations, eager vs. lazy
migration, and schema inference.

Keywords: Multi-model data · Evolution management · Eager and
lazy migration · Inter-model changes · Multi-model schema inference

1 Introduction

In recent years, the Big Data movement has broken down borders of many tech-
nologies and approaches that have so far been widely acknowledged as mature
and robust. One of the most challenging issues is the variety of data. It means
that data may be present in multiple types and formats – structured, semi-
structured, and unstructured – and independently produced by different sources.
Hence, data natively conform to various models.

Example 1. Let us consider an example of a multi-model scenario as shown
in Fig. 1, backing an enterprise management information system. Social network
of customers is captured by graph G. Relational table Customer records basic
information about customers, such as their name and credit limit. Orders sub-
mitted by customers are stored as JSON documents, with a key/value mapping
ShoppingCart maintaining their current shopping carts. By storing each record
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Fig. 1. A multi-model scenario [37]

in the best fitting model, we avoid impedance mismatch. A query over the multi-
model data instance might return all products ordered by a friend of a customer
whose credit limit is greater than 3,000 USD.

Although traditional relational databases have been the systems of the first
choice for decades, with the arrival of Big Data their capabilities have become
insufficient in many aspects and so new types of systems, such as NoSQL or
NewSQL, have appeared. As indicated by Example 1, the variety of so-called
multi-model data brings another dimension of complexity since multiple models
must be efficiently supported at a time.

Currently, there exist more than 20 representatives of so-called multi-model
databases [35], involving well-known tools, both traditional relational and novel
NoSQL (such as Oracle DB, IBM DB2, Cassandra, or MongoDB), having distinct
features and, hence, being classified according to various criteria [36]. The core
difference is the strategy used to extend the original model to other models or to
combine multiple models. The new models can be supported via adoption of an
entirely new storage strategy, extension of the original storage strategy, creation
of a new interface, or even no change in the original storage strategy (which is
used for trivial cases).

On the other hand, the recent idea of polystores does not assume a single
store capable of supporting various data models, but multiple dedicated ones
under the “hood” of a single integrated platform. The integration can be either
loose or tight, depending on the level of autonomy of particular subsystems.
Especially tightly-integrated polystores [1,8,10,11,18,24,33,47] bear important
similarities with multi-model databases [37], as they represent a single point of
access for all related data (as well as administration tasks). They can be seen
as a particular kind of federated databases, which trade autonomy of the sub-
systems for efficiency and usability in enterprise scenarios. This can be seen as
their main common trait to multi-model databases, leading in many aspects to
similar ideas and challenges.

In the rest of this position paper we will deal with the problem of multi-model
data management. We will not focus on technical details of a particular multi-
model database or polystore, but we will discuss our ideas at a more abstract level
which enables to cover a wider set of multi-model data management systems.

As in all databases that are in productive use for a long time, multi-model
databases and also polystores have to consider evolutions. Intra-model evolu-
tions (e.g., adding, deleting, changing, and reorganizing data) have to be realized.
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Having multiple models, extensions and changes of the data in one model can cause
changes in other data models, too. A formalism for evolving multi-model data and
preserving all integrity constraints (e.g., validity of data and link structures) is
needed for such systems. It has to guarantee intra-model changes and also inter-
model changes, especially in case of inter-model links, data entries which are dupli-
cated, and data which are stored redundantly in different models.

In short, in this paper we discuss the need of a solution for realizing “alter
database” operations for multi-model data. The main contributions can be
summed up as follows:

1. We introduce the area of evolution management of multi-model data and
related key challenges.

2. We outline possible solutions to the challenges together with a wide set of
state-of-the-art related work which might serve as good starting points.

3. Our overview makes this paper useful for researchers looking for new research
opportunities in the field.

4. For practitioners, we provide an enumeration of subtasks and questions that
they should consider, namely a checklist for executing evolution in multi-
model data management systems.

The rest of the paper is structured as follows: In Sect. 2 we provide a moti-
vation example introducing a multi-model scenario and its possible evolution. In
Sect. 3 we discuss the key challenges of multi-model data management. In Sect. 4
we give a short conclusion.

2 Motivation Example

In our simple multi-model motivation example (partially borrowed from [27])
we first show how the sample data from Fig. 1 can be stored in a particular
multi-model database, namely OrientDB (version 3.0.22). Next, we show selected
examples of evolution of the application and their consequences motivating a
general discussion of challenges of multi-model data management in Sect. 3.

We start out with customer data in the relational format. We could store
the relational tuples as flat documents and declare the schema for managing
customers as an OrientDB class:

CREATE CLASS Customer;
CREATE PROPERTY Customer.CID INTEGER (MANDATORY TRUE, NOTNULL TRUE);
CREATE PROPERTY Customer.CName STRING (MANDATORY TRUE);
CREATE PROPERTY Customer.CLimit INTEGER (MANDATORY TRUE);
CREATE INDEX Customer.CID UNIQUE;

INSERT INTO Customer (CID, CName, CLimit)
VALUES (1, ’Mary’, 5000), (2, ’John’, 3000), (3, ’Anne’, 2000);

Next, we add the graph data. In OrientDB, we register all customers as
vertices in the generic class of vertices V (by declaring the customer class a
subclass of V ). Then, we create a new edge class knows (inheriting from the
generic edge class E), and add the instances.
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ALTER CLASS Customer SUPERCLASS V;
CREATE CLASS knows EXTENDS E;

CREATE EDGE knows
FROM (SELECT FROM Customer WHERE CID = 3) TO (SELECT FROM Customer WHERE CID = 1);

CREATE EDGE knows
FROM (SELECT FROM Customer WHERE CID = 1) TO (SELECT FROM Customer WHERE CID = 2);

Third, we integrate data on the customers’ shopping carts and orders. In
OrientDB, order documents are straightforward to integrate as nested OrientDB
classes:
CREATE CLASS Orderline;
CREATE PROPERTY Orderline.PID STRING (MANDATORY TRUE, NOTNULL TRUE);
CREATE PROPERTY Orderline.PName STRING (MANDATORY TRUE);
CREATE PROPERTY Orderline.Price INTEGER (MANDATORY TRUE);

CREATE CLASS Order;
CREATE PROPERTY Order.OID STRING (MANDATORY TRUE, NOTNULL TRUE);
CREATE PROPERTY Order.Orderlines EMBEDDEDLIST Orderline;

INSERT INTO Order SET
OID = "0c6df508",
Orderlines = [

{ "@type":"d", "@class":"Orderline", "PID": "2724f", "PName": "toy", "Price": 66 },
{ "@type":"d", "@class":"Orderline", "PID": "3424g", "PName": "book", "Price": 40,

"QTY": 2} ];

Finally, we implement the key/value mappings from the shopping cart using
OrientDB links:
CREATE CLASS ShoppingCart;
CREATE PROPERTY ShoppingCart.key LINK Customer (MANDATORY TRUE, NOTNULL TRUE);
CREATE PROPERTY ShoppingCart.value LINK Order (MANDATORY TRUE, NOTNULL TRUE);

INSERT INTO ShoppingCart SET
key = (SELECT @rid FROM Customer WHERE CName = "John"),
value = (SELECT @rid FROM Order WHERE OID = "0c6df508");

The query from Example 1 returning “all products ordered by a friend of a
customer whose credit limit is greater than 3,000 USD” could be now expressed
as follows:
SELECT value.Orderlines.PName FROM ShoppingCart
WHERE key.CID IN

(SELECT both("knows").CID FROM Customer WHERE CLimit > 3000);

As user requirements change, we may need to add a new property to one of
the models (e.g., a shipping address to the orders). Such intra-model change is
restricted to a single (document) model:
CREATE PROPERTY Orderline.Address STRING;

Now, let us assume that we perform an inter-model schema change to merge
the ShoppingCart key/value mappings with Customer1:
CREATE PROPERTY Customer.ShoppingCart LINK Order;

UPDATE Customer SET ShoppingCart = (SELECT @rid FROM Order WHERE OID = "0c6df508")
WHERE CName = "John";

DROP CLASS ShoppingCart;

1 Note that the UPDATE command should be done for all the key/value records.
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Apparently, such change in the structure of the data requires also a respective
modification of the cross-model query:

SELECT both("knows").ShoppingCart.Orderlines.PName FROM Customer WHERE CLimit > 3000;

Last but not least, a classical optimization strategy, typical for read-mostly
Big Data applications, is data redundancy. Due to the amounts of data, non
existing or expensive joins (e.g., when retrieving data from multiple subsystems
of a polystore), it might be more efficient to pre-compute results of a query or
simply store the same information several times. Also in our motivation example
we can encounter the same situation. For example, there might be a requirement
for storing an address also for particular customers to be used, e.g., as a default
shipping address of orders:

CREATE PROPERTY Customer.Address STRING;

A change in the structure of the address (e.g., a requirement to divide the
string to particular fields street, city, and zip code) then influences all occur-
rences of each instance (from a higher level of perspective once occurring in the
relational model and once occurring in the document model). In addition, we
might need to distinguish whether the change should affect all types of addresses,
or just their subset (e.g., those specified for the customer, those used in orders
as shipping addresses, etc.).

Another requirement might be to pre-compute a materialized view of the
frequency of orders of particular combinations of products:

SELECT Orderlines.PName, count(*) FROM Order GROUP BY Orderlines.PName;

A change of the structure of orders (e.g., extracting information about prod-
ucts, i.e., names and prices, to a separate document collection of products) also
triggers a necessary change of the structure of this query. In addition, since we
assume that the result of this query is pre-computed for optimization purposes,
its immediate (eager) re-computation might not be required and kind of a lazy
approach should be used instead.

3 Challenges of Evolution Management

Following the motivation example, in this section we discuss in detail five
key challenges related to successful evolution management of multi-mode data,
together with possible solutions and related work.

3.1 Modeling of Multi-model Data

First, we clarify our core terminology to avoid confusion brought by different,
related, or even synonymous terms used within distinct models:

– Record is a representation of a single data entity. This would be, for example,
a tuple in the relational model, a single JSON document in a document model,
a vertex in a graph database, or one object in a key/value store.
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– Kind is an abstract type, label, or class allowing to group related and similar
records and organize them in logical collections, such as tables in the relational
model, collections in ArangoDB, classes in OrientDB, etc.

– Property is a record characteristic, attribute, or feature, e.g., an attribute of
a relational tuple, a field in a JSON document, or a vertex/edge property.

Most of the existing multi-model databases are based on the assumption that
records of a given kind all reside in the same model. However, this assumption
is not so obvious and even natural from the general point of view. Multi-model
databases, when classified according to the original model extended towards
other models, appear among both relational and NoSQL systems. Representa-
tives of polystores also combine, e.g., relational and NoSQL subsystems. While
in the relational world there is a strong formalism of normal forms representing
the necessity to avoid redundancy, in the NoSQL world a repeated storage of
the same piece of information is a usual optimization strategy. Thus not only
the multi-model systems have to face this contradiction, but we can even assume
that there might be records of the same kind stored in different models, i.e., a
cross-model redundancy.

Another important aspect to mention are the links between separate data
items. In single-model systems the links have different semantics and represen-
tation, involving, e.g., foreign keys in the relational model, pointers in the object
model, or embedding and references in document models. And even within a sin-
gle data model we can find different approaches, such as, e.g., datatypes ID and
IDREF/IDREFS in DTD and elements unique, key, and keyref in XML Schema.
For multi-model data we need to consider cross-model links, whose semantics
and features can differ depending on the types of interlinked models.

When working with several logical models at a time, these often mutually
share a couple of the same principles on the one hand, while can also have
certain specifics on the other. At least two basic approaches are currently distin-
guished: aggregate-oriented (key/value, document, wide column) and aggregate-
ignorant (relational, graph). When data across distinct models are to be pro-
cessed together, their schemas inferred, or query expressions evaluated, kind of
a unified data abstraction has to be found first. For this purpose, widely used
conceptual modeling languages ER [13] and UML [41] could be utilized and in
a top-down way adjusted to the needs of individual logical models. (This idea is
already used, e.g., for NoSQL graph databases [2] or aggregate-oriented NoSQL
systems [14].) While the former language exists in several notations yet provides
more complex constructs better grasping the real-world relationships among enti-
ties, the latter one is standardized but unfortunately only too data-oriented and
concealing important details (e.g., weak entity types and their identification and
existential dependencies or unclear meaning of minimal multiplicities in ternary
associations [22]). On the contrary, bottom-up approaches could find an inspi-
ration in the proposal of the NoSQL AbstractModel [12], a system-independent
model for aggregate-oriented databases.

Regardless of the adopted strategy, the theory of categories [34], associa-
tive arrays [30], or description logics [4] could be utilized to internally model
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the data in a formal, abstract, and rigorous way. Complex non-relational sys-
tems often involve a variety of heterogeneous and interrelated models – models
that are, unfortunately, expressed using several modeling languages (the already
mentioned ER or UML as well as BPMN [39], ORM2 [25], etc.). While these
languages share certain aspects and still being widely considered as distinct,
it is no doubt challenging to propose a common unifying interface that would
respect all or at least a majority of their features [3,9,28]. If there are only a few
solutions targeting conceptual modeling of NoSQL databases in general, model-
ing of graph databases is even more non-trivial [16,17,40]. Nonetheless, unified
processing of data also involves corresponding cross-model data transformations,
for example, using a transformation language NotaQL [44].

3.2 Intra vs. Inter-model Operations

Despite the number of models used in a particular system, sooner or later user
requirements change and so has to change also the respective application. There
is the need for an evolution management. From the point of view of data manage-
ment the key aspect are changes in data structures, i.e., evolution operations that
modify the data structures respectively. In multi-model databases, we distinguish
intra-model and inter-model evolution operations. While intra-model operations
only affect the records in a single model, inter-model operations change records
in more than one model. In multi-model databases or polystores inter-model
operations occur in the following cases:

1. Evolution of properties which serve as links between different models, or
2. Evolution of records or properties of records which are stored redundantly in

different data models (see Sect. 3.1).

Hence, we need an evolution language which has to serve as a unified language
interface for defining all schema changes of all models – the lingua franca for
defining evolutions in all models (see a proposal in Fig. 2). This language also has
to contain complex operations like split and merge or move and copy between
different models. Inter-model changes entail three new challenges:

1. Schema changes between different models have to be discovered and propa-
gated.

2. For execution of the evolution operations, the consistency of the multi-model
database has to be guaranteed. For that, global schema information (orga-
nized in a data dictionary) is needed for finding links and cross-model redun-
dancies and evolving them at the same time.

3. The specified evolution operations have to be translated into the intra-model
evolution operations of each model.

In [43] we introduced a schema evolution language for NoSQL databases.
This schema evolution language is implemented in Darwin [46], a dedicated
middleware for managing schema evolutions. In Fig. 2 we extended this language
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for schema evolution within multi-model systems using mname as the identifier
for the specific model and adding split and merge operations.2

evolutionop = typeop | propertyop;

typeop = createtype | droptype | renametype | split | merge;
createtype = "create type" kind;
droptype = "drop type" kind;
renametype = "rename type" kind "to" kind;
split = "split" kind "into" kind ":" pnames and kind ":" pnames;
merge = "merge" kind ":" pnames "and" kind ":" pnames complexcond "into" kind;

propertyop = add | delete | rename | move | copy;
add = "add" [datatype] property [defaultValue];
delete = "delete" property;
rename = "rename" property "to" pname;
move = "move" property "to" ( kind | property ) complexcond;
copy = "copy" property "to" ( kind | property ) complexcond;

complexcond = "where" joinconds ["and" conds];
joinconds = joincond {"and" joincond};
joincond = property "=" property;
conds = cond {"and" cond};
cond = property "=" value;

pnames = pname ["as" pname] {"," pname ["as" pname]};
property = kind "." pname;
kind = [mname "."] kname;
kname = identifier;
mname = identifier;
pname = identifier;

defaultvalue = value;

Fig. 2. EBNF syntax of Multi-Model Schema Evolution Language

To illustrate the advantages of the language we use our running example
from Sect. 2. There we have given examples of intra- and inter-model changes.
The adding of a shipping address to the orders (intra-model change) would be
expressed as follows:
add STRING Orderline.Address;

For the inter-model changes we consider two variants. The ShoppingCart
key/value mapping may be additionally stored in the Customer table.
copy ShoppingCart.value to Customer.CShoppingCart where ShoppingCart.key = Customer.CID;

Or we merge (as in Sect. 2) the ShoppingCart key/value mapping into the
Customer table. This operation can be expressed in two different ways – with
move and drop or with the merge operation:
move ShoppingCart.value to Customer.CShoppingCart where ShoppingCart.key = Customer.CID;
drop type ShoppingCart;

or
merge ShoppingCart:value as CShoppingCart and Customer:CID, CName, CLimit

where ShoppingCart.key = Customer.CID into Customer;

2 For a concrete implementation, the definitions of identifier and value must still
be specified.
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3.3 Global vs. Local Evolution Operations

In a multi-model system, global schema evolution operations can be defined for
an abstract schema model and have to be propagated and translated into the
local models. Starting with these global evolution operations entails the following
requirements: It is necessary to define and maintain an abstract model consisting
of all local models in a unified presentation. All global evolution operations have
to be translated into evolution operations in the languages of the local models.

In each multi-model system local schema changes can be executed. Here, the
operations affect only a single model and can be executed locally. Inter-model
operations have to propagate their changes first into the global model and second
from there into other local models. For example, when the customer identifier
CID in the relational model is replaced by another identifier, this evolution has
to be propagated to the abstract model and from it also into the key/value
model which stores the same information and uses it as links between records in
different models.

In [31] we developed a method for discovering schema changes with a reverse
engineering process. From a NoSQL dataset, we derive a series of schema versions
over time and evolution operations that transform each schema version into its
successors schema version. This process can be performed not only initially, but
also incrementally for newly added or changed records and thus can find new
schema versions and evolution changes [31]. With this approach, datasources are
monitored and local schema changes, represented as evolution operations, are
detected. These evolution operations are handled in the same way. Inter-model
operations propagate the evolutions to the global model for ensuring consistency
of the whole multi-model database.

3.4 Eager vs. Lazy Migration

In databases which host Big Data, an eager data migration that immediately
updates all records causes high update costs and a long system down-time. Apply-
ing lazy data migration instead is the solution used in many systems [32,42].
Databases are only migrated on demand, i.e., records which shall be accessed are
migrated into the newest version only before their reading or updating.

In Fig. 2, we have already stated, that the evolution language consists of
single-type operations (like add, delete, or rename) and multi-type operations
(like copy, move, or merge). For multi-type operations, we have to guarantee
that source and target records are in the same version so that the operation
can be executed without information loss. In multi-model systems, these multi-
type operations can be defined on datasets in different models and accordingly
different database systems. For realizing such multi-type operations, there is a
need for a schema version management between different models. In general,
there are two different solutions for this:

1. A version number can be added to each record (e.g., as an attribute in a rela-
tional database, an element or attribute in an XML document, a property in
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a JSON document, etc.). It is possible to use local or global version numbers:
Local version numbers are valid within each model. Global version numbers
have to be managed for the whole multi-model system.

2. Timestamps which store the last write operation of a record can be applied
for distinguishing different versions. In this case we need an additional infor-
mation which schema version is valid in which time interval. This information
has to be maintained in the metadata of the multi-model system.

Queries over a multi-model database assume that all records have the latest
schema version [15]. Considering lazy migration, a query rewriting approach has
to be applied that distributes all queries over all models and within each model
over all structural versions [26]. We do not know if all datasets which form the
result of a certain query are already available in the latest version, so the query
rewriting approach also has to query records in previous versions and has to
migrate these records on demand. For this, the query rewriting approach has to
apply the inverse operations of the schema evolution operations [15].

3.5 Inference of Multi-model Schema

With multi-model data, we may distinguish several levels of schema support:

– Schema-full : The description of a schema for records of a given kind is
expected to be provided explicitly, properties of a given kind are declared
as required or optional. All records of this kind are then validated against
this schema.

– Schema-less: The schema is neither provided nor required; although in prin-
ciple two records of the same kind do not need to have exactly the same
structure, a similar structure is usually expected.

– Schema-mixed (or schema-hybrid): Certain properties are declared as
required by a schema (and therefore validated), while additional properties
may be added without validation.

In reality, however, even in schema-less systems, there typically exists an
implicit schema, i.e., kind of an agreed structure of the data expected by the
application. Hence, the idea of schemalessness is often rather characterized as
schema-on-demand. This observation motivates the necessity of research in the
area of multi-model schema inference. Unfortunately, since there exists no gen-
erally accepted or standard definition of such a schema, there is also a lack of
the respective inference approaches.

On the other hand, there exists a number of techniques for single-model
schema inference. As a consequence of Gold’s theorem [23], e.g., XML schema
languages are not identifiable from positive examples only (i.e., sample data to be
valid against the inferred schema). Hence, either an identifiable subclass of such a
language has to be inferred, or various heuristics must be utilized. Despite these
limitations, probably the largest of inference approaches, both heuristic [38] and
grammar-inferring [6,7,21], can be found for XML data, probably thanks to the
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Table 1. Summary of challenges of evolution management of multi-model data

Challenge State of the art Multi-model open issues

Modelling – General conceptual modeling – Formal definition of intra-/

languages (UML, ER, ...), inter-model links

eventually utilized for specifics – Multi-model conceptual

of graph or aggregate-oriented modeling language

systems – Multi-model schema definition

– General formal apparatuses language

(e.g., theory of categories, – Support for inter-model links,

associative arrays, description
logic, ...)

cross-model redundancy, ...

Intra-/Inter-Model
Operations

– Intra-model operations are
currently supported in some,
but not all models

– Implementation of
intra-model operations in all
models/systems

– Implementation of inter-model
evolution operations

Global/Local
Operations

– Local single-type evolution
operations are available in most
systems

– Implementation of the
detection and propagation of
local operations

– Multi-type operations (like
split, merge, copy or move) are
only available in research
prototypes

– Implementation of the
propagation of global operations

Eager/Lazy
Migration

– Eager/lazy migration is
supported by some systems for
single-type operations

– Realizing lazy migration over
different models/systems in case
of inter-model operations

– Eager/lazy migration for
multi-type operations is
currently only supported in
research prototypes

– Synchronizing eager migration
over different models/systems

Schema Inference – Single-model inference – Multi-model (i.e., target)

approaches (XML, JSON, RDF schema definition

hierarchies, ...) – Multi-model inference

approaches (heuristic/

grammar-inferring)

– Mutual enrichment of
single-model subschemas (using,
e.g., inter-model links,
redundancy, ...)

existence of standard schema definition languages DTD and XML Schema with
precisely defined syntax and semantics. With the dawn of NoSQL databases
and the related popularity of the JSON format, there appeared approaches
inferring (big) JSON data [5,19] or general approaches for aggregate-oriented
databases [14,45]. And there are even related methods which identify schemas
or aggregation hierarchies in RDF data [20,29].
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In the case of multi-model schema inference we can primarily focus on heuris-
tic approaches. On the other hand, the research on possibilities and limitations
of inference of an identifiable subclass of the multi-model schema language is
another challenging aspect. Apart from multi-model extensions of existing ver-
ified single-model approaches, mutual links between records across the models
can bring another piece of important information. Inference approaches may thus
benefit from information extracted from related data in distinct models. Simi-
larly, if we assume that redundancy is allowed in multi-model data, the inference
process can again benefit from this fact, where information from one model (e.g.,
having a more complex structure) can enrich another one.

3.6 Summary

Most of the mentioned research areas were extensively studied in traditional
single-model data management systems. However, interconnection of multiple
models does not usually mean only a straightforward combination of these
approaches. We sum up both the state-of-the-art solutions and the main chal-
lenges and open issues of evolution management of multi-model data in Table 1.

4 Conclusion

As the current trends indicate, both multi-model databases and polystores rep-
resent a dignified and promising successor of the traditional approaches for the
newly emerging and challenging use cases. Yet they first need to gain solid foun-
dations and reach the same level of both applied and theoretical maturity in order
to become a robust alternative to the relational databases. One of the important
aspects discussed in this paper is evolution management of multi-model data.
We believe that this paper points an important and interesting research direc-
tion for the scientific community, as well as practical issues to be considered by
practitioners.
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Abstract. Extracting relevant patterns from heterogeneous data
streams poses significant computational and analytical challenges. Fur-
ther, identifying such patterns and pushing analogous content to inter-
ested parties according to mission needs in real-time is a difficult prob-
lem. This paper presents the design of SKOD, a novel Situational Knowl-
edge Query Engine that continuously builds a multi-modal relational
knowledge base using SQL queries; SKOD pushes dynamic content to rel-
evant users through triggers based on modeling of users’ interests. SKOD
is a scalable, real-time, on-demand situational knowledge extraction and
dissemination framework that processes streams of multi-modal data uti-
lizing publish/subscribe stream engines. The initial prototype of SKOD
uses deep neural networks and natural language processing techniques
to extract and model relevant objects from video streams and topics,
entities and events from unstructured text resources such as Twitter and
news articles. Through its extensible architecture, SKOD aims to pro-
vide a high-performance, generic framework for situational knowledge on
demand, supporting effective information retrieval for evolving missions.
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1 Introduction

The past decade has witnessed an unprecedented volume of data being gener-
ated by a variety of sources at very high velocity, resulting in the rise of the big
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data paradigm. Specifically, the developments in social networks and Internet of
Things (IoT) have created a plethora of multi-modal data sources that gener-
ate billions of data records every second, only a small fraction of which readily
translates into useful information. While the availability of such vast amounts
of data has made it possible to build large knowledge bases, on-demand extrac-
tion of highly relevant situational knowledge for specific missions from those
heterogeneous data clouds remains a difficult task for the following reasons: (1)
Accurate correlation of data from different resources for billions of data items
is a daunting task; (2) A knowledge base built upon a specific ontology may
not cater to the needs of a mission when additional mission requirements/user
interests are defined later; (3) The storage of the most relevant data in the knowl-
edge base is essential to avoid performance degradation with growing data; (4)
Generalization of knowledge bases irrespective of mission needs is a challenge.

Many critical missions will require real-time targeted dissemination of infor-
mation to interested parties as information becomes available. Achieving high-
performance, accurate information extraction and propagation requires (1) accu-
rate modeling of the different users’ interests; (2) application of intelligent filters
on streaming data to capture and correlate the most relevant aspects; (3) triggers
for communicating the gathered information to the interested parties.

In this paper, we propose SKOD, a framework for situational knowledge on
demand, which provides high-performance real-time analysis of streaming data
of multiple modalities from different sources to dynamically and continuously
build mission-specific knowledge bases. In order to capture data most relevant
to user needs, SKOD uses past user query patterns to construct the knowledge
base.

Our approach provides a scalable solution for modeling different user interests
over vast amounts of data while allowing flexibility for future incoming data.
Additional interests can immediately be integrated by defining new queries on
the knowledge base. SKOD currently handles pattern extraction from streaming
video and text data, but the extensible architecture allows facile integration of
additional data modalities such as audio, sensor data, signals, and others.

2 Model

2.1 Example Application Scenario

In order to clearly illustrate the objectives and operation of SKOD, we describe
an example application scenario of the system in this section. Let us consider a
city information system, which provides access to multiple agents (e.g., police,
public works department, citizens, emergency personnel, homeland security)
with varying missions, hence varying information needs. In such a system, while
the police would be interested in patterns such as unsafe lane changes, locations
visited by a suspicious person, to name a few; the public works department would
be interested in patterns such as potholes and occluded street signs. An example
query to be submitted to this system by a police officer is:
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Q1: List cars parked next to fire hydrants illegally today.

To answer Q1, we will require detecting cars and fire hydrants in video frames
and tweets, given the available data sources are city surveillance cameras and
Twitter. The query response will provide information that the policeman will
always be interested in, therefore as new data streams in, patterns matching
the query should be communicated to the policeman and other police officers as
well, due to the similarity of their profiles to the user submitting the query. A
different user of the system (a firefighter) can later submit Q2: Get locations of
leaking fire hydrants. While this query will be able to utilize the knowledge base
created in response to Q1, it will build upon it to find patterns of the act leak
in both data sources as they stream additional data to the system.

2.2 SKOD System Architecture

The SKOD architecture consists of three large modules - (1) streaming platform
to handle the vast amount of heterogeneous incoming data, (2) multi-modal
query engine to model the user interest based on their previous queries and
(3) the front end with the indexing layer. The query engine also accommodates
the unit for feature-analysis of heterogeneous data for identifying personalized
events. SKOD includes fixed queries on data streams from multiple sources, both
separate and combined. The queries are then stored to build the knowledge
base, which in return models the user interests. SKOD can provide users with
information similar to their previous queries as well as missing information on
their existing information. This information is delivered to the user using trigger
events in the relational database. Similar queries and repeated accesses to similar
data are cached to provide better throughput. The front-end queries an indexing
layer based on Lucene indexes to improve throughput. In Fig. 1, we show an
overview of SKOD’s architecture. We describe the three modules below.

Streaming Broker. Due to the latency-sensitive set of applications that SKOD
aims to tackle to consume data from heterogeneous sources, this work relies on
Apache Kafka to expose a real-time stream processing pipeline. Apache Kafka is
a scalable and fault-tolerant publish-subscribe messaging system. Kafka achieves
the capability to store and process data from multiple applications (producers)
through a topic abstraction system. As an output, multiple applications can con-
sume the inserted data from all the producers asynchronously and without any
loss. The producers/consumers abstraction allows SKOD architecture to provide
real-time analysis and recommendation capability. Apache Kafka features allow
to store the raw incoming data in Postgres and consume the same data by text
and video processing applications simultaneously.

Currently SKOD architecture consumes both RESTful, and streaming data
from Twitter and video feeds through Kafka. SKOD is capable of integrating data
from other real-time applications (i.e., sensor, audio, files, JDBC) through Kafka
Clients or Kafka Connect. Kafka Clients allow to pass and retrieve messages
directly to and from Kafka as long as the message can be converted to bytes.
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Fig. 1. SKOD architecture. Kafka topics partition layout diagram.

We show a detailed view of SKOD data streaming pipeline in Fig. 3 for different
types of Twitter data.

Multi-modal Query Engine. The multi-modal query engine consists of sev-
eral sub-modules. The first sub-module consumes the streams of data provided
by the streaming broker and stores them directly in the relational database (Post-
gres). The second sub-module extracts features from each mode of data with a
separate processing unit. For our current implementation, we focus on processing
video and unstructured text to extract features relevant to most domains. We
explain these processes in Sects. 2.3 and 2.4. In the final module of the multi-
modal query engine, SKOD utilizes users’ SQL queries to build the knowledge
base on top of a relational database and pushes relevant content to users without
user intervention. We explain this module in detail in Sect. 2.5. In Figs. 1 and 2
we observe the overall architecture.

Fig. 2. Multimodal query engine representation utilizing situational knowledge.
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Indexing. Elasticsearch is a distributed indexing and search engine. SKOD
queries Elasticsearch through a RESTful API. Moreover, Elasticsearch utilizes
Lucene indexes under the hood. Naturally, Elasticsearch achieves fast response
times because it queries an index instead of querying text or video directly. The
basic structure is called Document. Elasticsearch returns a ranked set of results
according to the relevance of the query. SKOD uses Elasticsearch to rank relevant
content to push to the end user.

2.3 Feature Extraction from Video Streams

Video data represents a separate and unique modality in the SKOD multi-modal
system for storing and extracting knowledge on demand. Video data comes in
large amounts, unstructured, and raw video is unlabeled, frequently in need of
processing, cleaning, and preparing for the next stage in the data flow.

Video can be viewed as a sequence of frames, where each frame is character-
ized by its bitmap that can later be transformed into a multidimensional array
or a tensor. The need to work with extensive digital representations requires
specific ways of storing and operating with the video data, which are different
from those of text and structured data. When the knowledge must be extracted
efficiently on demand from the heterogeneous multi-modal database, there are
several challenges to be resolved: (1) Entities from each frame have to be acces-
sible for user queries, user-defined stored procedures, and event triggers; (2)
For connecting with other modalities in a poly-store environment, these entities
must be stored in a way that they can be matched with the text data and text
metadata as well as data from other modalities for further analysis; (3) There
must be a way to obtain entities in an ad-hoc manner to extract knowledge from
streams of video. We resolve these challenges utilizing two off-the-shelf solutions:
Apache Kafka for streaming video in a scalable, fault-tolerant manner and the
YOLOv3 real-time object detection system [18].

2.4 Feature Extraction from Unstructured Text

Data Collection and Initial Processing. For unstructured text, currently
SKOD processes tweets. There are two types of tweet data available for scraping
- RESTful data (historic data) and streaming data. SKOD uses Twitter search
API to collect RESTful data and Twitter streaming API for collecting real-time
tweet streams. It creates independent docker containers for the producers, which
can take tags and timelines as environment variables and run simultaneously.
Since there can be overlap of tweet data from multiple producers, SKOD uses
the Kafka streaming platform to handle the asynchronous, scalable and fault
tolerant flow of tweets using the same topic abstraction for all. After the data
is in Kafka, SKOD uses two separate consumers - (1) to parse and populate
Postgres with the tweet and associated metadata, and (2) to pass the raw tweets
to a feature extraction engine. Figure 3 shows an overview of the architecture.
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Fig. 3. Data streaming pipeline from restful and streaming tweets to applications.

Feature Extraction. Understanding unstructured texts has always been a
daunting task. Even with the recent rise of language models it is hard to parse
unstructured social texts into domain-independent features.

We first preprocess the text using Stanford CoreNLP [13], extract named
entities and co-reference chains. Then we create a separate table in Postgres to
save each tweet with its associated named entities i.e., LOCATION, ORGANI-
ZATION, PERSON, saving them as text arrays and associated topic with the
tweet. Further, we create another column objects, which are any words in the
tweet except stop words and the ones identified in named entities.

2.5 Knowledge Representation

Unified knowledge representation for all streamed data is required for the query
engine to extract useful knowledge and disseminate information to relevant par-
ties efficiently. In SKOD, we represent knowledge using relational data and SQL
queries on the data, which persist for the lifetime of the knowledge base and grow
with additional user interests. Representation of textual data such as tweets and
online news is more straightforward through the extraction of topics and key-
words, which can directly be entered into the corresponding columns in the
RDBMS tables. Multimedia data such as video and audio are represented both
with the binary data and the text data extracted as a result of the processing
performed on the binary data. The stored data also includes available metadata
for all modalities, such as timestamp, geolocation, and some others. The meta-
data is especially useful when correlating multiple forms of data for the same
events.
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The schemas of the PostgreSQL tables storing the extracted features from
the tweet text and video frames are as follows:

TWEETS(tweet_id INT,
locations VARCHAR(100)[],
objects VARCHAR(100)[],
organizations VARCHAR(100)[],
persons VARCHAR(100)[],
dates VARCHAR(100)[],
times VARCHAR(100)[],
topic VARCHAR(100)[]
created_at DATE)

VIDEO_FRAMES(video_id INT,
frame_id INT,
locations VARCHAR(100),
objects VARCHAR(100)[],
people VARCHAR(100)[],
timestamp DATE,
image BYTEA)

Here locations, organizations, and persons are different classes of named enti-
ties and other classes can be defined as necessary. Typical attributes are used
to facilitate joins between the tables for data correlation. Attributes in differ-
ent tables may have different names, but have commonalities, i.e., timestamp
and created at, or people and persons. Given the initial knowledge base is built
upon Q1 mentioned in Sect. 2.1, new streams of video data will result in run-
ning the object detector for cars and fire hydrants, and the extracted data will
be inserted into the database. Similarly for streaming Twitter data, tweets that
have the objects car and fire hydrant will be inserted into the relevant table.

Q1 for a system with these two data sources will translate into multiple SQL
queries for the situational knowledge query engine:

SELECT video_id, frame_id

FROM VIDEO_FRAMES

WHERE ’car’ = ANY(objects)

AND ’fire hydrant’= ANY(objects)

SELECT tweet_id

FROM TWEETS

WHERE ’car’ = ANY(objects)

AND ’fire hydrant’= ANY(objects)

SELECT t.tweet_id, v.video_id, v.frame_id

FROM TWEETS t, VIDEO_FRAMES v

WHERE ’car’ = ANY(t.objects) AND ’fire hydrant’ = ANY(t.objects)

AND ’car’ = ANY(v.objects) AND ’fire hydrant’ = ANY(v.objects)

AND v.location = ANY(t.locations)

As data from either resource is streaming in, patterns matching these queries
will create triggers for relevant data to be communicated to interested users. Note
that the complete system requires translation of natural language questions into
SQL queries through entity recognition, and constructs for creating all related
queries given the tables for different data sources and their common attributes.
Although this initial design is limited to recognition of objects, a richer knowl-
edge base will require incorporation of activity recognition in videos and tweets.
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3 Implementation

3.1 Twitter Data Collection and Feature Extraction

Since the city of Cambridge was the point-of-focus for the data used in this
work, the target was to collect a million tweets that discuss events and entities
in Cambridge, MA along with all the metadata from Twitter. Twitter data can
be collected by hashtags, user timelines, geo-data, and general queries. In SKOD,
we chose to search by hashtags and user timelines. For that purpose, about 15
hashtags and 15 user timelines were manually selected after going through pro-
files in timelines and descriptions for hashtags. For example, @CambridgePolice
warns about any possible crimes or street law changes, while @bostonfire talks
about fire-related incidents in Boston. At a much broader scale, hashtags like
#CambMA include all tweets by many Cambridge, MA departments.

For the implementation of twitter APIs, SKOD uses tweepy.api1. There is
a class method API() which allows to search by both hashtags and timelines
by providing a wrapper for twitter APIs. The Twitter streaming API is used to
download twitter messages in real time. In Tweepy, an instance of tweepy.Stream
establishes a streaming session and routes messages to StreamListener instance
by allowing a connection to twitter streaming API.

Currently, we have around 80K tweets in Postgres. More are being accumu-
lated as the module keeps running. The consumers inherit twitter data as JSON
messages. The JSON message is parsed to extract relevant metadata. Differ-
ent types of tweets are identified, i.e., original, retweet, and quoted tweets. The
tweet text with all the parsed metadata along with the original JSON message
is saved in Postgres. With the tweet text, we obtain a social network connected
by retweets and follows.

The feature extraction process from the tweet text is explained in Sect. 2.4.
We ran the pretrained 7 class NER CRFs from Stanford toolkit [13] to identify
the entities. For topic extraction, SKOD uses the Latent Dirichlet Allocation
(LDA) method [4]. We show the schema of the PostgreSQL table storing the
extracted features from the Tweet text in Sect. 2.5. SKOD wraps the producers
and consumers in docker containers. The producers and consumers take the
Kafka hostname and port number as input, along with the tags and timelines in
files.

3.2 Feature Extraction from Video

Real-time video broadcasting in a massively scaled and distributed system
requires architectural solutions that are resilient to node failures and supportive
for automatic recovery. The video data may come with metadata such as geolo-
cation, the movement speed and IP address of the camera, and timestamp; there-
fore, the message broker needs to scale horizontally as well. In SKOD, Apache
Kafka utilizes different topics that represent categories for different modalities
of the data.
1 http://docs.tweepy.org/en/v3.5.0/api.html.

http://docs.tweepy.org/en/v3.5.0/api.html
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Fig. 4. Result of applying the pre-trained neural
network to the Cambridge dataset.

Similarly, producers trans-
form the videos into a stream
of frames and metadata with
OpenCV. Then, the consumers
read messages from topics and
forward the data for computa-
tion and knowledge extraction.
In the prototype implementa-
tion, SKOD uses a universal
pre-trained neural network as
a tool for object extraction
and recognition in the video
data. SKOD’s video processing
feature differentiates between 150 object classes. SKOD identifies the objects in
the video on a frame-by-frame basis. Each frame is divided into several regions
that are classified by the neural network to assign the most probable class along
with a confidence score; this helps to establish the exact boundaries of the objects
in the frame. The non-maximum suppression algorithm dismisses all the pro-
posed bounding boxes where the confidence score is not the maximum one.
Thus, the approach allows assigning classes and boundaries at the same time
in one run. The result obtained for a particular video frame in the collected
Cambridge dataset using the proposed neural network architecture is shown in
Fig. 4. For each processed frame, the recognized data and metadata are stored
in the RDBMS and can be used for queries that involve the video data modality.

3.3 Front End and Indexing Layer

The front-end utilizes React2, which is a JavaScript library for building user
interfaces. Also, we manage states and side effects using the Cerebral3 library.
We leverage interactive maps via the Leaflet4 library integrated with React and
Cerebral. SKOD caches the most frequent queries to provide faster response
times. SKOD’s architecture comprises a set of Node.js and python microservices,
i.e., Docker containers. In Fig. 5, we demonstrate the integration of multimodal-
ity combining the extracted Twitter data with the front-end (we utilize GPS
coordinates in the Twitter data in GeoJSON format to render the Twitter data
in the Leaflet map). The Tweets come through the Apache Kafka broker. Then
the data is stored in the backend (Postgres). Finally, the Web application queries
the indexing layer and it also watches for new changes utilizing WebSockets5.
SKOD provides an additional layer of cache storing content in the browser using

2 https://reactjs.org/.
3 https://github.com/cerebral/cerebral.
4 https://leafletjs.com/.
5 The Web application was developed utilizing ideas from the OATS Center at Purdue.

In particular, the OADA framework https://github.com/OADA.

https://reactjs.org/
https://github.com/cerebral/cerebral
https://leafletjs.com/
https://github.com/OADA
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PouchDB6 similar to the OADA cache library7. SKOD future releases include
the creation of an elastic cache-layer building a rich set of network topologies on
the edge of the network utilizing Web Browsers with Real-Time Communication
(WebRTC8) [16].

Fig. 5. Situational knowledge on demand proof-of-concept. Incoming streams of data
shown in a Leaflet map.

4 Related Work

The rise of the big data paradigm in the past decade has resulted in a variety
of approaches for processing and fusion of data of multiple modalities to extract
useful knowledge. Poria et al. proposed an approach for fusing audio, visual and
textual data for sentiment analysis [17]. Foresti et al. introduced a socio-mobile
and sensor data fusion approach for emergency response to disasters [8]. Medit-
skos et al. developed a system for multi-modal fusion of data including language
analysis results, and gestures captured from multimedia data streams to pro-
vide situational awareness in healthcare [14]. Adjali et al. proposed an approach
for multi-modal fusion of data from sensors to provide ambient intelligence for
robots [2]. While successful for the specific domains considered, these approaches
may not generalize to other domains.

One application of multi-modal data fusion that has gained increasing inter-
est is visual question answering. Zhu et al. [21] tackle the visual question answer-
ing problem by building an external knowledge base via iterative querying of the
6 https://pouchdb.com/.
7 https://github.com/OADA/oada-cache.
8 https://webrtc.org/.

https://pouchdb.com/
https://github.com/OADA/oada-cache
https://webrtc.org/
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external sources. Their system uses a neural approach where task-driven mem-
ories are actively obtained by iterative queries and produces the final answer
based on these evidences. Although they take a query based approach for the
QA task, their data source is just limited to images. Our approach aims to build
a knowledge base integrating visual, textual, and structured data along with the
relations among them.

Likewise, Wu et al. propose a method combining an internal representation
of image content with information from an external knowledge base to answer
complex image queries [20]. Video analytics represents a class of problems related
to one of the dimensions of multi-modal systems exploration, namely efficient
and fast video querying. In [10], the authors develop a declarative language for
fast video analytics and enhance it with the engine that accepts, automatically
optimizes and executes the queries in this language efficiently.

While many multi-modal knowledge bases are constructed using learning-
based data fusion approaches on large static datasets, query-driven approaches
construct knowledge bases through repeated querying of text and multimedia
databases. Nguyen et al. [15] propose QKBfly, an approach for on-the-fly con-
struction of knowledge bases from text data driven by queries. QKBfly utilizes a
semantic-graph representation of sentences through which named-entity disam-
biguation, co-reference resolution and relation extraction are performed. Bien-
venu et al. propose an approach for utilizing user queries and the associated user
feedback to repair inconsistent DL-Lite knowledge bases [3]. The constructed
knowledge bases will in most cases include inconsistencies and missing infor-
mation. Probabilistic knowledge bases have been introduced to handle these
inconsistencies by assigning belief scores to facts in the knowledge bases [5,7],
followed by approaches to fuse data from multiple probabilistic bases [19].

Traditional knowledge bases are used for information extraction to answer
user queries as they are submitted. On the other hand, dynamic detection of
events on streaming data is important for many systems today, due to the need
to make users aware of important events in real time. This has resulted in the
development of complex event processing systems for purposes such as crisis
management [9], to create triggers when streaming data matches pre-defined
patterns [6]. Although these systems provide real-time event notification to inter-
ested parties, their rule base in most cases is fixed, not supporting evolving
mission requirements and users with different interests.

5 Conclusions and Future Work

In this paper we proposed SKOD, a situational knowledge on demand engine that
aims to provide a generic framework for dynamically building knowledge bases
from multi-modal data to enable effective information extraction and targeted
information dissemination for missions that might have evolving requirements.
In order to provide the best run-time performance and accuracy, SKOD uses
a query-driven approach to knowledge base construction. Being query-driven,
it is expected to enable effective information retrieval and dissemination in a
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variety of fields including law enforcement, homeland defense, healthcare etc.,
all building knowledge upon the specific interests of the system users.

The development of SKOD is in progress with components for stream data
processing, feature extraction from video and text data currently in place. Our
future work will involve the development of components for query processing,
user similarity modeling, and user relevance feedback to achieve highly accurate
real-time targeted information propagation. The system will be evaluated with
multiple rich multi-modal datasets such as Visual Genome [11], COCO [12],
YouTube-8M [1], and collected tweets and video data set of our own for various
missions and user types.
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Abstract. Handling large datasets can be a big challenge in case of most
astronomical data repositories. Many astronomical repositories manage images,
text, key-values, and graphs that make up the enormous volume of data avail-
able in the astronomical domain. Palomar Transient Factory (PTF/iPTF) is one
such project which has relational data, image data, lightcurve data sets, graphs,
and text data. Organizing these data in a single data management system may
have low performance and efficiency issue. Thus, we propose to demonstrate a
prototype system to manage such heterogeneous data with multiple storage units
using polystore based approaches. The prototype supports a set-theoretic query
language for access to cloud-based data resources.

Keywords: Astronomical data � Multi data stores � Query management
system � PTF/iPTF data � ZTF data

1 Introduction

Since the year 2009, a new era has begun in astronomy. The project on Palomar
Transient Factory (PTF) is an astronomical survey [1]. One of the key goals of this
survey is to monitor the northern night sky, observe the changes in astronomical
bodies, and study optical transients and variable sources, i.e., star, supernovae, aster-
oids, comets, fast-moving solar system object, and other stellar explosions through
different telescopes. PTF performs two types of data processing, stream processing in
real-time and maintaining an up to date data with an image archive [2]. The data is
processed in real-time for sky information updates. It is maintained as an archive for
research studies, considering various domains in the sky. The grant agencies require all
astronomy data to be made shareable by astronomers’ worldwide. These archival data
are publically available through the web-based system of Infrared Science Archive
(IRSA/IPAC) [3, 4]. Infrared Processing and Analysis Center (IPAC) in collaboration
with PTF has developed science operation (e.g. develop a high-quality photometry
pipeline) and data management (e.g., searchable database), data archives (e.g., images
archives), community supports for astronomy and planetary science missions (e.g.,
Graphical User Interface).
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Palomar Transient Factory has large amount of astronomical data. PTF presents a
case example of data store that is shared resource for all astronomers. The data is huge
in size and variety. The data type varies from images of the astronomical objects,
unstructured texts, relations and key-value pairs. This project performs tasks for new
discoveries of astronomical objects. So, data schemas may be changed and more data
products can be added frequently.

The publicly archived data products were released between 2009–2017. There have
been three data releases within this time, which include photometrically calibrated
single exposure images for a selected region of the sky and source catalog file for the
same images. The source catalog files have information about the imagery data. With
the start of 2013, Intermediate Palomar Transient Factory (iPTF) project was built upon
the legacy of the Caltech-led Palomar Transient Factory (PTF) [5]. iPTF improved
software for the data reduction and source classification through the historical Palomar
Transient Factory data and rapid follow-up studies of transient sources. In 2017, iPTF
transitioned into the Zwicky Transient Factory (ZTF) using a reworked version of the
same telescope as iPTF. ZTF uses a new camera to provide a new reference images
catalogs, lightcurves and transient candidates [6]. ZTFs large data will act as a refer-
ence for the next project on Large Synoptic Survey Telescope (LSST). LSST will
survey measurement of position, fluxes and shapes, lightcurve and calibrated images.
The evolution of PTF project with details about the products are described in Table 1.

Optical time-domain astronomy is on the verge of major growth in data rate and
volume. The data is expected to increase 300 times by 2022. Tomanage these data, highly
efficient machine learning techniques will be required to classify source types. Major
growth in number of detected sources will require efficient and well-designed databases.

The rest of the paper starts with description of PTF/iPTF data processing i.e., real
time and archives in Sect. 2. Retrieving the catalog file from IRSA remote source is
described in Sect. 3 where importing FITS header file to Local PostgresDB and data
migration method are discussed. We then provide a brief system overview and query
system with multiple databases via query formulation, query transformation, query
execution and visualization in Sect. 4. In Sect. 5, we provide comparison with other
polystore systems. Finally, we conclude our work and discuss future directions.

Table 1. PTF data overview

Project
name

Duration Data
download

No of FITS
file

Product

PTF
Level 0
Level 1

2009–
2012

0.1 TB/night *3 million Epochal images
Photometric catalogs

iPTF
Level 2

2013–
2017

0.3 TB/night *5 million Deep reference, lightcurves

ZTF
Data
release 1

2017–
2020

1.4 TB/night *50 million New reference, lightcurves, transient
candidates, catalog

LSST 2020–
2023

30 TB/night *500 million Calibrated images, measure of position,
flux and shapes, and lightcurve
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2 PTF/iPTF Data Processing Overview

The Palomar Observatory is a collection of telescopes located in San Diego, California,
USA. The telescope takes high-resolution images of the night sky. These images are
called raw images which are stored in Flexible Images Transport System (FITS) file
format with multiple extensions [7]. Each image file is single camera exposure with
header and data unit (HDU). Each data unit (DU) is accompanied by a header unit
(HU) containing summary header information. There are different levels of data, i.e.,
Level-0, Level-1, and Level-2 [8]. It is divided according to the number of CCDs and
exposure difference as shown in Table 2.

2.1 Real-Time Data Processing

The raw multi-extension FITS files flow from Palomar via a microwave link to IPAC
for processing through different pipelines, creating a variety of science products [9].
Science products are constructed using the following four pipelines.

Real-time Pipeline is primarily an image-subtraction pipeline. The raw data goes
through an initial calibration using pre-existing calibration files from a previous night
for data aggregation and comparison. Any changes in the images get indexed in their
archives or else is rejected [10]. After image subtraction, a refined photometric cali-
bration, transient candidates and solar system objects are derived.

Photometric Pipeline starts up at the “end of the night” indicating that no further data
is expected. The data from the entire night is used to produce calibrated images,
optimal co-addition, object extraction, and standard photometric products. In this
pipeline matching, bit-masks are created by reduced images which provides informa-
tion such as radiation hits, CCD bleeds, saturation and filtering ghosts. Sources catalogs
are also generated with aperture photometry and Point-Spread Function Fitting
(PSF) Photometry [9, 11]. Aperture photometry is the measurement of light which fall
inside a particular aperture. All point sources imaged by the atmosphere-telescope-
detector are represented by a point-spread function.

Table 2. Level of PTF data

Level
of PTF
data

Overview Data access

Level-0 Received from the observatory as a multi-
extension FITS file containing all 12 CCDs

Level 0 data is raw data which is not
publicly available to download and
use

Level-1 Processed data corresponding to the original
single CCD exposures

Publicly available to download and
use with its own images search query
interface

Level-2 Products derived from combining the Level-
1 data, such as deep sky co-added data and
the catalogs derived from such data

Publicly available to download and
use with its own catalog query
interface
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Reference Image Pipeline produces deep images of the sky. The inputs of this pipeline
are the images produced by the photometric pipeline. Through that input highest
quality data gets co-added and a new photometric and astrometric calibration is
derived. Also, the final pipeline layer uses both aperture photometry and Point-Spread
Function Fitting to produced deep reference catalogs [10, 12].

Light Curve Pipeline is also known as relative photometry which uses sources cat-
alogs from the photometry to produce high accuracy light curves. An analysis is
performed by the combination of each tile, CCD, and filter to find the object within the
field with the lowest variances [10]. A lightcurve database for a subset of fields and
epochs are publically available with separate user interfaces.

2.2 IRSA Archives

IRSA provides an interface for the archive of PTF data through Image Server Program
Interface named IBE [13]. IBE is a cloud API that uses HTTP syntax, providing low-
level, program friendly methods for querying astronomical images, metadata tables,
including support for the International Virtual Observatory Alliance (IVOA), Simple
Image Access Protocol, Simple Spectral Access Protocol, and Table Access Protocol.
User has an option to search imagery products provided by IRSA using these different
protocols. These protocols help users query to retrieve metadata columns, row or list of
image URLs. IRSAs images and spectra are stored in browsable web directories.

Fig. 1. B-tree PTF data structure
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In web directory IRSA maintain the PTF FITS file in B-tree data structure as shown
in Fig. 1 [14]. The top node is called the root node and the bottom nodes in the index
are called the leaf nodes. The leaf nodes contain the PTF FITS images data. All
insertions or update starts at a leaf node.

This directory has image URL links which are indexed to support approximate 3
million PTF FITS files. Each record is captured in a simplified form, as shown in
Table 3. These record level addressing with API supports for visualization of images.
This makes it easy to embed to the archive directly in user’s software.

The ith record contains an absolute identity as, xi to identify the base record. The
components with xi consist of year, month, date, filter, CCD, processes, version, files as
shown in Fig. 1. There are approximately 3 million record in PTF archive. Each record
has up to sixty thousand (60000) fields data units, that are identified as yi;j (yi;1 ….
yi;60000) where i; jð Þ indicate the record identity (xi) and position of the field (yij) in the
individual record.

2.3 IRSA Web Based System

The IRSA provides easy access to PTF/iPTF data, including Images services, catalog
services, and Time Series tools [15]. IRSA provides both raw and processed data,
including full FITS frames, image cutouts, and, supermosaics. IRSA provides two
graphical program interfaces to search for astronomical objects.

From the images service, users can query through GUI to view and download PTF
images. The astronomical objects can be searched by position, PTF field ID, and, solar
system object/orbit. The IRSA image services provide low-level, a method for
searching astronomical images of metadata tables. IRSA images search services have a
single object search and multi-object search function. For the single object search, the
system allows the user to search for astronomical bodies by name or position of the
object. The result is displayed in a multi-column table in the web browser. When the
user selects specific data from the column, the corresponding processed images are
displayed. For the multi-object search, the user has to generate complex query man-
ually and upload a file in the infrared science archive workplaces to get images
information. Analyzing this scenario, previous work (Datawnt0 PDSPTF) supports
multi-object search where users from astronomical domain do not have to write
complex query manually [16]. Range of the queries that can be performed in our past
work (Datawnt0 PDSPTF) is higher because of multi-object search support.

Table 3. PTF FITS file index in browsable web directory with absolute and relative addressing

Header Data

xi, yij, Size and index for the data (1, …, 60000) yij
Name, size, data Data type
– –
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From the catalog services, the user can query through a catalog query engine to
view and download lightcurve images information. The source and lightcurve database
have three tables i.e. PTF Objects, PTF Sources Catalog, and PTF Lightcurve Table.
Each of these tables can be queried independently. The astronomical object can be
searched by Single Object Search, Polygon Search, Multi-Object Search, and All-Sky
Search. For the Single Object Search, user can search by a single position and either a
search radius or a box size centered on this position. Based on user input, all objects
and their lightcurves result will be displayed in a multi-column table on a web browser
after clicking “Run Query”. This multi-column table can be saved in ASCII (IPAC-
table) format.

For the Polygon search, the user can query a large search region e.g. specific PTF
field or CCD images. Polygon Search result format and functionality is the same as
single object search. From polygon search, more object lightcurves are returned. For
the multi-object search, the user has to generate complex SQL Query manually and
upload a file in the system. The system allows loading a file from local disk or infrared
science archive workplaces.

The purpose of All-sky search is to get counts from the entire database table either
in ASCII (IPAC-table) format or in HTML or XML. The All-sky search option does
not return the lightcurves [17].

3 Access to PTF/iPTF Data

PTF/iPTF image data products (Level-0, Level-1, and Level-2) are released at different
time with different features. Level-0 data is raw data. This is derived from the obser-
vatory as a multi-extension FITS file containing all 12 CCDs. This Level-0 data is not
available publically for download and use. The Level-1 data is processed data corre-
sponding to the original single CCDs exposures. Images of Level-1 data can be
searched through IRSA web interface. Level-1 data have its own images search query
interface [18]. These data can be downloaded through their interactive Graphical User
Interface (GUI) or API named IBE. IBE uses HTTP syntax for downloading data. The
download process for the Level-1 data is described in the earlier research [16]. The
Level-2 data products are derived from combining the Level-1 data. Level-2 data are
deep co-added data and the catalogs derived from this data. Level-2 data also have its
own catalog query engine (Lightcurve database) for viewing and downloading catalog
images information [17]. Level-2 data is also called the light curve data. A light curve
is a graph of light intensity of a celestial object over a period of time. The study of
celestial object which change their brightness over the time can help astronomers to
achieve wide range of science goals. For example, lightcurve helps to identify an
object. The downloading process for Level-2 data is same as the process for Level-1
data. The information for the lightcurve data, the process of data migration and data
modeling for the downloaded data are described in the following sub-sections.
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3.1 Retrieving the Catalog File from IRSA Remote Resource

Lightcurves are derived by using the IPAC source-matching and relative-photometry
pipeline. In the next phase, the sources and lightcurves databases are new deliverables
to access and query the lightcurve images data. All the images data are released in FITS
format with epochal images and photometric catalogs. Epochal images are one image
per CCD exposure, astrometrically, and photometrically calibrated [19]. Each exposure
has a mask file where bit encoded information about specific pixels are described. The
sources are extracted from a subset of epochal images and co-added (reference) images
from Mar 1, 2009 to Jan 28, 2015. The photometric catalog includes each individual
exposure images information by a catalog file. The catalog file contains all detected
objects in that exposure with information about key-value pairs and header information
of the images as discussed in Sect. 2.2.

For the purpose of study, we create a local repository which consists of downloaded
imagery information provided by the IRSA cloud service. The downloaded raw data
are restructured in a relation form (Fig. 2). The attributes of the relations (key-value)
are defined and stored in a local repository. These tables are PTF Objects, PTF Sources
Catalog, and PTF Lightcurve Table [20].

PTF Objects – In the PTF Object table, reference image objects provide target
position to seed source matching across multiple epochs. The matched epochal define
as transient detection and flagged i.e. transient_flag = 0, and transient_flag = 1. The
transient flag = 0 tied to a reference image detection whereas transient_flag = 1 not
tied to a reference images detection.

PTF Source Catalogs – In the PTF Sources Catalogs table, sources detection is
performed using the sources extractor (SExtractor) package. Table containing epoch
based source photometry and metadata are extracted from the epochal (single exposure)
images. These source detection matching is performing by co-adding exposures to
construct reference image and catalog.

Fig. 2. ER model for Level-2 data
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PTF Lightcurve Table – The lightcurves are constructed using the IPAC source-
matching/relative photometry pipeline. This table contains the individual lightcurves,
i.e. detection of that object in the source catalog. The lightcurves table combines all
columns and metadata from both the objects and sources catalog tables.

3.2 Data Migration

In a database management system, the catalogs record discussed in Sect. 2.2 may
constitute the local database. However, the FITS file contents may change and minor
changes to design are expected to occur frequently. Besides, the future projects (ZTF,
LSST) will produce high volume of data that cannot fit into a local store. Therefore, the
indexed data is required to be kept at IRSA web server. The data is accessible through
web services, wizard, API, URL and other possibilities to facilitate the usage.

For the purpose of creating an Information Requirements Elicitation (IRE) style
query interface for PTF/iPTF data, the data is accessed using a three-level architecture
in ANSI dictionary in relational form (Fig. 3) [21]. The conceptual level includes the
local catalogs with stored index. The catalogs are stored in local RDBMS (Postgres).
Furthermore, the current three-level architecture is connected to remote cloud service at
IRSA server to download and migrate data through the use of different APIs (Astropy
and DS9) [22, 23]. Any changes in the remote data store can be reflected in the local
architecture because of the similarity in schema design. More external views can be
added supporting more user workflows. The conceptual schema can also be extended
by adding more indexes in the local catalogs if required. The system maintains a

Fig. 3. Local three-level architecture connected to remote cloud data source
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web-based GUI named Datawnt0 with an image visualizer where simple and complex
queries can be executed [24]. It supports complex query manipulation where SQL is
generated dynamically as per user interaction with the GUI. The query generated is
then transformed into predefined URL requests to get the images from the IPAC/IRSA
web service.

4 System Overview

Like many other astronomical data repositories, PTF/iPTF contains different types of
data, i.e. high-resolution images, Lightcurves, Graphs, Key-value, relations, and
unstructured text file.

In view of its size, growth, changes, user needs and workflows, managing this data
in a single database system is not a practical approach. Therefore, in this study, we
propose a web based polystore system to manage the complex problem of such
heterogeneous data for getting domain-specific search result across the multiple storage
systems. We use open source PostgreSQL to store the header information and key and
values in our local server. All the PTF data information and images are stored in the
IRSA Cloud, which is designed, maintained, and operated at IPAC.

The proposed system improves integration for different data analysis and visual-
ization of images for the astronomers to encourage the use of scientific data for further
research and analysis of time-domain astronomy. Proposed system includes the
extension of the past system (Datawnt0) for Level-1 data with Level-2 data. The system
for Level-1 data was designed to provide online tools for data query. Moreover, the
proposed system includes query support for Level-2 data, which provides a second
workflow query system for the lightcurve services along with scattered plots and
visualization of images.

The proposed architecture helps in migrating and transforming the data between the
local RDBMS and the remote IRSA cloud to retrieve images (Fig. 4). The proposed
Information Requirements Elicitation (IRE) style web based system uses workflow
method for user convenience and supports easily accessible query language [25].
The IRE is used for query formulation. The downloaded entities and relations are
defined as objects in the query management system. The query management system
allows the users to formulate the queries where they can select the attributes from an
object or multiple objects to download data and to view images. The method of
selecting from multiple objects is possible through join operation where the user can
select an object and relate with other objects as per the query requirement. The web
application contains a visualizer which is an API named DS9 FITS viewer [23]. The
DS9 image viewer API establishes a communication protocol between the local and the
remote data stores. DS9 API helps in visualizing the queried images with scattered
plots after migrating the data from IRSA cloud to the web application.

The web system has a built-in query processor to map the queries, transform and
migrate the data from local to the remote data store. The query processor communicates
with the web application and the underlying DBMS through SQL. The queries for-
mulated by the user in the web application forms two SQL’s, one for the local DBMS
and one to connect the remote IRSA data source. The formulated queries are sent to
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local RDBMS. The image SQL is formed by joining the resulting SQL with PTF
Lightcurve table, PTF Object table and PTF source catalog table which have infor-
mation about the header files of images. The query processor then matches the
Image SQL with the header files which contains the URL links of the images in the
IRSA data cloud. Finally, the Image SQL generates server requests to retrieve the
images from IRSA data cloud and display it in the web application’s visualizer.

Fig. 4. Proposed web based polystore system architecture

Fig. 5. Workflow across the multiple data store
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The proposed system allows user to query Level-2 data and get information of
astronomical objects lightcurves with images and scattered plots using API named
DS9. The users according to their search criteria can select the object and add values in
the input box. The user can select and add an object and its attributes, which are
predefined in the system. The query language interface provides set-theoretic query
language that can relate the object of interest. It is built over the relational database
containing the catalog in the local database. The workflow query system for lightcurve
services as shown in Fig. 5.

Use Case Example 1: Let us consider a single object query where a user wants to find
an image and lightcurve (scattered plots) of a certain astronomical body from a certain
object value (OID).

Process: First the user selects the Object Table. Enters object value “OID” in the query
system, then clicks on the search button and gets the results.

Use Case Example 2: Now lets us consider that the user wants to find out the images
and scattered plots of certain Object and sources of that object.

Process: First the user selects the Object table. Enters OID values in the query system.
then, the user clicks on the search button and then related button and relate to the
source table. The user can now enter source value “SID” in the system, then click on
the search button and get the results.

4.1 Future Generation and Utilization of Data (ZTF Project 2017–2020)

The Zwicky Transient Facility (ZTF) is a next-generation optical time-domain survey
currently in operation. The ZTF is designed to detect near-Earth asteroids, rare and fast-
evolving flux transient and all classes of Galactic variable sources. ZTF observations
use a new camera that consists of 16 CCDs, each of which is partitioned into 4 readout
quadrants. Therefore, 64 CCD-quadrant images are generated per ZTF exposure [6].
A CCD-quadrant is the basic image-unit for pipeline processing and from which all
science data products are derived as shown in Table 4.

Table 4. ZTF public data release overview

ZTF public data
release

Release
date

Product

Data release 1 May 8th

2019
*3.4 million single-exposure images
*102 thousand co-added images
*63 billion sources detected from source catalog files
*2 billion lightcurves constructed from the single-exposure
extractions
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ZTF data product are available through the IRSA browserable directory including,
ZTF Science Exposure Metadata, calibration metadata, raw metadata, and reference
image metadata [26]. The web directory at IRSA maintains the PTF, iPTF, ZTF FITS
files using B-tree data structures with images (URL links) which are indexed with API
supports for visualization of images. There are two methods to access the ZTF images
and catalog products from the ZTF archive. The first access method is via GUI and the
second method is via an API called IRSA Image Server Program Interface (IBE). The
downloading process for ZTF data is same as the process for PTF Level-1 data.

For the purpose of study, we aim to create a local repository which consists of
downloaded imagery header information provided by the IRSA cloud services. The
downloaded raw header data are restructured in a similar array Database. The Polystore
architecture proposed earlier can incorporate other heterogeneous databases for the
ZTF architecture. Other studies include integrating the heterogeneous databases with a
different data model and providing a unified single query language. A mediator/wrap-
per model can be used to connect the query processor in the local view with the remote
data stores. The local data store can be scaled up by integrating multiple databases
which are distributed. Each query from the underlying databases can be transformed by
the query processor into a uniform query language understandable by the web appli-
cation as presented in the case of BigDAWG Polystores [27].

The proposed web based polystore architecture can be used for managing different
data models across various scientific domains.

5 Comparison with Other Polystore Systems

Recently many scientific data organizations are facing the challenges of providing data
management solution for large, heterogeneous data which have different types of data
and models. Many solutions have been proposed to manage these challenges. Polystore
system is one of the solutions which supports integration of disparate data and database
management systems. Polystore systems are also called multistore system which pro-
vides integrated access to multiple heterogeneous cloud data store, NoSQL RDMS and
so on. In study [28], authors have mentioned the taxonomy of polystore systems which
are categorized as loosely coupled, tightly coupled and hybrid systems. A loosely
coupled multistore system utilize the concept of mediator or wrapper. It has a familiar
user interaction interface and ability to locally control the data store which is inde-
pendent of the multistore. Similarly, a wrapper interacts with data store through API for
query formulation, query transformation, and query execution and provides a result to
the operator engine. Finally, the tightly coupled multistore system allows local user
interaction interface for better performance by shared workload with multiple systems.
It also allows the joining of data from distinct data stores. The hybrid system is a
combination of loosely coupled multistore system and tightly coupled system. It allows
optimization by the use of native subqueries and operator ordering to query multiple
data store sources in the cloud [28].

Over the past few decades, data archives have been dealing with different data
models and storage engines in their native formats. Data sets have been used without
converting them to a common data model. Recent developments in polystore system
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follow a bottom-up approach where information processing is based on incoming data
from the source environment. The main difference is that the bottom-up approach to
make a polystore considers language translation as the main task as shown in Fig. 6.

5.1 Existing Bottom-Up Design Polystore Systems

The BigDAWG (Data Analysis Working Group) demonstrates the MIMIC II (Multi-
parameter Intelligent Monitoring in Intensive Care) application from a tightly coupled
polystore system [27]. In the application for MIMIC II dataset, authors demonstrate
varieties of data as in standard SQL analytics (e.g. how many patients were given a
particular drug), Complex analytics (e.g., patients waveform data and then compared to
normal patient), text search (e.g., find patient who responded well to particular drug or
treatment) and real-time monitoring (e.g., detect abnormal heart rhythms) with different
storage systems i.e., Postgres, SciDB, S-stores, and Apache Accumulo. These database
systems are connected through cast which allows query transformation from one engine
or island to another. In an island, users interact with multiple programming and model
choice. Each of the Islands are connected by shim which allows translation of one
model to another through the API or adapter.

CloudMdsQL presents a scalable SQL query engine with extended capabilities for
seamless querying of heterogeneous non-relational database engines [29]. The system
uses a query language which is SQL based with embedded functional sub-queries
written in the native query languages of the underlying database engines. The system
employs transparent wrappers on the query interface of each database engine, as well as
a table based common data model for storing intermediate results and exchanging data.

5.2 Top-Down Design for Web Polystore Systems

The concept of polystore system can be implemented using different technologies. In
this study, we present a set-theoretic query language over web based polystores con-
taining PTF/iPTF data sets. We have adopted a Top-down approach for designing the
system. The existing top-down design for web polystore systems is shown in Fig. 7.
Future designs for the top-down approach with all the component databases (RDBMS,
noSQL, newSQL and other DB) may support API calls in the raw form of shared data.
Thus for every header entry hk, there is an API response available at IRSA level API
(hk), that provides the data. A list of shared data resources must be utilized to make a

Fig. 6. Bottom-up design polystore system
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common 3-level ANSI data dictionary, on the lines of Datawnt0. Querying over the
dictionary resources, a user can utilize the SQL and final calls to data which may be
supported by component systems. A simple workflow support can be built on the top of
the SQL query available for users not familiar with database programming.

The top-down approach used in this study can handle huge growth potential of
IRSA archives as top-down design is robust against changes in data. Generally, more
views and data stores can be added to accommodate frequent changes in data with the
help of three-level ANSI dictionary. Any changes in the original source can be
duplicated because of the simplicity of the schema design.

Top-down design focuses on organizing and developing systems through stepwise
refinement. Stepwise refinement helps to break up tasks into subtasks and similarly
refine data structure. A good design avoids errors in several ways, robust against
frequent changes in size, no need for language translation and reduce cost of data
integration. The PTF data is public and well-documented so it makes a good test
platform for research on database algorithms and performance. The top down design
used in the research highlights a modest step towards the goal of providing excellent
data analysis and visualization tools for growing archives.

5.3 Challenges

There are many challenges while managing growing archives by using top-down
database design. Top down design requires specific data analysis for conceptual and
logical data modeling. This data modeling takes time and effort, and more so if dealing
with big data. Another challenge arises when automating large scale data from the web.

Fig. 7. Web polystore system top-down design approach
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The large amount and variety of data available in the astronomical domain pose a
major challenge in managing it. Analysis and modeling of new variety data viz.
lightcurves must consider user and system requirements as well as focus on providing a
query language which will federate the information, transform and effectively migrate
data within the underlying data stores. The solution should additionally maintain data
integrity when compared to the original source of PTF data.

6 Summary and Conclusions

The proposed system supports multiple storage systems for domain-specific query
language for managing astronomical data with visualization interfaces. The system
interacts with multiple databases via query formulation in GUI, query transformation
via URL link, query execution by connecting with multiple data stores through API and
visualization with FITS images viewer DS9 API with scattered plots.

To handle PTF/iPTF data, we present query by cloud workflow system across the
multiple storage engines using web based polystore in our proposed system. The
system is fully automated and requires minimal human effort in operation. Proposed
system can query astronomical data provided by PTF/iPTF repository to gain domain-
specific information.

In the future work, we consider scalability of the system by adding new databases
for Zwicky Transient Factory data. The challenges faced by adding a new database to
existing polystore architecture can be addressed.

References

1. Law, N.M., et al.: The Palomar Transient Factory: system overview, performance, and first
results. Publ. Astron. Soc. Pac. 121(886), 1395 (2009)

2. Grillmair, C.J., et al.: An overview of the Palomar Transient Factory pipeline and archive at
the infrared processing and analysis center. In: Astronomical Data Analysis Software and
Systems XIX, vol. 434 (2010)

3. About IRSA. https://irsa.ipac.caltech.edu/frontpage/
4. About IPAC. https://www.ipac.caltech.edu/
5. About Intermediate Palomar Transient Factory. https://www.ptf.caltech.edu/page/about
6. Smith, R.M., et al.: The Zwicky transient facility observing system. In: Ground-Based and

Airborne Instrumentation for Astronomy V, vol. 9147. International Society for Optics and
Photonics (2014)

7. Pence, W.D., et al.: Definition of the flexible image transport system (fits), version 3.0.
Astron. Astrophys. 524, A42 (2010)

8. About Level of data. https://irsa.ipac.caltech.edu/onlinehelp/ptf/overview.html
9. Surace, J., et al.: The Palomar Transient Factory: high quality realtime data processing in a

cost-constrained environment. arXiv preprint arXiv:1501.06007 (2015)
10. Rusu, F., Nugent, P., Wu, K.: Implementing the Palomar Transient Factory real-time

detection pipeline in GLADE: results and observations. In: Madaan, A., Kikuchi, S., Bhalla,
S. (eds.) DNIS 2014. LNCS, vol. 8381, pp. 53–66. Springer, Cham (2014). https://doi.org/
10.1007/978-3-319-05693-7_4

Development of a Polystore Data Management System 181

https://irsa.ipac.caltech.edu/frontpage/
https://www.ipac.caltech.edu/
https://www.ptf.caltech.edu/page/about
https://irsa.ipac.caltech.edu/onlinehelp/ptf/overview.html
http://arxiv.org/abs/1501.06007
http://dx.doi.org/10.1007/978-3-319-05693-7_4
http://dx.doi.org/10.1007/978-3-319-05693-7_4


11. Ofek, E.O., et al.: The Palomar Transient Factory photometric calibration. Publ. Astron. Soc.
Pac. 124(911), 62 (2012)

12. Laher, R.R., et al.: IPAC image processing and data archiving for the Palomar Transient
Factory. Publ. Astron. Soc. Pac. 126(941), 674 (2014)

13. Information about IBE, June 2019. https://irsa.ipac.caltech.edu/ibe/
14. Koruga, P., Bača, M.: Analysis of B-tree data structure and its usage in computer forensics.

In: Central European Conference on Information and Intelligent Systems (2010)
15. About PTF Mission. https://irsa.ipac.caltech.edu/Missions/ptf.html
16. Shrestha, S., et al.: PDSPTF: polystore database system for scalability and access to PTF

time-domain astronomy data archives. In: Gadepally, V., Mattson, T., Stonebraker, M.,
Wang, F., Luo, G., Teodoro, G. (eds.) DMAH/Poly 2018. LNCS, vol. 11470, pp. 78–92.
Springer, Cham (2019). https://doi.org/10.1007/978-3-030-14177-6_7

17. Level-2 data catalog query engine, June 2019. https://irsa.ipac.caltech.edu/cgi-bin/Gator/
nph-scan?mission=irsa&submit=Select&projshort=PTF

18. Level-1 data images search query interface, June 2019. https://irsa.ipac.caltech.edu/
applications/ptf/

19. About Data product, June 2019. https://www.ptf.caltech.edu/page/first_data_release
20. About Lightcurve and source Database, June 2019. https://www.ptf.caltech.edu/page/lcgui
21. Samos, J., Saltor, F., Sistac, J., Bardés, A.: Database architecture for data warehousing: an

evolutionary approach. In: Quirchmayr, G., Schweighofer, E., Bench-Capon, T.J.M. (eds.)
DEXA 1998. LNCS, vol. 1460, pp. 746–756. Springer, Heidelberg (1998). https://doi.org/
10.1007/BFb0054530

22. Robitaille, T.P., et al.: Astropy: a community Python package for astronomy. Astron.
Astrophys. 558, A33 (2013)

23. About Images Visualizer API DS9, June 2019. http://ds9.si.edu/site/Home.html
24. About Datawnt0 workflow based query system, June 2019. http://datawnt0.u-aizu.ac.jp/

demo/dbv4-20180320/astrodemo-newdbv4/
25. Sun, J.: Information requirement elicitation in mobile commerce. Commun. ACM 46(12),

45–47 (2003)
26. About Zwicky Transient Facility data products, June 2019. https://www.ztf.caltech.edu/

page/dr1
27. Gadepally, V., et al.: Version 0.1 of the BigDAWG polystore system. arXiv preprint arXiv:

1707.00721 (2017)
28. About Polystore System, June 2019. https://slideplayer.com/slide/13365730/#.W03B0yt

PNl4.gmail
29. Kolev, B., et al.: CloudMdsQL: querying heterogeneous cloud data stores with a common

language. Distrib. Parallel Databases 34(4), 463–503 (2016)

182 M. Poudel et al.

https://irsa.ipac.caltech.edu/ibe/
https://irsa.ipac.caltech.edu/Missions/ptf.html
http://dx.doi.org/10.1007/978-3-030-14177-6_7
https://irsa.ipac.caltech.edu/cgi-bin/Gator/nph-scan%3fmission%3dirsa%26submit%3dSelect%26projshort%3dPTF
https://irsa.ipac.caltech.edu/cgi-bin/Gator/nph-scan%3fmission%3dirsa%26submit%3dSelect%26projshort%3dPTF
https://irsa.ipac.caltech.edu/applications/ptf/
https://irsa.ipac.caltech.edu/applications/ptf/
https://www.ptf.caltech.edu/page/first_data_release
https://www.ptf.caltech.edu/page/lcgui
http://dx.doi.org/10.1007/BFb0054530
http://dx.doi.org/10.1007/BFb0054530
http://ds9.si.edu/site/Home.html
http://datawnt0.u-aizu.ac.jp/demo/dbv4-20180320/astrodemo-newdbv4/
http://datawnt0.u-aizu.ac.jp/demo/dbv4-20180320/astrodemo-newdbv4/
https://www.ztf.caltech.edu/page/dr1
https://www.ztf.caltech.edu/page/dr1
http://arxiv.org/abs/1707.00721
http://arxiv.org/abs/1707.00721
https://slideplayer.com/slide/13365730/#.W03B0ytPNl4.gmail
https://slideplayer.com/slide/13365730/#.W03B0ytPNl4.gmail


DMAH 2019: Database Enabled
Biomedical Research



Patient Centric Data Integration for
Improved Diagnosis and Risk Prediction

Hanie Samimi(B), Jelena Tešić, and Anne Hee Hiong Ngu
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Abstract. A typical biological study includes analysis of heteroge-
neous biological databases, e.g., genomics, proteomics, metabolomics,
and microarray gene expression. These datasets correlate at the patient-
level, e.g., decrease in the workload of a group of genes in body cells
increases the work of other group and raises the number of their products.
Joint analysis of correlated patient-level data sources improves the final
diagnosis. State-of-art biological methods, such as differential expres-
sion analysis, do not support heterogeneous data source integration and
analysis. Recently, scientists in different computational fields have made
significant improvements in classical algorithms for data integration to
enable investigation of different data types at the same level. Applying
these methods on biological data gives more insight into associating dis-
eases with heterogeneous groups of patients. In this paper, we improve
upon our previous study and propose the use of a combination of a data
reduction technique and similarity network analysis (SNF) as a scalable
mechanism for integrating new biological data types. We demonstrated
our approach by analyzing the risk factors of Acute Myeloid Leukemia
(AML) patients when multiple data sources are presented and uncover
new correlations between patients and patient survival time.

1 Introduction

Computational biology has made significant advances in the last decade as more
heterogeneous data is collected and analyzed, and new genes associated with the
diseases are uncovered. The current state of the art for biological studies tends
to focus on one dataset and or to study one specific correlation between gene
and disease. The ultimate goal in computational biology is to be able to include
and analyze all relevant biological datasets within a given biological study.

In the past decade, scientists were able to gain a detailed view of cellu-
lar processes and to advance the modeling of supramolecular assemblies. These
advances led to insights into genome regulation processes and motivated the
collection and analysis of genomics, proteomics, metabolomics, and microarray
gene expression data [21]. All these datasets are related to the patient level,
e.g., a decrease in the workload of a group of genes in body cells increases the
work of other group and raises the number of their products [7]. Due to the
c© Springer Nature Switzerland AG 2019
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complex nature of biological systems, any model trained on a single dataset can
only offer a one-dimensional projection view of the complex relationship between
genomic, clinical, and diagnosis data. No single biological data type can capture
the complexity of all the factors relevant to understanding a phenomenon such
as a disease or patient-level biological processes [27].

Our work expands on the recently proposed integration method for biological
data to analyze DNA methylation and gene expression data [19]. Genes are clus-
tered into correlated groups using hierarchical clustering, and these gene groups
are found to have their expression values or methylation levels highly corre-
late with the survival time of patients. Authors used Acute Myeloid Leukemia
(AML) gene expression, DNA methylation, and survival time patients dataset.
The method performed superbly in terms of predicting the risk level of patients
that had an unknown risk level based on their clinical information. The aver-
age accuracy of the method in terms of newly identified patients is greater than
90%, as evaluated on different datasets. However, the proposed method only
managed to re-classify a small percentage of the population with unknown risk
level based on the ground truth provided by the clinical information. The num-
ber of patients whose predicted risk level is undetermined remains high, so the
overall effectiveness of the proposed method is hard to evaluate for the broader
patient population as the recall is low. The proposed approach does not scale to
other datasets such as the messenger RNA (mRNA) and micro RNA (miRNA)
datasets provided in the same study due to the expensive prohibitory computa-
tion required for integrating multiple datasets.

In patient-centric similarity networks, patients are clustered or classified
based on their similarities in genomic and clinical profiles. This precision
medicine paradigm has shown to have a high intractability and accuracy, and it
helps advance the diagnosis and treatment [17]. The main downside of this state
of the art method is their scalability for contemporary genetic cohorts, and the
ability to incorporate a wide range of genomics and clinical data. In this paper,
we propose to expand and scale multi-source data analysis at patient-level by
(a) parallelizing single source dataset processing step that allows for scaling and
multi-source integration; (b) adapting graph-based approach for data integration
at patient level; and (c) introducing new exploratory result analysis methods
that correlate genomics and clinical data. The proposed data analysis pipeline
(see Fig. 1) is demonstrated with AML cancer patient dataset. The rest of the
paper is organized as follows: related work in Sect. 2, our proposed approach
is described in Sect. 3, Results, and Discussion are in Sect. 4, and directions of
ongoing work are presented in Sect. 5.

2 Related Work

No single biological data type can capture the complexity of all the factors
relevant to understanding a phenomenon such as a disease. Integration aims
to harness heterogeneous data across several dimensions of biological variation
without losing important information. The main challenge in biological data
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integration is how to optimally combine and interpret data from multiple sources,
which are heterogeneous, high dimensions, noisy, dynamics, bias, and incomplete.
In general, biological data integration approaches can be grouped based on when
in the processing pipeline, the data is integrated, early, intermediate, or late
integration [22].

Early data integration approach concatenates individual dataset points prior
to analysis. Each data set is individually processed and normalized, and data
points are concatenated into a broader feature set for the data analysis step.
Multi-array Analysis approach [9] is an example of early concatenation, where
sample’s CEL files are normalized to different Affymetrix platforms. Early inte-
gration proved to be useful for homogeneous data types, even as it increases the
dimensionality of the data. Concatenation assumes pseudo-orthogonality of the
space, and lots of contextual information is lost using this simple merging tech-
nique. The approach does not support data integration for biological data sets of
a different abstraction. Late data integration focuses on individual data set anal-
ysis, as if no other related data sets are available. Differential expression analysis
for data sets of different levels is an example of late data integration [18] where
findings are combined and merged at the end. Late data integration does not
take advantage of the underlying correlation and or complementary information
datasets provide. Intermediate data integration supports the pre-processing step
for each data set first and focuses on finding the correlation between the object
of the study and all data sets at the same level before data analysis. Multi-view
analysis, dimensionality reduction, and graph integration are examples of inter-
mediate data integration [22]. Each of the proposed methods is unique to a fixed
set of data types, and the main challenge for intermediate data integration is
its generalizability to different types of biological studies, and its extension to
different types of data sets within the same study [19].

Biological data is inherently heterogeneous and noisy, as the signal is collected
using multiple sampling techniques on a very small subspace of the population
for a particular phenotype. The high-dimensionality and sparsity of the datasets
make it extremely challenging to make meaningful insights, even when the num-
ber of subjects is high. The genetic correlations can be viewed as inconclusive due
to population stratification [6,10]. There has been a large number of omics data
integration approaches, including biochemical pathway-, ontology-, network-, and
empirical-correlation-basedmethods [26]. They all suffer from the samedownsides,
as an extension of the analysis is hindered by the system’s inability to extend to
multiple data types and lack of generalization due to noisy nature of collected sam-
ples, and inherent high dimensionality curse in data analysis [1,15].

Lately, the biological data analysis turned to machine learning tools as a way
to address these pressing issues: sophisticated dimensionality reduction meth-
ods and ensemble classification methods show some improvements over base-
line integration techniques but do not generalize well [27]. Big data approaches
from social network analysis and computer vision show more promise: incoher-
ent, missing, noisy, small sample high-dimensional data has been extensively
studied in those areas [14]. Network-based integration of multi-omics data
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approach showed promising results in correlating genes and diagnosis [17]. Graph
diffusion-based method for prioritizing cancer genes by integrating diverse molec-
ular data types on a directed functional interaction network is proposed in [4].
The network prioritizes genes by their mediator effect individually and integrates
them using the rank aggregation approach.

Similarity Network Fusion (SNF) that integrates mRNA expression data,
DNA methylation data, and microRNA expression data for five cancer data
sets was proposed in [24]. Integration of these similarity networks follows the
construction of a similarity network for patients for each single data type into
a single fused similarity network using a nonlinear combination method that
iteratively updates each network making it more similar to each other. Machine
learning approaches for genomics and clinical data integration bridge the gap
between big data processing and interpreting the data [27]. In this paper, we
focus on how to scale the integrative data analysis and correlate the genomic
and clinical datasets.

3 Approach

Patient-similarity networks offer ease of interpretability and ease of discovery
of the underlying correlations between patients genomics and clinical data in
precision medicine. Here, we propose an approach to scale the network-based
algorithm in terms of various heterogeneous datasets and processing. We demon-
strate the scalability and improved analysis capability of the proposed approach
when applied to AML genome and clinical patient-level analysis. The processing
pipeline included the data preparation, dimensionality reduction, similarity net-
work fusion, and unsupervised/supervised data classification for interpretability
analysis, as illustrated in Fig. 1(left). To better comprehend the proposed app-
roach, we compare it to previous work pipeline Fig. 1(right) as outlined in [19].

3.1 Data Preparation and Dimensionality Reduction

Setup: The Genome Cancer Atlas (TCGA) data portal provides different types of
genomic and clinical data related to a type of cancer in the form of a project [8],
and this is the dataset of choice for this work. All scripts for the experiments were
written in R and running on a machine with Ubuntu 16.04 operating system,
32 GB of RAM and 500 GB of the hard disk.

Data Preparation: Some of the gene expression or DNA methylation values are
not available for more than 50% of patients analyzed. We normalize the dataset
to accommodate missing values. DNA methylation data is cleaned and normal-
ized using RnBeads R packages [2]. Next, we omit the DNA methylation level
of those loci that had low Spearman correlation with the survival time of death
patients. After that, we group remaining genes based on their similar biolog-
ical features and behavior. For this step, we analyze datasets separately, and
construct two different Pearson similarity matrices, one for gene expression and
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Fig. 1. Flowchart of proposed methods. The left one is related to the newly proposed
method while the right one shows the steps that have been taken in the previously
proposed method.

one for DNA methylation data, and construct one network per each of the data
types. The nodes in both networks are genes, and edges are the Pearson corre-
lation between every two genes.
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Data Dimensionality Reduction: Clustering genes using these two networks
results in groups of genes which are highly correlated with each other based
on either their methylation levels or gene expression values. We have used the
Blockwisemodule function from the WGCNA R package. This function performs
hierarchical clustering using average linkage. The output from the hierarchical
clustering is correlated clusters of genes which are called gene modules. For each
of the modules, we computed a weighted average value using Principal Com-
ponent Analysis (PCA). PCA is a data reduction method that summarizes the
information of a high dimensional dataset into a few vectors in the direction with
the highest variance [12]. The first principal component is the direction that the
projected data has the most significant variance. We used the coefficients of the
first principal components to compute a weighted average for the gene expression
and DNA methylation modules separately. As an output of the data preparation
step, each of the similar gene groups is represented by a single feature vector per
dataset level (gene expression values or DNA methylation levels). Note that this
approach scales to different types of input dataset, as each dataset is prepared
independently using the proposed method. The output of data preparation and
dimensionality reduction is two gene modules: module with DNA methylation
and module with gene expression.

3.2 Patient-Centric Network Fusion and Analysis

To integrate two gene modules produced in Sect. 3.1, we apply network fusion
paradigm at the patient level, that consists of four generic steps:

1. Compute The similarity between patients for each data type: similarity metric
is constructed for each datatype using pairwise correlation of gene module,
as described in Sect. 3.1 between two patients.

2. Construct A patient network per data type: a graph where patients are nodes
and edges represent patients’ pairwise similarities calculated for that dataset.

3. M erge Two constructed patient similarity networks using Similarity Network
Fusion approach [24]. Nodes of both networks are the same (patients), and
edges’ weights are iteratively updated to converge to a joint network.

4. Produce A final single patient-centric fused network where nodes are the
patients and edges define the similarity value between the patients based on
integrated data types.

Compute and Construct steps in the approach are per dataset. For multiple
datasets, patient-centric network constructions can be executed concurrently,
scaling data preparation and dimensionality reduction phase of the pipeline.
M erge and Produce steps can use any network fusion and metric normalization
method. Network-based fusion approaches can capture local and general simi-
larity of multiple datasets provided in a study [4]. As the proof-of-concept, we
employ Similarity Network Fusion analysis from [24].

Spectral Clustering step is a data analysis approach of the patient-centric fused
network output [23]. Most stable clustering is given by the value of K that
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maximizes the eigen-gap (difference between consecutive eigenvalues), and we
use this method to find the optimal high value of K for spectral clustering, as
proposed in [13]. We have experimented with clustering results and visualize
them for data analysis purpose, as shown in Sect. 4.

In our previous work, network was created from two datasets using early
integration and it does not scale to new data types, see Network Creation mod-
ule on the left in Fig. 1(right), [19]. This proposed work proceeds with data
preparation and data dimensionality reduction for each data type separately,
see Data dimensionality reduction in Fig. 1. Previous work merged the network
based on the linear combination of similarity scores, and then applied dimen-
sionality reduction approach to obtain relevant gene modules per patient for
survival analysis, see Merge Networks, Data dimensionality reduction, and Sur-
vival analysis modules in Fig. 1(right), [19]. Proposed approach is more generic
as it supports similarity network fusion of any number of data type modules, see
SNF group in Fig. 1(left).

4 Results for the AML Study

Acute myeloid leukemia (AML) is a type of blood and bone marrow cancer in
which the bone marrow makes abnormal myeloblasts (a type of white blood cell),
red blood cells, or platelets. This type of cancer usually gets worse quickly if it
is not treated, and accounts for 1.2% of cancer deaths in the United States [11].
Acute myeloid leukemia is a category of diseases with a common aggressive clini-
cal presentation but with prognosis and management that is dependent upon the
underlying genetic characteristics of the neoplasm. AML treatments have consis-
tently improved, yet the treatment remains unchanged for the past three decades
with the majority of patients eventually relapsing and dying of the disease [20].
Cytogenetics and mutation testing remain a critical prognostic tool for post-
induction treatment as it identifies a subgroup of AML patients characterized
by poor response to induction chemotherapy and poor long-term survival after

Fig. 2. AML Study Data Analysis: Eigenvalues of fused similarity matrix (left) and
correlation of risk assessment and time of survival (right)
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treatment with consolidation chemotherapy. There are effective high-precision
predictors for high risk and low risk patients that aid the course of treatment
for AML [20]. Current methods for labeling risk level in AML patients leave out
most of the diagnosed population, as most of the people with AML diagnosis do
not fall into high or low risk group [19]. Treatment for such patients is unknown
and risky. Here, we focus on the patient-level analysis of the people with AML
diagnosis to improve the patient’s risk level classification.

Experiments are run using the TCGA-LAML project’s data that has several
biological data types of 200 AML patients [8]. Each type of data in TCGA-
LAML project is collected using several types of platforms. The clinical data of
patients contain several different information such as their vital status, gender,
days to death, days to last follow-up, race, etc. We used days to the death of
dead patients and days to the last follow-up of alive patients as their survival
values. The risk levels assessment of patient are based on their mutation and
cytogenetic abnormalities and broadly grouped as low, medium, and high.

In the data preparation step, we have used Gene Expression Quantification
values of the HTSeq-FPKM workflow. Each gene is mapped from at most 4 loci
with a probability of 95% resulting in 19911 genes. Loci that had low corre-
lation (<0.1) with the survival time of the dead AML patients are excluded,
bringing down the number of genes to 6637. Next, applying the Dimensional-
ity reduction step resulted in 39 groups of genes. The second dataset was DNA
methylation Beta values collected using Illumina Human Methylation 450 plat-
form. Dimensionality reduction grouped DNA methylation data into 37 groups
of genes. Two patients-patients similarity networks for 176 patients were created
using the average value of the gene expression modules and DNA methylation
modules. For unknown values in networks, we used the K Nearest Neighbour
(KNN) [3] method for 10 iterations. Similarity Network Fusion approach was
used for merging these two networks. The result is a single fused network where
the nodes are patients, and the edges are the combined similarity value based
on both gene expression and DNA methylation values.

Spectral clustering step for data analysis results is shown in Fig. 2. As shown
in the left of Fig. 2, values of eigenvalues accelerate up to K = 7. Thus, we limit
our experimentation on optimal K values with the limit of 7 to evaluate the
difference in the performance. Using the fused similarity network, we classified
the patients into sub-classes K ∈ [2, 7] using the spectral clustering function
from the SNF R package [25]. The results are illustrated in Fig. 3.

The most interesting finding in this data analysis is that a group of 14 patients
is consistently grouped regardless of the value of K, circled in Fig. 3. What is
interesting about this cluster is that 11 out of 14 patients in this cluster are
labeled as low risk based on their mutations, and the rest of them are labeled as
high risk in clinical data. When we analyzed the clinical data, this specific group
of patients had a similar survival time, even though their assigned risk measure
and predicted the time of survival was different.

This type of patient-centric analysis shows that risk assignment needs to take
more data into account, as these patients strongly correlate according to multiple
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Fig. 3. Clustering visualization for various number K of clusters.

datasets. Figure 2(right) shows the study correlation of survival time (in years)
with the assigned risk factor. It shows that the labeling based on cytogenetic
mutations only is not reliable, and more patient-centric studies like ours need to
be incorporated in assigning the risk factor [16].
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5 Discussion and Conclusion

Patient-centric analysis has emerged as the most effective paradigm to offer an
interpretable diagnosis for precision medicine [17]. This strategy can be viewed
as a standard medical diagnosis for big data era, has excellent performance, is
interpretable, and can preserve patient privacy. In this paper, we have proposed a
path forward to scalable patient-centric genomic and clinic data analysis, as illus-
trated in Fig. 1. We have demonstrated the usability of our approach, and new
correlation discovery using patient-centric datasets from TCGA-LAML project
[8]. Our current work includes the testing of the proposed pipeline by adding
additional data types such as mRNA and miRNA as well as investigating the
use of a recently published labeling method, ELN 2017 to examine how much
the classification of risks in cancer patients can be further improved.

Our goal is to advance patient-centric data analysis by exploiting links
between genomic and clinical data. Clustering, as a data analysis tool, suffers
from sensitivity to noisy examples, and classification techniques such as Support
Vector Machine can do a better job in capturing complex data correlations. Our
next step is to incorporate network fused distance matrix as a distance measure
for classification method and assess its practical implications [5].
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Abstract. Diabetes is a chronic disease with complications related to the
autonomic nervous system (ANS) that can affect quality of life and lead to
mortality. Clinicians and researchers currently rely on subjective and/or invasive
means that don’t necessarily translate to real-world setting when assessing
severity of certain diabetes complications. We elicited use-cases of studies
aimed at understanding ANS in the context of diabetes to gather system
requirements for designing an architecture to support sensor-based studies. Real-
world studies would need to be capable of gathering contextual data as well as
proxies for ANS symptoms from digital markers from an evolving sensor
landscape, while also supporting the data needs of researchers before, during,
and after data acquisition. The proposed architecture makes use of open source
and commercially available mobile health technologies, and informatics plat-
forms to meet the design criteria. Building and testing a prototype of the pro-
posed architecture is planned to confirm the system performs as expected.

Keywords: Real-world studies � Diabetes complications � Autonomic nervous
system � Software architecture � Sensors � Digital biomarkers

1 Introduction

Diabetes is a chronic disease that effects 30.3 million in the US; about 5% have type 1
diabetes (T1D) [1]. When diabetes is treated with insulin, patients are at risk for
developing hypoglycemic associated autonomic failure (HAAF) and impaired aware-
ness of hypoglycemia (IAH) [2], which can lead to life-threatening acute episodes of
hypoglycemia. Hyperglycemia can lead to diabetic neuropathy (DN) and associated
pain (DN-P). DN-P is often treated with opioids, which is concerning due to current
epidemic [3]. Clinicians and researchers in both these areas of complications rely on
validated surveys or invasive methods that pose risks to patients to properly diagnose
[4–6]. Improved understanding of the autonomic nervous system (ANS) as well as its
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measurement in real-world scenarios using sensors could provide insightful data and
information for biomedical researchers and lead to new therapies, treatments, and
minimally-invasive methods for diagnosing diabetes related complications.

While many Internet-of-Things (IoT) and mobile health (mHealth) systems have
been proposed to support patients with self-management of diseases that allow their
health care providers to have real-time access to data [7], these systems do not provide
all the necessary components to support investigators who desire to conduct research in
real-world settings, nor do they provide sufficient security to guarantee privacy and
accuracy. The objective of this study was to gather requirements for conducting real-
world studies of the ANS and propose an informatics architecture to support the
studies.

2 Methods

We elicited use-cases of studies focused on ANS and diabetes from researchers with
whom we have ongoing collaborations [8]. Using the general model for software
architecture design, which encompasses the process of translating system requirements
into real world solutions in terms of software code, frameworks, and components; we
gathered the requirements necessary to conduct studies related to IAH/HAAF and
DN/DN-P. We selected existing technologies and informatics methods that could
support the studies. We pinpointed where current technologies would need to interface
and additional component development needed, resulting in a prototype architecture.

3 Results

3.1 Use Case Descriptions

Crossover Clinical Trial of a Pharmacological Intervention for IAH. Patients with
T1D and history of IAH would be randomized to receive a pharmaceutical intervention
or placebo for several weeks, then crossover after a washout period. The following ANS
symptoms and other clinically relevant information would be measured: shaking,
trembling, skin surface temperature, palpitation, perspiration, blood flow, blood glucose,
physical activity, and injected insulin. Other symptoms, such as anxiety, nervousness,
irritability, dry mouth, and hunger, would be self-reported by the participants. Time-
series analysis would be conducted to assess the efficacy of the intervention in
improving IAH and to validate a non-invasive methodology to diagnose IAH [9].

Case-Control Observational Study of DN and DN-P. Patients with T2D diagnosed
with DN/DN-P would be matched with controls. The following ANS symptoms would
be gathered: skin surface temperature, palpitation, perspiration, blood flow, muscle
contractions, physical activity, and urine output. Participants would self-report on
tingling, numbness, burning, pain, digestive and sexual irregularities, dizziness, and
healing of cuts. Data analyses would develop a model that uses ANS symptoms col-
lected by sensors to classify DN/DN-P.
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3.2 Requirements for Conducting Real-World ANS Studies

Surrogates for measuring ANS symptoms and an understanding of their uncertainty
would be necessary. Data sources for ANS symptoms and clinically relevant infor-
mation, which are primarily generated by non-invasive sensors or self-report, have
been identified, Table 1 [8]. The assimilation of sensor data streams along with their
contextual information would be required for analyses and event detection.

Preferably sensor data streams would be acquired centrally in real-time fashion.
This would allow for participants to be solicited for contextual information by sending
a message that can be triggered by an event-detection algorithm, a method know as
ecological momentary assessment (EMA). The frequency at which participants are sent
messages would need monitoring, and the event-detection algorithms would need mid-
study calibration to ensure sufficient capture of contextual information while also
preventing alert-fatigue in patients. Flexibility for sending EMA messages would also
be important. Sending messages at regular intervals (e.g. daily, weekly) would need to
be supported, as well as triggering messages peripherally (i.e. participant’s devices) and
centrally. Both studies would also need to conduct data analyses on assimilated data
that would generate hypotheses for future bench or bedside studies.

After reviewing IAH/HAAF and DN/DN-P studies, we identified the following
requirements that would inform the architecture for conducting real-world studies:
(1) ability to discover, evaluate, and develop new digital biomarkers, (2) capture con-
textual information related to sensor measurements, (3) support multiple means for
gathering real-time status of participants, e.g. EMA at regular intervals and at the time of
specific events, as well as digital journals, (4) mid-study calibration of EMA triggering
algorithms, (5) integration and assimilation of big data that can support analyses
required to identify correlations and associations of ANS symptoms and contextual
information with the status of diabetes complications, and (6) provisioning of integrated
data in different data models to varied analysis including temporal reasoning, machine
learning, and traditional statistics.

Table 1. Measurement data sources of ANS symptoms and clinically relevant information.

ANS symptom Measurement data
source

ANS symptom Measurement data
source

Anxiety Self-report Muscle Contractions EEG
Blood Flow Thermal Actuator Nervousness Self-report
Blood Glucose CGMS Numbness Self-report
Burning Self-report Palpitation ECG
Digestive
Patterns

Self-report Perspiration Galvanic Skin
Response

Dizziness Self-report Physical Activity Activity Tracker
Dry Mouth Self-report Shaking Accelerometer
Healing of cuts Self-report Sexual Patterns Self-report
Hunger Self-report Skin Temperature Thermometer
Insulin Insulin pump/pen Trembling Self-report
Irritability Self-report Urine Output Strain Gage
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3.3 An Existing Informatics Platform that Supports Real-World Studies

The Exposure Health Informatics Ecosystem (EHIE), is a scalable informatics structure
that has been developed by informatics researchers at the University of Utah [10–12].
EHIE has been designed to address challenges faced when conducting sensor-based
exposomic research. The infrastructure is a standards-based and open-source infor-
matics platform that employs an event-driven architecture and graph and document
store technologies. This allows the system to provide semantically consistent,
metadata-driven, and event-based management of exposomic study related data. EHIE
currently consists of the following components, Fig. 1:

Data Acquisition Pipeline. Consists of hardware, software, and networking protocols
to support sensor deployment and sensor data collection. EpiFi was developed to
observe devices and notify the study team of their status and to prevent data loss [13].

Participant Facing Tools. Allows participants to collect and annotate data and pro-
vides feedback to them. REDCap [14], an open-source study data management tool,
has been extended to support the sending and receiving of text message based EMAs.

Researcher Facing Platforms. Provides tools and processes for researchers con-
ducting exposomic research or for clinical care. Tools provide assistance with study
design, collecting data, study monitoring, and data analysis.

Computational Modeling Platform. Resources are provided to quantify the uncer-
tainty that might be present in the data, which can be used to augment data analysis and
interpretation of results.

Big Data Federation And Integration. Integrates measured and computationally
generated data with biomedical data along with characterizing uncertainties associated
with the data. EHIE leverages and extends the OpenFurther (OF) platform, which was
developed for data integration and federation [15–17]. OF provides syntactic and
semantic interoperability for dynamically federating data and information. OF contains
a Sensor Common Metadata Specification (SCMS), which includes all types of sensors
including nanosensors, satellites, wearables, and monitoring stations. The Event
Document Store (EDS) is a primitive storage format that allows linkage across different
root objects and transformation of events into higher analytical models to support
diverse translational archetypes. Data is stored in the EDS on a study by study basis.

Many of the functionalities and services provided by EHIE that support exposomic
research are also necessary for conducting real-world studies of ANS and diabetes
complications, particularly the flexibility in data acquisition and integration.
Where EHIE does not meet the needs for real-world ANS studies lies in the assimi-
lation of data on the fly to facilitate real-time event detection of sensor data streams to
trigger interventions or further automated data collections. Supporting these ANS
studies would require augmenting EHIE with decision support for researchers to design
and monitor studies in real-time, as well as the computational modeling platforms with
data assimilation capabilities to create event-detection algorithms.
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3.4 Diabetes Technology Informatics Capabilities

Digital diabetes medical devices have capabilities that vary across vendors. For
example, many CGMS have Bluetooth connectivity between the transmitter and the
device manufacturer’s proprietary FDA approved smartphone application (app) (e.g.
Dexcom) for real-time viewing by the patient. In some cases, CGMS data sent to an
app can be shared with health data frameworks, e.g. GoogleFit for Android or
HealthKit for iOS. The CGMS data can then be shared within an ecosystem of mHealth
apps. Also, CGMS data can be transmitted directly to an insulin pump, and the
assimilated data from the CGMS and insulin pump can be uploaded to manufacturer
specific web portals (e.g. CareLink) and data can be retrieved in raw flat files or static
reports.

3.5 Next Generation ANS Research Informatics Platform

We propose an architecture to support real-life ANS studies, Fig. 1. It uses open-source
informatics infrastructure (EHIE), messaging standards (Open mHealth, FHIR, Sen-
sorML), and commercial products (GoogleFit, HealthKit, Dexcom). Many of the
components exist, but researcher and participant tools would need to be developed.

Fig. 1. Green lines represent real-time streaming of data, orange lines represent data transfers
that prevent data loss, and black lines represent user- or client-initiated requests for data. Double
purple outlined objects do not currently exist and would need to be developed and tested. (Color
figure online)
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4 Discussion

Depending on the study design, our proposed architecture supports various deployment
designs. Wireless sensors and IoT devices transmit data in real-time through partici-
pants’ smartphones and home networks. Having participants bring their own smart
device to the study would exclude few individuals from participating since most
Americans own a smartphone [18]. The smartphone provides a participant facing
platform for study specific apps. These study apps would have data assimilation and
storage capabilities arising from various sensor data streams and self-tracked data.
Storing data on the smartphone provides two functionalities important to real-world
studies, it helps to prevent data loss if mobile networks, gateway, or WiFi connections
are unavailable and in conjunction with storing EMA logic within the study app, it
allows peripheral EMAs and participant initiated self-tracking to proceed even when
the smartphone is offline.

As the architecture builds on the meta-data centric EHIE, it is capable of accom-
modating different health data frameworks (e.g. GoogleFit or HealthKit), and mes-
saging standards (e.g. Open mHealth, Fast Healthcare Interoperability Resources
(FHIR), SensorML). Participant facing tools, which could be a smartphone app, soft-
ware deployed on any other form factor, text messaging, email, or a patient portal,
would be capable of EMAs by sending structured messages to the participant at regular
intervals (e.g. nightly, weekly, etc.) or when triggered by an algorithm that considers
the assimilated data stream. These tools would also support participant-initiated self-
tracking. Participant’s access to a gateway or home WiFi router would allow for secure
transmission of data stored on sensors or a mobile device (e.g. smartphone) to a
dedicated study server.

The EHIE computational platform currently supports post-study analysis of study
data. The computational module, along with researcher facing tools, would need to be
expanded to allow for the research team to calibrate EMA algorithms before the study
begins by using pilot or simulated data, and potentially during the study on currently
acquired study data. The EMA calibration would be capable of supporting all aspects of
artificial intelligence: rule-based, Bayesian/statistics, and neural networks. Researchers
could benefit from decision support during the study design process, data collection
stage, and when conducting data analysis. The data analysis stage could be supported
by a process workflow module that would facilitate reproducibility by documenting
data assimilation and analyses pipelines [19, 20].

Future work includes building and testing a prototype of the proposed architecture
to ensure the design requirements are met and to conduct testing with a performance
modeling framework to guarantee the system performs and scales as expected [21].
Comparing the system’s capabilities against requirements for real-world studies of
other chronic diseases would indicate the generalizability of the system.
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5 Conclusion

We identified requirements for conducting next-generation ANS studies and designed
an architecture that would support the informatics aspects of such studies. These real-
world studies would be capable of gathering contextual data from participants engaged
in real-time self-tracking and objectively measured ANS responses from streaming
wireless sensors, while also supporting the data needs of researchers before, during,
and after data acquisition. The architecture makes use of commercially available and
open source mHealth technologies and informatics platforms to support virtual clinical
trials. There plans to build the and test a prototype of the proposed architecture.
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Abstract. Chemical compounds form a database with specific features
that can be utilized for more efficient query processing. Currently, there
exists no comparison of performance and memory usage of the respective
and most efficient approaches on the same data set. In this paper, we
address this lack of information and we create an unbiased benchmark
of the most popular index building methods for subgraph querying of
chemical databases. In addition, we compare the results with the per-
formance of an SQL and a graph database for which there exist various
unconfirmed hypotheses on their efficiency.

Keywords: Chemical database · Subgraph querying · Graph
database · Subgraph isomorphism

1 Introduction

Querying is an essential utility of each database, and the same applies to chemical
databases. Nowadays, the largest publicly accessible chemical databases contain
around 100 million compounds. The chemical compounds can be naturally rep-
resented as graphs where atoms are represented as vertices and bonds as edges.
A typical chemical compound is a connected sparse graph with labeled edges
and vertices, where the size of the labeling alphabet for edges is less than 10,
and the size of the labeling alphabet for vertices is in the order of low hundreds.
On the other hand, the size of chemical compounds is variable. The vertex count
varies typically from very small compounds with less than 10 vertices to huge
compounds with hundreds of vertices. These sizes multiplied by the size of the
database implies that querying over such databases is a challenging task.

The most common queries over chemical databases are exact match queries,
the shortest path search, similarity search, and substructure search, which are all
usually supported in graph databases. The latter one, probably the most common,
is also the main point of interest in this paper. The goal of subgraph querying is
to obtain a list of graphs from the database which contain the queried graph as its
subgraph.The result of this process has awide range of utilization, e.g., in chemoin-
formatics or bioinformatics, and, therefore, in the pharmaceutic industry.

This work was partially supported by the Charles University project PROGRES Q48.

c© Springer Nature Switzerland AG 2019
V. Gadepally et al. (Eds.): DMAH 2019/Poly 2019, LNCS 11721, pp. 204–221, 2019.
https://doi.org/10.1007/978-3-030-33752-0_15

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-33752-0_15&domain=pdf
https://doi.org/10.1007/978-3-030-33752-0_15


Comparison of Approaches for Querying Chemical Compounds 205

Several indexing techniques have been proposed to minimize the number
of subgraph isomorphism tests since it is a well-known NP-complete problem.
There also currently exist several benchmarks of the respective indexing tech-
niques. Unfortunately, all of them were created by the authors of one of the
indexing techniques, and therefore the intention of the benchmark is to show
that a particular index is more efficient than the others. In other words, there
is a lack of independent benchmarks which would compare the best performing
indices on the same data and the same hardware.

The main contributions of this paper can be summed up as follows:

1. Contrary to all the existing benchmarks, we compare the best performing
indexing techniques using the same environment. Our aim is to provide an
unbiased comparison.

2. We compare the indexing techniques also with the usage of a traditional
relational database and a modern graph database. We want to (dis)prove
common hypotheses related to these systems.

3. We believe that this analysis shows new research directions in the area of effi-
cient querying of databases of chemical compounds, as well as similar datasets
with highly specific features.

Structure. In Sect. 2, we provide a general overview of approaches for querying
databases of chemical compounds. In Sect. 3, we describe the process of the
experimental analysis, while in Sect. 4 we overview and comment on the most
interesting findings. Finally, we conclude in Sect. 5.

2 Related Work

First, we summarize and compare the algorithms which were developed for sub-
graph isomorphism matching. Next, we describe indices which might be used for
obtaining the candidate set, and algorithms which are used for their construc-
tion. We then focus on approaches which utilize query mechanisms of particular
relational and graph databases. And, finally, we provide a summary of popular
commercially used solutions.

2.1 Subgraph Isomorphism Algorithms

Almost all papers related to subgraph query methods refer two algorithms: Ull-
mann [26] and VF2 [10]. These two algorithms are compared in detail in [12],
where VF2 outperforms Ullmann.

In paper [19], there is a comparison of four algorithms derived from Ull-
mann’s algorithm. These are VF2, QuickSI [25], GraphQL [15], GADDI [33],
and SPath [34]. They were compared using three real-world data sets. Although
all three comparisons have a different winner, it seems that the most efficient
algorithm is QuickSI in an average use case.
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2.2 Index Building Methods

The introduced methods for building index structures on top of chemical com-
pound databases, i.e., the main target of this paper, involve GraphGrep [11],
GIndex [31], GString [17], GraphGrepSX [9], GIRAS [7], C-tree [14], and GDIn-
dex [29]. They form just a selection from a much bigger set of applicable methods
and they were chosen for different reasons: (1) The method is mentioned in a
majority of relevant articles. (2) The method uses an original algorithm or data
structure. (3) The method has excellent results in existing benchmarks.

GraphGrep is a simple and intuitive indexing technique which can be used in any
graph database with labeled graphs. The presumption is that every vertex has
a unique ID. For each graph in the database, there is an index represented as a
hash table where the key is a hashed value of a label-path (a concatenation of the
vertex/edge labels on the path) and the value is a number of unique id-paths (a
concatenation of the vertex IDs on the path) which represent a particular label-
path in the graph. In the hash table there are all label-paths which are present
in the graph up to length l, where l is a parameter. This hash table is called a
graph fingerprint.

The query q itself is also a graph and, therefore, the hash table can be
created too. Then, in the candidate set creation part, each graph’s fingerprint is
compared to the query fingerprint of q.

GraphGrepSX is an improved version of GraphGrep. The core of the improve-
ment lies in the data structure, where the index is stored. This method stores
the paths in a suffix tree. Each node in this suffix tree represents a path (which
is an extension of its parent) and contains a set of pairs (graph, count), where
graph is an ID of the database record and count is the number of occurrences
of the represented path in the graph.

gIndex utilizes the concepts of frequent subgraphs and discriminative fragments,
because the number of all subgraphs grows exponentially with the size of the
graph. It also introduces an innovative data structure for storing the index.

Frequent subgraphs are all subgraphs which are contained in at least minSup
(minimum support) graphs in the database. If the query graph q is frequent, we
have the candidate set immediately. If not, we can get the candidate set as an
intersection of matched graphs sets of all frequent subgraphs of q. In addition, the
described method utilizes a size-increasing support function. It takes the graph
size as an argument (defined as the number of edges) and returns the minSup
for a given size. Discriminative fragments concept brings a new metric γ, which
measures how much discriminative a frequent subgraph is in comparison with
the set of its subgraphs in the index.

gIndex itself is a prefix tree data structure. Its nodes are of 2 types: dis-
criminative and redundant. Each node’s key is a text string which represents a
subgraph. Discriminative nodes are both frequent (based on given size-increasing
support function) and discriminative (based on γ) and they contain a list of IDs
of all graphs in the database which contain the particular subgraph. Redundant
nodes are present just to satisfy the structure of the gIndex tree.
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GIRAS indexes rare and discriminative fragments. The idea is to get higher
pruning power and shift the indexing focus to the graph features which are
specific for a particular record in the database – ultimately, to have a unique
index for each graph in the database. This leads to a much smaller index size.

For getting the rare fragments, it utilizes the modified version of algorithm
gSpan [30]. Although the original gSpan is designed to get all subgraphs whose
support in the database is f or higher, the modified version finds all the sub-
graphs whose support is equal to f. GIRAS uses the modified gSpan starting
with support f = 1. After each call of modified gSpan, it checks which database
records are represented by the result set of gSpan. If there are database records
which are not indexed yet, the modified gSpan is called iteratively with f + 1.
Once there are all database records indexed, the index is finished. The last f is
called fmin, and it is the threshold defining the meaning of a rare substructure.

Although the paper [7] does not discuss what data structure it uses for index
representation, we found out from the source code obtained from Dr. Azaouzi,
the author of the described research, that it uses a data structure similar to
gIndex, as well as the same technique for the querying process.

GString is an approach specific for the organic chemical databases (but can be
internally modified to support graph databases with similar specific content).
The main idea results from the knowledge of common structures of the graphs
in the database. Naturally, chemical compounds consist of 3 types of semantic
structures – paths, cycles, and stars (a central node with a fan-out). Each chem-
ical compound can be converted into a graph whose nodes are not atoms but
one of the mentioned structures and which is thus significantly smaller. Other
optimization observations are that (1) we can omit the hydrogens since their
number can be easily computed and (2) we can omit the labels of carbon atoms
and single (saturated) bonds.

C-Tree, contrary to the previous methods, builds a tree structure where the nodes
are closures of their children, so they contain the same substructures as their
whole subtrees. It also introduces a term pseudo sub-isomorphism, which is sim-
ilar (and weaker) to subgraph isomorphism but it can be verified in polynomial
time.

GDIndex’s approach is quite different from the previous ones. It tries to com-
pletely omit the verification step, and, therefore, any computationally hard usage
of a subgraph isomorphism detection algorithm. It is achieved by indexing all
subgraphs of all database records. In particular, it uses two structures in the
index: (1) a directed acyclic graph (DAG) of all subgraphs and (2) a lookup
hash table of subgraphs.

Both index building and querying are straightforward. To build the index,
we just take each graph, add it to the DAG and by gradual removing of its
vertices, we repeat the same procedure for all its subgraphs. In each step, we
only need to check whether such node already exists in the DAG, which we
can easily achieve using the lookup table. To reduce the number of subgraphs,
a canonization technique is introduced, so that from all isomorphic subgraphs
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only one is used in the index. Querying is even simpler. All we need to do is to
create a canonical representation of the query graph q and use the lookup table.

Benchmark Results. GraphGrep, GIndex, GString, and C-Tree were com-
pared in [17]. As the testing data set, the AIDS Antiviral Screen Dataset [32]
was used. It contains 43,000 molecules with an average number of 25 vertices. All
measured metrics except for the speed of index creation had the same winner.
The GString algorithm outperforms the others in the size of index, accuracy of
the candidate data set, and the search time.

On the other hand, in [9], we can find the benchmark of GraphGrepSX, which
looks like a more generic version of GString. While in [17] GString outperforms
CTree just by few percents, in [9] GraphGrepSX outperforms CTree by two levels
of magnitude despite larger candidate sets.

In [29], there is a comparison of GDIndex and C-tree, where GDIndex sig-
nificantly outperforms C-tree in all measured metrics – the size of the index,
its construction time, and the search time. What we may question is that how
GDIndex would perform over a database with larger graphs such as the AIDS
dataset, which was used in experimental parts of other methods.

In [7], we can find a benchmark of GIRAS, C-tree, gIndex, and a couple of
other approaches. On the AIDS dataset, GIRAS outperforms gIndex and C-tree
in all query sizes. In the dataset with bigger graphs, GIRAS outperforms the
other two methods only in larger query sizes (12 vertices and more). What is
not measured in [7], is the size of index and time needed for index construction.

2.3 DBMSs Utilization for Subgraph Querying

Surprisingly, there do not exist many papers dealing with substructure query-
ing in DBMSs, when just their specific query language and native way how to
structure data are considered.

The first approach [13] focuses on the utilization of relational database man-
agement system and SQL queries. The database contains 3 tables – molecules,
atoms, and bonds. The bonds have an extended type column, which is a string
identifier that identifies the bond type and types of both end atoms (e.g., there
is a unique identifier of two carbons connected by a double bond). The bond
table has three indices built on top of it – for bond type, for column ATOM1 ID
(a reference to the atoms table), and for the unique identifier of records in bond
table by atom pairs.

The second approach [16] refers about utilizing a graph DBMS, Neo4j [3],
and its query language Cypher, and describes a case study of mining protein
graphs. The authors found out that the query time is factorial with respect to the
number of edges in the query. Beginning from size 15, the queries were impossible
to execute in a reasonable time, and, therefore, they recommend the usage of
Neo4j only for small subgraph queries. They have also tried to compare their
results with results for an SQL database. However, the SQL results significantly
outperform Neo4j.
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2.4 Commercially Used Solutions

Last but not least, we introduce three most popular real-world solutions. The
first one, project AMBIT [1], offers chemoinformatics functionality via REST
web services. One of the functionalities is the substructure search. This project
represents a standalone solution – the querying is not dependent on any DBMSs.

The second solution, the JChem Cartridge [27], is an example of an Oracle
cartridge. It has the best results in the benchmark presentation in [20].

The third solution, the ABCD Cartridge [6], is a pure commercial one devel-
oped by the Johnson & Johnson company. Contrary to most of the other com-
mercial solutions, its architecture is well described in [6], despite the fact that
the software is not publicly available.

3 Experiments

During the analysis of the related work, many questions have arisen. The papers
are usually very brief, and they miss a lot of implementation details. Sadly, even
if we tried to contact the authors, we did not get the original source code for
the described methods, nor for the described benchmarks. The only exception is
GIRAS, where we were successful in contacting its author, and so we have the
complete implementation.

All the benchmarks we mentioned in Sect. 2.2 were a part of the papers which
describe a particular method. So, naturally, it outperformed the other selected
methods. The question is whether we can get the same results on different data
sets and when adding other approaches.

Another interesting question is how the winners of the various benchmarks
would perform on the same data set. For example, when GString outperforms
C-tree just by few percents in [17] and GraphGrepSX outperforms C-tree by
two levels of magnitude, we cannot implicitly say that GraphGrepSX would
outperform GString. There might be three reasons for this observation:

– The lack of knowledge of the tested dataset: In most of the papers, there is
an information which dataset was used, but not which part. Moreover, the
benchmarks use different datasets.

– The lack of knowledge about the implementation of the verification step: None
of the mentioned papers provides an information about which algorithm was
used for the final subgraph isomorphism testing.

– The unknown level of optimization: We do not even know how much time
the authors spent on the optimization of the code itself, e.g., whether they
optimized the code, which languages and compilers were used etc.

What we did not find at all is a comparison of the performance of the
described indexing techniques and utilization of SQL or graph databases. It
might be interesting to see how significant difference in performance we get
when we use a very graph specific technique comparing to the very generic ones
which the traditional databases offer.
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In general, using the experiments, we want to (dis)prove the following
hypotheses:

Issue 1: GString vs. GraphGrepSX. Both GString and GraphGrepSX use very
similar data structures for indexing the database. The main difference is that
GraphGrepSX uses all graph paths, whereas GString uses all paths in the con-
densed graph. Also, GString uses heuristics, which are very specific for organic
chemical databases.

– Hypothesis H1.1 : The index size of GString will be significantly smaller com-
pared to GraphGrepSX due to the condensed graph usage.

– Hypothesis H1.2 : Due to the specificity of GString, it will outperform Graph-
GrepSX, which can be used for any graph dataset.

Issue 2: GIRAS performance for large queries. As described in [7], for small
queries (of size 4 and 8), the performance of GIRAS is about the same as C-
tree. On the other hand, for larger queries, the performance is ten times better
comparing to C-tree and there are even better results for the candidate set
sizes. What we may question is how it will perform compared to GString and
GraphGrepSX.

– Hypothesis H2.1 : Based on the benchmark results, we expect that Graph-
GrepSX will outperform GIRAS despite the smaller candidate sets.

– Hypothesis H2.2 : Time to build GIRAS index will be significantly larger
compared to other methods, since the algorithm seems to be computationally
more complicated.

Issue 3: How do the SQL and graph oriented databases perform in comparison
with the domain specific solutions? We may question what performance we may
get when we use an SQL or a graph database. In this case, we do not need to
implement any special algorithm for index building, we just use the capabilities
of the databases, i.e., to create a query which describes the subgraph and, in
case of SQL databases, to build the indices to help the query process.

– Hypothesis H3.1 : Domain specific indices will perform much better, i.e., meth-
ods where we build the index will perform better than an SQL or a graph
database.

– Hypothesis H3.2 : The graph database will perform better than the SQL
database because it runs completely in memory and it is optimized for query-
ing graph data.

3.1 Experimental Work

Based on the uttered hypotheses, we have implemented: (1) GraphGrepSX and
GString algorithms, (2) an adapter for the GIRAS implementation obtained
from Dr. Azaouzi, and (3) tools for inserting and querying an SQL and a graph
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database. The whole implementation was written in Java. Most of the work uses
Java version 10, the graph database adapter uses Java version 8 due to tech-
nology dependencies. For the chemical database parsing, we use the Chemistry
Development Kit [5] version 2.1.1, a Java library for working with chemical for-
mats and data structures. In case of the verification step for GraphGrepSX and
GString, we use the SMARTSQueryTool from the Chemistry Development Kit
utilizing Ullmann’s algorithm.

GraphGrepSX. Since the GraphGrepSX algorithm is simple, the implementation
is straightforward, just with a small modification. The original description of the
algorithm expects that the suffix tree represents the vertex-label paths. Since
we need to represent also the edge labels, we changed the original suffix tree
presumption so that the odd levels of the suffix tree represent the vertices and the
even levels of the suffix tree represent the edges. It does not affect the maximum
path length parameter l. For our experiments we set l = 6.

GString. The algorithm description involves a wide range of pieces which were
not described at all. Most of the unknown parts are related to the original
graph reduction process, where the graph representing the atoms and bonds is
transformed into a graph consisting only of nodes (representing cycles, stars, and
paths) and edges (representing the connections between these structures).

The first issue we faced was the process of extracting the cycles from the
original graph. Cycles can share both vertices and edges, and in some cases, the
vertices and edges can be shared even by several cycles. We have found out that
the Chemistry Development Kit has a utility for retrieving MCB – Minimum
Cycle Basis (also known as SSSR – Smallest Set of Smallest Rings) described
in [8]. Cycle basis is defined as a set of cycles by which one can express any
other cycle present in a particular graph as the result of a symmetric difference
operation on the cycle basis. The MCB finder utility requires specification of
the maximum cycle size parameter. This parameter defines a threshold above
which the cycles are not considered as cycles. When we tried to set this threshold
high enough not to omit any cycle in the testing database, we encountered big
issues with performance. Thus we set the threshold to 10, which covers the vast
majority of real-world cases. Bigger cycles are described as paths of length equal
to the cycle size.

Another question which arose was how to set the threshold which defines the
minimum degree of an atom to be considered as a star. The original idea was to
set this threshold to 3. The reason was that if we set this threshold to a higher
number, we get another problem to solve – how to handle path joins. However,
during the testing, we found out that it is possible to use this threshold, but in
practice, we would lose the majority of results, because, e.g., instead of a longer
path having a branch, which is quite a common case, we get a star and a shorter
path (or a set of paths) and connected to the star, thus, we cannot query the
longer path. Hence, we implemented a DFS which finds all the paths, and all
these paths are included in the GString graph.
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SQL Database. We have based our implementation on the proposal in [13]. We
have chosen the Oracle Database 12c. For the Java API, we used the Oracle
Database JDBC driver 12.2.0.1. Based on the mentioned paper, we designed our
table with 5 columns: ATOM1 ID, ATOM2 ID, BOND ID, BOND TYPE, and COMPO-
UND ID. The implementation itself is quite straightforward and it consists of
two parts. The first part is a routine for database creation. In this routine, we
just iterate through the whole database and for each molecule, first, we iterate
through all its atoms and assign a unique ID to each of them. Then, we iterate
through all the bonds, and for each, we create one statement INSERT.

The second part of the implementation is the query building. As proposed
in [13], first, we build the minimal spanning tree of the query graph. The edge
value is based on the database statistics which we gather during the insert phase.
In particular, for spanning tree construction, we implemented the Kruskal algo-
rithm [18]. Then, in the spanning tree, we find the edge with the lowest value,
from this edge, we start a BFS algorithm, and for each edge, we add the rule into
the statement SELECT. We also need to mark all the neighbors by stating that
an atom ID of one edge is equal to the atom ID of the neighbor edge. We have to
do the same for non-neighbors. For each such a pair, we have to explicitly state
that their atom IDs are not equal. We have to do the same for the bonds. We
need all the bonds unique, so we have to state for each pair of bonds that their
IDs are not equal.

As an example of SQL query building process, we may use the path of 4
carbons connected by single bonds. The statement SELECT is as follows:

SELECT DISTINCT b0.compound id

As we use only the bonds table, we need to specify that we want to join three
instances of bonds table, one per each bond in the query graph:

FROM BONDS b0, BONDS b1, BONDS b2

Next, we need to specify that all bonds are distinct:

WHERE b0.BOND ID != b1.BOND ID AND b0.BOND ID != b2.BOND ID AND b1.BOND ID != b2.BOND ID AND

Finally, we need to specify all the constraints for each bond. First, we define
which atoms are shared with the previous bonds to mimic BFS. Next, we describe
the type of the bond which should help a lot with pruning. In the last step, we
have to specify that all the atoms which were not marked in the first part are
distinct, i.e., that every pair of atom IDs has to be distinct:

/* first bond */
b0.BONDTYPE=’C-C’ AND

/* second bond */
b1.ATOM1 ID = b0.ATOM2 ID AND b1.BONDTYPE=’C-C’ AND

b1.ATOM2 ID != b0.ATOM1 ID AND b1.ATOM2 ID != b0.ATOM2 ID AND
/* third bond */

b2.ATOM1 ID = b1.ATOM2 ID AND b2.BONDTYPE=’C-C’ AND
b2.ATOM2 ID != b0.ATOM1 ID AND b2.ATOM2 ID != b0.ATOM2 ID AND b2.ATOM2 ID != b1.ATOM2 ID
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Graph Database. As observations of paper [16] state that Neo4j is not performing
well in subgraph querying, we have tried to look for alternative graph databases
which can perform better. We found the graph analytic tool PGX [23], a toolkit
for graph analysis, with an ability to load and store graphs from/to various
data formats. It supports an SQL-like query language called PGQL [24] and it
advertises a scalable solution with a focus on high performance. Also, Oracle
performed a benchmark which compares the performance of subgraph matching
in PGX and Neo4j. The results are available at presentation [22] on slide 31
and are quite convincing. Although there are huge differences of result times
according to the query size, PGX outperforms Neo4j in all categories.

The first issue we had to solve was that, although Oracle offers Windows
batch files for starting PGX, we were not successful to run the database. To make
the results of the performance measuring as precise as possible, we did not want
to use other hardware or a different operating system. As a viable compromise
we have decided to use the Windows 10 Subsystem for Linux utility [21] and we
have downloaded the Ubuntu system to be used in this way. On Ubuntu, there
were no issues with the PGX database usage.

The client side was implemented in Windows environment using the PGX
Java client library. The implementation is quite straightforward. Instead of cre-
ating the graph in PGX for every single molecule in the database, we create one
huge graph for all 10,000 compounds, where each graph component represents
one molecule. This helps the performance since we do not have to load and store
a huge number of small files, we execute a query on several big graphs instead.
For each vertex, we generate a unique ID, we use a label to mark the representing
atom symbol, and we store a molecule ID as a vertex’s property. For each edge,
we use a label to mark the type of represented bond.

For the querying, we use the PGQL, which is supported by PGX. For each
atom in the query graph, we generate a unique ID, and then for each bond in
the query graph, we insert a rule into the query, where we define that the two
atoms with particular IDs and of a particular type are connected by a bond of
a particular type. Finally, we need to state for each pair of atom IDs that they
represent a different vertex.

A demonstration of the simplicity of PGQL usage in our case might be a query
representing the path of three carbons. We start the query with the following
statement:

SELECT DISTINCT a1.moleculeId

The following part of a PGQL query describes the bonds in the query graph:

MATCH (a1:C)-[:S]-(a2:C), (a2:C)-[:S]-(a3:C)

As the last part, we need to state that all atoms a1, a2 and a3 are different.
(Otherwise the query would match every pair of connected carbons since a1 and
a3 could represent the same atom.)

WHERE a1 <> a2 AND a1 <> a3 AND a2 <> a3
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GIRAS. As we were successful with the request of the original implementation
of GIRAS, we use the original solution. We had to implement only an adapter
which translates the chemical database we use for other methods to the format
– vertex and edge lists – accepted by the GIRAS code.

However, during the testing, we have found out that the results do not match
the results of other methods. After some investigation, we have realized that the
problem is not in the implementation, but in the algorithm itself. The GIRAS
method is trying to find the rare substructures with the condition that every
graph in the database has to be represented by at least one rare subgraph. We
have found out that when we create a query which has only several results,
everything works fine. On the other hand, when we create a query which should
match nearly the whole database, we do not get any results at all.

We did an explicit test which proves that the algorithm cannot work properly
in all cases. We have created a database with 4 molecules, where each of them
contains a path of 4 aromatic carbons, but in each of them, there is a unique
substructure which does not contain this particular path. When we have executed
a query of the mentioned path, we did not get any results. When we added a
new molecule into the database which represents the query itself, i.e., a path
of 4 aromatic carbons, the query matched all 5 graphs in the database. This
observation invalidates the statement in [7] that the indexing is complete.

4 Results of Experiments

We have measured the results using a laptop Dell Inspiron 15 7000 with Intel(R)
Core(TM) i7-6700HQ CPU processor with a frequency of 2.60 GHz and 16 GB
of RAM with operating system Windows 10.

As a dataset, we have used the first 100,000 compounds of the ChEMBL
database [2] release 24. We wanted to have a large enough dataset to have as
precise results as possible. On the other hand, most of the experiments are
computed just in memory, and, therefore, the dataset could not be larger. Since
we did not find any order pattern in which the compounds are placed into the
database, we assume that this order is random.

The particular characteristics of the used dataset are as follows:

– Number of vertices of the smallest compound: 1
– Number of vertices of the largest compound: 548
– Average number of vertices: 28
– Average number of edges: 30
– Number of vertex labels: 18
– Number of edge labels: 4

For query testing, we created four sets of queries with sizes of 4, 8, 16, and
24 vertices respectively. Each set contains 10 different queries defined in the
SMILES language [4]. The list of queries and all measured values can be found
in [28].
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4.1 Index Building Time

We define the index building time as the time difference between the time
when the chemical database is loaded into the memory and the time the
index/database is ready to execute queries.

In case of GraphGrepSX, GString and GIRAS, it means the index building
itself, in case of SQL and graph database, it means the set of API calls to upload
the data into the database. The complete results are provided in Fig. 1. For a
better graph scale, we also present results with omitted SQL database results in
Fig. 2.

Fig. 1. Index building time Fig. 2. Index building time (without the
SQL database)

As expected, we can see that it is significantly slower to build the whole
database from scratch than to create just an index, as it is in case of Graph-
GrepSX and GString. The results of database methods are also quite convincing
– SQL database creation time is 50 times slower compared to PGX. This is
quite an expected result since PGX works only in memory contrary to the SQL
database which stores all the data to the disk.

In the other two cases, the difference is not so significant. GraphGrepSX is
two times slower than GString. There might be two reasons for this observation.
The first one is that for GString we have used smaller parameter l compared to
GraphGrepSX. The other explanation might be that it is worth to spend some
time for the condensation process, because it significantly reduces the number of
distinct paths in the graph, and, therefore, it makes the index building process
faster.

Unfortunately, we cannot present the results for GIRAS. The reason is that
we were not able to get the results in a reasonable time. Even for 10,000 com-
pounds, we did not get the built index even after two days of computation. The
reason is that the dataset contains small structures which are substructures of
many others, and, thus, there are no rare subgraphs. After two days of compu-
tation for 10,000 compounds, we stopped at the moment where we were missing
indexing of 39 compounds, and the currently searched support level was 600. In
other words, these 39 compounds do not contain any subgraph (of the maximal
size of 8 vertices) which is rare enough to be a part of less than or equal to
600 compounds in the dataset. Just for verification, we tested GIRAS on small
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datasets (hundreds of compounds) and the computation has finished in a rea-
sonable time (several hours) and with expected results. Since we were not able
to build the GIRAS index for our dataset, we do not present the results of other
metrics for this method, because we had no way to measure them.

4.2 Index and Data Size

Since it is tricky to measure just the index size (and in a graph database this
term does not even make sense), we have decided to measure the size of memory
needed for a particular method. In case of GraphGrepSX and GString, it is
the memory used by the running process after the index is built and garbage
collection being triggered. In case of the SQL database, we query the size of the
index structure and table BONDS. The query is as follows:

SELECT sum(bytes)/1024/1024 as "SIZE in MB" FROM dba segments
WHERE segment name=’BONDS/INDEX NAME’

Last but not least, in case of the graph database, we use method getMemo-
ryMb, which is offered by the Java API of PGX graph representation.

The results are provided in Fig. 3. What we found as an interesting obser-
vation is the size of the GString index. We found out that the premise that
using the condensed graph to reduce the number of different paths is not valid.
The built index on the tested database contains more than a half million nodes
in the GString index tree. The root node itself has almost 150 children, i.e.,
there are almost 150 different node types. This is a huge number compared to
GraphGrepSX, which contains only 21 vertex node types.

Fig. 3. Index size Fig. 4. Candidate set creation time

Other results are quite expected. The reason why PGX data representation is
significantly smaller compared to the SQL database is that PGX does not build
any indices. The amount of memory consumed by SQL table representation
(without the indices) is about the same as for PGX.
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4.3 Candidate Set Creation Time

By candidate set creation, we mean the time difference between the time when
a query is executed and the time when we finish the index utilization for the
particular query. As we have mentioned, this metric is meaningful only for Graph-
GrepSX and GString. The results are provided in Fig. 4. We can see that GString
is significantly slower compared to GraphGrepSX. This is most probably because
of the significantly bigger index size.

The other interesting fact for GString is that due to the “stars versus paths”
issue described in Sect. 2.2, it is almost impossible to get meaningful results for
large queries, and so the candidate sets are cut down to almost empty sets.

4.4 Verification Time

Verification time has two different meanings in this context. For methods where
we create the candidate set, we understand verification time as the time needed
to verify the candidate set. In case of SQL and graph databases, where we do
not work with the candidate set concept, we understand verification time as the
time needed for executing the query, since we need to verify every single record
in the database.

The results are provided in Fig. 5, where we can observe several interesting
outcomes. At first, we can be surprised by very low numbers for verification
time in case of GString. This is caused by a significantly smaller candidate set
compared to GraphGrepSX. On the other hand, the candidate set is not smaller
due to a better pruning ability of GString index, but because of the fact that
GString invalidates even the results which are valid for other methods. This was
described in detail in Sect. 2.2.

Fig. 5. Verification time Fig. 6. Candidate set hit ratio

The other interesting observation represents the values for PGX. Although
the values for queries of sizes 4 and 8 are very good (even better than for Graph-
GrepSX which is indexed), we have found out that for queries with the size
bigger than 14, it is barely usable. We have tried to test it even on a database
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with 1 graph having 2 vertices and 1 edge between them. We would expect that
any query will be executed quickly because there is not much to compute. How-
ever, we have found that even on this small graph, big queries are very slow, and
the complexity grows exponentially: While a query with 12 vertices took 46 s, a
query with 14 vertices took 50 min. Even after 3 h of computation, we were not
able to get results for a query with 16 vertices.

It seems that PGX spends a lot of time on PGQL query parsing and creation
of the execution plan. We have investigated this surprising finding and found
out that this problem probably occurs only in the single-node in-memory engine
mode of PGX 19.1.0 we used for experiments. An interested reader can compare
this finding with results described in [22], where very promising numbers even
for large queries are presented.

4.5 Hit Ratio of Candidate Set

The metric is defined as a ratio between the candidate set size and the result set
size. It measures the quality of the index, i.e., the higher the ratio is, the better
results are obtained from the index. It is again only applicable for methods which
create the candidate set.

As we can see in Fig. 6, for GraphGrepSX, the efficiency of its index decreases
with the query size. This is natural since the GraphGrepSX ’s index describes
only paths of length up to 6. Therefore, it is expectable that with the growing
size of the query, the accuracy will decrease, because the indexed paths cover a
smaller portion of the query.

On the other hand, even queries of size 24 are not big enough to overflow the
capacity of GString. The condensed graph does not contain paths longer than 5
in these cases, and, therefore, we would expect more or less constant hit ratio
for all query sizes which matches the actual results. However, we can see that
the hit ratio is significantly smaller compared to GraphGrepSX.

4.6 Query Execution Time

The whole query process can be defined as the sum of the candidate set creation
time and verification time. Note that in the case of SQL and graph databases,
this is equal to the verification time. However, for the end user, this is probably
the most crucial metric.

The results are provided in Fig. 7. The first aspect we can observe is that
this graph is not much different from the one in Fig. 5. In other words, the time
for obtaining a candidate set plays only very minor role in the total query time.

The very good performance of GString is the result of the fact that the result
set is smaller compared to the other methods. This might be confusing and a
user of such a method has to be aware of its limitations. On the other hand, if
the user knows what the GString restrictions are, it may be a very efficient way
of querying.
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Fig. 7. Query time

In case of small queries, the best choice seems to be PGX. The implemen-
tation is very straightforward and most of the work is very intuitive. Also, the
implementation of PGX handler is very easily improvable to work with even
much bigger datasets which cannot fit into the memory.

In the case of the SQL database, we can be quite surprised that, contrary to
usual expectations, it is a viable solution. The difference in performance times
from the other methods is not that significant as we would expect. Besides, the
SQL solution is the only one which does not have to fit into memory as it is.

Although all the other methods have their own benefits, GraphGrepSX seems
to be an overall winner. It is quite simple to implement, it has the best overall
performance and reasonable index size, as well as its built time.

Finally, we summarize the results of the original hypotheses in Table 1.

Table 1. Hypotheses results

Hypothesis Result Comments

H1.1 False Index of GString is significantly larger. The number of distinct nodes
in case of GString is much bigger compared to GraphGrapSX on a
real-world dataset

H1.2 Uncertain The performance of GString is indeed better compared to Graph-
GrepSX. On the other hand, the main reason is a smaller result set,
because the rules for candidate set creation are too restrictive in some
cases

H2.1 Unknown We were not able to build the GIRAS index in a reasonable time

H2.2 True We were not able to build the GIRAS index in a reasonable time even
for the one tenth of the tested dataset size

H3.1 True In general, both GraphGrepSX and GString perform better than SQL
and PGX approaches. On the other hand, for small queries, the PGX is
slightly faster. Moreover, in the case of the SQL database, we expected
much worse results

H3.2 Uncertain The hypothesis is definitely valid for small queries, in which case the
performance difference is enormous. On the other hand, for larger
queries PGX starts to be barely usable due to the issues with PGQL
query parsing, but this is probably a problem only in the particular
version we used
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5 Conclusion

The aim of this paper was “to fill a market niche” of objective benchmarks of
approaches for efficient querying over databases of chemical compounds. Among
the existing approaches, we have selected three indexing algorithms (Graph-
GrepSX, GString and GIRAS ), and compared them both mutually and also
with a classical relational database (Oracle) and a graph analytics tool (PGX).
In all five cases, we targeted the most efficient representatives of their kind. We
have created a benchmark which uses a data set of 100,000 chemical compounds,
and we primarily measured the index size and its creation time, efficiency of the
index, and the total time needed for queries of various sizes.

As expected, we have confirmed some of the common hypotheses. But, on the
other hand, we have found many of the results of related papers not completely
valid, and we have also disproved some of the common assumptions. In general,
our aim was to provide an unbiased comparison and show the current potential
as well as shortcomings of the existing approaches used for querying chemical
compounds.
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Abstract. Generating differential diagnosis has been a subjective pro-
cess primarily relying on a physician’s experience. However, the increased
availability of electronic health records (EHRs) means that this process
has the potential to benefit from machine learning-based decision sup-
port technology. No differential diagnosis models are currently available
for heart disease, particularly for physicians in emergency departments
(EDs). In this paper, we applied the decision tree method to automat-
ically build a heart disease differential diagnosis model from structured
and unstructured ED data. Our results show that the automatically
learned model can achieve a classification accuracy of 89%. Our study
demonstrates that data-driven differential diagnosis rules can be auto-
matically learned from analyzing EHR data and that this learning can
be clinically meaningful when merged with external medical knowledge.

Keywords: Heart disease · Differential diagnosis · Decision tree ·
Electronic health records

1 Introduction

Differential diagnosis provides a list of possible diseases that might explain a
patient’s presenting clinical signs and symptoms [21]. Clinicians use historical
information, physical exam findings, and diagnostic studies to narrow this list.
Often level of differential diagnosis capability relies on physician’s experience,
and it can be further impacted when physicians work in high demand environ-
ments such as EDs. Physicians in the EDs must make correct diagnoses in a
short time, with only partial information.

A diagnosis error emerges when a diagnosis is missed, inappropriately delayed
or is wrong [17]. The overall rate of diagnostic error has been estimated at 10–
15% [3], and diagnostic error is the number one reason for malpractice lawsuits
arising from events originating in EDs [6]. Unfortunately, reducing diagnostic
error is difficult. Suggested approaches include improving clinicians’ diagnostic
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abilities and the use of diagnostic aid systems to augment doctors’ diagnostic
abilities. However, there are currently no available tools which use real-world
data to automatically aid differential diagnosis generation for ED clinicians.

In this paper, we proposed a method of building a differential diagnosis aid
system automatically from EHR data and medical knowledge using a decision
tree algorithm. To build this system, we first used the natural language pro-
cessing (NLP) method to extract useful clinical findings and symptoms from
discharge reports, then built models using patients’ demographic information,
clinical findings and symptom information along with external medical knowl-
edge.

We applied the proposed method to actual EHR data obtained from the
University of Pittsburgh Medical Center (UPMC). The results indicated that
our approach is effective in finding clinically meaningful differential diagnosis
rules.

The remainder of this paper is organized as follows. Related work is reviewed
in Sect. 2. Our proposed method is described in Sect. 3. Experiments are
described in Sect. 4. The conclusion is in Sect. 5.

2 Related Work

Differential diagnosis generators were first developed in the 1960s [10,16]. These
earliest systems, for example, INTERNIST-1 [15], MYCIN [20] and DXplain [1],
used structured knowledge or a manually constructed knowledge base to do
predictions.

In the 1990s, Iliad [24] was developed. It used more probability reasoning
methods. Each disease in this system was assigned a prior probability and a
list of findings, along with the sensitivity (the fraction of patients who have the
disease and at the same time have the finding), and 1-specificity (the fraction of
patients who do not have the disease but have the finding).

In 2000, NLP techniques began to be applied in diagnosis systems. For exam-
ple, ISABEL [19] uses automatic information retrieval techniques and a database
of medical documents to retrieve appropriate findings and diagnoses.

However, current differential diagnosis generators [4] are designed to give a
potential disease list, rather than providing physicians suggestions for the next
physical exams, lab tests or treatments.

3 Method

The goal of this study is to find a way that effective differential diagnosis rules
can be created through mining of EHR data and medical knowledge. EHRs are
widely used in hospitals and medical practices nationwide now, and this high
volume facilitates data-drive clinical research to enhance patient care [7].

We decided to adopt the decision tree algorithm to perform data-driven differ-
ential diagnosis. The reasons for this decision are two-fold. Like machine learning
algorithms such as deep neural networks [12], random forest [13], and support
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vector machines [22], the decision tree algorithm is commonly used, and it has
comparable effectiveness in decision making. However, the decision tree has the
advantage over the other types because its building process is consistent with
what physicians think of as differential diagnosis, and it is easy for physicians to
check the inside of the model. This makes it easier for physicians when deciding
whether to trust a prediction made by a decision tree or not.

Because inferences made by machine learning algorithms are often limited
by the patterns in the data, extra domain or background knowledge are often
integrated to resolve this limitation. For example, domain knowledge has been
used to improve machine learning algorithm performance in clinical notes de-
identification [8], intensive care monitoring [14], and medical risk factors identi-
fication [23].

Word embeddings are a type of popular word representation for high-
dimensional data in NLP. They capture the similarity or correlation between
different words. Andrew Beam et al. [2] published a set of medical concept
embeddings learned from an extremely large collection of medical data. We used
this dataset to calculate the correlation between cardiac disease and symptoms
and incorporate this relationship as external medical knowledge. We added in
this medical knowledge to improve the differential diagnosis performance of the
decision tree algorithm.

Below we describe how we extracted useful information from EHR data,
how we applied the decision tree algorithm, how we enabled calculation of the
relationship between disease and symptoms, and finally, how we combined the
two types of information obtained to enable differential diagnosis.

3.1 Feature Extraction Using NLP

In addition to retrieving basic structured demographic information from the
cohort population, including gender, race, age, and insurance, we also collected
unstructured ED discharge summaries.

From the ED discharge summaries, we extracted medical findings using
MedLEE [9], a well-known NLP tool. For each report, MedLEE returned a set
of Unified Medical Language System Concept Unique Identifiers (UMLS CUIs),
each of which represents a clinical concept. Each concept was associated with a
certainty level, e.g., “no,” “negative,” “rule out,” “unable,” etc. For each clinical
concept CUI, we assigned the value “True” or “False” based on its correspond-
ing certainty level. For example, the NLP output from processing the sentence,
“The patient denied chest pain” would be C0008031 (CUI code representing
chest pain) with a value of “False.” When a CUI did not appear in one report,
we treated it as “False.”

In UMLS, each concept’s CUI code is associated with a semantic type code
such as finding (T033), sign or symptom (T184), etc. To avoid the extraction
of final diagnosis from a report, we limited our concepts to two types, namely
finding and symptom or sign. We extracted 8,464 distinct UMLS CUI codes
overall.
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3.2 Decision Tree Algorithm

Decision tree learning is a commonly used predictive modeling technique. A
decision tree model starts from the root node and partitions data recursively
into subgroups. One classic decision tree learning algorithm, the ID3 algorithm,
was designed by Quinlan [5]. At each node, the ID3 selects the attribute that
has the highest information gain among all candidate attributes, splits the data
set, and grows the branches on values of the attribute.

1. Entropy H(T ) is a measure of uncertainty of one set T .

H(T ) =
∑

x∈X

−p(x)log2 p(x)

– H(T ): the entropy of set T
– T : the set for which entropy is calculated
– X: classes in set T
– p(x): the probability of each class in set T

2. Information gain IG(T, F ) is the entropy difference before and after set T is
split by feature F .

IG(T, F ) = H(T ) −
∑

y∈Y

p(y)H(y)

– H(T ): the entropy of set T
– Y : the subsets after T is split by feature F
– p(y): the proportion of the number of elements in y to the number of

elements in set T
– H(y): entropy of subset y

3.3 Medical Knowledge Learned from Word Embedding

Cosine similarity is a measure of similarity between two vectors by calculating the
cosine of the angle between them. Two identical vectors have a cosine similarity
value of 1. The larger the cosine similarity value is, the more similar the two
vectors are.

Cosine Similarity = cos(θ) =
X × Y

‖X‖ × ‖Y ‖ =
∑n

i=1 Xi × Yi√∑n
i=1 X2

i

√∑n
i=1 Y 2

i

where Xi and Yi are components of vectors X and Y .
Andrew Beam, et al. [2], at Harvard Medical School, created the most com-

prehensive clinical embeddings to date using extremely large medical data and
literature. Each clinical concept (e.g., disease, symptom) is represented by a
numeric vector. We used Beam’s numeric representations of UMLS CUIs.

Because we do not have enough samples to do differential diagnosis for each
ICD code, we merged 238 heart disease ICD-9-CM codes into six categories (see
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datasets description in Sect. 4.1). Each category has multiple vectors, so we used
the centroid of these vectors to represent the category.

For each feature, we calculated the similarity of its cosine with the vector
centroid of each category and got six values. We used the Softmax method to
transform these six similarity values to probabilities and calculated the entropy
of these six probability values. Finally, we used this entropy value to represent
this feature’s clinical differential diagnosis capability.

3.4 Combining Decision Tree and Medical Knowledge

The ID3 decision tree algorithm chooses splitting nodes based on the information
gain of each feature. We combined the information gain and clinical information
entropy values to generate a new score for decision tree development.

New Criterion = (1 − α) × InformationGain

+ α × DifferentialDiagnosisScore

4 Experiment

4.1 Experiment Setup

Datasets. We retrieved data from all heart disease visits to 15 EDs at UPMC
between January 1, 2008 and December 31, 2014. The University of Pittsburgh
Institutional Review Board approved this study (Study No. 18100069). We iden-
tified a cardiac disease visit if its primary ED diagnosis included one of the 238
ICD-9-CM codes for cardiac disease. We then used Clinical Classification Soft-
ware (CCS) 7.2 to merge all of the ICD-9-CM codes into six clinically mean-
ingful categories. CCS is a widely used diagnosis and procedure categorization
scheme [11].

Although CCS has 11 categories (CCS 7.2.1 - CCS 7.2.11) for heart disease,
we did not include CCS 7.2.5 because it refers to nonspecific chest pain, which
is not a clear indication of cardiac disease. We combined conduction disorders
(CCS 7.2.8) and cardiac dysrhythmias (CCS 7.2.9) as category 7.2.89 because
they are treated similarly in acute settings. We combined heart valve disorders
(CCS 7.2.1), pulmonary heart disease (CCS 7.2.6), other and ill-defined heart
disease (CCS 7.2.7), and cardiac arrest and ventricular fibrillation (CCS 7.2.10)
into a category we called “OTHER” due to their small number of visits and
clinical unimportance. Detailed information about the six categories is shown in
Table 1. Each of these six CCS groups has sufficient training and test data to
evaluate our new scoring methods to combine EHR data and medical knowledge.

We removed visits whose primary diagnosis and secondary diagnosis belonged
to more than one heart disease CCS categories. We made this decision because
we found that there were more than 500 distinct CCS category combinations in
our research data. We did not have enough samples to conduct differential diag-
nosis for all these combinations. Moreover, when there was more than one CCS
category, it was unclear which heart disease caused which clinical abnormality.
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Table 1. Sample size of training and test datasets.

CCS level Description Training,
2008–2013

Test,
2014

7.2.2 Peri-; endo-; and myocarditis;
cardiomyopathy (except that caused by TB
and STD)

84 20

7.2.3 Acute myocardial infarction 121 53

7.2.4 Coronary atherosclerosis and other heart
disease

294 88

7.2.89 Conduction disorders
Cardiac dysrhythmias

8418 2552

7.2.11 Congestive heart failure; nonhypertensive 402 108

OTHER Heart valve disorders
Pulmonary heart disease
Other and ill-defined heart disease
Cardiac arrest and ventricular fibrillation

1379 374

We used data from 2008 to 2013 as training data and data from 2014 as
test data. Overall, the training data and test data had comparable demographic
distributions. Table 2 lists the demographic information of the training and test
data. We defined age categories as follows: Child: 0–17; Adult: 18–64; Old: 65 and
older. We estimated income level in units of a thousand, based on home zip code
and census data, and divided income into three categories: Lower income: less
than 40,000; Middle income: 40,000–120,000; High income: greater than 120,000.

Implementation Details. To evaluate performance of the decision tree algo-
rithm, we varied two input parameters for the decision tree model learned from
EHR data (DT EHR): maximum tree depth (3, 4, 5, 6, 7, 8) and minimal leaf sam-
ple size (60, 80, 100, 120); we varied three parameters for the decision tree model
learned from both EHR and medical knowledge (DT EHRMK): maximum tree
depth (3, 4, 5, 6, 7, 8), minimal leaf sample size (60, 80, 100, 120) and parameter
α (0.01 to 1 per 0.01). We used a ten-fold cross validation technique to find the
best hyperparameters on the training data, then used those parameters to fit the
decision tree model to the whole training data set. The best hyperparameters
for DT EHR were: best tree depth = 8, and best minimal leaf sample size =
60. The best hyperparameters for DT EHRMK were: best tree depth = 8, best
minimal leaf sample size = 60, and best α = 0.81.

4.2 Results and Discussion

Classification Performance. The test data classification accuracy of DT EHR
was 0.8908. Its confusion matrix is reported in Table 3. The test data classifica-
tion accuracy of DT EHRMK was 0.8814, and its confusion matrix is reported
in Table 4.
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Table 2. Statistical summary of demographic information.

Characteristic Training data (n = 10698) Test data (n = 3195)

Gender Female: 6087(57%) Female: 1784(56%)

Male: 4611(43%) Male: 1411(44%)

Race Black: 1899(18%) Black: 458(14%)

White: 8413(79%) White: 2646(83%)

Other: 386(3%) Other: 91(3%)

Age Child: 530(5%) Child: 201(6%)

Adult: 7349(69%) Adult: 2133(67%)

Old: 2819(26%) Old: 861(27%)

Income Lower income: 6799(64%) Lower income: 2003(63%)

Middle income: 3884(36%) Middle income: 1189(37%)

High income: 15(0.1%) High income: 3(0.09%)

Insurance Commercial: 1109(10%) Commercial: 321(10%)

Medicare: 1031(10%) Medicare: 336(11%)

Other: 8558(80%) Other: 2538(79%)

Table 3. Confusion matrix for DT EHR.

Predicted

Actual CCS7.2.2 CCS7.2.3 CCS7.2.4 CCS7.2.89 CCS7.2.11 OTHER SUM

CCS7.2.2 0(0%) 0(0%) 0(0%) 15(75%) 5(25%) 0(0%) 20(100%)

CCS7.2.3 0(0%) 0(0%) 2(4%) 44(83%) 5(9%) 2(4%) 53(100%)

CCS7.2.4 0(0%) 0(0%) 19(21%) 57(65%) 12(14%) 0(0%) 88(100%)

CCS7.2.89 0(0%) 0(0%) 1(0%) 2528(99%) 19(1%) 4(0%) 2552(100%)

CCS7.2.11 0(0%) 0(0%) 2(2%) 45(42%) 60(55%) 1(1%) 108(100%)

OTHER 0(0%) 0(0%) 0(0%) 120(32%) 15(4%) 239(64%) 374(100%)

The classification performance of DT EHR and DT EHRMK was very simi-
lar. The difference in accuracy was less than 0.01. Neither of them made CCS7.2.2
and CCS7.2.3 predictions.

Because the sample size for CCS7.2.89 was very large, most of the prediction
errors occurred because visits in other categories were mistakenly predicted to
be CCS7.2.89.

Decision Tree Model. The DT EHR model is shown in Fig. 1 and the
DT EHRMK model is shown in Fig. 2. While the two decision trees have many
similarities, the second decision tree found more clinically meaningful nodes.
There are some slight differences in the distal nodes. Clinically, these seem-
ingly small differences often have immense importance in differentiating between
acute coronary and non-coronary related diagnoses. In the acute emergency
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Table 4. Confusion matrix for DT EHRMK.

Predicted

Actual CCS7.2.2 CCS7.2.3 CCS7.2.4 CCS7.2.89 CCS7.2.11 OTHER SUM

CCS7.2.2 0(0%) 0(0%) 0(0%) 19(95%) 1(5%) 0(0%) 20(100%)

CCS7.2.3 0(0%) 0(0%) 1(1%) 48(91%) 2(4%) 2(4%) 53(100%)

CCS7.2.4 0(0%) 0(0%) 10(11%) 77(88%) 1(1%) 0(0%) 88(100%)

CCS7.2.89 0(0%) 0(0%) 3(0%) 2544(100%) 1(0%) 4(0%) 2552(100%)

CCS7.2.11 0(0%) 0(0%) 1(1%) 87(81%) 19(17%) 1(1%) 108(100%)

OTHER 0(0%) 0(0%) 0(0%) 130(35%) 1(0%) 243(65%) 374(100%)

department setting, these differences can have a real time impact on the need
for urgent/emergent coronary intervention. Delays in coronary intervention have
been associated with worse clinical outcomes in vulnerable populations. For
example, in the second decision tree, the terminal nodes of pain and angina pec-
toris are used to differentiate between categories 2 and 3. Category 2 represents
diagnoses that involve structural abnormalities of the heart, whereas category 3
often describes electrical abnormalities. These two categories are often treated
differently, and often treated by two different types of cardiologists. The inde-
pendent variable combinations used in the second decision tree are the same
ones used by clinicians to differentiate patients while working in the emergency
department.

Assigning Missing Status as False Status. Commonly, a free-text med-
ical report will not mention all clinical findings, and missing usually indicates
absences of clinical findings. For example, a medical report of a trauma patient in
the emergency department may not mention whether the patient has pneumonia
or not (and usually the patient does not). Strategies of handling missing include
(1) treating missing as “False”; (2) treating missing as a third category: “miss-
ing”; (3) not assigning any value for missing data by assuming missing happened
completely at random; (4) using imputation methods to estimate values when
they are missing. Pineda et al. [18] compared strategies 1–3 for influenza detec-
tion using NLP-extracted clinical findings. Their experiment results showed that
missing as “False” performed similarly as missing as “Missing,” and these two
strategies performed better than missing at random strategy. Thus, we used the
missing as “False” strategy, because the binary value of clinical findings (true or
false) will lead to a larger sample size in subgroups than three value (true, false,
or missing). We plan to compare different strategies of handling missing in the
future work.

Studying the Impact of Class Imbalance. Since the vast majority number
of samples belongs to 7.2.89, the resulting class imbalance in real-world data may
have an impact on the machine learning. Because our method (DT-EHRMK)
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Fig. 1. Decision tree model learned from EHR.

does not take into account class imbalance issue, to study the impact of class
imbalance, we conducted additional experiments using a downsampling method.
In the downsampling experiments, we reduced the sample size of 7.2.89 to 404,
we reduced the sample size of the OTHER category to 402 by randomly dropping
samples. The training samples of the remaining categories remained the same.
We conducted five random downsamplings to obtain five training samples. Using
these five training samples, we used our DT EHRMK method to generate five
trees and tested their accuracies using the original test dataset that had been
used to evaluate other models. These five trees had much lower accuracies than
the trees that were generated without downsampling (accuracy: 0.8041, 0.7202,
0.7396, 0.7202, 0.7202). Although downsampling can create a more balanced
training dataset, the downsampling method did not generate more accurate trees
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Fig. 2. Decision tree model learned from EHR and medical knowledge.

in our experiments. The reason may be that the clinical data heterogeneity was
very large, so we simply could not use the downsampling method.

Comparison with Other Machine Learning Methods. We chose a deci-
sion tree framework instead of other machine learning methods because we hope
to discover diagnosis pathways that are clinically meaningful and actionable. A
decision tree framework can produce these pathways for classification tasks. In a
preliminary experiment, we developed two other classification models and their
performance was similar with decision tree methods: SVM (default parameters
in the sklearn package, overall accuracy; 0.8942), random forest (default param-
eters in the sklearn package except number of estimators: 1000, overall accuracy:
0.9061).
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Innovation of This Study. To the best of our knowledge, this is the first study
to combine medical embedding with use of decision trees for diagnosis pathway
modeling. The medical embeddings were developed using insurance claims (60
million members), clinical notes (20 million), and full text biomedical journal
articles (1.7 million). These embeddings are reliable representations of medical
knowledge with different levels of semantic correlations among clinical concepts.
Although the embedding technique has been successfully used in many natural
language processing tasks, there are very few studies that have used medical
embeddings for machine learning of electronic medical records.

5 Conclusion

While we do not believe that this current decision tree is ready for clinical use,
these techniques and ideas could generate future decision support machines for
clinical decision-making. The results also show that combining domain knowl-
edge and the decision tree algorithm can lead to more clinically meaningful
models.

With increased accuracy, and expanded diagnostic categories, decision trees
like this one could be used in educational or clinical situations. Trees could teach
medical students key points in history-taking for generating a differential diag-
nosis. Trees could allow clinicians to narrow the differential diagnosis, support
clinical impressions, suggest important alternative diagnoses, and guide more
cost effective testing.

Acknowledgement. We thank Dr. Fuchiang Tsui at the Children’s Hospital of
Philadelphia for helpful discussions.
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Abstract. The World Health Organization (WHO) reported that coronary heart
disease (CHD) is one of the top causes of global mortality, and it is also highly
ranked in Korea. The wrong lifestyle such as alcohol, tobacco, and high fatty food
is directly involved in themain risk factors forCHD. In the early stage, it is possible
to prevent suffering from CHD by an appropriate drug and healthy lifestyle which
lead to effective treatment. In this paper, we propose a deep autoencoder based
neural networks (DAE-NNs) to predict CHD risk. First, a dataset is divided into
two groups by their divergence using a deep autoencodermodel. Then, deep neural
network (NN) classifiers are trained on each group of dataset separately. As a
result, the performance measurements including accuracy, F-measure and AUC
score reached 83.53%, 84.36%, and 84.02%, respectively in the Korean popula-
tion. These results show that our proposed DAE-NNs approach outperformed
typical data mining based classifiers for CHD risk prediction.

Keywords: Coronary heart disease � Data mining � Deep autoencoder �
Reconstruction error � Neural network

1 Introduction

CHD is the type cardiovascular disease (CVD), and according to the report by the
WHO, CVDs are the number one cause of death globally with regard to 2017, an
estimated 17.9 million people die of CVDs every year, 85% (15.2 million) of these
deaths are due to CHD and stroke [1].

CHD is caused by unhealthy blood cholesterol level, high blood pressure (HBP),
smoking, bad eating habits, lack of physical activity and obesity [2–4]. If suffering
from CHD, a waxy substance called plaque will be built up inside the coronary arteries
that deliver oxygen and nutrients to the heart muscle. This plaque narrows the arteries
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and the flow of oxygen-rich blood to the heart muscle is limited [5]. Over time, the
arteries are more narrowed and blocks the blood flow. Then, heart attack or death can
be occurred because of the blockage [6]. If CHD reaches a serious situation, it will
require advanced treatments such as heart transplant, stent surgery that helps keep
coronary arteries open and reduce the chance of a heart attack, and coronary artery
bypass grafting that improves blood flow to the heart [7]. In the early stage, it is
possible to prevent suffering from CHD by a healthy diet, active exercises, and con-
venient medication. However, most patients are diagnosed in the middle or late stage
because CHD does not have any symptoms at the early stage. Also, making a precise
diagnosis is difficult, a doctor will diagnose it based on many clinical tests such as
electrocardiogram, echocardiography, chest X-Ray, and blood tests and so on [8].

There is a need for accurate CHD detection tool the early stage to increase the
chance of successful treatment. Data mining discovers useful knowledge hidden in a
dataset and a lot of research studies have been suggesting data mining supervised
learning algorithms for a disease prediction [9–11]. Supervised learning is used when a
class labels for a disease are available. It trains a model on the labeled dataset, then
predicts the class label from given unknown data based on previously obtained
knowledge. Artificial Neural Network (ANN), Decision Tree (DT), Random Forest
(RS), Naïve Bayes (NB), K-Nearest Neighbors (KNN) and Support Vector Machine
(SVM) are generally used supervised learning algorithms for purpose of CHD risk
prediction. Another way of CHD risk identification is to calculate the Framingham Risk
Score (FRS); it is a gender-specific multivariable statistical model to estimate CHD risk
of an individual. Age, sex, smoking status, systolic blood pressure (SBP), diastolic
blood pressure (DBP), total cholesterol, high-density lipoprotein (HDL) cholesterol,
and diabetes status are features used in this model [12]. However, FRS cannot well
estimate risk in populations other than the US population [13, 14] because it was
developed based on residents of the city of Framingham, Massachusetts.

Abdullah et al. proposed the RF algorithm with 10 number of trees for CHD
prediction on Cleveland benchmark dataset and showed 63.33% accuracy [15].
Srinivas et al. and Nahar et al. suggested NB algorithm for heart disease prediction [16,
17]. Chaurasia et al. presented the comparison between CART, ID3 and Decision table
algorithms on the Cleveland dataset and CART algorithm gave the highest accuracy
83.49% [18]. Das et al. suggested neural networks ensembles that consist of 3 NN
models with one hidden layer. The accuracy was 89.01% on the Cleveland dataset [19].

According to the Korea National Health and Nutrition Examination Survey
(KNHANES) dataset, Kim et al. proposed fuzzy logic and decision tree based CHD risk
prediction model [10]. Their suggested model was based on age, sex, total cholesterol,
low-density lipoprotein (LDL), HDL, SBP, DBP, smoking status, and diabetes. Result
proves that the proposed method provides more accuracy (69%) over NN, SVM, and DT
algorithms. A Neural network with feature correlation analysis (NN-FCA) approach has
been presented by Kim et al. [11]. They have performed feature selection using sta-
tistical analysis for KNHANES-VI dataset. Total 9 number of selected features
including age, body mass index (BMI), total cholesterol, HDL, SBP, DBP, triglyceride,
smoking status, and diabetes were given into the input of NN model. Compared to the
results of the FRS and linear regression model in the Korean population, their proposed
model has shown high accuracy and AUC score of 82.51% and 74%, respectively.
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Most of the previous literature suggested a single classification model or an
ensemble classification model on particular dataset. However, we proposed 2 NN
classifiers that are trained on different groups of the dataset. First, the dataset is par-
titioned into two groups by their divergence using deep autoencoder model (DAE).
Autoencoder is one kind of neural network that tries to learn to represent its input to
output as close as possible. First, it compresses its input into a low dimensional rep-
resentation and then reconstructs the input to the output from the compressed repre-
sentation. Reconstruction error is a difference between input and its reconstructed
output. We used reconstruction error measurement from the DAE model to partition the
whole dataset into the 2 groups, and each group consists of a subset labeled the high-
risk and low-risk. Then, deep neural network (DNN) classifiers are trained on each
group separately using CHD risk factors according to the FRS. Each NN classifiers are
the same structure and class labels including high-risk and low-risk. The main differ-
ence is that they trained on a different group of dataset. First, it checks whether the data
belongs to group 1 or 2 when predicting unseen data. Depends on selected group, only
appropriate classification model predicts the CHD risk. In other words, both of the
trained classifiers can predict CHD risk is high or low, but only a corresponding
classifier is used for prediction based on a related group with unseen data. We have
compared our proposed approach with FRS and data mining based classification
models including NB, KNN, SVM, DT, and RF in the Korean population.

2 Materials and Methods

An architecture of our proposed method for CHD risk prediction is represented on
Fig. 1.

Before the first step, we integrated the fifth and sixth KNHANES datasets, and re-
moved rows with missing values and unrelated features for CHD prediction; we used
the Framingham risk factors for our proposed method. First, the DAE model learns
from the whole training dataset, and reconstruction errors of the training dataset are
calculated through the difference between input and output of the DAE model. Based
on reconstruction errors, an upper threshold value is estimated by interquartile range.
After that, the training dataset is divided into 2 groups depending on whether their
reconstruction error is higher or lower than the upper threshold, and NN based clas-
sifiers are trained on each group. For test data, it is given as an input of the trained DAE
model to receive reconstruction error. Depending on the received value, the appropriate
classifier is used to predict CHD risk label. The entire process is described in the
following subsections.
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2.1 Data Integration

We used the fifth and sixth KNHANES datasets over 2010–2015 years; it includes
48,492 records of Korean population. KNHANES is the Nationwide Program to
evaluate Koreans’ health and nutritional status. The survey consists of 3 parts: Health
examination, health interview and nutrition survey. This dataset is available on Korea
National Health & Nutrition Examination Survey website [20].

Fig. 1. Architecture of the proposed approach for CHD risk prediction. Steps 1–4 (green line)
are for model training and steps 5–9 (blue line) for model evaluation. (Color figure online)

Fig. 2. Data integration of the KHNANES datasets
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Our experimental dataset consists of 25,990 records including 12,915 records are
high risky people who have probability to suffer from CHD and 13,075 records are
low-risky people as shown in Fig. 2. Hypertension, dyslipidemia, stroke, myocardial
infarction, angina, and hyperlipidemia were used to identify high-risk or low-risk
labeling. If one of these 6 disorders is identified, the individual will be considered to
have high-risky of CHD.

2.2 Compared Data Mining Algorithms

Data mining techniques are deployed to scour large databases to find novel and useful
patterns that might otherwise remain unknown [21]. We have compared the proposed
approach to the following algorithms.

FRS. FRS is a gender-specific multivariable statistical model to estimate CHD risk of
an individual. We used the Wilson et al.’s proposed Framingham equation [22] for
CHD risk identification.

NB. NB classifier estimates the conditional probability for each class label by
assuming the attributes are conditionally independent and chooses the class label that
has the highest probability.

KNN. KNN classifier calculates the distances between the test set and all the training
set. Then, it sorts the distances and determines k nearest neighbors with minimum
distance. Finally, it counts each class label in nearest neighbors and, the most majority
voted class label considered as prediction value.

SVM. SVM performs classification by finding a separator line called the hyper-plane
that differentiate the classes very well. First it finds the points closest to the hyper-plane
from each classes. These points called support vector. SVM learns maximize the
margin, which is distance between the hyper-plane and the support vectors. The
hyperplane with the maximum margin is the optimal hyper-plane.

DT. DT is a flowchart like structure, where each internal node denotes a test on an
attribute, each branch represents the outcome of the test, and each leaf node holds a
class label. It is useful that a decision tree has few nodes and solves the problems very
effectively.

RF. RF is one kind of ensemble algorithms, and the DT algorithm is used as a learning
algorithm. Each tree in the forest is trained from the different dataset by random
sampling with replacement. It combines predictions that made by multiple DT clas-
sifiers and majority voted class label will be final output.

2.3 Evaluation Methods

The confusion matrix is used to evaluate the performance of a classification model. It is
a summary of prediction results including the number of correct and incorrect pre-
dictions. We built a total of 8 classifiers and evaluated them on test dataset using
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accuracy, precision, recall, F-measure, and area under curve (AUC). The accuracy of a
classifier can be obtained by the following Eq. (1).

Accuracy =
number of correct predictions
total number of elements

ð1Þ

The precision shows the positive predictive rate, and the recall shows the true
positive rate. They can be defined as:

Precision =
number of true positive prediction
total number of positive prediction

ð2Þ

Recall =
number of true positive prediction

total number of actual positive elements
ð3Þ

F-measure combines precision and recall and gives the harmonic mean of them; it
can be defined as:

F-measure =
2� Precision� Recall
Precision + Recall

ð4Þ

The AUC represents how much model is capable of distinguishing between classes,
and high AUC indicates the good result.

2.4 Proposed Approach

In this section, we described the proposed DAE-NNs approach which is developed by
combining the deep autoencoder with 2 neural network classifiers. The approach
consists of 3 basic parts such as deep autoencoder for dataset partitioning, NN clas-
sifiers, and CHD risk prediction. Each of these parts is explained in the following
subsections.

Deep Autoencoder for Data Partitioning. In practically, a dataset can include a
subset which is higher variance than the most dataset and those highly biased dataset
degrades a result of classification techniques. Therefore, we isolated highly biased
dataset and normally distributed dataset using the deep autoencoder model (DAE) for
CHD risk prediction model. The dataset with high variance can be modeled inde-
pendently for improving the performance of prediction.

Autoencoder is one kind of ANN, which is the unsupervised algorithm for learning to
copy its own input (x1 … xn) to its output (y1 … yn) as close (xi = yi) as possible by
reducing the gap between inputs and outputs [23]. Generally, it is used for dimensionality
reduction or data denoising purpose. The structure is the same as NN; it consists of input
layer, hidden layers and output layer. First, its input is compressed into a small dimension,
and then the compressed data is reconstructed back to the output; the difference between
input data and reconstructed data is calculated for changing weights assigned to reduce
that difference. Some data that is different frommost data have higher reconstruction error
than normal data. Therefore, we trained deep autoencoder model on the whole training
dataset for calculating reconstruction errors of all data.
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As shown in Fig. 3, the proposed DAE model has input layer with 8 neurons, 3
hidden layers with 4, 1, and 4 neurons, respectively, and output layer with 8 neurons.
The ReLu activation function was used to the first 2 hidden layers, and the tanh acti-
vation function was used to the last two layers (one hidden layer and the output layer).

The reconstruction errors of training dataset are calculated by squared difference
between input and output of the trained DAE model. The upper threshold of recon-
struction error is estimated by the interquartile range, it can be described as:

threshold = (q3 � q1) * 1:5 + q3 ð5Þ

Where q3 is the third quartile and q1 is the first quartile of the sorted reconstruction
errors.

After that, the training dataset is partitioned into 2 parts; the first part contains
dataset with higher reconstruction error than the threshold, and the second part includes
the rest of dataset.

NN Classifiers. Neural network is an interconnected group of nodes, and each node
represents an artificial neuron. The output of one artificial neuron connected to the
input of all other neurons. Each connection between nodes has a weight that adjusts as
learning proceeds. The proposed NN has 5 hidden layers with 17, 9, 5, 3, and 2 nodes,
respectively. The ReLu activation function is applied to each hidden layers and the
Sigmoid activation function is applied to the output layer. Also, Adam optimizer which
is a stochastic gradient based optimizer is used for weight optimization. As shown in
Fig. 1, there are 2 independent NN classifiers are learned from previously partitioned
training subsets.

CHD Risk Prediction. In the CHD risk prediction process, test data is first given as an
input to the trained DAE model, and reconstruction error is calculated. If that value is
higher than the previously estimated threshold classifier 1 is used otherwise classifier 2
is used for prediction.

Fig. 3. Structure of the autoencoder neural network
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3 Evaluation and Discussion

This section provides a detailed overview of our experiments for CHD risk prediction.

3.1 Data Pre-processing

KNHANES is an ongoing surveillance system in Korea that monitors trends in health
behavior, dietary intake and the prevalence of major chronic diseases such as obesity,
hypertension, diabetes, dyslipidemia, and oral disease and provides data to researchers.
However, missing data is a common problem in survey datasets, and the resulting
datasets tend to contain many missing values. We used real dataset KNHANES col-
lected from 2010–2015, and it consists of 48,492 records. After removing missing
values, there were 25,990 records remained. The Framingham risk factors such as age,
sex, total cholesterol, HDL, SBP, DBP, smoking status and diabetes status were used as
risk factors of CHD prediction model. Finally, we scaled our dataset by standardization
method that calculates mean value and standard deviation for each attribute of a dataset.
Then each value is subtracted by mean, and the subtracted result is then divided by the
standard deviation.

3.2 Performance Evaluation

We compared the proposed method with FRS and data mining based classifiers named
NB, KNN, SVM, DT, and RF, using the selected features. We applied k-fold cross
validation approach for evaluation of the each prediction models. It splits the whole
dataset into k distinct equally sized subsets. Then k rounds of cross-validation are
performed using these partitions, and validation results are averaged over the rounds.
One round of cross-validation involves training process on k − 1 subsets and validation
process on remained one subset. In other words, if the first partition is used for testing,
the remained partitions will be used to train a model. Then next round, the second
partition is used for testing, and others are used for training. In our experiment, k was
configured equal to 10, and all partitions were saved in random access memory
(RAM) in the experiment. We used the scikit-learn that is open-source machine
learning library in Python.

According to compared algorithms, we have adjusted input parameters by changing
their values until decrease the performance and chose optimal values. For each
parameter configuration, we have performed the 10-fold cross-validation. In NB
classifier, it is possible to set a threshold value to determine a class label instead of
choosing a class label that has the highest probability [24–26]. Table 1 shows the
configuration of input parameters.

In the proposed method, the training dataset was divided into 2 groups by the DAE
model, and each group was modeled by NN independently. According to our experi-
ment, the first group was 6% of the total dataset, it contained data with high recon-
struction error, and 75% was labeled high-risk. In this group, a total length of age, SBP,
DBP, total cholesterol, and HDL were averaged 58 ± 15.68, 127.89 ± 25.66,
74.92 ± 16.47, 195.27 ± 58.35, 52.56 ± 19.74, respectively. However, a variance of
the second group was lower than the first group, and 48% was labeled by high-risk.
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The total length of age, SBP, total cholesterol, and HDL were averaged 48 ± 18.13,
118.09 ± 16.19, 74.98 ± 10.08, 187.09 ± 34.40, 50.25 ± 11.32, respectively. The
proportion of individuals in each group who were recorded as smokers was 40% in the
first group, and 17% in the second group. Also, 61% of dataset had diabetes in the first
group, but only 4% of the dataset had diabetes in the second group.

Also, we tested the proposed NN classifier on the whole testing dataset without the
DAE model. As a result, the recall of the proposed DAE-NNs decreased by 7.76%
from the one NN based approach, but the precision increased by 9.61%. The recall is a
fraction of the true positive predictions over the total amount of positively labeled
dataset, while the precision is a fraction of the true positive predictions among the all
positive predictions. Therefore, the recall measures what proportion of actual positives
was identified correctly, and the precision evaluates the effectiveness of true positive
predictions. However, as recall gives a high score, the number of false true prediction
can be increased relatively. If the false true prediction increases, the precision will be
decreased. That is, improving recall typically reduces recall and vice versa. In this case,
it is difficult to compare models with low precision and high recall or high precision
and low recall. Thus, F-measure is used to measure recall and precision at the same
time, where the highest F-measure indicates a good result. Table 2 presents the mea-
surements of performance such as accuracy, precision, recall, F-measure and AUC of

Table 1. Input parameters of compared algorithms

Algorithm Parameter configuration Optimal values

NB threshold: Probability threshold for
determining class label. Threshold is
configured between 0.1 and 0.9 for each
class label. Also, we tried without a
threshold value

Threshold on label 1 = 0.4 (If the
probability of label 1 is higher than 0.4,
prediction label will be 1.)

KNN n_neighbors: Number of neighbors.
n_neighbors parameter is configured
between 2 and 25

n_neighbors = 21

DT criterion: ‘gini’ for the Gini impurity
and ‘entropy’ for the information gain
measurements of the criterion of a split
were used to identify the best decision
tree splitting candidate

criterion = ‘entropy’

RF n_estimators: The number of trees in
the forest. It was configured between 10
and 200 and increased by 10
criterion: “gini” and “entropy” were
used for splitting criteria

n_estimators = 150
criterion = ‘entropy’

SVM kernel: it specifies the kernel type to be
used in the algorithm. It must be one of
‘linear’, ‘poly’, ‘rbf’, ‘sigmoid’

kernel = ‘rbf’

NN neurons of hidden layers: (2), (3, 2),
(5, 3, 2), (8, 5, 3, 2), (17, 9, 5, 3, 2)

5 hidden layers with 17, 9, 5, 3, and 2
neurons, respectively
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compared algorithms and best results are highlighted in bold. In Table 2, data mining
based prediction models showed higher performance than the FRS. Moreover, the
proposed DAE-NNs outperformed the other classifiers to predict CHD risk prediction.

4 Conclusion

In this work, we proposed the DAE-NNs approach to predict CHD risk and evaluated it
in the Korean population. Our proposed method combined the deep autoencoder model
and neural network models successfully. Based on reconstruction error of the deep
autoencoder model, the whole training dataset was partitioned into 2 different subsets.
Then, 2 independent NN classifiers were trained on each group. In the prediction
process, we checked the reconstruction error of each testing data and chose an
appropriate classifier from these 2 learned NN classifiers depends on the previously
determined threshold value. By using 2 NN classifiers, we improved the performance
of only one NN classifier on the whole dataset. Experimental results showed that the
proposed DAE-NNs outperformed all the compared classifiers with accuracy, preci-
sion, F-measure and AUC score of 83.53%, 89.56%, 84.36%, and 84.02%, respec-
tively. The proposed DEA-NNs can be applied to the hospital for predicting CHD risk
on clinical data. However, the limitation of the proposed method is that it does not
allow missing value. In a real case, it is rare to obtain complete medical records and
relevant information when analyzing chronic diseases. Therefore, our future work will
be focused to handle missing values.
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Table 2. Evaluation results of all classifiers (%).

Classifier Accuracy Precision Recall F-measure AUC

FRS 52.33 51.88 72.34 60.42 52.20
NB 73.06 69.57 82.56 75.51 73.00
NB with threshold 74.44 72.98 78.11 75.46 74.42
KNN (n_neighbors = 21) 79.59 78.10 82.60 80.29 79.58
DT (criterion = ‘entropy’) 75.13 75.62 74.61 75.11 75.13
RF (n_estimators = 150,
criterion = ‘entropy’)

81.24 78.38 86.59 82.28 81.20

SVM (kernel = ‘rbf’) 80.45 79.60 82.21 80.88 80.44
NN with 5 hidden layers 82.67 79.95 87.50 83.55 82.64
DAE-NNs 83.53 89.56 79.74 84.36 84.02
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Abstract. Scientific data generation in the world is continuous. How-
ever, scientific studies once published do not take advantage of new data.
In order to leverage this incoming flow of data, we present Neuro-DISK,
an end-to-end framework to continuously process neuroscience data and
update the assessment of a given hypothesis as new data become avail-
able. Our scope is within the ENIGMA consortium, a large international
collaboration for neuro-imaging and genetics whose goal is to under-
stand brain structure and function. Neuro-DISK includes an ontology
and framework to organize datasets, cohorts, researchers, tools, work-
ing groups and organizations participating in multi-site studies, such as
those of ENIGMA, and an automated discovery framework to continu-
ously test hypotheses through the execution of scientific workflows. We
illustrate the usefulness of our approach with an implemented example.

Keywords: Hypothesis evaluation · Scientific workflow · Ontology ·
Automated discovery · Neuroscience

1 Introduction

Scientific discoveries are based on hypothesis testing and rigorous data analysis.
Such analyses are often time consuming and include steps that are difficult to
interpret from scientific publications, and therefore, hard to systemically repro-
duce. Often, the designed hypothesis is tested only once against the acquired data
sample and later archived. Interestingly, in empirical sciences such as the biolog-
ical sciences, it is not uncommon for a hypothesis to yield contradictory results
when evaluated on different data samples. In our data-driven world, data that
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may be potentially relevant for testing a hypothesis is being continuously gen-
erated but is often not studied to its full potential for hypothesis re-evaluation
in combination with other related data. The lack of an integrated system to
constantly monitor the hypothesis of interest and update the underlying anal-
ysis when new data become available, is one of the challenges for automatic
hypothesis re-evaluation. Having a framework that can keep such hypotheses
alive requires systematically capturing the knowledge about the data and ana-
lytics involved in the hypothesis testing, which is often heterogeneous and com-
partmentalized.

In this paper, we propose a solution to address the above challenges in the
neurosciences based on our previous work for Automated DIscovery of Scientific
Knowledge (DISK) [1]. We have extended DISK to explore brain-aging related
hypothesis and data by generalizing the ability for the system to connect to
external knowledge bases, including projects available within the Enhancing
Neuro Imaging Genetics through Meta-Analysis (ENIGMA)1 consortium [2],
a neuroscience collaboration where projects span many contributors from dif-
ferent institutions around the world. In our proposed solution we address chal-
lenges of data, analytics, and hypothesis complexity. The data shared through
imaging initiatives such as the ENIGMA consortium includes multiple levels of
heterogeneity, and are regularly expanding in volume. The analytics related to
such data requires the use of dozens of interconnected tools, each of which may
require substantial domain knowledge. The underlying hypotheses may depend
on a range of possible multi-modal technical, neurological, clinical, demographic,
and genetic data which could be collected across multiple datasets.

2 Related Work

Two closely related research areas in machine learning are online algorithms [3]
(algorithms that revise their models when new data become available), and data-
stream specific models [4] (that deal with challenges of reprocessing portions of
prior data to scale to large data streams). A major advantage of our work over
these methods is that our analytical steps do more than learning from data.
For example, some of our steps may include integrating the relevant cohort
properties. Another important difference is that our system can react when new
kinds of data become available and invoke new analytic tools or algorithms
different from the original ones. In addition, distinctive to active agents such
as Robot Scientist [5], our method simply listens and reacts to the data that
others collect. Moreover, in contrast to other hypothesis evaluation solutions,
such as EXPO [6] and HELO [7], our approach represents supporting evidence for
hypotheses as reproducible computational components, records their evolution
in reaction to new data, and updates their confidence intervals.

1 http://enigma.usc.edu.

http://enigma.usc.edu
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3 Background

In this section we describe our domain of focus and the sub-components that we
leverage to develop our solution.

3.1 The ENIGMA Consortium

The ENIGMA consortium [8] is an international network connecting researchers
in imaging genomics, neurology and psychiatry, in order to understand brain
structure and function, based on multi-modal imaging and genetic data collected
from various patient populations. One of the major ambitions of the consortium
is to combine various datasets made available via its international partners into
larger samples necessary to detect minute gene effects on complex traits that are
otherwise not confidently identifiable with smaller isolated samples. Major goals
of ENIGMA network include: creating a network of scholars with similar inter-
ests in brain imaging, genetics, neuro-psychiatry, and ensuring reproducibility
of major findings through member collaborations, while facilitating information,
algorithms and data sharing.

Members of the consortium constantly share new datasets and/or results, and
run experiments and analysis across all available related data. The challenges
involved in this global and dynamic collaborative platform, highlights a need to
systematically organize its heterogeneous resources to facilitate identification and
retrieval of entities of interest. The ENIGMA network would also benefit from a
solution to capture the hypotheses under investigation by its members and their
related analysis workflows to make them reproducible, especially if such solution
could automatically find the related data and dynamically update the analysis
results when new data become available. In this paper we layout the overall
architecture and components of such solution for the ENIGMA consortium and
report on our developed prototype.

3.2 The Organic Data Science Platform

We use the Organic Data Science framework (ODS) [9] and managing informa-
tion about ENIGMA (ENIGMA-ODS). ODS is built on Semantic MediaWiki,
which uses W3C standards such as RDF and SPARQL to represent its contents
in a structured manner. Each wiki page represents a different resource (e.g., a
researcher, a project, an organization, etc.) and shows the most relevant prop-
erties of that resource’s class. For example, the wiki page of an organization will
have name and address properties. Wiki pages can be filled out by users, who
may contribute to the population and curation of the ENIGMA-ODS knowledge
base.

ENIGMA-ODS is structured based on the ENIGMA Ontology2 [10], which
extends standard vocabularies such as Schema.org3 and includes a representation

2 https://w3id.org/enigma.
3 http://schema.org/.

https://w3id.org/enigma
http://schema.org/


252 D. Garijo et al.

for datasets, cohorts, persons, organizations, protocols, instruments, software
and working groups together with their more common relationships. However,
users may extend the ontology with their own properties and categories whenever
necessary. Each dataset has a set of metadata assertions, defined in triples of
the form < subject, property, value >, where the subject identifies the resource
being described (e.g., a dataset), the property refers to the aspect of the subject
we want to describe (e.g., creation date) and the value identifies the value of
the property for a resource (e.g., creation date is 2-2-2020). The data catalog
supports W3C SPARQL queries to specify the desired metadata properties of
datasets.

3.3 The DISK Framework

DISK [1,11] is a framework designed to test and revise hypotheses via automatic
analysis of dynamic scientific data. DISK evaluates and revises an input hypoth-
esis via continuously examining related data as they become available. It also
triggers new kinds of analyses and workflows with the availability of new kinds of
data, tracking the provenance of revised hypothesis and its related details. DISK
operates based on the description of available ODS metadata, expressed using
domain ontologies with the W3C OWL and RDF Semantic Web standards.

A user defines the hypothesis of interest through the DISK GUI. To evaluate
a hypothesis, DISK relies on a library of Lines of Inquiry (LOI). A Line of
Inquiry includes a hypothesis pattern, a relevant data query pattern, a set of
workflows to process that data and one or more meta-workflows to combine
workflow results and generate revised confidence values or hypotheses. If a user
hypothesis matches the hypothesis of a Line of Inquiry, the system will use the
LOI query pattern to search for appropriate data to pass to the LOI workflows
for execution.

Workflows are executed via WINGS [12], a semantic workflow system for
designing scientific computational experiments that specifies the steps and con-
figuration of data processing by software components. The execution results and
their corresponding provenance trace are then stored in a Linked Data reposi-
tory. Finally, the associated meta-workflows explore this repository and revise
the original hypothesis, if necessary. DISK was demonstrated for canceromics,
and this paper introduces new extensions for neuroscience [1,11].

4 The Neuro-DISK Framework

We have extended DISK for neuroscience data exploration, analysis execution,
and hypothesis testing. The framework integrates the ENIGMA-ODS platform
for data search, which has access to all available information from datasets,
cohorts, protocols and working groups. Our extension enables newly added and
curated datasets to ENIGMA-ODS to be used in assessing existing or new Lines
of Inquiry. We validate our framework by testing the hypothesis: “Is the effect
size of the number of APOE4 alleles on Hippocampus volume associated with the
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Fig. 1. An example of a line of inquiry for assessing the association between the effect
size of a genotype on a brain-imaging derived trait for a particular cohort (or study
population), with a meta-level demographic attribute such as age.

age of the cohort?”. This hypothesis is important in Alzheimer’s disease (AD)
studies, which is the most common neuro-degenerative disorder and severely
impacts patients’ daily behaviors, thinking, and memory over a wide range of
ages [13]. The hippocampus, the brain’s memory hub, has been shown to be
particularly vulnerable to Alzheimer’s disease pathology, and is already atro-
phied by the time clinical symptoms of AD first appear [14]. The e4 haplotype
(set of two alleles) of the APOE (apolipoprotein E) gene, is the most signif-
icant single genetic risk factor for late-onset Alzheimer’s disease [15]. At each
of two positions in the genome, a possible e4 allele contributes to this genetic
risk. However, there have been inconsistent findings in determining whether the
e4-risk factor contributes to differences in brain structure, particularly that of
hippocampal volume. Several imaging-genetic studies have found a significant
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correlation between this major genetic risk factor for Alzheimer’s disease, and
higher rates of hippocampal volume loss [16], while others have found no corre-
lation with volume [17]. Here, by using a meta-regression design, we investigate
whether findings attempting to relate APOE4 genotype and hippocampal vol-
ume, specifically the effect sizes associated with studies, may be due to the age
of the cohorts being studied, and a function of the study sample-sizes.

Our hypothesis triggers the Line of Inquiry shown in Fig. 1, which studies
the correlation between an effect on a brain characteristic and a demographic
attribute. This hypothesis meets the requirements listed in the Hypothesis Pat-
tern section of Fig. 1, i.e., APOE4 being the genotype of interest, Hippocampal
volume a brain imaging derived trait and age a meta-level demographic attribute,
describing the average age of the cohort. Once the hypothesis pattern is met,
Neuro-DISK will aim to find the appropriate datasets to run the workflows asso-
ciated with the LOI. DISK uses the information under the Data Query Pattern
section to issue a SPARQL query to the ENIGMA-ODS platform. The query
pattern aims to retrieve the dataset URLs (schema:contentURL) belonging to
the same cohort that contain the target brain characteristic and demographic
value. DISK then uses the resulting data URLs as input to the associated work-
flow in the LOI (i.e., the “meta” workflow in Fig. 1). The workflow consists of
a sample-sized weighted meta-regression to determine whether the magnitude
of the target genetic (APOE4) effect on a phenotype, is driven by the target
demographic (age).

The underlying data for this analysis was based on imaging phenotypes
and genotypes obtained from publicly available international cohorts, includ-
ing ADNI-1, ADNI-2, DLBS, and the UK Biobank (application ID 15599). To
configure the workflow, we incorporated the data from these independent cohorts
with brain imaging and APOE4 genotype information. For each cohort, we ran a
fixed-effects linear regression to associate the subjects’ number of APOE4 risk-
alleles (0, 1, or 2) with the mean bilateral hippocampal volumes derived from
Freesurfer v5.3 [18]. Age, sex, and intracranial volume (to control for overall
head size) were included as covariates in the regression. The resulting beta-value
or un-standardized regression-coefficient and its corresponding standard error,
were used to generate a standardized z-score for each cohort; the z-score was
then regressed against the mean age of each cohort for the meta-regression, as
was done in [19] for genome-wide significant findings. We note that given the
sample size of UK Biobank (approximately 10,000 sample points at the time of
writing, we split the data according to 5-year age bins). DLBS also had a wide
age range from 30 to over 80, so that dataset was split into one younger than
60, and another older than 60 (a roughly even split) for this demonstration.

Figure 2 shows the results of our meta-regression analysis, automatically gen-
erated via the Neuro-DISK framework. In this proof of principle analysis with a
handful of public datasets, age showed a negative association with the APOE4
effect size on hippocampal volume; should this association hold with more data
points, it would suggest that the association between the APOE4 genotype and
hippocampal volume may be driven by cohorts of individuals with older mean
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Fig. 2. Meta-regression for age and the effect size of Alzheimer’s disease related risk
genotype on hippocampal volume (p = 0.011). Age is negatively associated with the
APOE4 effect size on MRI-derived hippocampal volume. The size of the points are
proportional to cohort size, and dashed lines indicate confidence intervals.

ages, therefore explaining why some studies may not find a significant effect of the
most well known Alzheimer’s disease risk genotype, with the most well-accepted
brain-MRI derived biomarkers for Alzheimer’s disease.

5 Conclusions and Future Work

In this paper we described Neuro-DISK, a framework to automatically
test hypotheses in the neuroscience domain, specifically in the context of
the ENIGMA and international consortium. Our framework integrates the
ENIGMA-ODS platform, allowing further testing on previous hypotheses when-
ever a user contributes new datasets in the system. Note that currently a single
hypothesis was tested, and the corresponding variables that were incorporated in
the system were selected a priori. However, in cases when multiple variables are
selected, such as multiple genetic markers, or multiple brain regions, in the same
Line of Inquiry, standard multiple comparisons correction techniques including
the false discovery rate adjustment are conducted.
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Neuro-DISK is still in development, but our current work shows the poten-
tial for continuous hypothesis testing in this domain. In this paper, we only
used data from four publicly available cohorts. However, as multisite studies
are conducted on a larger scale in ENIGMA and other international consortia,
upwards of 50 cohorts may be included for evaluating such hypotheses [19]. We
are working towards addressing three main challenges: (1) improving synchro-
nization between ENIGMA-ODS and Neuro-DISK to make the system more
adaptive to triggering all compatible Lines of Inquiry with the addition of new
datasets; (2) designing the query patterns to make them more accessible for
users without SPARQL knowledge; and (3) automatically evaluating additional
hypotheses based on generated workflow results.
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Abstract. Entity recognition is an essential part of a task-oriented dia-
logue system and is considered as a sequence labeling task. However,
constructing a training set in a new domain is extremely expensive and
time-consuming. In this work, we propose a simple framework to exploit
neural word embeddings in a semi-supervised manner to annotate medi-
cal named entities in Korean. The target domain is the automatic medi-
cal diagnosis, where disease name, symptom, and body part are defined
as the entity types. Different aspects of the word embeddings such as
embedding dimension, window size, models are examined to investigate
their effects on the final performance. An online medical QA data has
been used for the experiments. With a limit number of pre-annotated
words, our framework could successfully expand the training set.

Keywords: Medical information extraction · Training set · Word
embeddings · Korean

1 Introduction

With the growth of digital assistants, goal-oriented dialogue system has become
one of the main concerns of natural language processing applications [4]. Recent
studies have started to introduce end-to-end neural architectures, which pro-
duced promising results compared to the traditional rule-based systems [2,15].
Most of the studies concentrate on the development of a better framework in
traditional domains for dialogue system such as movie reservation or restaurant
search [4,8]. There are few previous works in other domains than reservation
or recommendation [6,14]. On the other hand, building a dialogue system in a
new domain is much more difficult because we need to start from designing the
overall conversational process as well as intent and slot definition.

Slot filling is an important task of a dialogue system and is usually defined
as a sequence labeling task [2]. Once we have defined slots, which are domain-
specific named entities to detect, we first need to build a training set for entity
recognition. However, building a new training set is one of the most challenging
parts when constructing a real-world application [12]. Previous studies have tack-
led this problem mainly via semi-supervised learning [3,11,17] or crowdsourcing
[1,13].
c© Springer Nature Switzerland AG 2019
V. Gadepally et al. (Eds.): DMAH 2019/Poly 2019, LNCS 11721, pp. 261–274, 2019.
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In this work, we are interested in facilitating training set construction for
named entity recognition in a new application field, medical diagnosis. We pro-
pose to expand a partially labeled training set using neural word embeddings.
The source language is Korean and a large set of online QA data is used for
the training of word embeddings. The main idea is simple. From a small num-
ber of pre-annotated words, we find k-nearest words for each annotated one
using word embeddings. The found words are then tagged with the source
word’s label. Instead of using embeddings as a supplementary representation for
input instance like other semi-supervised frameworks [5,16], we directly utilize
the semantic relationship encoded in the trained word embeddings to annotate
words. This automatically expanded set can be a first version of the training set
for NER before manual correction. Although this first version includes errors, it
can greatly reduce manual effort during training set construction.

Word, character or context-based neural embeddings have become standard
input formats in many NLP tasks [7,10]. However, the use of those embeddings
is usually limited to the representation of input data. The main reason is the
nature of the distributed word representation that reflects different contextual
information of the word. Therefore, if we directly use the embedding similarity
to label instances like our approach, there can be a risk of mixing together the
different aspects. In our approach, we suppose that the medical diagnosis domain
can be an exception. The medical named entities occur in a limited context,
which is the medical diagnosis. Therefore, similar expressions are repeatedly
found around the semantically related entities in the training set. For example,
the words, “ (cold)” and “ (flu)” both frequently occur with “
(caught)”.

The main contribution of this work is to investigate in detail the effects of neu-
ral word embeddings on training set expansion for medical information extrac-
tion. Here we suppose that our approach is effective especially for automatic
medical diagnosis because formulaic phrases occur much more frequently than
in other applications. Different aspects of word embeddings, such as methodol-
ogy, embedding dimension, and window size, are tested. We examine two rep-
resentative neural word embedding methods, word2vec(CBOW) and FastText,
and show that the former is greatly better than the latter. The source data for
word embeddings is an unlabeled diagnosis data collected from an online medical
QA forum. We use 347K QA answered by medical specialists. We also manually
annotate a part of the collected data to verify the quality of auto-tagging. Two
different embedding models are trained for a question set and an answer set.

2 Dataset Construction for the Medical Named Entity
Recognition

The first obstacle we face when building a dialogue system is to find source
data. There is almost no real-world data in medical diagnosis domain except
one of a recent work [14]. However, their dataset provides only a set of detected
symptoms and target disease for each user instance but not the raw conversation
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data. An instance corresponds to a series of conversation between a user and a
doctor in a Chinese online community. The slot filling itself is not a matter of
concern in their work.

Automatic medical diagnosis via dialogue system is our final goal and this
work corresponds to the entity recognition for slot filling stage. Despite the
potential of the automatic diagnosis, collecting proper dialogue data is very
difficult because of the domain expertise and patent privacy. Inspired by the
recent success of transfer learning, we instead try to collect online diagnosis
data in QA form. The main difference from usual conversation data is that there
is no interaction but only a pair of question and answer exists for an instance.
A trained model on the QA data would be further used for the dialogue system.

2.1 Online Diagnosis Data

We choose a Korean online QA service1 data instead of real diagnosis conver-
sation. It is the biggest Korean QA platform provided to a web portal users.
The uploaded questions are categorized into different hierarchical subjects. We
collected the medical section QA data answered by medical specialists from Jan.
2009 to Aug. 2018. Among 24 medical department subsections, we selected 12
departments, which are likely appropriate for automatic diagnosis. Two medical
specialists who wrote the most the answers per department have been selected.
Total 347K QA pairs are collected after a preprocessing and an answer consists
of 8 sentences on average except greeting messages. The collected data is used to
train word embeddings and a selected part is used for the training set expansion.

After a detailed analysis of the characteristics of the collected data, we select
four different departments most relevant for the automatic diagnosis. These are
the department of neurology, neurosurgery, internal medicine, and otorhinolaryn-
gology. The source data for the training set expansion is collected from the four
departments. The statistics of the collected data is shown in Table 1.

Table 1. Statistics of the collected QA dataset

Word embeddings Medical entity recognition

# instances 347K 536

# departments 12 4

# authors 24 8

2.2 Characteristics of Diagnosis Data

To define an appropriate set of entities for automatic diagnosis system, we need
to investigate in detail the QA data. We found several remarkable properties of
the data as follows.

1 https://kin.naver.com.

https://kin.naver.com


264 Y.-M. Kim

First, the questions can be categorized into several types. The most frequent
one is to seek the overall expert advice given symptoms. Disease name or the
cause of the current state are given or not. Another is to detect disease or to ask
whether a suspicious disease would be correct given symptoms. There are also
questions for decision making such that which department to go or if surgery is
necessary.

Second, symptoms and diseases are not perfectly separable. When disease
names are used as final diagnoses for users, they do not need to be represented
by official names. Therefore, it is not easy to decide if a term refers to a disease
or to a symptom. Moreover, certain symptom names with a modifier indicate
disease names such as “peripheral dizziness”.

Third, sentences in the answers include more refined expressions than that of
the questions. The answers are written by medical doctors who tend to clearly
express their opinions. They usually summarize the symptoms, which have been
worded in a long-winded way in the questions. On the other hand, question-
ers tend to write in a colloquial style. The expressions about symptoms in the
questions frequently include mimetic words.

Fourth, maybe the most interesting property is that the terms refer to the
diseases or symptoms are likely in a closed set. Unlike named entities, there
are not many newly coined words if a benchmark dataset is sufficiently large.
This property supports our choice of using word embeddings trained in a large
dataset.

Considering these properties, we selected useful entity types for medical diag-
nosis such as symptom, body part, medical history, duration of symptom, related
disease, etc. To reduce annotation complexity, we keep three essential types only:
symptom, disease and body part. We interpret disease in a broad sense including
specific symptoms and syndromes that should be judged by medical specialists.

2.3 Training Set Annotation

Four different medical departments have been selected for the training set of
medical entity recognition as mentioned above. We first randomly selected 150
QA instances for each department. After eliminating duplicated answers and
unnecessary questions such as MRI reading or military service exemption issue,
we obtain 536 instances to be annotated. We only annotate answer data because
the expressions are much more clear than questions. The entities in question
part could further be extracted via a transfer learning. The definition of three
entity types to be annotated are given in Table 2.

Table 2. Entity definition for medical diagnosis system

Entity type Tag definition

Disease DZ disease name used for final diagnosis

Symptom SX symptom which can be felt by users

Body part BP body part where the symptom occurs
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Three annotators discussed the annotation guidelines. Each instance is anno-
tated by one annotator and reviewed by another annotator. We repeatedly mod-
ified the guidelines and re-annotated the data to obtain a more accurate result
as the annotation progresses. The main guidelines are as follows:

– Frequent informal disease names such as “ (waist) (disc)”, which
means “lumbar herniated intervertebral disc”, are considered as a disease.

– Symptoms are usually nouns but can be a combination of adjective and symp-
tom when the expression is very common. For example, “ (benumbed)

(symptom)”.
– Body tissues such as muscle, ligament or bone are not the target but organs

such as stomach, liver, or brain are because we can specify the location of a
given symptom.

Training set annotation consists of two stages. First, we auto-tag the data
using predefined dictionaries for each entity type. The auto-tagging errors are
then manually corrected. This initial set is used as a seed training set, which
will be expanded via our proposed framework. Second, we manually annotate
the rest of the data. The manual annotation result will be used for the evaluation
of our training set expansion method.

Table 3 shows the characteristics of the annotated data. The number of anno-
tated unique terms and that of total terms is given in the first two rows. Manually
annotated cases are given in the following rows.

Table 3. Characteristics of the annotated data

DZ SX BP

# unique terms 297 228 199

# terms 915 1,267 1,010

# manually tagged unique terms 186 189 151

# manually tagged terms 417 480 637

3 Set Expansion with Word Embeddings

In this section, we describe our framework for training set expansion. Figure 1
shows the overall process. We first (a) train word embeddings with the ques-
tion set or answer set. Continuous bag-of-words(CBOW) model of word2vec and
FastText are used for the training. Given raw data, we then (b) auto-tag the
entities using dictionaries for each entity type: disease, symptom, and body part.
After this step, tagged entities and untagged ones coexist in a data instance. The
word embeddings are used to (c) find the candidate tokens for each entity type
by searching k-nearest tokens of each auto-tagged entity in the previous step.
Morphological analysis is followed to filter out inappropriate words. In the final
step, we (d) annotate each candidate token with the previously found label to
expand the training set. Post-processing can be conducted to enhance accuracy.
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3.1 Word Embeddings

Our intermediate goal is to find terms semantically similar to each of the auto-
tagged entities using neural word embeddings. However, we cannot guarantee
that the neural representation trained on the diagnosis data reflects well the
representative properties of the predefined entity types. We instead suppose that
medical diagnosis domain is more suitable than the other application domains
to directly exploit word embeddings.

Fig. 1. The overall process of the proposed framework for the training set expansion
for medical entity recognition

As we discussed in the previous section, disease names and symptoms are not
much scalable. They are usually used in limited circumstances such as medical
diagnosis. Therefore, terms occurring near to them, tend not to be diverse. More-
over, formulaic expressions, which are used to express diseases or symptoms, are
repeatedly found. This property of diagnosis data is working to the advantage
of our framework.

We choose to use word embeddings instead of the other embeddings to keep
well the word-level properties during training. We even do not apply morpholog-
ical analysis at this point because many of disease names are compound words,
which can be easily decomposed when applying morphological analysis. The
simply tokenized words by whitespace are the input of the embedding models.

Embedding models are separately constructed for two different subsets of the
QA data. The first subset is Answer set, which includes diagnosis data written
by medical specialists. The second one is Question set, which includes symptom
data written by users. These models are further used for the expansion of entity
recognition training set. Meanwhile, source data of medical entity recognition is
extracted from the Answer set.



Training Set Expansion for IE 267

3.2 Finding Candidate Terms by Similarity

The candidate words for each entity type are found by searching k-nearest neigh-
bors of each auto-tagged entity. Table 4 shows two examples of found words given
a disease name, “ (pulmonary tuberculosis)” and a symptom, “ ”
(dyspepsia). The cosine similarity between a source word and found one is shown
just right side of the word.

Table 4. Found top six words via cosine similarity given a disease name or a symptom

There are two major issues when labeling directly the found words with the
corresponding tag. First, we should eliminate unnecessary part of the words
such as postposition. In Korean, postpositions are usually attached to a noun
to represent its grammatical case. By introducing a morphology analyzer, we
detach postpositions if exist and keep the separated tokens for the following
three cases:

– common nouns only
– common nouns followed by a proposition
– noun ending at the end

In Table 4, all the words in the first row are tagged as DZ and three words
without postpositions in the second row are tagged as SX because they are all
common nouns. “ (purosis)” and “ (displeasure)” are tagged as SX
whereas “ (gastritis)” is not, because the first two correspond to the second
case but the last one does not correspond to any of the cases.

The second issue is that the current framework aims at unigrams only. This
is problematic because many real-world terms of all three entity types are n-
grams. To overcome this issue, we may also train a bigram or a trigram model.
For now, we do not take into account this in modeling. However, our framework
can indirectly detect n-grams by separately detecting successive tokens. The
conflict among tagged tokens would be handled in a manual correction.
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4 Experiments

In order to evaluate the quality of the proposed framework, we compare the
expanded training set with the manually annotated golden standard. Using tra-
ditional metrics for named entity recognition is excessive because our result
needs a manual correction and further would be used as a training set for entity
recognition. Therefore, we use a relaxed metric similar to [9]’s proposition, which
have been employed for biomedical information extraction. The relaxed recall is
calculated by the proportion of true positive tokens in the golden standard for
each entity type as follows:

Recall =
# true positive tokens

# tokens in the golden standard terms

Similarly the relaxed precision can be also calculated as:

Precision =
# true positive tokens

# predicted tokens

In the results, precision is much lower than recall because no post-processing
has been applied after matching automatically all the candidate terms for each
entity type. We expect further enhance the precision with some post-processing.

4.1 Experimental Settings

The experiments consist of two parts: first, model training for word embeddings
and second, expanding the training set for medical entity recognition.2

Word2vec and FastText modules in gensim python package are used for the
experiments. The entity dictionaries have been collected from health information
sites such as the “National Health Information Portal” and hospital homepages.
The number of terms in the dictionary is 2,191 for disease names, 142 for symp-
toms, and 139 for body parts. Some conflict terms between disease and symptom
are preprocessed before experiments.

Different aspects of word embeddings are verified: embedding size, window
size, dataset, and model. Embedding size varies between 200 to 600 and window
size does between 3 and 7. Both the Answer and Question sets are used to verify
the effects of the dataset. Words occurring less than five times in the whole
set are eliminated. The experiments are repeated five times for a setting with
different initialization of embedding model. Therefore recalls and precisions are
averaged ones for the five different experiments.

We check the top “k” most similar words to find the candidate words for each
pre-tagged term with dictionaries. The optimal number of “k” has been found
during pre-experiments before the evaluation. The value is 15 for disease names
and symptoms, and is 10 for body parts.

2 The trained model and the annotated dataset will be soon available.
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4.2 Effects of Embedding and Window Size

We first check the influence of embedding size and window size. Figure 2 repre-
sents the experimental results for CBOW model trained on the Answer dataset.
Once we have trained an embedding model, we find the candidate tokens for
each tagged entity in the partially labeled training set for the medical entity
recognition. The recall and precision are then computed for each entity type.

Fig. 2. The effects of window size(left) and embedding dimension(right) for CBOW.
Recall(blue lines) and precision(red lines) for each entity type is represented. (Color
figure online)

Recalls are represented in blue lines and precisions are in red. Best recall for
DZ is 0.53 when the window size is 5. SX recall and BP recall curves decrease with
window size. There were few changes in recalls for SX when window size increases
from 3 to 5. BP recall rapidly decreases compared to the others especially from
size 3 to 4. Considering that disease name and symptoms are more important
indicators than body part to diagnose, we pick window size 5 as best one.

All the precisions decrease when window size increases. For our objective,
precision is less important than recall because we can enhance precision with
a simple manual verification on the found candidate terms. As our goal is to
facilitate training set construction, applying this manual verification step is rea-
sonable.
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In the case of embedding sizes, recalls decrease from size 500. Embedding
size 300 provides a slightly better result than size 300 in DZ recall, but not in
SX or BP. As disease name is an important entity type in medical information
extraction, we choose 300 as best embedding size.

4.3 Effects of Dataset and Model

Table 5 shows the performance comparison of our proposed method using word
embeddings trained with the Answer and Question sets. The embedding size and
dimension are fixed with five and 300 respectively. We expected that Answer set
would significantly outperform the other because dataset for the entity recog-
nition had been extracted from Answer set. However, the result is somewhat
different from what we expected.

The recalls for DZ and SX of Answer set model are better than that of
the Question set. The values are 0.53 and 0.47 for Answer set and 0.51 and
0.40 for the Question set respectively. The reason for a large gap in symptom
recall is the difference in language use between doctors and questioners when
describing symptoms. Questioners use a lot of mimetic words to express their
conditions while doctors use more refined expressions. Therefore, the trained
word embeddings on the Question set could not effectively extract symptoms.

On the other hands, the BP recalls are 0.46 for the Answer set and 0.62 for
the Question set. Surprisingly, the Question set much outperforms the Answer
set. We suppose that the reason is also the difference in language use because
questioners tend to detailedly express their symptoms using terms for specific
body parts. Therefore, there are more diverse words indicating body part in the
Question set and the words are frequently found in the set.

Table 5. Evaluation result of our proposed training set expansion framework (CBOW
on Answer)

Embedding Measure DZ SX BP

CBOW (Answer) Recall 0.53 0.47 0.46

Precision 0.18 0.20 0.11

# found unigrams 30 39 24

# found bigrams 14 3 12

CBOW (Question) Recall 0.51 0.40 0.62

Precision 0.20 0.27 0.16

# found unigrams 23 29 33

# found bigrams 15 3 9
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In the case of precision, the Question set rather outperforms the Answer
set for all entity types. It is understandable for BP because its recall is also
much better than that of Answer set. When we looked in detail the results for
DZ and SX, we found that there are many identical words in the candidate
words. Therefore, the total number of predicted words is comparably small after
eliminating overlapping words. This finally leads to higher precisions.

Besides two metrics, we also provide the number of correct unique terms
detected by our framework. Although our method aims at unigrams, there exist
also continuing tokens with the same tags detected separately. The number of
found bigrams are counted only when the bigram itself corresponds to an entity.
When each token in a bigram term is correct but not the whole span, it is not
a correct term. The Answer set outperforms the other in terms of both unigram
and bigram for DZ and SX. This result partially supports the reason for the
higher precision of the Question set.

When repeating experiments, we sometimes found trigrams also when using
Question set. The trigrams are usually disease names, such as “ (myofascial)

(pain) (syndrome)”, which is usually used as a compound word,
“ ”. An interesting thing is that the compound word does not
exist in the dictionaries and even not in the manual annotation. Our framework
could detect the trigram term from different sources of seed words.

Finally, we represent the effects of the word embedding models in Fig. 3. The
CBOW model shows much better results than the FastText model in recalls.
As FastText tokenizes words into subwords for training, words with the same
root can be more similar to each other than in CBOW. This property becomes a
drawback in our framework because we need to find as various words as possible
to find many candidate tokens. For the precision, FastText outperforms CBOW

Fig. 3. Performance comparison of two word embedding models, CBOW and FastText
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because the found words sharing the same root with its source word would be
correctly tagged ones. However, the number of found unique unigrams or bigrams
is much smaller than when using CBOW.

5 Conclusions

This paper proposes a simple framework of training set expansion for Korean
medical entity recognition in a semi-supervised manner. The target area is med-
ical diagnosis domain and a training set was constructed from a real-world QA
data. After a detailed investigation of the source data, we defined the essential
entity types for this area. The main idea of our approach is to directly utilize
the potential of neural word embeddings to detect semantically related terms for
medical diagnosis domain.

Different aspects of word embeddings such as embedding dimension, window
size, models, are examined to find their effects on the performance. We empiri-
cally showed the effectiveness of the proposed method by obtaining an average
recall of 0.49 for three pre-defined entity types using CBOW. It is an encour-
aging result considering that the source data is real-world one and the target
entities are numerous. This simple framework would be an interesting starting
option when building a dialogue system in a new domain. Moreover, we can fur-
ther easily enhance the performance by adding a manual verification step just
after finding candidate words. With this manual verification, we can expand the
number of neighbors to verify that will leads to better recall.

One of the major drawbacks of our method is we need a manual correction
after the training set expansion. There are conflicts among the found entities,
and some terms with one syllable need an exception handling. As future work, we
are first interested in simplifying the manual correction process by refined post-
processing. Further direction is to build a dialogue system on the constructed
data. We will start with defining the diseases to diagnose by the system and with
matching the related symptoms to each disease. Reinforcement learning will be
a good option for the dialogue system.
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Abstract. Health care is undergoing a big data revolution, with vast
amounts of information supplied from numerous sources, leading to
major paradigm shifts including precision medicine and AI-driven health
care among others. Yet, there still exist significant barriers before such
approaches could be adopted in practice, including data integration and
interoperability, data sharing, security and privacy protection, scalability,
and policy and regulatory issues. Blockchain provides a unique opportu-
nity to tackle major challenges in health care and biomedical research,
such as enabling data sharing and integration for patient-centered care,
data provenance allowing verification authenticity of the data, and opti-
mization of some of the health care processes among others. Neverthe-
less, technological constraints of current blockchain technologies neces-
sitate further research before mass adoption of blockchain-based health
care data management is possible. We analyze context-based require-
ments and capabilities of the available technology and propose a research
agenda and new approaches towards achieving intelligent health care
data management using blockchain.

Keywords: Blockchain · Health care · Intelligent data management

1 Introduction

The accelerating digitization of the health care sector has led to the creation of
large volumes of sensitive data stored online in multiple formats and represen-
tations, including electronic health records, medical images, genome sequences,
sensor data from monitoring devices, payer records, clinical trials data, and more.
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Once these data are properly combined, they can be leveraged by data analyt-
ics and machine learning techniques to advance the medical, pharmaceutical,
sports, and other domains of health care-related research and applied medicine.
This possibility to leverage healthcare data has inspired a shift of health care to
precision medicine and AI-driven health care.

To provide the required data input to the intelligent health care data-
management systems, it is crucial to ensure interoperability between different
data sources that often store and process the data in multiple formats. Due to
the volumes of the data that are continuously being produced, the difficulty to
extract the required information is apparent. The task is further complicated by
the intricacies of the highly-regulated heterogeneous health care environment.

Regulations in Europe and the United States, such as the GDPR [1] and
HIPAA [2] advocate patient’s privacy. Accordingly, patients have the right over
their health information and can set rules and limits on who can access and
receive the health information, as well as the right for when their data are ought
to be erased. The Office of the National Coordinator for Health Information
Technology in the US (ONC) recently announced a proposed rule on interop-
erability and information blocking, with a strong focus on patients’ ability to
access their own electronic health record (EHR) at no cost [3]. Achieving inter-
operability and privacy simultaneously seems contradictory and hence presents
a significant challenge. How to guarantee that data can be easily exchanged and
are available when required, while at the same time preserving patients’ privacy
(i.e., patients are still able to control who can access their data for which pur-
poses)? How can we explicitly prove that patients have given their consent in an
efficient manner?

Ecosystems for health information exchange (HIE) aim to ensure that the
data from EHRs are securely, efficiently and accurately shared nationwide. How-
ever, HIEs have limited adoption, and there is a lack of standard architectures
or protocols to ensure security and enforcement of the access control specified
by patients [4].

The possibility of using emerging blockchain technology for health care data
management has recently raised major attention in both industry and academia
[5–8]. Blockchain technology can be employed to give way for users’ complete con-
trol over their data and privacy without a central point of control, which will help
accelerating and enhancing the privacy-preserving data sharing in health care.
In case of chronic diseases, such data sharing is particularly important due to the
multiple-medication intake (therefore, drug-to-drug interaction and management
of the prescriptions and reimbursements), diagnosis and treatment conducted at
multiple hospitals (due to the specialization of centers, required “second opin-
ion”, and the mobility of the patients) [5,9,10]. Employing blockchain technology
can contribute to the optimization of the pharmaceutical supply-chain processes,
including clinical trials, and medical research in general [11–13]. Yet, regardless
of ongoing academic research and high interest from the industrial perspective,
blockchain-based health care data management systems are not yet in place.
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Contributions: In this paper, we (i) define domain-specific requirements from
the perspective of intelligent health care data management (in Sect. 2); (ii) intro-
duce blockchain technology and focus on the selection of the health care pro-
cesses that can benefit from applying blockchain technology, providing a high-
level description of the existing approaches, in Sect. 3. In Sect. 4, we analyze
the limitations of existing works in, often related to the technological restraints
of the blockchain or underlying technologies. Trying to bridge the gap between
the domain-specific requirements and technical capabilities, in Sect. 5, we (iii)
propose a research agenda and new approaches for intelligent health care data
management using blockchain. Section 6 concludes the paper.

2 Health Care Requirements and Goals

Patients need to provide their caregiver with the data required for the best
treatment outcome. Yet, patients also have a right for privacy. Therefore, data
need to be shared with different entities but following the “privacy-by-design”
principle: inline with the patients’ will, and not revealing more than required.

The amount of health care related data corresponding to a single person has
seen dramatic increases over the past years. Reliable systems for data storage
and management, agnostic to the number of records are required to ensure that
a person can maintain a life-long history of their health care data.

For the system to comply with the regulations governing personal data
(including health care data) management in EU or US, each patient needs to
provide a consent to share his or her data for both primary care and research
purposes, which they can revoke any time.

Moreover, for primary care, the following security properties are essential:
availability of the data, data integrity, and data confidentiality. These properties
can be defined as follows:

– Availability refers to the ability to use the information or resource when
requested. Availability is an important aspect of reliability, as well as of sys-
tem design [14].

– Integrity refers to the trustworthiness of data or resources, and it is usually
phrased in terms of preventing improper or unauthorized change. Integrity
includes data integrity (the content of the information) and origin integrity
(the source of the data, often called authentication) [14].

– Confidentiality refers to preventing the disclosure of information to unautho-
rized individuals or systems [15]. Although confidentiality refers to the data,
privacy, as defined above, refers to the person and his right to decide to keep
his personal data confidential.

Data anonymization can be an alternative to consent management when data
are shared for research purposes. In practice, in addition to interoperability
and compliance with legislation and policies that regulate management of the
personal data and, in particular, protected health information, traceability is
required.
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Traceability of the data can be defined as the ability to retain the identities
of the origin of the data, the entities who accessed the data, and the operations
performed on the data (e.g., updates) [16]. Data traceability will be particularly
useful in legal cases, in an audit of care practices, as well as for patients, in
defining and enforcing their access-control policy, in allowing meaningful data
aggregation for research purposes, and in enabling reproducibility of research.

Based on the domain specifics and taking into account the sensitive nature
of the health care data, we can define the following required functionalities of a
health care data management system:

– Ensure that patients can control and access their information at any time.
– Ensure that patients must not lose access to their data, or in case it happens,

are able to recover access.
– Define mechanisms for the health care stakeholders, in particular, care

providers to access the data in the framework of multiple scenarios: (i) con-
sent is provided by the patient and is easy to verify (for both primary care
and research purposes), (ii) an emergency situation occurs, and the consent
is impossible to obtain, (iii) research is based on only anonymized data (no
need for consent), (iv) traceability and audit.

3 Applications of Blockchain in Health Care

In this section, we first provide a short introduction to blockchain technology,
then, based on the available scientific literature and industry manifesto, we pro-
vide a high-level summary of health care scenarios and processes, where applying
blockchain has been proposed. For each process, we depict the goals and motiva-
tions to apply blockchain technology, mainly focusing on the characteristics and
aspects of the current processes that can potentially be improved by employ-
ing blockchain: data availability and accessibility, immutability, transparency,
security, and privacy, as well as patient involvement in clinical research.

3.1 Blockchain Overview

Blockchain is a peer-to-peer distributed ledger technology that provides a shared,
immutable, and transparent append-only register of all the transactions that
happen in the network. It is secured using cryptographic primitives such as hash
functions, digital signatures, and encryption algorithms [17]. The data in the
form of transactions are digitally signed and broadcasted by the participants,
and then grouped into blocks in chronological order and time-stamped. A hash
function is applied to the content of the block, which forms a unique block
identifier that is stored in the subsequent block. Due to the properties of the
hash function (the result is deterministic and can not be reversed), by hashing
the block content again and comparing it with the identifier from the subsequent
block, one can easily verify if the content of the block was modified. An ordered
sequence of the blocks forms a blockchain ledger.
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The blockchain ledger is replicated and maintained by every participant in
the network. With this decentralized approach, there is no need for setting up
a single trusted centralized entity that manages the registry. Participants can
immediately notice malicious attempts, aiming to tamper with the information
stored in the registry and reject it; hence the immutability of the ledger is guar-
anteed. The technique of adding a new block to the existing ledger is defined
by the consensus protocol employed in the blockchain technology. Based on how
the identity of a participant and its permissions to participate in the consensus
are defined within a network, one could distinguish between permissionless and
permissioned blockchain systems [18].

Different platforms are employed in the aforementioned approaches. A recent
review [19] provides an extensive list of studies and ongoing projects that focus on
using permissionless blockchains in health care settings. The authors also discuss
potential problems and challenges to be considered when adopting permissionless
blockchain technology (e.g., speed and scalability, confidentiality, the threat of
a 51% attack, management of the transaction fees and “mining”). Moreover,
the analysis of network traffic can lead to inferring patterns of treatment from
frequency analysis of the interactions with the ledger [5].

Membership mechanisms employed in permissioned blockchain platforms
allow to control participation in the blockchain network and access to the ledger.
While this architecture allows to avoid some of the disadvantages of permission-
less platforms, permissioned network is more centralized by construction and
may thus introduce a threat of single point of failure. Some of the challenges
and potential benefits associated with employing permissioned blockchain plat-
forms in health care, can be found in Krawiec et al. [20] and in the white paper
from IBM [21].

3.2 Blockchain Health Care Scenarios

Below, we focus on health care scenarios where blockchain-based approaches
and/or applications have already been proposed. We also reference several
notable publications that refer to a more detailed description of the blockchain-
based applications within specific clinical data management processes. (For a
complete overview of the use of blockchain in health care, we refer an interested
reader to the recent relevant and extensive systematic literature reviews [7,8]).

1. Connecting health care stakeholders and maintaining complete history of
patient’s health care data:
Blockchain technology can be used to ensure traceability and immutability of
patients’ health care data without putting medical records on the blockchain,
but keeping the metadata only, that can also include patients’ consent. The
voluminous and sensitive health care data can be stored within individual
nodes on the network, while their intelligent representations will be stored
on-chain [5]. An alternative approach is to use compliant cloud-based ser-
vices for temporal storage and data exchange (i.e., time frame defined by the
patient) [10]. FHIRchain [9] is a blockchain-based approach for data-sharing
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that encapsulates HL7 Fast Healthcare Interoperability Resources (FHIR)
standard for the clinical data. Efficient on-chain consent management and
enforcement of access-control policy expressed by the consent will speed-up
and facilitate data sharing for primary care in a privacy-preserving manner.
Better treatment control can be achieved by connecting patients, multiple
health care providers, health insurer/insurances, and pharmacies and provid-
ing them with the specific types of data. One of the barriers for establishing
“connected health” is a lack of interoperability. Peterson et al. [22] presented
a system design based on the permissioned blockchain platform (MultiChain),
and discussed how FHIR integration into such system can address the interop-
erability issue. The proof of interoperability proposed in [22] is based on con-
formance to the FHIR protocol, which requires verification that the messages
sent to the blockchain can get converted to other required formats. Transpar-
ent execution of smart-contracts will enable fast, automatized, trustworthy,
and bias-free processes reimbursements and claims.
Additionally, it is necessary to ensure compliance with the regulations related
to health care data management. Magyar in [23] in their theoretical work,
based on the principles of the HIPAA regulation, suggests a list of cryp-
tographic tools that can be potentially applied to ensure data privacy and
security. Traceability, the authenticity of the data (and sources), and interop-
erability between data sources will enable a possibility to build and maintain
a complete life-long history of health care data.

2. Pharmaceutical supply-chain: Blockchain-based use cases in supply-chain are
emerging, including using traceability and immutability properties of the
blockchain to combat counterfeit medicines, securing medical devices, opti-
mizing functionality of health care IoT devices, and improving the public
health supply chain [24], ensuring control over returned drugs to the pharma-
ceutical company. In a recent review, Scott et al. demonstrate how blockchain
technology can provide functionality that benefits supply chain management
in general and traceability of pharmaceuticals in particular [25]. Compliance
in pharmaceutical supply-chain, verification of the transportation and storage
conditions are of a high importance, (e.g., medications can loose their effi-
ciency, if the conditions of storage or transportation are violated). Address-
ing this issue, Bocek et al. proposed to use smart contracts deployed on the
Ethereum blockchain for compliance verification based on the sensor data
(i.e., temperature measurements. from a sensor placed in strategical points of
the shipment) [13].

3. Medical research and its reproduceability: Clinical trials are conducted in order
to evaluate new technologies and drugs. Coordination between multiple cen-
ters enables to aggregate higher volumes of more heterogeneous data in a
shorter period of time, compare to the clinical trials conducted in only one
medical institution. Also, involvement of multiple centers bring independent
evaluation. However, such trials are more complex in terms of coordination
[26]. Employing blockchain technology can facilitate management of multi-
center clinical trials, improve transparency, traceability of the consents in
clinical trials, quality and reliability of clinical trials’ data, and therefore
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increase patient involvement and adherence to the treatment [27,28]. Keep-
ing track of all the actions of data-sharing can be used in order to evaluate a
threat to infer more information about a patient, by combining anonymized
datasets that contain the information about the same patient, and estimate
the potential risks of infringing patients’ privacy [29].

4 Limitations of Blockchain for Health Care

In this section, we analyze the limitations of the existing approaches, including
some that have been already proposed in the related works.

Limited Availability of the Data. The data are required to be available from
anywhere at any time, yet compliant with the access-control policies specified
by the patient. At the same time, the access-control policies might be expressed
differently at various locations and across different types of data. Therefore, it is
a challenge to define unified rules for the global reachability of the data. One issue
with permissioned blockchains is that due to its (consortium-oriented) nature, it
is likely to be impossible to make it global (i.e., create a single consortium with
unified governance).

Vulnerability of the Immutable Data. While, from the medical perspective, it
is of high importance to ensure the immutability of the health care data, it is
not desirable to have all the data immutably stored on the blockchain, even if
encrypted, due to the highly sensitive nature of such information. For example,
advances in quantum computing can represent a threat to most of the world’s
cryptographic infrastructures [30] in the future. Moreover, the availability of
certain types of data may present unexpected side-effects, such as the decision
to store genomics data on the blockchain can affect a patient’s relatives. To
this end, design of on-/off- chain data structures, interoperability mechanisms
between the ledger and off-chain data storages, and privacy-preserving protocols
are of high importance.

Lack of Guarantee of Consistency of the Distributed Ledger at Any Point in
Time. Blockchain technology cannot guarantee that every peer in a network has
a valid (shared by the majority) state. The peer may have an invalid state due
to a software or hardware fault, or malicious attacks. Yet, the peer may still
participate in the network albeit having an intermittent or permanent failure.
Thus, it is important to ensure that the client (user) obtains valid information
from the blockchain even in case of the presence of faulty nodes. Policy and
additional mechanisms for querying the blockchain nodes are required in order
to ensure obtaining and interpreting reliable answers from the blockchain.

Introduction of a Single Point of Failure. In case of employing off-chain data
storage (either for data storage or for running computations over the health care
data) and membership service (in case of permissioned blockchain), the risk of
creating a single point of failure exists. To mitigate this limitation the following
approaches can be employed: applying cryptographic techniques (including sym-
metric and asymmetric encryption, digital signature, threshold encryption, and
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homomorphic encryption), decentralization of the data-storage and membership
service, and involving trustful independent parties [10,23,31].

Capabilities of Current Blockchain Technologies. Requirements from the health
care perspective may not be easily satisfied by applying the technology “out-
of-the-box”. Thus, bridging the gap between practical needs and technology
capabilities may be required. Distributed ledger technology is developing fast,
yet multiple limitations have already been identified by the research commu-
nity, including the limited number of transactions that can be processed, limited
data storage capabilities, concerns related to the immutability of the distributed
ledger, the legal requirements of allowing opt-outs of data, and the need for
standardization.

Verification of the Correctness of the Smart-Contract. Design and verification
of the smart-contract business logic cannot be performed in a fully automatic
manner, and thus a human must be involved. This person is required to have
both expert domain knowledge, as well as technical competence (i.e., one has
to make sure that the rules are defined according to the use-case scenario).
Moreover, verification of the correctness of the smart-contract implementation
is of high importance to guarantee all mandatory tenets.

5 Research Agenda for Blockchain-Based Intelligent
Health Care Data Management

In an attempt to bridge the gap between the listed domain-specific requirements
and current technology implementations, while taking into account the analy-
sis of the existing approaches and their limitations, we propose the following
research agenda in the area of applying blockchain technology for intelligent
health care data management. We present it in the form of research objectives
(RO) encompassing technical, social, and legal aspects.

RO-1: Ensure privacy-preserving distributed and globally-reachable data.
The challenge of building a framework that ensures globally reachable data and
enforcement of patient’s access control policy is not trivial: data availability and
interoperability requirements can interfere with patients’ privacy. HIE principles
can serve as a building block for such a framework, but suffer from the limita-
tions, already mentioned above. As suggested in [32], blockchain technology can
be applied beyond HIE to shift the trusted intermediary role away from a single
hospital to the blockchain network and provide the link between physician cre-
dentials and patient identity. Yet, the following question remains: is it possible
to define a harmonized and standardized set of basic rules that can be built into
the health care data management architecture based on the international laws
and regulations, preserving different sensitivity levels of the data, and ensuring
adherence to such rules without a centralized authority?

RO-2: Ensure truthfulness of the data. Blockchain is not concerned with
truthfulness; it guarantees the immutability of data once recorded, regardless
of the content. To ensure data quality, in permissioned blockchains, different
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approaches for the authentication of the users, the data providers, can be applied.
One can employ cryptographic primitives (hash/digital signature) and store the
output on the blockchain to ensure the immutability of the data that are stored
off-chain. To establish the truthfulness, multiple independent oracles, or verifiers,
can be involved (i.e., the data are considered genuine only after being approved
by multiple parties). There exist some technology solutions, that can be directly
paired with blockchain (e.g., IBM verifier [33]).

RO-3: Enable intelligent data-management . How to design privacy-
preserving hybrid data storage for machine learning tasks and artificial intel-
ligence techniques (e.g., to use on-chain storage only for the statistical data
avoiding storage of sensitive data on the blockchain)? Can we decouple the query
from the execution by defining the queries and parameters to be stored on the
blockchain, which will be then executed only by trusted entities or data owners
(doctors, patients)?

RO-4: Attain multi-ledger interoperability . A plethora of existing blockchain
platforms and various prototypes built on top of the technologies can aggra-
vate the problem of the lack of interoperability between health care systems.
Thus, ensuring interoperability between different blockchain platforms is of high
importance. Moreover, due to custom privacy requirements and individual needs
of different patients, one can think of a multiple-ledger design: a patient-specific,
or even a case-specific ledger [34]. Data then can be replicated among multiple
ledgers and locations, creating the network of networks [35]. Depending on the
context, different requirements to access the data will have to be fulfilled. How-
ever, it is still unclear how patients will be able to manage their ledgers, as well
as how to set up such infrastructure in real-world settings.

RO-5: Educate and involve the patients . Before patients have full control
over their data, the patients must be informed and educated about data- and
consent- management practices, as well as about existing laws and regulations.
Moreover, it is very challenging to ensure that identities and login data (i.e.,
credentials), as well as cryptographic keys, are appropriately managed by the
patients. Yet, this is of a paramount importance in order to prevent external
adversarial attacks, (e.g., impersonating a legitimate user, or malicious data
access/injection).

RO-6: Assist patient with data-sharing decisions . How to ensure that all
the necessary data are shared in case of treatment of a specific condition?
Smart systems for data-sharing decision making, which are based on ethics, law,
and contextual medical requirements, are needed to guide and yet not to over-
whelm someone already occupied with his/her treatment. These systems will be
extremely useful for both primary care and secondary use of health care data,
therefore advancing personalized medicine, and facilitating better treatment.
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RO-7: Guarantee emergency data access. In the health care domain, emer-
gency situations, urgently requiring health care data, occur regularly. An access-
control policy can be defined such that only the patient can access (is autho-
rized to access) his data, and no caregiver from the medical institution (where
the patient was delivered in an emergency situation) has permission to access
any data about the patient. In the case when the patient is unconscious, it is
impossible to grant access to the data to the caregiver. Robust and secure “break-
glass” mechanisms for emergency situations are therefore required to address this
limitation.

RO-8: Enable data analysis and research. Having a complete, curated and
trusted data set is critical for ensuring accurate results in analysis and research.
For example, once complete and accurate data of oncology patients’ history are
systematically stored with the use of blockchain with consent from the patients,
the data can be leveraged in advancing oncology research and treatment options.
Currently, analytical, compliance and research tools are actively researched and
developed [6]. These tools will extend analytical and treatment capabilities; for
example, having a detailed history of drug tolerance and side-effects on patients
combined with their genetic profiles or markers can help to improve the selection
of patient treatment options.

6 Conclusion

Blockchain technology increasingly attracts attention in multiple health care-
related contexts, including patient-centric data management, pharmaceutical
supply-chain processes or medical research. Blockchain “promises” to address
various inefficiencies of health care-related processes, by enabling better trace-
ability, transparency, and efficiency. However, existing blockchain platforms can
offer only limited capabilities and solutions from technical, legal, and social per-
spectives. The technology is in the early phases of evolution and development,
yet, a variety of platforms and their applications in health care settings already
exist. This leads to the following paradox: recent attempts to address interoper-
ability between different health care stakeholders already resulted in the creation
of multiple blockchain-based prototypes built on top of different blockchain plat-
forms, which themselves are incapable of seamless data exchange and integration.
Moreover, due to some of the fundamental properties of blockchain technology
(such as immutability), ensuring compliance with existing laws and regulations
is challenging.

Starting from the health care context-based requirements, basic principles of
the blockchain technology, and focusing on processes that can benefit from apply-
ing blockchain, we analyzed existing approached and listed their limitations.
Based on this analysis, and taking into account the health care requirements,
we emphasize the need for further research directions to be followed towards
attaining blockchain-based intelligent health care data management.
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Abstract. Unstructured data constitute a unique, rapidly expanding type of
biomedical data and a treasure trove of undiscovered biomedical insights.
However, the giant volume of these data sets presents a herculean challenge for
the biomedical research community to parse through, as scalable methods to
index and discern their content do not exist. In this talk, we will present our latest
research on natural language processing and machine learning models and
algorithms that can accurately recognize entities corresponding to concepts and
events, determine their optimal types and relationships using distantly-supervised
learning guided by existing ontologies and taxonomies, and minimize human
annotation. Our goals are to extract, organize, and learn from biomedical
concepts within unstructured text, and translating into a unified knowledge
representation supporting efficient inference, integration, and interpretation.
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Abstract. It is well-known that the identities of individuals whose data are part of
so-called “de-identified” data sets can be revealed by an attacker who has
auxiliary information about target individuals [1]. In the USA, the Health
Information Portability and Accountability Act (HIPAA) [2] has specific
instructions on how to “de-identify” electronic healthcare data, but this is
insufficient to protect the patient privacy. In the European Union,
“anonymization” is mentioned in the General Data Protection Rule [3] as a
necessary step before data can be shared, but the specifics on what constitutes
“anonymized” data are unclear. Given the high stakes involved in sharing clinical
data, these definitions are critical.

In this presentation, I discuss both technical and policy-based measures to
protect the privacy of electronic health records (EHRs) when they are used for
research. On the technical side, I present how we develop HIPAA-compliant
multivariate models in a decentralized fashion for a large clinical data research
network, and how we collaborate in developing sound methods to prevent
privacy breaches. I also present what we have learned about patient preferences
towards sharing specific portions of their EHRs with various research
institutions: Not only sharing according to patient preferences for particular
categories of data is feasible, but it also removes the burden of deciding, on
behalf of others, what constitutes sensitive information and results in improved
patient satisfaction.
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