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Abstract. Edge computing is a promising technique for 5G networks to
collect a wide range of environmental information from mobile devices
and return real-time feedbacks to the mobile users. Generally, the edge
servers (ESs) are both contributing in macro-base station (MABS) sites
for large-scale resource provisioning and micro-base station (MIBS) sites
for light-weighted resource response. However, to lower the investment
of construing the edge computing systems in the MIBS sites, limited
number of ESs are employed, since there is an intensive distribution of
MIBSs in 5G networks. Thus, it remains challenging to guarantee the
execution efficiency of the edge services and the overall performance of
the edge computing systems with limited ESs. In view of this challenge,
a load-aware edge server placement method, named LESP, is devised
for mobile edge computing in 5G networks. Technically, a decision tree is
constructed to identify the MIBSs served by a definite ES and confirm the
data transmission routes across MIBSs. Then, the non-dominated sorting
genetic algorithm II (NSGA-II) is employed to obtain the balanced ES
placement strategies. Furthermore, simple additive weighting (SAW) and
multiple criteria decision making (MCDM) techniques are leveraged to
recognize the optimal ES placement strategy. Finally, the experimental
evaluations are implemented and the observed simulation results verify
the efficiency and effectiveness of LESP.
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1 Introduction

Nowadays, with the development of Internet of Things (IoT), the increment rate
of smart mobile device scale has reached a ninety-two percent per year since
2006 [1]. Cellular providers intend to enhance mobile applications which require
high quality and low latency to these mobile devices [2]. However, considering
the spectrum technologies in the fourth generation (4G) networks, the remain-
ing spectrum resources are insufficient to support the harsh requirements for the
delay and the bandwidth from mobile applications such as telesurgery, health
monitoring and transportation cruise control, which compels providers to sur-
mount the lack of the spectrum resources [3].

Aiming to remedy the shortage of spectrum resources, cellular providers
employ a brand-new spectrum technology called the millimeter-wave (mm-Wave)
in 5G, which is capable of taking full advantage of spectrum resources [4]. Techni-
cally, the wave length of the mm-wave is 1 m to 10 mm, which results in 5G band-
width reaching up to 273.5 GHz. Nevertheless, the attenuation degree of mm-Wave
signal is severely impacted by fog/cloud conditions [5]. For the sake of decreasing
the attenuation of the mm-Wave signal and make use of spectrum resources, the
base stations in 5G are divided into macro base stations (MABSs) and micro base
stations (MIBSs) in line with their coverage [6]. Then, arranging MIBSs intensively
increases the spectrum density and improves the spectrum efficiency.

As massive 5G smart applications appear continuously, it is approximately
impossible to deal with computation-intensive services locally due to the limited
computing resources in smart mobile devices [7]. Thus, mobile devices ask for the
computing resources provided by the cloud platform to execute the services [8].
In spite of that the pressure for mobile devices to handle services is relieved by
the cloud, the quality of experience (QoE) for users is hard to satisfy, especially
for the real-time applications like virtual reality (VR) games. Therefore, edge
computing, as a significant paradigm, is utilized to shorten the delay and make
users experience the applications real-timely. Detailedly, edge computing endows
the computing resources to edge servers (ESs), the gathered applications on the
network edge are in a position to obtain the resources in the ES close by.

On account of that mobile applications are usually in the vicinity of MIBSs,
ESs are co-located with MIBSs, which are seen as the edge nodes (ENs) to
cooperate with MABS for executing the applications. Nonetheless, MIBSs are
arranged intensively because of its relatively narrow range. With a view to the
high cost of purchasing ESs, it is unpractical to equip each MIBS with an ES,
which makes some tasks offloaded to a distant ES and generates unbearable
delay for users. In addition, the finite computing resources in ESs are unable
to handle such abundant tasks, which makes some services wait in the queue of
ESs and severely affects the efficiency of service execution. Hence, to ensure the
stability and the performance of ESs, it is urgent to achieve the load balance of
ESs. Given these facts, it is a truly difficult challenge to realize the reasonable ES
placement for improving the performance of all ESs by reducing the transmission
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delay and achieving load balance. A load-aware edge server placement method
named as LESP, is devised for edge computing in 5G networks in this paper. In
conclusion, the primary contributions are presented as follows.

– A decision tree is structured to record the routings of edge services according
to the balanced distribution of load.

– Non-dominated sorting genetic algorithm II (NSGA-II) is used to formulate
the appropriate balanced ES placement strategies.

– Simple additive weighting (SAW) and multiple criteria decision making
(MCDM) are adopted to select the optimal ES placement strategy.

– Simulation experiments are conducted to confirm the efficiency of the devised
method LESP.

The remaining part of this paper is divided into five sections. The system
model is shown in Sect. 2. A load-aware edge server placement method is designed
in Sect. 3. The simulation experiment results and the comparison analysis are
conducted in Sect. 4. Related Works are summed up in Sect. 5. Conclusions are
outlined in Sect. 6.

2 System Model

In this section, the overview of the ES placement framework in 5G networks is
presented first. Then, according to the specific ES placement strategy, transmis-
sion delay and load balance analyses are conducted. Finally, the ES placement
problem is formulated as a multi-objective optimization problem.

2.1 Resource Model

In 5G networks, multiple macro-base stations (MABSs) are deployed to provi-
sion services for mobile applications and the MABS covers several micro-base
station (MIBS) to improve the service quality [9]. With wireless signals, the
MIBSs receive service requests from mobile devices. In Fig. 1, the framework for
supporting edge computing in 5G networks is shown. In the range of the MABS,
several MIBSs are deployed to receive service requests. Assume that there are
Q MIBSs in the range of the MABS, denoted as M = {m1,m2, . . . ,mQ}. As
MIBSs fail to meet the process requirements of massive services, the computing
and storage capacity of MIBSs are extended through realizing the cooperative
placement of ESs and MIBSs. Thus, the ESs are co-located with the specific
MIBSs for helping process transmitted services, denoted as S = {s1, s2, . . . , sN}.
Notably, the number of ESs is not equal to the number of MIBSs. Besides, with
the virtualization technique in edge computing, the capacity of the ES is mea-
sured by the number of virtual machines (VMs) in the ES, denoted as ϕn [10,11].
Provided that all VMs in the ES are occupied, unprocessed edge services need
to wait for the completion of the services in the previous round.
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Fig. 1. An edge computing framework in 5G networks.

2.2 Transmission Delay Model

The transmission delay is composed of the transmission time from the MIBS to
the destination ES, the waiting time of the edge services in the ES, the service
execution time of the ES and the transmission time of the feedbacks.

In view of that not all MIBSs are cooperating with the ES, we first adopt
a binary variable BN

Q to judge whether the q-th (q = 1, 2, . . . , Q) MIBS mq is
co-located with the n-th (n = 1, 2, . . . , N) ES sn.

Bn
q =

{
1, if mq is cooperatively placed with sn,
0, otherwise. (1)

The time consumption of data transmission from the MIBS to the destination
ES is calculated by

DTq = (1 − Bn
q ) · dsq

θ
· ωq, (2)

where dsq represents the data size of the edge service in mq and θ represents the
data transmission rate between MIBSs. In addition, ωq is the number of passing
MIBSs in the process of data transmission.

By means of the virtualization technique, the resource units in ESs are nor-
malized as VMs. Therefore, the service execution time in sn is

ETq =
dsq

ruq · ρ
, (3)

where ruq represents the VMs demanded by the edge service transmitted from
sn and ρ is the processing power of each VM.
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In order to calculate the waiting time of the edge services in the ES, the
waiting rounds of the edge services need to be calculated first, which is shown as

R = wrn, (4)

where wrn represents the waiting rounds in n-th ES sn.
Let ETr denote the corresponding execution time of processing all services

in the z-th round. The waiting time of edge services offloaded from sn is calcu-
lated by

WTq =

⎧⎨
⎩

0, if wrn = 0,
R−1∑
r=1

max(ETr), otherwise.
(5)

The transmission time of feedbacks from sn is calculated by

FTq =
ds′

q

θ
· ωq, (6)

where ds
′
q is the data size of the processing results of the edge service offloaded

from mq.
The total transmission delay of the edge service in mq is calculated by

Dq = DTq + ETq + WTq + FTq. (7)

The average delay for all edge services is calculated by

A =
1
Q

·
Q∑

q=1

Dq. (8)

2.3 Load Balance Model

The load balance conditions of ESs are measured by the load balance variance.
Specifically, the occupy conditions of ESs and the number of running VMs are
described. Fn is a binary variable to judge whether sn is occupied, which is
calculated by

Fn =
{

1, if sn is occupied,
0, otherwise. (9)

Besides, Pn
q is a binary variable to judge whether the edge service in mq is

offloaded to sn for execution, which is defined by

Pn
q =

{
1, if mq offloads the service to sn,
0, otherwise. (10)
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Consequently, the number of running ESs is calculated by

ξ =
N∑

n=1

Pn
q . (11)

The resource utilization of sn is measured by the usage of VM instances,
which is calculated by

RUn =
1

ϕn

Q∑
q=1

Pn
q · εq, (12)

where εq is the number of VMs required by the edge service in mq.
Thus, the average resource utilization of ESs is calculated by

U =
1
ξ

N∑
n=1

RUn. (13)

The load balance variance of sn is calculated by

bn = (RUn − U)2. (14)

Then, the average load balance variance of occupied ESs in 5G networks is
calculated by

B =
1
ξ

N∑
n=1

bn · Fn. (15)

2.4 Problem Formulation

In this paper, the ES placement is defined as a multi-objective optimization prob-
lem. We minimize the transmission delay in (8) and the load balance variance
in (15), which is given as

min A, min B. (16)

s. t. N ≤ Q, (17)
Q∑

q=1

εq ≤
N∑

n=1

ϕn. (18)

3 A Load-Aware Edge Server Placement Method

In this section, the routing confirmation of edge services is presented first. Then,
NSGA-II is adopted for the multi-objective optimization problem. Finally, SAW
and MCDM are used to select the optimal ES placement strategy.
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Algorithm 1. Routing Confirmation of edge services in MIBSs
Require: M , S, an empty decision tree
Ensure: Routing confirmation of edge services

Set flagq (q=1, 2, ..., Q) as 0
Co-locate each ES with a random MIBS
for the edge server sn in S do

for the MIBS mq in M do
if sn is co-located with mq then

Offload the edge service in mq to sn
Insert mq into the decision tree
mq.flag = 1

else
Calculate the distance between sn and mq

end if
end for

end for
for the MIBS mq in M do

if mq.flag = 0 then
Seek out the minimum distance
Calculate the depth difference g between the subtrees

end if
if | g |≤ 1 then

Offload the service and insert mq into the current subtree
else

Offload the service and insert mq into the opposite subtree
end if

end for
return Routing confirmation of edge services

3.1 Routing Confirmation of Edge Services

Aiming to offload the edge services from MIBSs to ESs, the transmission routings
of edge services need to be confirmed. As all ESs have been placed, decision trees
are used to record the routes of edge services from MIBSs. A two-dimensional
matrix is set up and for each ES, the distance between the ES and every MIBS
is entered into the matrix. The MIBS with the smallest distance value offload
the edge services to the ES. Provided that there are more than one ES which
have the same distance with a certain MIBS, the number of MIBSs connected
to each ES is compared and the edge service in the MIBS is offloaded to the ES
which connects the few MIBSs.

The specific routing confirmation of edge services is presented in Algorithm1.
First, the flag of each MIBS is initialized as 0, which means the MIBS has not
been traversed. Then, every ES is co-located with a MIBS randomly. The MIBSs
which are co-located with an ES offload the edge service to the co-located ES.
Finally, other MIBSs determine the offloading destination ES according to the
ES load situation.
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3.2 Edge Server Placement Strategy Generation Based on NSGA-II

In order to minimize the transmission delay and the load balance variance of all
ESs, NSGA-II is used to solve the multi-objective optimization problem in (16).
Firstly, the ES placement strategy is encoded, which is known as a gene. As a
gene represents a placement strategy of a certain ES, multiple genes represent
the placement strategy of all ESs, which constitute a chromosome. The integer
coding method is adopted and the ESs are encoded by 1, 2, . . . , N .

Aiming at select optimal solutions in a chromosome, fitness functions work
as the standards. As shown in Sect. 2, the transmission delay and the load bal-
ance variance are the standards to select the appropriate solution. For further
selection, the size of population H, the crossover capacity Rc and the mutation
capacity Rm and the maximum iteration times V are determined.

Based on the existing population, crossover and mutation operations are
conducted to generate new solutions. The crossover in this paper is single-point
crossover, which means that two chromosomes swap genes around a predeter-
mined intersection. Through combining two chromosomes, a better chromosome
is obtained. In addition, the genes are modified randomly to generate chromo-
somes which have higher fitness values, known as mutation operation. During
the mutation operation, each gene has the same possibility to modify.

For 2H solutions after the crossover and mutation operation, the selection
operation is conducted to select H solutions. Specifically, the fitness functions
of each solution are calculated based on the model.

According to the usual dominating principle, the solutions are sorted and the
selection operation is conducted. The population generates non-dominated layers
and each placement strategy owns a crowding distance respectively. Through the
comparison of the crowding distances, the appropriate individuals are used to
form the next population, which is calculated by

jg = jDg + jLg = |Dj+1 − Dj−1| + |Lj+1 − Lj−1|, (19)

where jg represents the j-th ES placement strategy. jDg as well as jLg represents
the objective functions. Dj+1 and Lj+1 represent the objective values of the
j+1-th placement strategy. Dj−1 and Lj−1 represent the objective values of the
j−1-th placement strategy.

3.3 Edge Server Placement Strategy Selection Using SAW
and MCDM

For the last generated chromosome, SAW and MCDM are employed to select
the optimal ES placement strategy. The transmission delay is normalized as

V (D) =
{

Dmax−D
Dmax−Dmin ,Dmax − Dmin �= 0,

1,Dmax − Dmin = 0,
(20)

where Dmax and Dmin represent the maximum and minimum transmission delay
of the solutions in the last population respectively.
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Moreover, the load balance variance is normalized as

V (L) =
{

Lmax−L
Lmax−Lmin , Lmax − Lmin �= 0,

1, Lmax − Lmin = 0,
(21)

where Lmax and Lmin represent the maximum and minimum load balance vari-
ance of the solutions in the last population respectively.

Aiming to achieve the optimization of normalized transmission delay and
load balance, the utility value of the h-th solution needs to calculated, which is
shown as

V (Ch) = w1V (D) + w2V (L), (22)

where w1 and w2 are the weight of transmission delay and load balance variance
respectively.

Based on the utility value of the solution, the optimal strategy is selected by

V (C) =
H

max
h=1

V (Ch)(1 ≤ h ≤ H). (23)

3.4 Method Overview

In this paper, a load-aware edge server placement method is devised to minimize
the transmission delay and the load balance variance. The specific procedure of
this method is shown in Algorithm2. First, a decision tree is structured and the
routing of edge services is determined. Then, NSGA-II is adopted to generate
balanced ES placement strategies. Finally, SAW and MCDM are utilized to
identify the optimal ES placement strategy from the generated population.

Algorithm 2. Load-aware edge server placement
Require: M , S
Ensure: The optimal edge server placement strategy

e = 1
while e ≤ E do

Complete routing confirmation by Algorithm 1
e = e + 1

end while
Obtain balanced ES placement strategies by NSGA-II
for h = 1 to H do

Calculate utility values by formulas (20-22)
end for
Select the optimal ES placement strategy by formula (23)
return The optimal edge server placement strategy
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4 Experimental Evaluation

In this section, the efficiency and effectiveness of LESP are verified by con-
ducting simulation experiments. Firstly, the parameter settings are presented in
Table 1. Then, the comparative methods are introduced. Finally, the influences
of different MIBS scales on the transmission delay and load balance variance
performance of LESP and the comparative methods are evaluated.

Table 1. Parameter settings

Parameter description Value

The total number of MIBSs 200

The number of VMs in each edge server 40

The number of VMs required by each MIBS [1, 7]

The transmission rate between MIBSs 5000 Mb/s

The execution capacity of edge server 2000 MHz

The scales of MIBSs 5, 10, 15, 20, 25, 30

4.1 Simulation Setup

We adopt 5 different ES scales in the experiments and the number of ESs is
set to 5, 10, 15, 20, 25 and 30. To more intuitively evaluate the performance of
LESP, two comparative methods are utilized, which are shown as follows.

(a) Number of ESs=5 (b) Number of ESs=10 (c) Number of ESs=15

(d) Number of ESs=20 (e) Number of ESs=25 (f) Number of ESs=30

Fig. 2. The utility value of solutions at different MIBS scales.
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– Greedy-D : Each MIBS offloads its edge service to the nearest ES. Considering
that the nearest ES is likely to have no spare computing resources, the edge
service is offloaded to a neighbor ES with enough needed computing resources.
The system would repeat this procedure until all edge services have been
offloaded.

– Greedy-L: Each MIBS offloads its edge service to the ES which has most
idle computing resources. Provided that several ESs have the similar resource
usage, the service is offloaded to the ES which is nearest to the resource MIBS.
This procedure is repeated until all edge services have been offloaded.

4.2 Performance Evaluation

When the MIBS scales are 5, 10, 15, 20, 25 and 30 respectively, the weight of
V (D) and V (L) in the formula (22) are changed, which are from 0 to 1. In Fig. 2,
as the weight of V (D) and V (L) change, the utility value alters correspondingly.
Considering that there is a linear relationship between the two weights and the
utility value, the utility value graph is divided into two sections and there is a
minimum utility value. By means of comparing utility values, the most balanced
ES placement strategy is selected. The solution with the maximum utility value
is selected as the optimal ES placement strategy.

4.3 Comparison Analysis

For different MIBS scales, the comparisons between LESP and comparative
methods are presented. The transmission delay and the load balance variance
are functioned as two key criteria. The corresponding experimental results are
shown in Figs. 3 and 4.

Fig. 3. Comparison of the delay for different MIBS scales between OSPM and com-
parative methods.
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Fig. 4. Comparison of the load balance variance for different MIBS scales between
OSPM and comparative methods.

(1) Comparison of Transmission Delay. In the experiment, the processing
efficiency of each ES is defined as equal. Therefore, with the determination of edge
service routings, the service execution time is the same in LESP, Greedy-D and
Greedy-L. In Fig. 3, as the size of the ES expands, the transmission delay decreases
becauseMIBSs aremore likely to offload edge services to a closeES than to a remote
ES. Nevertheless, Greedy-L aims to minimize load balance variance and the edge
services are likely to be offloaded to relatively remote ES, achieving the balanced
distribution of load and high transmission delay. Intuitively, LESP is less capable of
optimizing transmission delay than Greedy-D and is more effective than Greedy-L
in the aspect of optimizing transmission delay.

(2)ComparisonofLoadBalanceVariance. The loadbalance variance ismea-
sured by the occupancy of VM instances. When the ES scale is small, the data waits
for limited computing resources in the ES in the queue and the total number of
rounds processed by the ES is large. In Fig. 4, as the number of ES increases, more
computing resources are vacated and the total round of service executiondecreases.
In contrast to Greedy-L, Greedy-D is designed to minimize transmission delay. In
Greedy-D, the edge services are offloaded to the nearest ESwhoseVMs are all occu-
pied, making the destination ES overload. Intuitively, the ability to optimize load
balancing of LESP is inferior to Greedy-L and superior to Greedy-D.

5 Related Work

Nowadays, as the wireless and mobile communication technologies develop
rapidly, the number of smart mobile devices increased dramatically. These smart
mobile devices, which possess numerous compute-intensive applications, lead to
a large quantity of data needed to be processed [12,13]. However, smart mobile
devices are unable to deal with the data for its limited computing resources.
Therefore, the 5th generation mobile network (5G), as a novel paradigm, is pro-
posed to help devices offload the data to the remote infrastructures such as the
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cloud for processing. In [14], Islam et al. probed into a radio access technology
called non-orthogonal multiple access (NOMA). NOMA can relieve the pressure
from the scarce spectrum resource in 5G for its greater spectrum efficiency. Niu
et al. discussed the applying of the millimeter wave (mm-wave) in 5G. The small
cell access and the wireless backhaul are investigated to accelerate the mm-wave
deployment [13].

Nevertheless, the remote distance between smart mobile devices and the
remote infrastructure generates an unbearable delay for users. Hence, edge com-
puting emerges. Edge servers, which own the computing and storage capabili-
ties, are placed close to mobile devices for decreasing the delay [15,16]. In [17],
Nunna et al. investigated the combination of 5G and mobile edge computing.
In addition, Rimal et al. considered providing mobile edge computing (MEC)
capabilities of integrated fiber-wireless (FiWi), making MEC fit in 5G [18]. If
all computing tasks are offloaded to the edge servers without planning. The effi-
ciency of edge servers is influenced hugely [19,20]. Therefore, it is significant
to realize the optimal edge server placement to achieve the load balance and
improve the delay.

6 Conclusion and Future Work

Edge computing emerges as an appropriate paradigm in 5G networks to collect
environmental parameters and return processing results to users. As the num-
ber of edge services increases, chances are that the execution efficiency of edge
services is hardly to guarantee with limited ESs. In this paper, we formulate the
ES placement problem as a multi-objective problem. A load-aware edge server
placement method named LESP is devised. To demonstrate that LESP is effi-
cient and feasible, the performance of LESP is evaluated through experimental
simulations.

In the future, we will improve LESP to adapt to the real scene. The different
processing capacities of ESs will be specified and the corresponding offloading
strategies will be revised.
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