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Preface

This year saw the 20th edition of the International Conference on Intelligent Data
Engineering and Automated Learning (IDEAL 2019), held for the second time in
Manchester, UK — the birthplace of one of the world’s first electronic computers as well
as artificial intelligence (AI) marked by Alan Turing’s seminal and pioneering work.
The IDEAL conference has been serving its unwavering role in data analytics and
machine learning for the last 20 years. It strives to provide an ideal platform for the
scientific communities and researchers from near and far to exchange latest findings,
disseminate cutting-edge results, and to forge alliances on tackling many real-world
challenging problems. The core themes of the IDEAL 2019 include big data
challenges, machine learning, data mining, information retrieval and management,
bio-/neuro-informatics, bio-inspired models (including neural networks, evolutionary
computation, and swarm intelligence), agents and hybrid intelligent systems, real-world
applications of intelligent techniques, and Al

In total, 149 submissions were received and subsequently underwent rigorous peer
reviews by the Program Committee members and experts. Only the papers judged to be
of the highest quality and novelty were accepted and included in the proceedings.
These volumes contain 94 papers (58 for the main track and 36 for special sessions)
accepted and presented at IDEAL 2019, held during November 14-16, 2019, at the
University of Manchester, Manchester, UK. These papers provided a timely snapshot
of the latest topics and advances in data analytics and machine learning, from
methodologies, frameworks, and algorithms to applications. IDEAL 2019 enjoyed
outstanding keynotes from leaders in the field, Thomas Bick of Leiden University and
Damien Coyle of University of Ulster, and an inspiring tutorial from Peter Tino of
University of Birmingham.

IDEAL 2019 was hosted by the University Manchester and was co-sponsored by the
Alan Turing Institute and Manchester City Council. It was also technically
co-sponsored by the IEEE Computational Intelligence Society UK and Ireland Chapter.

We would like to thank our sponsors for their financial and technical support. We
would also like to thank all the people who devoted so much time and effort to the
successful running of the conference, in particular the members of the Program
Committee and reviewers, organizers of the special sessions, as well as the authors who
contributed to the conference. We are also very grateful to the hard work by the local
Organizing Committee at the University of Manchester, in particular, Yao Peng and
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Jingwen Su for checking through all the camera-ready files. Continued support,
sponsorship, and collaboration from Springer LNCS are also greatly appreciated.
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Abstract. The orchids families are large, diverse flowering plants in
the tropical areas. It is a challenging task to classify orchid species from
images. In this paper, we proposed an adaptive classification model of
the orchid images by using a Deep Convolutional Neural Network (D-
CNN). The first part of the model improved the quality of input feature
maps using an adaptive Spatial Transformer Network (STN) module by
performing a spatial transformation to warp an input image which was
split into different locations and scales. We applied D-CNN to extract
the image features from the previous step and warp into four branches.
Then, we concatenated the feature channels and reduced the dimension
by an estimation block. Finally, the feature maps would be forwarded to
the prediction network layers to predict the orchid species. We verified
the efficiency of the proposed method by conducting experiments on our
data set of 52 classes of orchid flowers, containing 3,559 samples. Our
results achieved an average of 93.32% classification accuracy, which is
higher than the existing D-CNN models.

Keywords: Orchids images - Classification - Deep learning

1 Introduction

Classification of orchid species is a challenging task because of its diversity and
widespread families of flowering plants. The orchid species can be classified by its
genes and visual characteristics such as shape, color, seed, and roots. The orchid
specialists can classify the orchid species by their unique floral patterns. However,
the flowers of several orchid species bare many similarities even though they are
not the same species, so that the orchid specialists would require a substantial
amount of time and efforts to classify them.

Hobbyist is using cameras, mobile phones, and other devices to capture a
flower image. In a field of computer vision, we can attempt to classify the orchid
species by using the captured flower images. There are various methods in the
field of computer vision that could be used to classify the orchid species by using
© Springer Nature Switzerland AG 2019
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flower images. Several features, including color, texture, shape, and statistical
information, are widely used to identify the difference among species of flower-
ing plants. These features are processed by traditional hand-crafted techniques,
which typically used in classification tasks such as a histogram of oriented gra-
dients (HOGS), scale-invariant feature transform (SIFT), and speeded up robust
features. The selected feature will be used as an input of a classifier such as
the support vector machines (SVMs) [10,11,14,21,22], the neural network (NN)
[4,17] and k-Nearest Neighbor (kNN) classifier [16]. To improve the accuracy of
the learning algorithm, before extracting the features, an input image will be
segmented a flower object from its background [7,13,14,16,17,21].

It is difficult to used traditional hand-crafted discriminative features to
extract a feature of orchid images, due to the diversity and widespread fami-
lies of orchid plants. Moreover, the specific hand-made features might not be
generalized to every class of orchid species. Therefore, the deep convolutional
neural network (D-CNN) technique have recently been used by many researchers
because the accuracy is outperforming the traditional hand-crafted features. In
this paper, we adopt the STN [8] to warp and scale the input image before
sending to the D-CNN for handling the sophisticated features across overall of
orchid classes. The STN is a differentiable module that warped the essential part
of input feature maps. STN can be inserted to existing D-CNN architectures and
simplified the complicated of orchid image input of the flower objects which vary
in size and location.

The main contributions of this paper are the following: First, we proposed
a methodology which tailors toward orchid image classification task. Second,
we formulate the boundary lost function to constrain the value of location and
scale within each boundary of the image region. Third, we purposed the training
procedure to be used to train the orchids classification model to achieve higher
accuracy. Lastly, we collected and curated a new corpus of orchid flower images
in the northern part of Thailand.

The overview of this paper is as follows: We describe the background, and the
related work of flowers classification approaches in Sect.2. The orchid dataset
is described in Sect. 3. Our methodology and learning algorithm are described
in Sect.4. Experimental results and performance evaluation are explained in
Sect. 5.

2 Related Works

Since the literature on image classification is vast, in this section, we focused
on natural flower and orchid flowers classification approaches. The traditional
approaches extracted the features from an input image that comes from the
spatial region of the image. These features are essential for distinctive a charac-
teristic of each object class. The authors in [2] used color and segmentation-based
fractal texture analysis (SFTA) to extract the features of Paphiopedilum orchid
flowers and used as the input for a neural network. They achieved 97.64% of
recognition accuracy. However, instead of extracted a feature by hands, the con-
volutional layers of D-CNN are modules for learning to find the most important
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feature in an input image. The first convolutional layers extracted the general
feature, and the second layers processed a feature map abstractly. [20] used
an inception-v3 [19] model that included the learn-able convolutional layers to
extract the features and forward it to the fully-connected layer to classify the
Oxford 17 [13] and Oxford 102 [14] flower dataset. [12] used prior knowledge
that the flower has high brightness, combined with saliency and luminance map
before forwarded to the D-CNN as inputs which can enhance performance on
flower classifications.

Furthermore, several of researches did the classification by locating the
saliency object in the background image and cropped them before being for-
ward to the D-CNN, in [3], they used D-CNN with linear regression to predict
the bounding box and confident score, which result in K-dimension output to
find a location of a possible object in the input image. [9] utilized the STN to
warped part of the input image before forwarding to the classification method.
In our work, we utilized the STN as a differentiable attention mechanism to warp
a part of the image, which contains scale and position. The action of STN condi-
tioned on individual data samples, with the appropriate behavior learned during
end-to-end training for the orchid class. The STN module learned to locate the
required features in the input image and warped set of attention output images
before forwarding to D-CNN to classify the orchid species.

3 The Orchid Dataset

We have created orchid flower dataset of 52 classes, the orchid flowers selected
from the northern part of Thailand. The dataset contains Thai native orchid
flowers, and each class contains at least 20 samples. For the Paphiopedilums
which often called Slipper Orchids or Lady’s Slippers, we merge our dataset with
the dataset from [2]. The orchid dataset including of 52 species and the visual
characteristics of the flower are varying in terms of shape, color, texture, flower
size, and the other parts of the orchid plant like a leaf, inflorescences, roots, and
surroundings. All images are taken from many devices such as a digital camera,
a mobile phone, and other equipment. The orchids dataset contains 3,559 flower
images from 52 categories. We divided all datasets into a training set and a test
set with a ratio of 80% and 20% respectively. Our orchids classification dataset
is publicly available upon request.

4 Orchids Classification

We apply an adaptive model of the spatial transformer network to classify orchid
images [8], shown in Fig. 1(a). The first module is a spatial transformer network
(STN). The STN warped part of an input image into a different location and
scale, the dimension of each warped output images is 299 x 299 x 3 and four
different scales. Let N = 4; the STN produce N warped output images that will
be forward to the D-CNN modules as the input, which is a learnable module
to extract the feature map from an input image. All of D-CNN configuration



4 W. Sarachai et al.

is derived from inception-v3 models [19] of TensorFlow [1] platform exclude the
final fully-connected layers. All of inception-v3 are initialized with the learned
model [19], which is a pre-trained model on the ILSVRC-2012 [15] image clas-
sification dataset. All of the feature maps from each D-CNN branch will be
concatenated and send to the estimation block (Fig.2) which is an inception
module from [19] reduced the number of feature map channels before forwarding
to the prediction network.

S
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Fig. 1. (a) The orchids classification models. (b) The STN module warped the part of
input image into difference location and scale.

4.1 Spatial Transformer Networks (STN)

The STN, shown in Fig. 1(b). The spatial information of the input images will
be located and transformed a set of cropped output images which depend on
each input image. The image has any channel C (red, green, blue) that will be
warped by STN at the same location to every channel of an input image. The
computation of STN begins with the localization network module that takes the
input image, and through the D-CNN output parameters of spatial information
that should be applied to the input image and produce warped output images,
this gives a transformation conditional that depend on the input image features.
The localization network produced set of N parameters, and the grid generator
used it to create N set of sample grid which is a set of a point where an input
image should be sampled to produce the transformed output. The sampler mod-
ule takes all of the sample grids and input image U as input to produce warped
output images.
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The localization network f;,.() takes the input image U € RE*XW>C (width
W, height H, channel C) produced the parameter 0, thus 0 = fi,.(U). The
transformation 7y takes the parameter 6 as input and applied to the input image
to produce a warped output through grid generator and sampler module. Each
size of parameters # is 3-dimension corresponding to the regression output of
coordination z,y and scale s to generate the number of N sample grid. The
output size of fi,.(U) will be 4 x 6 which the result is 12-dimension output say
0;;7=0,1,2,...,11 (j denotes number of 12-dimension). Thus, the output of the
localization network is fi,.(U) = Z {0 w3410 08 300,053, 3)

The localization network is a D- CNN derive from the inception-v3 [19] model
including five convolution layers and two max-pooling in the first part and the
second part including of 11 inception blocks replace the final fully-connected lay-
ers with the two hidden layers: 128-dimension and 12-dimension fully-connected
layer. The final 12-dimension output will be performed with L2-NORM and tanh
activation. The L2-NORM improved the generalization of parameters  and tanh
activation constraint bounding box of each output value to —1 < 0 < 1.

8x8x8192 8x8x2048

Convad axa 8x8x320

8x8x38. 8x8x768

Fig. 2. Estimation block reduce dimension from 8 x 8 x 8192 to 8 x 8 x 2048.

Concat | —»

8x8x448 8x8x768

8x8x192

The STN module of orchids classification allowing a network to be spatially
invariant to the position of features, to improve the overall of model accuracy,
we conducted series of experiments to find the best values of the translation-
invariant scale and found that the best value is 80%, 70%, 60%, and 40%. Thus,
we fixed the value to 0.8, 0.7, 0.6, and 0.4 to allows each warped window from
STN varies at a different scale. Let s; = 0.8, so = 0.7, s3 = 0.6 and s4 = 0.4,
thus, the set of translation-invariant scale is S = {s1, s9, 83, 84} respectively. We
adopt the parameterization of [9] to regress offset from a location and translation-
invariant scale, which outputs the 12-dimension of localization network, as shown
in Eq. 1.

N—
froe(U E *3+1, n*3+270n*3+3} (1a)
3+1 9?! 342
n* + n*3+ 62
floc § E , € 33 X S (].b)
— e n*3+3 X Sn+1 e n*3+3 X Sn+1

The input image U will be warped by the sampling grid centered at a particular
location parameterize by parameters 6%, #¥' and 6*.
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In order to warp the input image at the location (6%, 6¥") and scale by 6%, the
general grid will be created, the size of the general grid corresponds to width wey
and high hgy,s of warped output image, where (x!,y') is the target coordinate
of general grid in the warped output, (z°7¢,y*"¢) are the source coordinate in
the input image, such that the target and source are normalized coordinates:
1= (2f,y') =1 and —1 < (257, y*7¢) < 1.

The transformation 7y is a 2D affine transformation Ay takes the output from
f10c(U)’ that constrained by location 8%, §¥" and scale 6*', each transformation
of warped output image I are:

= etz 0 Onlsiy

n=0 n*x3+3 9n*3+2

and the pointwise transformation is:

N-1 e N-1 N-1 at
=)} = X maen =X v 3
n=0 Yn n=0 n=0 1

Each sampling grid is the result of warping regular grid G with an affine
transformation 7y, (G). The transformation allows cropping, translation, and
scale to be applied to the input image varies by regression parameters 6%’ 6%, 6%
which each requires six parameters (the six elements of each Ay). During the
training time, the gradients will be back-propagated through from the sample
point Ty, (G) to the localization network. In the sampler module, the warped
output images will be performed by an apply set of sampling point 7y, (G) to an
input image U. We followed this approach from [8].

4.2 Features Extraction Network and Prediction Network

Feature extraction network including of N-branches of D-CNN. In Fig. 1(a).
Each branch derives a configuration from inception-v3 model [19] but excluded
the final fully-connected layers. It takes a warped output image from the STN
module produces the output of 8 x8x2048 dimension. Each output of N-branches
of D-CNN are concatenated, which resulted in 8 x 8 x 8192 dimension, and it
would be reduced the channels from 8192 to 2048 by the estimation block. The
prediction network downsamples the feature maps from 8 x 8 x 2048 to 1x1x 2048
by global average pooling before forwarding to the fully-connected layer with a
final 52-way softmax output to predict the orchid species.

4.3 Training Objective

The overall objective loss function is a softmax cross entropy loss (e) and the
boundary loss (b): L(x,c, 0% ,6Y,0%) = Lo(x,c) + aLy(0™,0Y",0%).

The valid value of 8%, %" and 6% that constrained the bounding box within
the boundary of the input image such that the valid values are (|§*'| +6%) < 1
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and (]0¥'|+6%) < 1 and the weight term « is set to 1. Thus, we control the warped
output image bounding box within the image input region by lost function:

_ = s 2 _ s 2
Lb:% Eff:ol (7nax(0a(|9n;3+1 |+0n/*3+3)_1)) +% an\,’:ol (ma$(07(|91/*3+2‘+9n/*3+3)_1)) (4)

4.4 Training Procedure

To train the orchids classification, first, we excluded the STN module by feeding
the input images to N-branches of D-CNN with full size without warped and
scaling. In this step, we trained the estimation block and 52-way fully-connected
layers but kept the rest of the module variables unchangeable. All branches of D-
CNN initialized with the pre-trained variable from models of [19] which trained
from ILSVRC-2012 [15] image classification dataset to produce the feature maps
output. The final 52-way prediction output will be trained first because of the
variables of the STN module updated by back-propagation of the learning algo-
rithm, which needs the final 52-way prediction output to be prepared.

Second, we adopt the localization network configuration with the inception-
v3 model by replacing the final layers with the 12-dimension fully-connected
layer. In this step, we integrated all of orchids classification modules and trained
only 12-dimension fully-connected layer of the localization network module by
keeping other variables unchangeable. The localization network initialized with
pre-trained variables from [19] model. The updated gradient would flow back
from 52-way through all networks to the localization network layers, but the
variable update will have happened only in 12-dimension fully-connected layers
which trained by stochastic gradient descent and updated the weight by momen-
tum optimizer.

Finally, we would fit the overall of orchids classification by training all mod-
ules together. The networks are trained with back-propagation, using stochastic
gradient descent, and updated variables by RMSProp optimizer.

5 Experiments

We conducted experiments on existing models and the orchids classification mod-
els. The architecture of orchids classification combined two existing methodology
STN and D-CNN in a way that the STN warped an important part of input
images before forwarding to the D-CNN as input. The orchids classification is
an end-to-end training model by adjusting the parameters by back-propagation
techniques. The STN module can be trained and used complicated features of
orchid flower images. This module can produce significant parameter 6 that
would be used to warp important parts of orchid flower image and simplify the
classification of the D-CNN network. We create three models of orchids classifi-
cation to evaluate the performances on three datasets. The networks architecture
and training parameters were initialized with the same settings except for the
last fully-connected layer. The last layer has a final n-way softmax output, that
depends on the number of classes of each dataset. The input image is an RGB
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image resized to 299 x 299 before feeding to the network. The dropout applied
on the outputs of the estimation block before forwarding to the fully-connected
layers. All our experiments are performed on a server with NVIDIA Tesla M10
GPU 8G memory.

Table 1. Accuracy of our approach compared to existing models on Oxford 17, the
Oxford 102 and orchids dataset.

Method Segmentation | Oxford 17 | Oxford 102 | Orchids
FCN-CNN w/augmentation [7] 98.50% 97.10% -
Nilsback and Zisserman [14] 88.33% 72.80% -
Inception-V1 (our) [18] 95.22% 95.72% 86.89%
Inception-V3 [20] 95.00% 94.00% -
Inception-V3 (our) [19] 97.43% 96.91% 88.24%
ResNet-V1-50 (our) [5] 97.01% 96.02% 89.05%
ResNet-V2-50 (our) [6] 97.01% 95.48% 88.11%
Our model 98.23% 98.15% 93.32%

zlz|z|z2 2 2/~

~
J
-

Samples

~
T
N7

Classes

Fig. 3. (a) The recall of orchids classification models. (b) The precision of orchids
classification models.

We compare the orchids classification with several existing models, as shown
in Table 1. The accuracy of our model on Oxford 17 and Oxford 102 datasets
are in the same order of magnitude but achieved a higher accuracy on orchids
dataset, which has the best overall performance. Two aspects of a confusion
matrix can determine the performance of our model for orchids on 52 classes. In
Fig.3(a), the highest false-negative value of recall has on class number 24 and
in Fig. 3(b), the false-positive value of precision has on class number 18 and 24
are higher than other classes. Those two values mean that the features extracted
from those classes are shared similar features with other classes.
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6 Conclusion

In this paper, we used an adaptive STN module to extract a feature from orchid
images to warp and scale the input image before forwarding to the D-CNN. The
four branches of D-CNN models are designed to take the previous input feature
maps, which each branch extracts the essential features from orchid images. The
output of D-CNN would be concatenated and will be reduced by the estimation
block. The estimation block decreases channels of feature maps by choosing the
more useful features before sending the next layers. The final fully-connected
layers predict the orchid class, which results achieved 93.32% average classifi-
cation accuracy on orchids dataset, which was higher than the existing DCNN
classification models. In the future, we will decrease the size of the overall model
structure for better performance of the classification models.
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Abstract. Dictionary based classifiers are a family of algorithms for
time series classification (TSC) that focus on capturing the frequency of
pattern occurrences in a time series. The ensemble based Bag of Symbolic
Fourier Approximation Symbols (BOSS) was found to be a top perform-
ing TSC algorithm in a recent evaluation, as well as the best perform-
ing dictionary based classifier. However, BOSS does not scale well. We
evaluate changes to the way BOSS chooses classifiers for its ensemble,
replacing its parameter search with random selection. This change allows
for the easy implementation of contracting (setting a build time limit for
the classifier) and check-pointing (saving progress during the classifiers
build). We achieve a significant reduction in build time without a signifi-
cant change in accuracy on average when compared to BOSS by creating
a fixed size weighted ensemble selecting the best performers from a ran-
domly chosen parameter set. Our experiments are conducted on datasets
from the recently expanded UCR time series archive. We demonstrate
the usability improvements to randomised BOSS with a case study using
a large whale acoustics dataset for which BOSS proved infeasible.

Keywords: Time series - Classification - Dictionary - Contracting

1 Introduction

Dictionary based learning is commonly employed in signal processing, computer
vision and audio processing to capture recurring discriminatory features. The
approach has been successfully applied to time series classification (TSC) in
a variety of ways. An extensive experimental study [1] found that the best
dictionary approach was the ensemble classifier the Bag of Symbolic Fourier
Approximation Symbols (BOSS). It was shown that dictionary based classi-
fiers detect a fundamentally different type of discriminatory features than other
TSC approaches, and the addition of the BOSS ensemble to the meta ensem-
ble the Hierarchical Vote Collective of Transformation-based Ensembles (HIVE-
COTE) [12] leads to a significant improvement in accuracy. BOSS is an ensem-
ble classifier that evaluates a range of parameter combinations over a grid, then
retains all classifiers that are within 92% of the best combination, as measured
by a leave-one-out cross-validation on the train data.
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The BOSS ensemble has some drawbacks. Firstly, the need to cross-validate
each parameter combination means that it scales poorly. Secondly, the fact that
it retains a variable number of base classifiers means that it is often very mem-
ory intensive. Thirdly, the histograms can be very large, so storing them all
for each base classifier also requires a significant memory commitment for large
problems. One proposed method to solve this, the BOSS vector space (BOSS-
VS) classifier [15], has been shown to be significantly less accurate than the full
BOSS [13,16]. We investigate whether we can mitigate against these problems
without this significant loss in accuracy. Our primary contribution is to propose
a new classifier, cBOSS, that uses an alternative ensemble mechanism to pro-
vide an order of magnitude speed up without loss of accuracy. Our secondary
contributions include reproducing results from a related study [16] and making
c¢BOSS both contractable (i.e. it is able to build the best possible classifier in
a fixed amount of time) and check-pointable (i.e. the build classifier stage can
be stopped and restarted). Our experiments are easily reproducible and we have
released a Weka compatible version of BOSS, cBOSS and other tested classifiers
that is integrated into the UEA Codebase!. There is also a Python version of
the classifiers developed for the Alan Turing Institute sktime package?.

The rest of this paper is structured as follows. Section 2 gives a brief descrip-
tion of dictionary based classification algorithms. Section 3 describes the alter-
ations we make to the BOSS algorithm to make cBOSS. Section 4 presents the
results of our experimental evaluation, and Sect.5 concludes and offers some
ideas for future work.

2 Time Series Dictionary Based Classifiers

Classifiers that use frequency of words as the basis for finding discriminatory
features are often referred to as dictionary based classifiers [1]. They have close
similarities to bag-of-words based approaches that are commonly used in com-
puter vision. Informally, a dictionary based approach will be useful when the
discriminatory features are repeating patterns that occur more frequently in one
class then other classes.

Bag of SFA Symbols (BOSS)

A single BOSS [14] base classifier proceeds as follows. For each series, it extracts
the windows sequentially, normalising the window if the parameter p is true.
It then applies a Discrete Fourier Transform (DFT) to the resulting subseries,
ignoring the first coefficient if p is true. The DFT coefficients are truncated to
include only the first /2 Fourier terms (both real and imaginary). The truncated
samples are then discretised into « possible values using an algorithm called Mul-
tiple Coefficient Binning (MCB) (see [14]). MCB involves a preprocessing step
to find the discretising break points by estimating the distribution of the Fourier
coefficients. Consecutive windows producing the same word are only counted as

! https://github.com/TonyBagnall /uea-tsc.
2 https://github.com/alan-turing-institute/sktime.
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a single instance of the word. A bespoke BOSS distance function is used with
a nearest neighbour classifier to classify new instances. The distance function
is non-symmetrical, only including the distance for features that are non-zero
in the first feature vector given. The BOSS base classifier has four parameters:
window length w, word length [, whether to normalise each window p and alpha-
bet size a. The BOSS ensemble (also referred to as just BOSS), evaluates all
BOSS base classifiers in the range w € {10...m}, | € {16,14,12,10,8} and
p € {true, false}. This parameter search is used to determine which base classi-
fiers are used in the ensemble. Following [14], the alphabet size is fixed to 4 for
all experiments. The number of window sizes is a function of the series length
m. All BOSS base classifiers with a training accuracy within 92% of the best
performing base classifier are kept for the ensemble. This dependency on series
length and variability of ensemble size is a factor that can significantly impact
on efficiency. Classification of new instances is then done using majority vote
from the ensemble.

Word Extraction for Time Series Classification (WEASEL)

WEASEL [16] is a dictionary based classifier that is an extension of BOSS.
WEASEL is a single classifier rather than an ensemble. WEASEL concatenates
histograms for a range of parameter values of w and [, then performs a feature
selection to reduce the feature space. Like BOSS, WEASEL performs a Fourier
transform on each window. DFT coefficients are no longer truncated and instead
the most discriminative real and imaginary features are retained, as determined
by an ANOVA F-test. The retained values are then discretised into words using
information gain binning, similar to the MCB step in BOSS. WEASEL does
not remove adjacent duplicate words as BOSS does. The word and window size
are used as keys to index the histogram. A further histogram is formed for bi-
grams. The number of features is reduced using a chi-squared test after the
histograms for each instance are created, removing any words which score below
a threshold. WEASEL uses a logistic regression classifier to make the predictions
for new cases. WEASEL performs a parameter search for p and a reduced range
of [ and uses a 10-fold cross-validation to determine the performance of each set.
The alphabet size « is fixed to 4 and the chi parameter is fixed to 2.

3 BOSS Enhancements (cBOSS)

Our changes to BOSS mainly focus on the ensemble technique of the classifier,
which is computationally expensive and unpredictable. Ensembling has been
shown to be an essential component of BOSS, resulting in significantly higher
accuracy [8]. We assess whether we can replace the current ensemble mechanism
with a more stable and efficient scheme without a significant reduction in accu-
racy. We found that complete randomisation, i.e. selecting random parameter
combinations for a fixed number of base classifiers, worked reasonably well but
on some data performed very badly. Hence, we retain an internal evaluation of
each possible member through leave-one-out cross validation on the train data,
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then use this value to both select and weight classifier votes. The primary dif-
ference to BOSS is that we do not determine which members to retain after the
complete search. Rather, we introduce a new parameter, k, the fixed ensemble
size, and maintain a list of weights. The option to replace the ensemble size k
with a time limit ¢ through contracting is made available through this change
in building process, when set the classifier will continue building until the time
since building started is greater than ¢. Even with weighting, classifiers with poor
parameters for a particular problem can degrade the overall classifier. Because of
this we set a max ensemble size s to filter these out, with any classifier built past
this value replacing the current lowest accuracy member of the ensemble if its
accuracy is higher. To further diversify the ensemble and increase efficiency we
take a randomly selected 70% subsample of the training data for each individual
classifier. The parameter space we randomly sample for cBOSS is the same as
that which BOSS searches exhaustively through. For classifying new instances,
we adopt the exponential weighting scheme used in the Cross-validation Accu-
racy Weighted Probabilistic Ensemble (CAWPE) [9] to amplify small difference
in weights and results in significantly improved performance. cBOSS is more
formally described in Algorithm 1.

Algorithm 1. ¢cBOSS_build(A list of n cases length m, T = (X,y))

Parameters: the ensemble size k, the max ensemble size s

1: Let w be window length, I be word length, p be normalise/not normalise and « be

alphabet size.

2: Let C be a list of s BOSS classifiers (c1,...,cCs)

3: Let E be a list of s classifier weights (e1,...,es)

4: Let R be a set of possible BOSS parameter combinations
510
6
7
8

: lowest_acc «+— 00, lowest_acc_idx «— oo
: while ¢ < k AND |R| > 0 do
. [l,a,w,p] — random_sample(R)
9: R=R\{[,aw,0p]}
10: T’ + subsample_data(T)
11:  cls « build_base_ BOSS(T’, 1, a,w, p)
12:  acc — LOOCV(cls) { train data accuracy}
13:  if i < s then

14: if acc < lowest_acc then

15: lowest_acc «— acc, lowest_acc_idx < 1

16: ci «— cls, e; — acct

17: else if acc > lowest_acc then

18: Clowest_acc_idz < ClS, €lowest_acc_idz < aCC4

19: [lowest_acc, lowest_acc_idz] «— find _new_lowest_acc(C)

20: t— 1+ 1
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4 Results

We compare cBOSS to the dictionary base classifiers BOSS [14] and WEASEL [16]
in terms of accuracy and speed. Two known dictionary based classifiers not
included in our comparison are Bag of Patterns (BOP) [10] and SAX-VSM [17].
Both of these classifiers were found to be significantly worse than the common
time series classification benchmark, one nearest neighbour dynamic time warp-
ing [1]. Each of the classifiers are tested on the same 30 random resamples from
the 114 datasets without missing values in the UCR repository. For these experi-
ments we set the values for the cBOSS k and s values to 250 and 50 respectively.
Figure 1 shows the critical difference diagram for these three classifiers. Solid bars
indicate cliques where there is no significant difference between classifiers. Tests
of difference are performed using pairwise Wilcoxon signed rank tests with the
Holm correction. The results confirm that WEASEL is indeed significantly better
than BOSS. They also demonstrate that there is no significant difference between
BOSS and ¢BOSS.

BOSS 21711 1.7281 WEASEL

2.1009 cBOSS

Fig. 1. Critical difference diagram showing accuracy ranks and cliques for the three
dictionary based classifiers.

The aim of ¢BOSS is to be not significantly less accurate than BOSS in
significantly less time than BOSS. Figure 2 shows the average build time plotted
against average rank for the four classifiers. cBOSS is on average 12 times faster
than BOSS, with no significant loss of accuracy.

To reduce the risk of bias or any suggestion of cherry picking, we have con-
ducted experiments with all the datsets in the archive. However, many of these
problems are small. To examine the effect on larger problems, we take a closer
look at the results for 16 problems on which BOSS takes over an hour to build.
Table 1 shows the pattern of results is the same on these 16 data. cBOSS is not
significantly worse than BOSS, but an order of magnitude faster.

Table 1. Average large dataset performance by classifier using accuracy rank, Area
Under the Receiver Operating Characteristic curve (AUROC) and Negative Log-
Likelihood (NLL). Included is total build time over all datasets relative to BOSS.

Classifier | AccRank | AUROC | NLL | Build time
WEASEL | 1.375 0.9529 |0.9753 | 85.48%
cBOSS 2.25 0.9558 |0.7951 | 7.7%
BOSS 2.375 0.953 0.7923 | 100%
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Average Train Time vs Average Accuracy Rank on 114 UCR Datasets
25

24

23

- BOSS
cBOSS ®

Accuracy Rank
~

WEASEL

0 1000000 2000000 3000000 4000000 5000000 6000000 7000000 8000000
Build Time (Milliseconds)

Fig. 2. Average build time against average accuracy rank for each dictionary classifier,
with a lower value for both axis being a better performance.

To demonstrate the effectiveness of building ¢cBOSS using a time contract
Fig. 3 shows the change in accuracy over a range of ¢ values on the 16 large
problems. As shown an increase in time the classifier contracted for increases
accuracy on average, though this increase slows as the parameter search pro-
gresses. The versatility of being able to build the best classifier within a train
time limit is a large usability boost to the classifier, making this aspect much
more predictable.

Average Ratio to 60 Minute Contract Accuracy for Increasing Contract Times

9.5

98
975

97
5 10 15 20 25 30 35 40 45 50 S5 60

Contract Time (Minutes)

Fig. 3. Average accuracy value for a range of contract times on 16 large datasets.
Times range from 5 to 60 min linearly spaced in increments of 5.
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4.1 Whale Acoustics Use Case

Our interest in making BOSS scalable arose due to our desire to use it with
an application in classifying animals based on acoustic samples. Recently, the
protection of endangered whales has been a prominent global issue. Being able
to accurately detect marine mammals is important to monitor populations and
provide appropriate safeguarding for their conservation. North Atlantic right
whales are one of the most endangered marine mammals with as few as 350
individual remaining in the wild [7]. We use a dataset from the Marinexplore and
Cornell University Whale Detection Challenge® that features a set of right whale
up-calls. Up-calls are the most commonly documented right whale vocalisation
with an acoustic signature of approximately 60 Hz—250 Hz, typically lasting 1s.
Right whale calls can often be difficult to hear as the low frequency band can
become congested with anthropogenic sounds such as ship noise, drilling, piling,
or naval operations [3]. Each series is labelled as either containing a right whale
or not with the aim to correctly identify the series that contain up-calls.
Previous work has been done in classifying the presence of whale species
using acoustic data with whale vocalisations [6,18]. However, TSC approaches
have not been applied. This problem is a good example of a large dataset for
which it is infeasible to use BOSS. The dataset contains 10,934 train cases and
5885 test cases. Each case is a two second audio segment sampled at 2kHz,
giving a series length of 4000. We have done no preprocessing: the purpose of
these experiments is to provide benchmark results for bespoke audio approaches
and to test the scalability of cBOSS. The problem is large. It exceeds the largest
train set from ElectricDevices of 8926 and series length from Rock of 2844 in the
128 UCR archive [4] (we will donate this data to the archive for the next release).
For benchmarking alongside ¢cBOSS on this dataset, we test the five classifiers
that make up the HIVE-COTE ensemble [12], as well as two potential candidates
for the ensemble WEASEL and Proximity Forest (PF) [13]. Only two of these
classifiers, Time Series Forest (TSF) [5] and Random Interval Spectral Ensemble
(RISE) [12], will complete within 28 days. The Shapelet Transform (ST) [2,11] is
contractable, and we present results with a contracted time limit of five days. For
fairness we ran PF on a single thread, but the capability to run using multiple
threads is available and more likely to finish below the 28 day limit. BOSS did

Table 2. Accuracy and build time in hours for each of the potential HIVE-COTE
components and cBOSS.

Classifier | Accuracy | Build time (hours)
cBOSS 0.8114 119.39

ST 0.818 120.05
RISE 0.7859 141.96
TSF 0.7712 16.23

3 https://www.kaggle.com/c/whale-detection-challenge/data.
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not complete, and also required huge amounts of memory (greater than 100 GB)
to run at all. Attempts to build WEASEL ceased after a 300 GB memory limit
was exceeded. cBOSS completed within 5 days, without a contract. Table 2 shows
the accuracy and build time on the whales dataset each finished classifiers. These
exploratory results suggest that both dictionary and shapelet approaches may
be useful for this application.

5 Conclusion

We present cBOSS, a more scalable version of the BOSS classifier that uses a new
ensemble mechanism. The replacement of the parameter search with randomly
selected parameter sets provides a considerable speed up, and the introduction
of subsampling for increased diversity and weighted voting means ¢cBOSS is not
significantly less accurate than BOSS. The inclusion of a fixed ensemble size, the
ability to contract the build time and save progress with check-pointing make
the classifier more robust and more predictable.

We have independently recreated the published results for the WEASEL
classifier and verified the findings in [16]. WEASEL is significantly better than
both BOSS and ¢cBOSS. However, it also the slowest classifier to build on average,
and has an equally large memory footprint as BOSS. This indicates this it is a
suitable BOSS replacement on smaller datasets, it has the same scalability issues
as BOSS. ¢cBOSS is a viable alternative for large problems if a dictionary based
classifier is required.

c¢BOSS scales well up to problems with tens of thousands of cases. However,
building models with several hundred thousand instances may still cause an
issue in requirements for space and time. Simple expedients such as subsampling
can facilitate building models on large data, but doing this automatically whilst
maintaining accuracy is challenging. Furthermore, cBOSS is still comparatively
memory intensive, since it uses a nearest neighbour classifier. Our attempts to
use alternative less memory intensive classifiers have been unsuccessful. Instead,
we intend to introduce a contract for memory, setting the sampling size and
ensemble size accordingly. Investigations into the feasibility of this and any affect
on the classifiers performance could be an interesting future work in further
improving dictionary based scalability.
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Abstract. The mixed data clustering algorithms have been timidly
emerging since the end of the last century. One of the last algorithms
proposed for this data-type has been KAMILA (KAy-means for MIxed
LArge data) algorithm. While the KAMILA has outperformed the pre-
vious mixed data algorithms results, it has some gaps. Among them is
the definition of numerical and categorical variable weights, which is
a user-defined parameter or, by default, equal to one for all features.
Hence, we propose an optimization algorithm called Biased Random-
Key Genetic Algorithm for Features Weighting (BRKGAFW) to accom-
plish the weighting of the numerical and categorical variables in the
KAMILA algorithm. The experiment relied on six real-world mixed data
sets and two baseline algorithms to perform the comparison, which are
the KAMILA with default weight definition, and the KAMILA with
weight definition done by the traditional genetic algorithm. The results
have revealed the proposed algorithm overperformed the baseline algo-
rithms results in all data sets.

Keywords: Attributes weighting - Mixed data clustering - Biased
Random-Key Genetic Algorithm - KAMILA algorithm

1 Introduction

Clustering algorithms aim to divide the data into groups of similar objects [2,14].
Among pattern recognition techniques, data clustering task is considered the
most challenging by the literature [17], because the pattern is obtained from
unlabeled data [18].

This work was supported by the Conselho Nacional de Desenvolvimento Cientifico e
Tecnolégico (CNPq) - Brazil under grant number 306075/2017-2 and 430137/2018-
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Many fields have used clustering algorithms for a variety of purposes, such
as customer segmentation, stock trend analysis, taxonomy definition, gene and
protein function identification, disease diagnosis, analysis of social networks and
many others [21].

In most of the real cases, the data set is mixed, which means that some
attributes are expressed by numeric data, and some others by categorical data.
Although there are mixed data clustering algorithms proposed in the literature,
this area is considered new when it is compared to the advancement of mono-type
data clustering algorithms [1].

Although it is possible to transform a mixed data set into a mono-type data
set, it is more interesting to work with a dissimilarity function that considers
both types of data (numerical and categorical), so that there is no distortion in
the scale and loss of readability [15,19].

In this vein, in 1988, Zhexue Huang [12,13] proposed the K-prototype algo-
rithm, which becomes known as the seminal work in mixed data clustering.
The k-prototype is a partitional algorithm, based on the k-means algorithm,
which considers the simple matching dissimilarity for categorical data and the
Euclidean distance for numerical ones.

Over the years, new algorithms based on k-means have been developed for
mixed data clustering. One of them was proposed by Foss et al. [4], in 2016, called
KAMILA (KAy-means for MIxed LArge data). The KAMILA aims to maximize
the sum of two functions, the density function for numerical attributes, which
considers the Euclidean distance, and probability mass function for categorical
attributes.

Although the KAMILA has taken good results compared to other recent
methods, it has some gaps. Among them is the attribute weights definition [3,4].
To cover this kind of problem, which is characterized as a continuous optimiza-
tion, it is usual to use meta-heuristics, such as Genetic Algorithm (GA) and
its variations. One of these GA versions is the Biased Random-Key Genetic
Algorithm (BRKGA) [9], which improved the traditional approach proposing
the maintenance of good individuals in the population over the generation, the
creation of a proportional part of the population for mutant individuals and a
crossover procedure that considers position by position.

These modifications generated excellent results for many problems that used
BRKGA, such as in scheduling [8,11], orthogonal packing [7,10], and assembly
line balancing [6], to mention a few.

Therefore, in this paper, we propose the modeling of BRKGA for the problem
of attribute weighting in the KAMILA algorithm, naming it as Biased Random-
Key Genetic Algorithm for Features Weighting (BRKGAFW).

This paper is organized as follows. In Sect. 2, we explain the objective func-
tion of KAMILA algorithm. In Sect.3 we bring the modeling of BRKGA for
this problem (BRKGAFW). In Sect. 4, we explain the design of experiments.
Section 5 shows the results and the discussion. Finally, Sect. 6 presents the final
remarks.
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2 KAMILA Algorithm

The KAMILA algorithm [4] aims to maximize the following objective function,
which will be named from now of Objective Function of the KAMILA Algorithm
(OFKA)

N
OFKA=Y maz{H'"" (g)} (1)
=1

where HZ-(f mal)(g) is the best result of the assignment of the observation (i) for
the ¢*" group in each iteration ¢ of the algorithm. Specifically, H is calculated
on each iteration ¢ as follows

P

Hi(t):log f\(/t) Z[fp(”lp Ngtp) + log
p=1

Q
qulog m(wig; éé’?)) (2)

where f‘(/t) is a Kernel density estimator that contributes to the balance of the

numeric attribute impact in the final equation; \/ Zle[fp(%‘p — ﬂg;))]?) is the
Euclidean distance between the observation ¢ from the attribute p and the esti-

mator for the centroid of group g and of the attribute p, ,&_5,2, where &, is the

user-defined weighting parameter of the attribute p; Zqul fqlog(m(wiq;ég}))
represents the dissimilarity calculation for categorical data, where &, is the user-
defined weighting parameter of the attribute q.

This article aims to realize a better definition for &, and &, values using the
proposed algorithm, BRKGAFW.

3 BRKGAFW

The BRKGAFW follows the same seven steps of the traditional GA (initial
population, codification, evaluation, selection, reproduction and stopping rules).
However, some procedures in specific steps are modified to improve the results.
All the steps are explained ahead.

The initial population of the BRKGAFW is composed of n, individuals ran-
domly generated by the selection of continuous values from the interval [0, 1]. Each
individual is represented by a string with attr positions, where attr is the total of
attributes in the full data set.

The decoder algorithm is very specific to the problem. Indeed, it is the only
link to the problem. Other genetic procedures are independent (see more in [9]).
In the BRKGAFW, the decoder read all the positions as the weights of the
attributes of the KAMILA algorithm.

As a fitness function, the BRKGAFW considers the OFKA. Hence, the bigger
the better.

The selection step consists of classifying the individuals of the current popu-
lation in descending order of the OFKA values. Thus, the population is divided
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into two groups, the first (elite), contains the (p.) * n, best individuals, and the
second group (non-elite), is composed of (1 — p.) * n, individuals.

Three steps are followed to build the new population: (i) the elite group is
fully copied to the new population, which is now called TOP; (ii) another group,
called BOT, is created with (p,,) * n, mutant individuals; (iii) the rest of the
individuals ((1 — pe — pm) * np) are created by a crossover procedure.

Mutant individuals are created by selecting a random individual from the
entire population and changing py,.,, percent of its positions by a value randomly
generated from the [0, 1] interval.

Individuals resulting from the crossover procedure are created as follows. Two
individuals (parent 1 and parent 2) are selected from the population. One comes
from TOP group (parent 1) and the other is selected from the entire population
(parent 2). Both are selected randomly from their respective groups.

The new individuals (son) are built with information from parent 1 and
parent 2. To support this process, an auxiliary string with the same size of
an individual is generated. Each position of this string is filled with random
numbers, belonging to [0, 1] interval. This string does not represent a solution.
It is created only to support the crossover process. Besides the auxiliary string,
a predetermined parameter, called py, is also defined.

From here, each position of any participant individual is called allele. There-
fore, the recombination process is accomplished comparing each position to the
auxiliary string with the p, value. The parent 1 allele is selected to compose the
son string if the correspondent allele of the auxiliary string is smaller than p;.
Otherwise, the corresponding parent 2 allele feeds the son sequence.

The BRKGAFW stops when it achieves maxlt iterations or when its
improvement of quality is less than minInc after minlt successive generations.

4 Experiments

The computational experiments were run in RStudio Version 1.1.456, in a com-
puter with Intel Core i7-4790K CPU @ 4 GHz along with 16 GB of RAM under
Windows 10.

Three algorithms were considered, two baselines and our proposed algorithm,
which are, respectively: (i) NO Features Weighting (NOFW) that considers the
default condition of KAMILA algorithm (all weights equal to one); (ii) Genetic
Algorithm for Features Weighting (GAFW); (iii) Biased Random-Key Genetic
Algorithm for Features Weighting (BRKGAFW).

Each algorithm was run 100 times. The number of the groups was defined as
the one that resulted in the best KAMILA objective function value in each data
set, considering the interval [2, 10]. The KAMILA package was used for results
generation [3].
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In respect to data sets, we considered six real-world, which were extracted
from the machine learning repository from the University of California Irvine!
(UCI) [16]. For the best KAMILA performance, the numeric attributes were
normalized by columns. Table 1 shows the data sets information.

Table 1. Data sets information.

Number of attributes
Data sets Area Instances | Total | Numerical | Categorical
1 | rContraceptivel473F9 | Health 1473 9 7 10
2 | rCredit1000F20 Finance 1000 20 13 21
3 | rFlag194F29 Politics 194 29 19 30
4| rHeart270F13 Health 270 13 7 14
5| rSponge76F45 Biology 76 45 3 42
6 | rTeachingl51F5 Education | 151 5 4 6

With respect to the values of the parameters of each algorithm, we considered
the following values for all data sets: (1) GAFW, crossover rate p. = 0.8, mutation
rate p,, = 0.1, and percentage of the positions that receive mutation pp,, = 0.1;
(ii) BRKGAFW, elite percentage p. = 0.3, percentage of mutation group p,, =
0.2, percentage of the positions that receive mutation p,,, = 0.2, and p = 0.7.

For the GAFW’s modeling, we used the roulette wheel to select individuals
for the reproduction and two points method for the crossover.

Regarding general parameters, we used n, = 30, maxIt = 10, minlt = 5,
and minInc = 0.01.

To evaluate the methods, we executed the Wilcoxon rank sum test, a non-
parametric statistical test [20], to identify if the algorithms results are statis-
tically different. To do this, we utilized the wilcox.test function from the R
software. The significance level adopted was 0.05.

5 Results

Table 2 presents the mean and standard deviation of the OFKA values resulted
from 100 executions for all data sets and algorithms. As can be seen, the BRK-
GAFW obtained the best OFKA values in all data sets as well as the smaller
standard deviation.

In order to verify the real difference of the algorithms results, we applied
the Wilcoxon rank sum test, a non-parametric statistical test. All p-values were
zero. Therefore, the statistical test confirmed the results of the algorithms are
all different. Consequently, the BRKGAFW is the best algorithm for all data
set.

! https://archive.ics.uci.edu/ml/index.htm.
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Table 2. Mean and the standard deviation (mean + std) of the objective function value
of the KAMILA algorithm (OFKA) of all methods, in all data sets. The best results

are highlighted in bold font (the higher the better).

Data sets | BRKGAFW GAFW NOFW

1 —2,972.3+679.93 —3,223.09 £ 968.42 —592,134.06 4+ 102, 820.2
2 —3,017.36 +1,218.72 | —4,575.73 + 1,424.20 | —426, 374.32 + 30, 822.46
3 —1,337.23 +390.55 —1,909.44 £ 575.75 —117,758.75 £+ 67,061.39
4 —610.00 + 285.73 —872.17 £ 519.94 —19,033.51 £ 203.49

5 —363.60 +55.86 —461.23 + 87.95 —3,687.02 £+ 0.00

6 —86.26 +39.65 —132.34 +49.08 —3,229.88 £+ 2,372.39

With respect to the execution time, Table 3 shows the runtime values for all
data sets and algorithms. As a result, it is possible to notice that, although the
BRKGAFW overperformed the other algorithms, it spent more time than the
NOFW in all data sets, analyzing the mean values.

Table 3. Mean and the standard deviation (mean + std) of execution time (in seconds)
of all methods, in all data sets. The best results are highlighted in bold font (the smaller

the better).

Data sets

BRKGAFW

GAFW

NOFW

21.66 £1.23

2043 £1.15

0.26 £0.01

38.65 & 2.62

40.85 £2.10

0.66 +0.03

11.04 +£0.84

11.23 £ 0.77

0.13+£0.02

11.40 £ 1.62

10.04 £ 0.93

0.13+0.01

10.47 £ 2.29

10.25 + 0.87

0.12+0.01

SO W N~

7.90 £ 0.51

7.15+0.25

0.07+£0.01

In our point of view, the efficiency and effectiveness of the BRKGAFW should
be analyzed together. One way to do this is to calculate the Average Percentage
Relative Deviation (APRD) for the quality of the solution and for the runtime.

The APRD aims to highlight the best solution found (in this case, APRD is
zero) and shows how the values distanced themselves from the best one (see in
Framinan and Nagano [5]), following the equation

1 f=r
APRD = > ( 7 100) (3)
where f* represents the best solution value found, f represents the solution value
of the algorithm.
To measure the APRD for the quality of the solution, the best objective
function value is the highest one. On the other hand, with respect to execution
time, the best value is the smallest one.
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After calculating the APRD, we found that in the first three data sets the
APRD value for the quality of the solution from the NOFW to the BRKGAFW
(the best value) was greater than the APRD value for the runtime from BRK-
GAFW to the NOFW (the best value). This do not happened in the last three
data sets.

Although the execution time of the BRKGAFW is high compared with the
other approaches, it is an acceptable execution time for real-world scenarios.
However, we believe that this time can be improved by decreasing population
size by the deterministic generation of the initial population since if the algo-
rithm already starts with good individuals its initial population can be smaller,
decreasing thus the computational efforts, that is, execution time.

6 Final Remarks

This paper proposed an algorithm of continuous optimization to solve the prob-
lem of numerical and categorical attributes weighting in the KAMILA algorithm,
which obtained excellent results. In all data sets, BRKGAFW obtained the best
OFKA mean value, statistically proven.

The KAMILA algorithm, which was proposed by [4] aims to group mixed
data (numerical and categorical) by non-transformation of data (mixed-type
to mono-type). For this, the algorithm determines two ways of calculating the
dissimilarity of both attributes separately. However, it is left to the user to define
the weights of the numerical and categorical variables, otherwise, the algorithm
defines, as standard, weight one for all the attributes. This gap was filled in this
work by the proposed algorithm, BRKGAFW, using the same objective function
of the KAMILA algorithm (OFKA) to optimize the choice of weights for both
attributes.
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Abstract. Data sampling has an important role in the majority of local
explanation methods. Generating neighborhood samples using either the
Gaussian distribution or the distribution of training data is a widely-used
procedure in the tabular data case. Generally, this approach has several
weaknesses: first, it produces a uniform data which may not represent
the actual distribution of samples; second, disregarding the interaction
between features tends to create unlikely samples; and third, it may fail
to define a compact and diverse locality for the sample being explained.
In this paper, we propose a sampling methodology based on observation-
level feature importance to derive more meaningful perturbed samples.
To evaluate the efficiency of the proposed approach we applied it to
the LIME explanation method. The conducted experiments demonstrate
considerable improvements in terms of fidelity and explainability.

1 Introduction

Explanation methods provide interpretable models for complicated, black box
Machine Learning (ML) algorithms such as Random Forests (RF) and Deep
Neural Networks [2,7]. These approaches simulate the behaviour of a black box
using a simple, interpretable predictor (e.g., linear regression or decision tree) to
provide explanations and justifications for the decision being made by the black
box. Although black box machine learning models are in demand for automat-
ing safety-critical decision systems (e.g., self-driving cars), their applicability is
disrupted due to lack of transparency and explainability. Furthermore, black
box models are created based on human-made data which may contain bias and
prejudices [5]. Thus, a resultant learned model may inherited such biases, uncon-
sciously making unfair and incorrect decisions. Creating a faithful explanation
method is considered as a first step to elucidate and address these concerns.

The main concern in creating an explanation method is to establish a trade-
off between fidelity and interpretability. By fidelity we mean to which extent
the interpretable model is able to accurately imitate a black-box prediction and
often is measured in terms the Fl-score and Mean Squared Error (MSE) [6]. A
less-fidelity interpretable model may produce less accurate predictions compared
to the black box model. To trust the explanations, the model must therefore be
accurate and interpretable simultaneously, as it is unsound to trust explanations
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that are generated based on incorrect predictions. There are a wide range of
research works which aim to address the described issue [10,14,15].

Deriving global while accurate explanations of a black box model has been
seen as a challenging task [10]. In contrast, several local explanation methods
have been developed by approximating an interpretable model based on the
neighbourhood of a given sample to explain the corresponding prediction of
the black box [4,10-12,16]. They assume that every complex model is linear
on a local scale. Local Interpretable Model-agnostic Explanations (LIME), is a
fully agnostic method for outcome explanation [10]. Given a sample z, it gener-
ates perturbed samples in the vicinity of x, which are weighted based on their
proximity to the z. LIME maps the perturbed samples to a binary representa-
tion for the sake of interpretability. Using a sparse linear model trained on the
perturbed samples, LIME explains the reasons behind an outcome in the form
of feature importance. In [19], authors presented a Model Explanation System
(MES) that explains the prediction of a black box model using a Monte Carlo
algorithm. Based on formal requirements, this method constructs a scoring sys-
tem for finding the best explanations in the form of simple logical rules. MES is
both model-agnostic and data-agnostic. Local Rule-based Explanations (LORE)
[4], is a model-agnostic approach that addresses black box outcome explanation
problem by means of decision rules. It assumes a higher availability of clear and
simple decision boundary in the neighbourhood of a data point rather than the
whole data space. LORE provides decision rules and counter-factual rules to
explain a given sample.

To increase the accountability of the generated explanations, our goal is to
achieve an accurate interpretable model similar to the black box model. Specify-
ing the neighbourhood of a given sample is the core task of several perturbation-
based explanation methods [4,10-12,16]. The locality is defined based on the
perturbed data, which later is used for creating an interpretable model. Deriv-
ing perturbed samples using either the Gaussian distribution or the distribution
of training data is a widely-used procedure. Generally, this approach has sev-
eral shortcomings; first, it creates a uniform data which may not represent the
actual distribution of samples; second, it disregards the interaction between fea-
tures which tends to generate unlikely data points; and third, it produces a
synthetic data set similar to the training data which may fail to describe a com-
pact locality for a given sample. Besides, relying solely on a distance function
for weighting the neighborhood samples is not efficient enough [10]. Additive
feature attribution methods convert feature values in the original representation
to a binary representation for the sake of interpretability [8]. This conversion
excludes the expressiveness of the data to a great extent and drops the amount
of provided information drastically. This causes informative gaps between the
original and interpretable representation of the data. The combination of inef-
fective sampling and information reduction may result in an unrepresentative
data set, and accordingly more likely to create unfaithful interpretable models.

Our main contribution is a sampling methodology to produce representative
data sets needed for local perturbation-based explanation methods. The proposed



30 P. Rasouli and I. C. Yu

sampling strategy can be adopted by any model-agnostic explanation method
applied on tabular data. Simply put, it exploits the feature importance and the dis-
tribution of training data to create a perturbed data set for describing the locality
of a given sample. We employ observation-level (not model-level) feature impor-
tance which is unique regarding each sample and describes each feature’s contri-
bution in the prediction of the black box. The intuition behind the proposed app-
roach is to create a neighborhood data by looking at the locality from both fea-
ture space and feature importance perspectives. As each view provides a different
insight about the relationship of data points, we leverage them to generate a more
expressive and informative data set. In addition we show how our sampling app-
roach can be used in LIME to improve the locality definition in tabular data set-
ting. The sampling in LIME varies in each execution, which means there are insta-
bilities in the generated explanations [9]. Through exploiting feature importance,
we are bounding the sampling w.r.t the black-box predictions that results in gen-
erating more stable explanations. We conducted several experiments on several
data sets and compared the results to LIME. The evaluation shows a significant
improvement in terms of fidelity and the quality of the generated explanations.
The rest of the paper is organized as follows. In Sect.2 we introduce our
sampling methodology. In Sect. 3 we describe the experiments and illustrate the
results. Finally, we discuss future work and conclude the paper in Sect. 4.

2 Meaningful Data Sampling

Sampled data points from either the Gaussian distribution or the distribution
of training data (e.g., in LIME) may not be representative enough to define a
satisfactory locality for the sample being explained. In this paper, we remedy
this problem by exploiting feature importance in the sampling process. To this
end, we use the sampling function ¢(.) defined in Eq.1 that takes a sample x
as input, the distribution of the training data D, a black box function f, and
number of perturbed samples N; it returns a set of neighborhood samples Z for
creating a local interpretable model,

Z=¢(x,D, f,N) (1)

Our proposed sampling method utilizes observation-level feature importance
for creating neighborhood data. To achieve the contribution of each feature in the
prediction of a black box model, we exploit the random forests in combination
with the treeinterpreter technique [13]. The goal is to use the locality informa-
tion derived from both feature space and target space viewpoints to create a
meaningful locality. The proposed method is described in Algorithm 1.

Random Data Generation. In this step, N perturbed samples, denoted by
Z', are drawn from the given distribution D. The proposed method starts with
random data generation to achieve perturbed samples with a high degree of
diversity and coverage of the feature space. We believe this is an appropriate
initialization towards creating a meaningful data set.
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Algorithm 1. Meaningful Data Sampling

procedure ¢(z, D, f,N)
Z' « Random Data Generation(D, N)
T «— Random Forest Construction(Z’, f(Z'))
I' < Feature Importance Extraction(T, Z")
Z « Sample Manipulation(x, Z’,T)
return Z

Random Forest Construction. Random Forests (RFs) are widely-used pre-
dictive models for both regression and classification tasks [1]. The strength of
random forests originates from creating a forest of several random, uncorrelated
decision trees and then merging them together in order to gain predictive results.
Compared to a decision tree, a random forest adds randomness to the model by
means of diverse subsets of samples and features while growing the trees which
results in more accuracy and robustness against over-fitting.

Using (Z’, f(Z’)) as training data, a random forest classifier, T', is created to
mime the black box f. There are two important reasons for constructing the sur-
rogate model T'; first, observation-level features’ importance of each perturbed
sample 2z’ € Z’ can be achieved via treeinterpreter; and second, it makes the
sampling process to be independent from the type of the black box, therefore, it
can be adopted by any local model-agnostic/model-specific explanation method
that depends on neighborhood information for explaining an instance. Moreover,
it is possible to train T" with varied sizes of training data (generated using per-
turbed samples) and various hyper-parameter settings which allow us to create
a robust surrogate model with similar performance to the black box f. In this
paper, we use standard random forests with default hyper-parameters, leaving
the exploration of different configurations to future work.

Feature Importance Extraction. Random forests are typically treated as
black box which are infeasible to interpret. Nevertheless, it is possible to turn
it into a “white box” using the treeinterpreter. The treeinterpreter is a Python
library that uses the underlying trees in a random forest to explain how each
feature contributes the end value. Each decision in a tree (or a forest) is followed
by a path (or paths) from the root of the tree to the leaf, consisting of a series of
decisions, guarded by a particular feature, each of which contribute to the final
predictions. Since each decision is guarded by a feature, and the decision either
adds or subtracts from the value given in the parent node, the prediction can be
defined as the sum of the feature contributions plus the bias. A prediction in a
random forest is the average of the prediction of each decision tree. As a result,
each prediction is calculated as the average of the bias terms plus the average
contribution of each feature.

Model-level feature importance is computed over the entire training data,
while treeinterpreter acts on each sample at a time, explaining why a random
forest makes a particular decision. For a given sample = and a set of target
classes C, feature contributions are represented by vectors {71, ..,7|¢|} indicating
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the contribution of = to each class. The values of 7 can be positive, negative, or
zero and that all together (plus the bias value) constitute the final prediction.
A positive value means that the feature pushes the decision towards the target
class, a negative value means that the feature pushes the decision away from
the target class, and zero value means that the feature is neutral, so it does not
impact the predication.

Using treeinterpreter, feature contribution vectors for all samples in Z’ are
extracted, forming a feature contribution matrix I'. To ease the further opera-
tions, IT' is discretized using a quantile-based discretization method introduced
in [3]. The number of bins for each feature is obtained using Sturges’s rule [17].

Sample Manipulation. The feature values in Z’ and the feature contribu-
tions in IT', each provides a different type of information about the data. Using
importance of features accompanying their values helps to capture the relation-
ship between samples more efficiently. Therefore, we would be able to generate
neighborhood instances according to the locality defined by both feature values
(explicitly) and feature contributions (implicitly) simultaneously.

In this phase, neighborhood samples are manipulated through comparing the
contributions of the given sample, I';, with the contributions of each perturbed
sample, IT',, 2’ € Z’ in the following manner: let C be the set of target classes; for
each pair of samples predicted to the same class by T, i.e., {x., z.}, where ¢ € C,
their feature contribution vectors for that class are compared; while for a pair
of samples predicted to different classes by T, i.e., {z., 2., }, where ¢,¢’ € C and
¢ # ¢, their feature contribution vectors are compared mutually with respect
to ¢ and ¢. Since feature importance vector is related to the prediction, we
must consider the class of the samples during the comparison. In addition, the
contribution of samples to the other classes will not impact this process, which
helps to preserve the diversity of the data. It should be noted that we calculate
the procedure only for the features of a perturbed sample that have different
values than the features of the given sample. Thus, for a given perturbed sample
2" € Z', our goal is to identify features with similar contributions to the target
class, while their different values has made the 2z’ to be located in a distant
neighborhood of the given sample z. Finally, the perturbed set Z, initialized
with Z = Z’, will contain the desired sampled data, as each sample z € Z is
derived via Eq. (2),

zj _ {xj, if {ij = sz | Zj 75 Zj} (2)

zj, otherwise

where x is the given sample and j = 1,..,d is the dimension of features. The
reason behind this replacement is that we assume if a specific feature in a pair of
samples has two different values, but similar contributions to a target class, then
from the feature importance perspective both samples are similar with respect to
that feature; therefore, setting same value for the feature in both samples may
not change their predictions significantly, rather making them closer to each
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other. Doing the mentioned process for all samples in Z results in a compact
and diverse neighborhood of the given sample x.

3 Experiments and Discussions

In this section, the proposed method is evaluated with respect to several classifi-
cation data sets and black box models. To restate, the main goal of this work is
to improve the fidelity, showing to which extent the interpretable model g is able
to accurately imitate the black box model f. We adopted linear regressions and
decision trees as interpretable models simultaneously to offer a better insight
about the fidelity of the explanation method.

Experiments and Benchmarks. The proposed sampling method has been
developed in Python programming language and experiments were run on a
system with Intel Core i7-8650U processor and 32 GB of memory. We used
scikit-learn libraries for implementing the machine learning and data min-
ing algorithms. We applied our sampling method on LIME and benchmarked
it against LIME with its original sampling strategy. As a convention, we use
S-LIME to refer the LIME that is armed with our sampling technique. The
evaluation results are reported in three parts: (7) fidelity comparison, (i) neigh-
borhood analysis, and (4i¢) explanation comparison.

Experimental Setup. In the experiments, four tabular classification data sets
including recidivism®, adult, german credit, and red wine quality?> were used.
Each data set was split to 856% train set and 15% test set. A multi-class AdaBoost
classifier [20] (AdB) and a Random Forest classifier (RF) each with 300 esti-
mators were employed as black box models. The 50% of test set were used to
quantify the fidelity of the explanation methods. The number of neighborhood
samples was set to N = 1000. Each sample was explained using K = {2,..,5}
features and the results of K with the highest performance was considered.
The following properties are used for evaluating the performance of inter-
pretable models, i.e., decision tree g” and liner regression g”, in miming the
local behavior of the black box f. The notions y and Y are the ground-truth
labels and y and Y are the predicted labels of a sample and the entire data set:

e hityo (y,7) € [0,1]. It compares the prediction of gP and black box f on the
sample of interest = using F1-score.

e hit,r (y,7) € [0,1]. It compares the prediction of g% and black box f on the
sample of interest = using Mean Absolute Error (MAE).

e fidelity,o (Y,Y) € [0,1]. It compares the predictions of ¢P and black box
[ on the training samples Z using Fl-score.

o fidelity,: (YY) € [0,1]. It compares the predictions of g" and black box f
on the training samples Z using R2-score.

! Data set is available at: https://www.kaggle.com/danofer /compass.
2 Data sets are available at: https://archive.ics.uci.edu/ml/datasets/.
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The fidelity,o and fidelity,. metrics describe how good are the inter-
pretable models at imitating the black box model. The desired values for hitgp ,
fidelitygp , and fidelity,: are 1.0, while it is 0.0 for hitgr . We executed 10
iterations of the experiment for each data set and black box model, hence the

average and standard deviation of the results are reported in the following.

Table 1. LIME vs S-LIME: comparison of fidelity for RF black box model.

Data set | Method hith hitgL fidelitygp fidelitygL
adult LIME |0.845+0.052 |0.126 +0.007 |0.910+0.008 |0.426 £+ 0.013
S-LIME | 0.915 4 0.026 | 0.105 £ 0.011 | 0.914 & 0.008 | 0.463 £+ 0.013
german LIME |0.864+0.030 |0.103+0.006 |0.822+0.008 |0.347 £ 0.020
S-LIME | 0.886 & 0.044 | 0.093 + 0.004 | 0.834 & 0.007 | 0.378 £+ 0.025
recidivism | LIME | 1.000 + 0.000 | 0.027 £0.002 |0.931 +0.003 |0.791 £ 0.010
S-LIME | 1.000 = 0.000 | 0.023 + 0.002 | 0.948 4 0.003 | 0.831 + 0.008
red wine |LIME |0.854 £ 0.023|0.202+0.012 |0.658 +0.005 |0.216 £ 0.008
S-LIME | 0.845 + 0.019 0.184 + 0.009 | 0.685 =+ 0.005 | 0.262 + 0.009

Fidelity Comparison. Tables 1 and 2 report the statistical results for RF and AdB
black box models, respectively. They exhibit overall improvement of S-LIME over
LIME concerning all data sets and black box models. The individual sample evalu-
ation metrics, i.e., hityp and hit,e , are considerably important in measuring the
fidelity of the intepretable models; according to the listed values for these prop-
erties, S-LIME classified a higher proportion of samples correctly compared to
LIME. Especially, for adult and red wine quality data sets the improvements are
more prominent. In addition, fidelity,pr and fidelity,r show more accurate
predictions of the neighborhood samples in S-LIME; they indicate that the expla-
nations were derived from faithful local interpretable models.

Table 2. LIME vs S-LIME: comparison of fidelity for AdB black box model.
Data set | Method hith hz'tgL fidelitygp fidelitygL
adult LIME 0.840 £ 0.055 0.008 £ 0.001 0.853 £ 0.020 0.238 + 0.040

S-LIME | 0.889 £ 0.041 | 0.006 =+ 0.001 | 0.859 & 0.019 | 0.259 &+ 0.041
german LIME 0.816 + 0.045 0.002 £ 0.000 0.730 £ 0.012 0.075 + 0.027
S-LIME | 0.854 & 0.042 | 0.002 = 0.001 | 0.749 & 0.010 | 0.085 &+ 0.034
recidivism | LIME 0.996 + 0.003 0.002 £ 0.000 0.927 £ 0.005 0.738 £ 0.010
S-LIME | 0.996 £ 0.003 | 0.001 = 0.000 | 0.945 £ 0.003 | 0.784 &+ 0.008
red wine | LIME 0.894 + 0.060 0.020 £ 0.011 0.572 £ 0.083 0.047 + 0.032
S-LIME | 0.970 4 0.015 | 0.018 & 0.011 | 0.620 & 0.087 | 0.052 &+ 0.036
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Figure 1(a) illustrates the number of interpretable components/features rep-
resented to the user. It reveals the required number of features for explaining a
sample, i.e., k, varies regarding the data sets and black box models; however,
both methods have shown that samples can be explained with 3 or 4 features
roughly. Referring to Fig. 1(b), the only downside of S-LIME is a negligible extra
time required for explaining a sample that is not remarkable compared to the
faithfulness of explanations. It is worth noting that choosing a proper neigh-
borhood size N as well as finding suitable hyper-parameters for T can further
improve the performance of the explanation method.

= LIME-RF

| = LIME-RF
x S-LIME-RF S-LIME-RF
2 LIME-AdB LIME-AdB
== S-LIME-AdB 1 m— S-LIME-AdB
| I
0 0

adult german recidivism red wine adult german recidivism red wine

second
w

N

-

(a) Explanation size (b) Execution time

Fig. 1. LIME vs S-LIME: comparison of explanation size and execution time.

Neighborhood Analysis. We analyzed the effect of the proposed sampling method
in the formation of the locality for the sample being explained. As mentioned ear-
lier, compactness and diversity are two important factors in generating neighbor-
hood samples. According to our conducted experiments, we observed that S-LIME
generates a higher number of data points in the proximity of the given sample. One
example of this observation is illustrated in Fig. 2, which demonstrates the distri-
bution of samples in the vicinity of a given sample from recidivism data set. For
visualizing the data points in a 2-D space, Principal Component Analysis (PCA)
[18] is used to reduce the feature dimension.

LIME S-LIME
.
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Fig. 2. Neighborhoods of LIME (left) and S-LIME (right). The ‘¥’ denotes the sample
being explained.
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According to Tables 1 and 2, our devised sampling improves the fidelity of the
explanation method significantly without creating exceedingly similar samples or
an imbalanced data set. Based on analysis results listed in Table 3, the proposed
method, on average, makes a minor number of features, i.e., Mfeatures, in €ach
neighborhood data point similar to the given sample. Moreover, the percentage
of instances that are predicted differently to the opposite class, i.e., Npreds, is
about 1%. As a result, the sampling procedure manipulates the features that are
less prone to change the prediction of the sample. Therefore, by adopting the
proposed sampling, we transform a randomly generated data to a meaningful one
(with respect to the given sample) which is highly diverse and representative.

Table 3. Sample manipulation analysis.

Data set | adult german

Black box | nfeatures Npreds Nfeatures Npreds

RF 0.682 +0.029 | 0.7% + 0.1% | 1.267 +0.091 | 1.1% + 0.1%
AdB 0.563 +0.023 | 0.7% + 0.1% | 0.942 + 0.054 | 1.8% + 0.4%

Ezxplanation Comparison. In Fig.3, generated explanations using explanation
methods, i.e., LIME and S-LIME, are shown for a sample from adult data set.
Above each explanation, the predicted class and probability by the black box f
as well as the predicted class by decision tree g” and the response value pre-
dicted by linear regression g are stated. An explanation is directly related to the
prediction of the interpretable model, hence it is vital to establish the fidelity
of its prediction before one count on the provided explanation. Fig.3 reveals
that S-LIME predicted the sample to the correct class with a high probability
while LIME classifies the sample incorrectly. To make sure about the stability of
predictions and corresponding explanations, we repeated the experiments mul-
tiple times; LIME experienced some fluctuation while S-LIME produced more
uniform results in terms of prediction and explanation.

Black Box {>50K, 1.0} --- LIME {<=50K, 0.29} Black Box {>50K, 1.0} --- S-LIME {>50K, 0.62}

Prediction probabilities >50K <=50K Prediction probabilities >50K 50K

capital-gain <= 0.00y capital-gain <= 0.00f
>s50k [ 1.00 054 >sox [N 1.00 045
- m marital-status <= 0.00 — marital-status <= 0.00
N — <50
hours-per-week <= 38.00 10.00 < education-num...
005 024
[28.00 < age <= 37.00 3.00 < education <= 5.00
005 012

Fig. 3. Explanations of LIME (left) and S-LIME (right).

4 Conclusion and Future Work

In this paper, we introduced a meaningful data sampling technique applicable
to local explanation methods. It exploits the similarity of feature values and
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feature importance viewpoints simultaneously to create a diverse and compact
locality for the sample being explained. The methodology can be integrated into
several local explanation methods for achieving meaningful and representative
neighborhood samples. We demonstrated its applicability by applying it to the
state-of-the-art explanation method, LIME. The obtained results are promising
in terms of fidelity and explainability. In future work, we will study the effect
of the proposed approach on rule-based explanation methods. Furthermore, its
applicability on a real world use-case will be investigated.
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Abstract. The increasing use of whole slide digital scanners has led
to an enormous interest in the application of machine learning tech-
niques to detect prostate cancer using eosin and hematoxylin stained
histopathological images. In this work the above problem is approached
as follows: the optical density of each whole slide image is calculated and
its eosin and hematoxylin concentration components estimated. Then,
hand-crafted features, which are expected to capture the expertise of
pathologists, are extracted from patches of these two concentration com-
ponents. Finally, patches are classified using a Deep Gaussian Process
on the extracted features. The new approach outperforms current state
of the art shallow as well as deep classifiers like InceptionV3, Xception
and VGG19 with an AUC value higher than 0.98.

Keywords: Prostate cancer - Optical Density - Texture features -
Morphological features - Deep Gaussian Processes

1 Introduction

Prostate cancer is one of the most common causes of cancer death in men [§],
being its early diagnosis essential. Nowadays, tissue histopathological slides can
be digitized and stored thanks to the advent of digital scanners, which provide
high-resolution images, called Whole-slide images (WSI). Access to this digital
information and the need to reduce pathologists’ workload, who have to daily
deal with an increasing number of very high-resolution images, encourages the
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use of machine learning techniques on WSI for prostate cancer detection and
grading, [3]. Two approaches can be found in the literature to tackle WSI classi-
fication problems. The first one is based on the use of deep learning methods [4],
and will not be discussed here (a comparison will be provided in the experimen-
tal section). The second one is based on the extraction of hand-crafted features
which are expected to capture the expertise of pathologists. From WSIs, their
Hematoxylin and Eosin (H&E) components are extracted from either RGB or
Optical Density (OD) space images [6]. Then, features such as LBP, HOG, and
SIFT are used to encode image characteristics. Finally, classifications methods
are applied. Recently, shallow Gaussian Processes (GP) have also been proposed
with promising results [2].

In this work, in contrast to the approach massively utilized in the literature,
we use the Optical Density (OD) space after performing color deconvolution as
a more informative histological image space. In this space, texture and mor-
phological hand-crafted features are extracted from H&E concentration images,
and their interpretation provided. Finally, a Deep Gaussian Process classifier is
used. We show that the followed approach outperforms classical as well as deep
learning methods for the same task.

2 Color Deconvolution

For each WSI, the three-channel image information is the RGB intensity detected
by a brightfield microscope observing a stained prostate histological slide. H&E
are the stains usually used in pathology. Each M x N image is denoted by I with
columns i. = (i1c,...,imn.)T, c € {R,G, B}.

According to the Lambert-Beer’s law we can express the Optical Density
(OD) for channel ¢ of the slide as y. = —log(i./i%) € RMN*1 where i? = 255
is the incident light. Slides are stained using ng = 3 stains, s € {H, F, Res}
(to obtain a unique stain decomposition we consider a third stain which repre-
sents the residual part) then the observed OD multichannel Y = [yr,ya,yB] €
RMNX3 can be decomposed using Y7 = MCT, where C = [cy, co, c3] € RMN*3
is the stain concentration matrix, with cg, the s-th column of C, containing at
each pixel position the concentration of stain color s and M € R3*3 denoting
the normalized stain matrix of the form specified in [6] where the s-th column
of M, mg, denotes the specific color of stain s.

The stain concentration matrix is recovered using C7 = M~'Y7. Concen-
trations are transformed back to color (RGB) images using y$®’ = exp(—m,c?),
s € {H,E}. Features are usually extracted from the single channel images
exp(—cs), s € {H, E} in the so called RGB space. In this work, we propose to
perform this step in the OD, that is, directly on cs, s € {H, E'}. Figure 1 shows
three different images from three different biopsies (and patients), one benign
and two pathological, and their corresponding OD concentrations, Hematoxylin
in the first row and Eosin in the second one. OD Hematoxylin captures nuclei
information while OD Eosin contains information on stroma and cytoplasms.
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Fig. 1. Hematoxylin (second row) and Fig.2. Granulometry profiles (steps s =
Eosin (third row) in OD space for three 1,4,16) for image (a) in Fig.1: (a) I;
samples: (a) Benign (b) and (c) malign. (b) I17; (c) IIy; (d) I1}.

3 Feature Extraction

Let z be a gray-level image. We can define a morphological descriptor, using
the opening operator v;(z) applied to the image z with a SE (window) of size 4.
This opening operator can be expressed as the combination of an erosion (e;(z))
followed by a dilation (d;(z)), both with the SE of size i. When this opening is
computed with a SE of increasing size (\), we obtain a morphological opening
pyramid (or granulometry profile) which can be formalized as:

II(z) = {IL,\ : IIyx = yx(2),YA € [0, ..., pmaz] } (1)

where 1,4, represents the maximum size of the structuring element, and the
sizes increase in steps s.

By duality, a closing, ¢;(z) is defined as the dilation of z followed by an
erosion, both with a SE of size i. In the same way, a morphological closing
pyramid is an anti-granulometry profile and can be computed on the image
performing repeated closings with a SE of increasing size (\) defined as:

II,(z) = {Il,x : II,, = px(2),YA€0,...,Nmaz) } (2)

Making use of the opening pyramid (/1,), the granulometry curve or pattern
spectrum of z, PSr(z,n), can be defined as:

PSp(z,n) = m(Iyn(2)) = M(ILyn+1(2))

;n 20 3)

where m(z) is the Lebesgue measure of z.
PSr(z,n) (also called size density of z) maps each size n to a measure of the
bright image structures with this size: loss of bright image structures between two
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successive openings. It is a probability density function (a histogram) in which a
large impulse in the pattern spectrum at a given scale indicates the presence of
many image structures at that scale. By duality, the concept of pattern spectrum
extends to anti-granulometry curve PSg(z). This spectrum characterises the size
of dark image structures. Both granulometry and anti-granulometry descriptors
are concatenated to construct the final descriptor (Gran).

In this work, we also propose to use a variant of the granulometry, named
geodesic granulometry (GeoGran), which is based on geodesic transformations.
A geodesic transformation involves two images: a marker image (or patch) y and
a reference image z. The geodesic dilation is the iterative unitary dilation of z
with respect to y, that is, 64" (z) = 676"V (z), being 6\ (z) = 65(z) A y.
The reconstruction by dilation is the successive geodesic dilation of z regard-
ing y up to idempotence, that is, R} (z) = (5)(,2)(z)7 so that 6§,Z)(z) = 5§,Z+1)(z).
The reconstruction by erosion can be obtained as its dual operator, R (z) =
[Rgc (z°)]¢, being z¢ the complement image (or patch). The reconstruction by
dilation removes from the reference z the bright objects unconnected with the
marker y.

The underlying idea on which the new descriptor is based is to only con-
sider in the granulometry spectrum the objects totally removed in each opening
(closing) step. Using 7(z) as indicated in Eq. (1) can lead to the inclusion in the
pattern spectrum of fragments of objects partially removed in the process. To
solve this shortcoming, we modify the granulometric profile (Eq. (1)) by using the
geodesic opening given by 7" (z) = R‘;(z)(z). By duality, the proposed geodesic
closing, to be used in the computation of the anti-granulometric profile, (Eq. (2))
is ¢"(z) = R,y (2). The new geodesic granulometric profiles will be denoted by
I} and 117, and the descriptors PST.(z,n) and PSg(z, —n), respectively.

The proposed framework, to discriminate between cancer and benign tissue
in prostate, tries to mimic the way of analysis of a pathologist. Basically, the
cancer destroys the tissue structure. A benign tissue is formed by glands, each
of them with a lumen surrounded by cytoplasm and nuclei, distributed in a
background of stroma (which also contains sparsely distributed nuclei) (Fig. 1-
(a)). As cancer progresses, glands begin to proliferate and merge, destroying
the structure of benign tissues. Cytoplasm and lumens disappear and stroma is
invaded by nuclei. Figure 1, (first row), shows three different cancer stages ((a)
benign, (b) grade 3, (c¢) grade 5). To capture in a descriptor the tissue structure,
we propose to use PSg with H as input image. This encodes the structure of the
glands by recovering the structure of the nuclei which formed the gland frontiers
(those that enclosed their lumen and cytoplasm). The granulometric profiles,
II,, for the three image examples are shown in Figs.2-(c), 3-(c) and 4-(c). To
capture stroma information, PSp is applied on the E component. Figures 2-
(a), 3-(a) and 4-(a) show the II, profiles for the three examples. Figures2, 3
and 4 also depict in columns (b) and (d) the geodesic profiles II7 and I17,
respectively. Note that II], (columns (d)), for the three cases, shows that the
results for different steps (different sizes of SEs) of the granulometric profile do
not change. This suggests that stroma information more accurately extracted in
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Fig. 3. Granulometry profiles (steps s = Fig.4. Granulometry profiles (steps s =
1,4,16) for image (b) in Fig.1: (a) II,; 1,4,16) for image (c) in Fig.1: (a) Il,;
(b) ITg; (c) I1y; (d) 5. (b) ITg; (c) Ily; (d) I3
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PST, is the most relevant information to discriminate between pathological and
benign tissues (as results presented in the experimental section corroborate).

4 Deep Gaussian Process Classifier

In this section we provide a brief introduction to the use Gaussian Processes
(GPs) in classification problems. Let us assume that we have n labelled train-
ing samples {(x;,y;)}"; where x; € R? is the feature vector and y; €
{0,1} for a binary classification problem. Our observation model is p(y;|f;) =
o¥i(fi)or 7Y (f;) where o(-) denotes the sigmoid function. We use f; instead of
f(x;) for simplicity.

In a GP based formulation of a supervised problem we assume that the
distribution of £ = (f1,..., f,)T given X is a multivariate normal, where we
assume zero mean for simplicity and a kernel function k(-,-) defines our covari-
ance matrix. In this paper we use the squared exponential kernel (SE) defined as
k(x,x") = Cexp(—~||x —x'||?), where the parameters C' and v will be estimated
from the observations (the learning task).

Now we have all the ingredients we need to model our supervised learning
problem using GPs. We first learn the model parameters (C,~ and for a regres-
sion problem p? as well) by maximizing on them the marginal log-likelihood
log p(y) which will allow us to calculate p(f|y) and finally perform inference:
given a new feature vector x*, we calculate p(f«|y, X, X) which will allow us to
predict yyx.

In standard (single-layer) GPs, the output of the GP is directly used to model
the observed response y. However, this output could be used to define the input
locations of another GP. If this is repeated L times, we obtain a hierarchy of
GPs that is known as a Deep Gaussian Process (DGP) with L + 1 layers [7].
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5 Experiments

In this section we present the validation of the proposed method, based on
DGPs and granulometry profiles on OD images (H&E). An exhaustive evalua-
tion was carried out. We compare the classification performance of DGP with
the most popular shallow classifiers using classical texture descriptors, the gran-
ulometry profiles and a combination of them extracted from OD images. To
show the superiority of our proposal, we also replicate the experiments using the
H&E RGB images, to compare the different preprocessing strategies. Finally,
our results are compared with state-of-art strategies based on a variety of pre-
trained CNNs. The database used in our experiments was provided by Hospital
Clinico of Valencia. It consists of 60 H&E stained WSIs, 17 of them benign and
43 pathological. We divided each image in patches of size 512 x 512. Benign
patches are extracted from benign WSIs only. A patch is declared cancerous
when it overlaps at least 20% of a region marked as tumoral by the pathologist.
The final number of patches is 7867 (6725 benign and 1142 malign). Note that
a 5-fold cross-validation strategy is carried out ensuring that patches from the
same image are in the same fold. This process results in four partitions used
to train the predictive models and a remaining fold employed to validate their
performance.

As feature descriptors we computed the morphological descriptors PSg and
PSr on H and E, respectively, and their geodesic versions PSj and PS}.. PSg
and PS} with SE of increasing size in steps of s = 2 from 0 to nye, = 24, and in
steps of s = 4 for PSr and PST. from 0 to Ny, = 48. Note that we use Gran and
GeoGran labels to denote PS and PS” descriptors, respectively. Besides that, to
capture the texture information we use the uniform and rotationally invariant
Local Binary Patterns (LBP) [5] as baseline descriptor (with neighbourhood
of R =1 and P = 8) and the combination of it with a contrast measure,
according to the work of Guo et al. [1], obtaining an additional Local Binary
Pattern Variance (LBPV) descriptor. The different combinations of descriptors
have been labelled as GranLBP, GranLBPV, GeoGranLBP and GeoGranLBPYV.

The shallow classifiers used in the experiments were Random Forest (RF),
Extreme Gradient Boosting (xgboost) and Gaussian Processes (GP). We also
included in the comparison a 3-layer DGP. This model is also compared with
deterministic deep learning-based models. We use the area under the curve ROC
(AUCQC) as the evaluation metric for this binary classification problem.

Table 1 shows the classification results obtained in RGB space while Table 2
shows AUC values in OD space. Analysing both tables, we observe how morpho-
logical features encode better the key tumoral information than LBP(V) in both
spaces. More in depth, LBPV outperforms the basic LBP in RGB and OD while
GeoGran performs clearly better than Gran in OD although both feature vec-
tors show a similar behaviour in RGB. Regarding the classification technique,
GPs and DGPs discriminate in a more successful way than the rest in both
spaces. For every descriptor and classifier, the results obtained in the OD space
are superior to those achieved in the RGB space, in which the majority of state-
of-the-art works based their approaches. From Tables1 and 2, we can observe
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Table 1. Performance of descriptors and classifiers in RGB space
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AUC RF XgBoost GP DGP

LBP 0.6663 £ 0.1400 | 0.6728 £0.1279 | 0.7003 £0.1190 | 0.6824 + 0.1230
LBPV 0.7695 £ 0.0565 | 0.7912 £ 0.0674 |0.8243 £0.0891 |0.8281 £ 0.0917
Gran 0.8549 £+ 0.0856 | 0.8778 £0.0735 | 0.8984 £ 0.0641 | 0.9004 + 0.0619
GeoGran 0.9089 £ 0.0494 | 0.9095 £ 0.0454 | 0.8910 £ 0.0599 | 0.9001 £ 0.0547
GranLBP 0.8331 £0.0949 | 0.8551 £0.0842 |0.9111 £0.0492 |0.8979 + 0.0570
GranLBPV 0.8758 £ 0.0611 | 0.8908 £ 0.0509 | 0.9280 £ 0.0349 | 0.9458 + 0.0396
GeoGranLBP | 0.8958 £ 0.0566 | 0.9048 £ 0.0469 | 0.9014 £ 0.0507 | 0.9019 %+ 0.0473
GeoGranLBPV | 0.9174 £+ 0.0351 | 0.9273 £ 0.0329 | 0.9307 £ 0.0307 | 0.9333 %+ 0.0309

how in the OD space, the relevant features of histopathological images related to
both texture and morphology information are better captured. In addition, as we
can see in Table 2, the best result is achieved in OD space using GeoGranLBPV
together with DGPs (AUC =0.9829). This fact suggests that texture and mor-
phology features provide complementary information to characterize prostatic
tumoral tissues.

Finally, with the aim to evaluate the discriminatory ability of our best predic-
tive model (i.e. GeoGranLBPV and DGPs), a comparison with models based on
convolutional neural networks (CNN) is established. CNNs automatically extract
feature maps containing the relevant information of the input images. Due to the
reduced number of samples of our data set to train from scratch a CNN, in this
experiment, we fine-tuned three of the most relevant state-of-the-art architectures.
In particular, Inceptionv3, Xception and VGG19 neural networks are initialized
with the weights achieved in the ImageNet challenge and re-trained using our RGB
histological images as input. Note that the re-training process is performed from
different layers depending on the architecture: Inceptionv3 from ‘mixed 7’ layer,
Xception from ‘add 10’ layer and VGG19 from ‘block3_convl’ layer. This proce-
dure is carried out during 100 epochs in which the binary cross-entropy loss func-
tion is minimized using Stochastic Gradient Descent optimizer with a learning rate
of Ir = 1-10~%. Data augmentation technique is used to synthetically increase the
number of instances and a batch size of 16 samples is established due to the avail-
able memory of the NVIDIA Titan V GPU utilized in this work.

After training the predictive models based on CNNs along the five partitions,
the same validation process as described before was carried out. InceptionV3
(AUC=10.9196 + 0.0302) and Xception (AUC =0.9210 £ 0.0260) present com-
parable results to those obtained using GPs and morphological features in the
RGB space. Notice that VGG19 (AUC =0.9813 + 0.0068) is clearly better than
DGPs in this space. In the OD space, simple textural features as LBP (with
independence of the classifier used) are competitive to InceptionV3 and Xcep-
tion CNN models. In addition, the best predictive model in the OD space, i.e.
GeoGranLBPV and DGPs with AUC=0.9829 (see Table2), outperforms the
best result obtained by a CNN (i.e. VGG19 with AUC =0.9813).
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Table 2. Performance of descriptors and classifiers in Optical Density space

AUC RF XgBoost GP DGP

LBP 0.9300 £ 0.0603 | 0.9262 £ 0.0615 |0.9253 £0.0635 |0.9261 + 0.0618
LBPV 0.9351 £0.0373 | 0.9421 £0.0243 |0.9443 £0.0314 |0.9521 + 0.0259
Gran 0.9323 £ 0.0453 | 0.9461 £0.0322 | 0.9516 £ 0.0346 | 0.9551 + 0.0339
GeoGran 0.9690 £ 0.0303 | 0.9688 £0.0249 |0.9636 £ 0.0242 | 0.9666 + 0.0216
GranLBP 0.9436 £+ 0.0640 | 0.9541 £0.0524 |0.9581 £0.0422 | 0.9649 %+ 0.0379
GranLBPV 0.9370 £ 0.0340 | 0.9573 £0.0206 |0.9696 £ 0.0175 |0.9725 + 0.0151
GeoGranLBP | 0.9666 £ 0.0408 | 0.9700 & 0.0304 | 0.9669 + 0.0283 | 0.9715 4+ 0.0244
GeoGranLBPV | 0.9692 £ 0.0241 | 0.9747 £ 0.0170 | 0.9807 £ 0.0097 | 0.9829 + 0.0092

6 Conclusions and Future Work

In this work we have introduced a new OD granulometry-based descriptor for
prostate cancer classification in histopathological images. The proposed descrip-
tor extracts the morphological information in the OD space as a more informa-
tive space. For classification we use an state of the art DGP model. The obtained
results show the better performance of both texture and morphological descriptors
on H&E OD images. Moreover, the OD geodesic granulometry descriptor reveals
the importance of the stroma identifying cancer. With the combination of OD fea-
tures and DGP we can discriminate almost perfectly whether a patch is cancerous
or not. Besides, the proposed model outperforms current state-of-art CNNs.
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Abstract. Neural networks researches are developed for the machine learning
and the recent deep learning. Adaptive mechanisms of neural networks are
prominent in the visual pathway. In this paper, adaptive orthogonal properties
are studied, First, this paper proposes a model of the bio-inspired asymmetric
neural networks. The prominent features are the nonlinear characteristics as the
squaring and rectification functions, which are observed in the retinal and visual
cortex networks. In this paper, the proposed asymmetric network with Gabor
filters and the conventional energy model are analyzed from the orthogonality
characteristics. Second, it is shown that the biological asymmetric network is
effective for generating the orthogonality function using the network correlation
computations. Finally, the asymmetric networks with nonlinear characteristics
are able to generate independent subspaces, which will be useful for the creation
of features spaces and efficient computations in the learning.

Keywords: Asymmetric neural network + Gabor filter - Correlation
and orthogonality analysis *+ Energy model - Linear and nonlinear pathways

1 Introduction

Neural networks currently plays an important role in the processing complex tasks for
the visual perception and the deep learning. To estimate the visual motion and adap-
tation, biological sensory information models have been studied [1-3]. For the deep
learning efficiently, an independent projection from the inputs are studied in the con-
volutional neural networks [4]. Widrow et al. [S] showed neurons nonlinear charac-
teristics generate independent outputs for network learning. For the efficient deep
learning, the orthogonalization in the weight matrix of neural networks are studied
using optimization methods [6]. Further, the feature vectors from different classes are
expected to be as orthogonal as possible for efficient learning [7]. It is important to
make clear the network structures how to generate the independence and orthogonality
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relations, which will generate feature spaces, effectively. By using Gabor filters, a
symmetric network model was developed for the motion detection, which is called
energy model [3, 10]. This paper develops an asymmetrical networks, which is based
on the catfish retina [14, 15]. In this paper, adaptive orthogonal properties are shown in
the asymmetrical neural networks. Then, the orthogonality characteristics between the
asymmetric networks and the conventional energy model are compared. In the bio-
logical visual systems, the nonlinear characteristics are observed as the squaring
function and rectification function [8, 9]. It is shown that the asymmetric network with
Gabor filters has orthogonal properties strongly under stimulus conditions, while the
conventional energy symmetric network is weak in the orthogonality. Since the visual
cortex is derived as the extended asymmetric networks, it is shown that their nonlin-
earities generate independent subspaces.

2 Asymmetric Neural Networks

2.1 Background of Asymmetric Neural Networks

In the biological neural networks, the structure of the network, is closely related to the
functions of the network. Naka et al. [13] presented a simplified, but essential networks
of catfish inner retina as shown in Fig. 1. Visual perception is carried out firstly in the
retinal neural network as the special processing between neurons.

x(t) x'(t)

J J
(B) hoy (B ) wo
(©

Fig. 1. Asymmetric network with linear and squaring nonlinear pathways

Visual perception is carried out firstly in the retinal neural network as the special
processing between neurons. The following asymmetric neural network is extracted
from the catfish retinal network [13]. The asymmetric structure network with a
quadratic nonlinearity is shown in Fig. 1, which composes of the pathway from the
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bipolar cell B to the amacrine cell N and that from the bipolar cell B, via the amacrine
cell C to the N [12, 13]. Figure 1 shows a network which plays an important role in the
movement perception as the fundamental network. It is shown that N cell response is
realized by a linear filter, which is composed of a differentiation filter followed by a
low-pass filter. Thus, the asymmetric network in Fig. 1 is composed of a linear
pathway and a nonlinear pathway with the cell C, which works as a squaring function.

3 Orthogonal Characteristics of Asymmetric Networks

3.1 Orthogonality of Asymmetric Network Under the Stimulus Condition

The inner orthogonality under the constant value stimulus is computed in the asym-
metric networks as shown in Fig. 2.

Fig. 2. Asymmetric network unit with Gabor filters

The variable 7 in the Gabor filters is changed to ', where by setting & £ 27w in the
Eq. (1), #/ = 2nwt = &t and dr = dt/& hold. Then, Gabor filters are shown as

1 i 1 7
Gs(t’)zmae »Zsin(f')  and GL.(I’):\/Z_nO_e 2 cos(t') (1)

The impulse response functions £, (r) and A (¢) are replaced by G,(¢') and G.(¢') or
vice versa. The outputs of these linear filters are given as follows,

yi(t) = /OOC h()x(t — ¢)dr' (2)

()= | (Ol — 1)t @3
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Adelson and Bergen [3] proposed an energy model with Gabor filters and their
squaring function as a functional unit. To verify the orthogonality among their units, a
parallel units are located as shown in Fig. 3, in which the asymmetric networks units
are proposed here. In Fig. 3, inputs and output of the left asymmetrical network unit are
shown in x(z),x'(¢) and y(¢), while those of the right asymmetrical unit are shown in
v(#'),V'(f) and z(¢'). Static conditions imply the brightness of input images do not
change to be constant to time, while the dynamic conditions show they change to time.
In Fig. 4, the first row (a) shows the same stimuli is inputted in x(z),x'(¢), v(¢') and
V/('), which are shown in white circle. In the second row (b) in Fig. 4, the rightmost
stimulus v/(#') is changed to new different one. The (c), (d) and (e) in Fig. 4 show the
stimulus changes are moved.

X X0 ) V()
\’ . \’ \

() hi(®) (1) ()

) @\L ® @\L

y12(t) V(D) le(t/ 222(t')
LS —>

y(t) z(t')

Fig. 3. Orthogonality computations between asymmetric networks units

x(7) X@ wWr) V(@)

o OO OO
> OO OO0
© OO OO0

@ OO0 OO0
*- OO0 00

Fig. 4. Stimulus conditions for asymmetric networks in Fig. 3 and energy model in Fig. 5



Adaptive Orthogonal Characteristics of Bio-inspired Neural Networks 51

3.2 Orthogonality Under Static Conditions

Static condition means the input brightness is constant, which does not change to time..
In the first row (a) in Fig. 4, the all the inputs are assumed to be the constant value B,
while the rightmost input in (b) is assumed to be constant value. C. The orthogonality
computation is performed in the following pairs pathways D@, D@, @Q), and @@
in Fig. 3. Under the condition (a), the non-orthogonality between (D and @) is com-
puted as

0 B2 00 701272
/ yIZ(I)ZIZ(t)dIZZRfJZ/ € " sin(f)sin(¢)dt'

2
B2 00 7”’7r
= m/ e = sin?(f)dt' > 0 (4)

Second, the orthogonality between (D and @ is computed as

2 _ Y .
/oo y12<Z)Z22(t)dt _ ; B )/f>O e 2"2\'!26'0.8‘2(I’)Sli’l(l‘/)dl‘/ _0 (5>

00 27'[0' . (27T§O'2 [e'e)

Third, the orthogonality between @ and @ holds also as the same Eq. (5).
Finally, the non-orthogonality between @ and @ are computed as follows,

e i
© 1 o, B> [ ¢ w24l 1 o B [ ¢ 2@cos(2f)dl
t Hdt = (—=)" - — (=) ‘==
| smmid =G 3 [ S
2
1 BZ 00 _20{2—3 vy / BZ y
—( 2.2 e sin” (¢)dt’ _ B 4= e_zgzﬂz) -0

2no?

. 28 ) 16V 2no?
(6)

Thus, the orthogonality ratio among pathways is defined to be 50% in case of (a).

Under the condition (b), similar equations hold as Egs. (4), (5) and (6) except only
B? is changed to BC in Eq. (5) for D@ and (6) for @@®. Thus, the orthogonality ratio
under the condition (b) is 50%. Similarly, conditions (c), (d) and (e) under the static
conditions shows the orthogonality ratio to be 50%.

3.3 Orthogonality Under Dynamic Conditions

To verify the orthogonality properties between the asymmetric networks units, the
white noise stimuli [11, 12] are schematically shown in Fig. 4. In the first row in Fig. 5,
one white noise is a low pass filtered one with zero mean and its power p, which is
shown in the circles only under the input variables x(¢), x'(¢), v(¢) and V' (¢). Similarly,
in the second row in Fig. 4, the other white noise is a high pass filtered one with zero
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mean and its power p/, which is shown in the grayed circles under input variable v/ (¢').
The impulse response functions #; (r) and 4/ () are replaced by the Gabor filters, G,(’)
and G.(¢') as shown in the Eq. (1). The stimulus with the high pass filtered noise is
moved from the right to the left according to (a), (b), (c¢), (d) and (e) in front of the
visual space. Under the stimulus condition (@) in Fig. 4, the correlation between
outputs y(#) and z(¢) between the asymmetrical networks with Gabor filters in Fig. 3, is
computed as follows,

[ ywzde=]" arf] h@x-r)d
[ @B @)X (= 1)x (= 7y)dTde,) %
[ mon-ordo+ [ [h @h (@ a-o)W(-0)dodo,)
=[] W@ (@)dzdoElx(t -t - 0)]
[ [ [ @b (@) (@) Elxt =0 (1= o))V (1 ,)ldrdoydo,
[ [ ] m@h @R (@) Elv —o)x (6= 7,)¥ (¢~ 7)ldodr,dz,
[T W @R @ ()R () B (= 7)x (6= 7,V (1 = 0, W (e - 0,)ld 7, d 7 doydo,
— ([ h@)de] B (@)do}- p+0+0+3p" ([ K (@)dey’

0@ 00 @3 @O

(7

where the first term of (5) of the path ways (D and @), shown in (D, and the second and
third terms are to be 0 by D@ and @ Q). The fourth term is by @®.
The terms D@ and @@ are not zero, because the following equations hold,

L
o0 1 o0 B 2 B 70‘{
/ hy(t)dt = / e > sin(1)dt = ie’%‘ngz / T etdr>0 (8)
0 2o Jo \/E 0

and

o 1 © __2 E ian
W (7)dt = / e ¥Zcos(t)dt =2e 27 >0, 9
/0 1( ) vV2ro Jo (%) 2 ©)

where £ is the center frequency of the Gabor filter.

Thus, since two pathways are zero in the correlation, while other two pathways
(25% and 25%) are non-zero, the orthogonality becomes 50% for the stimuli (@) in
Fig. 4.

Under the stimulus condition () in Fig. 4, the correlation between outputs y(¢) and
z(t) between the asymmetrical networks in Fig. 3, is computed as (10),
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j”; y()z(t)dt = pi .[:hl(z')dr j: h' (¢)do}+0+0+0 (10)
0B O 06 0@

Since three pathways are zero in the correlation, while the first pathway is non-zero,
(25%), the orthogonality becomes 75% for the stimuli (1) in Fig. 4. Similarly, under
the stimulus condition (c) in Fig. 4, the orthogonality becomes 92%. Under the stim-
ulus condition (d) in Fig. 4, the orthogonality becomes 75%. Under the stimulus
condition (e) in Fig. 4, the orthogonality becomes 75%.

4 Orthogonal Properties of Conventional Energy Model
A conventional energy model [3] is extensively applied to the motion detection and

physiological models as the fundamental model of the neural networks. In Fig. 5, two
energy models are shown in parallel.

x(1) x'(t) v(t") V(@)
S A A
(1) (1) h(t) ()

® ) ©) @
4 4
O © O O
)’12(1) V(1) le([’ Zzz(t’)
—> (¥
(1) (")

Fig. 5. Orthogonality computations between energy model units

4.1 Orthogonality Under Static Conditions

Under the condition (a) in Fig. 4, the non-orthogonality between (D and @ becomes

o0 2 o0 22
/7 yi2(#)z12(2)dr = ( B )2/ € " sin®(f)sin®(¢)dt'

2ng?

B2 00 7:2”52 4
:(m)/ ¢ St (1)dl > 0 (11)
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Second, the non-orthogonality between @ and @ is computed as

00 B2 0 72/2
/ yi2(t)z2 (1)dt = (271'62)2/ e *@sin*(f)cos* (' )df' > 0 (12)
—00 —00

Third, the non-orthogonality between (@ and Q) is computed as the same Eq. (12).
Fourth, the non-orthogonality between @ and @

o0 2 o 2
/ v (t)z22(t)dt = ( B )2/ e 22cos* (! )cos*(¢)df > 0 (13)

2
. 2no o

Thus, under the condition (a), the orthogonality ratio becomes 0% in the energy
model units in Fig. 6. Under the static conditions (b), (c),(d) and (e), the same
equations hold as Egs. (11), (12), (13). Thus, the orthogonality ratio 0% holds in the
energy model units under all the conditions in Fig. 4. We can summarize the
orthogonality ratio of the asymmetric units in the Sect. 3.2 and the energy model ones
under the static conditions in the Sect. 4.3 as shown in Fig. 6. Figure 6 shows the
orthogonality ration under the static stimulus conditions, in which 50% orthogonality
ratio is shown in respective static conditions in the asymmetric networks units, while
0% ration is shown in the energy models units.

70
60
50 -
40 -
30 -
20 -
10 -

Orthogonality ratio (%)

(a) (b) () (d) (e)

static stimulus conditions

Fig. 6. Orthogonality ratio under static stimulus conditions. (a)-(e) show the stimulus
conditions in Fig. 4.

4.2 Orthogonality Under Dynamic Conditions

Under the stimulus condition (a) in Fig. 4, the correlation between outputs y(#) and z(¢)
between the energy model units in Fig. 5, is computed as follows,
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[ yozd=]" ar {J: j: hy(z)hy (2,)x(t —7,)x(t —7,)d 7, dT, +
[ m aOm' @ )xe—2) Wi -7, )dz/dz, )

A [ heh ()i -0V -0,)dodo, +
[ [ W @Hh (o) Wie-o/W(t-0,)dodo) )

The Eq. (14) consists of 4 cross- terms (4cross- pathways, DQ), D@, @Q, @@
in Fig. 5) computations. The solution of the Eq. (14) becomes

o0

392 / " (@)de)® 1 3p / " m(@)de)? - ( / K, (0)do)* +
392 / K (2)de)? - ( / hi(0)do)? + 3 / Kdyt 1)

0

The solution (15) shows these four terms are not zero, since the integral of the
respective impulse functions of Gabor filters, are proved to be not zero by the Eqs. (8)
and (9). Thus, the orthogonality ratio here is 0%. Under the stimulus condition (b) in
Fig. 4, the orthogonality ratio is (1/12) x 4 = (1/3) = 33%. Under the stimulus
condition (c) in Fig. 4, the orthogonality ration is (1/12) x 6 = (1/2) = 50% . Under
the stimulus condition (d) in Fig. 4, the orthogonality ratio is (1/12)x
4 = (1/3) ~ 33%. Under the stimulus condition (e) in Fig. 4, the orthogonality ratio
here is 0%.

100

Orthogonality ratio(%)

@@ (b)) () (d (e)

dynamic stimulus conditions

Fig. 7. Comparison of orthogonality under dynamic stimulus conditions. (a)-(e) show the
stimulus conditions in Fig. 4.
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4.3 Comparison of Orthogonal Properties Between the Asymmetric
Network and the Energy Model

Orthogonal ratios between the asymmetric network and the conventional energy model
are compared as shown in Fig. 7, in which the filled bar shows the orthogonality ratio
by the asymmetric networks, while the dotted bar by the energy model.

5 Application of Asymmetric Networks to Bio-inspired
Neural Networks

Here, we present a functional diagram of the neural network with half-wave rectifi-
cation nonlinearity in the neural network of the brain cortex in Fig. 8 [8, 9].

5.1 Nonlinearity of Half-Wave Rectification to Generate Independent
Subspaces

| stimulus input |

Receptive Gab.sin
Field Gab.cos

_ v
Nonlinearity
of Halfwave
Rectification |

Fig. 8. Model of neural network V1 area of the biological brain cortex

The half-wave rectification in Fig. 8 is approximated in the following equation.

1

= Trenn 1e)

f(x)

By Taylor expansion of the Eq. (16) at x = 6, the Eq. (17) is derived as follows,

; (17)
B 1 n 1 '72 1’]267’70 )
f§+1()€76)+i(*z+ > )( *9)4’
In Fig. 9, the nonlinear terms, x?, x>, x*, . . .. are generated in the Eq. (17). Thus, the

combination of Gabor function pairs (Ggp sin , Gap cos) are generated in Fig. 9, in which
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the transformed network consists of the extended asymmetrical network in Fig. 2.
Then, the characteristics of the extended asymmetric network have pathways with
higher order nonlinearities.

5.2 Generation of Independent Sub-spaces

Combinations of Gabor function pairs (G sin , Gap cos) are generated according to the
Eq. (18) as shown in Fig. 10. The characteristics of the extended asymmetric network

have pathways with higher order nonlinearities. In Fig. 8, linear notation L shows term,
2 2

Aefzﬁtz_izsin(t’) or Aefzﬂrz_fizcos(t’ ), while S shows their doubles. Selective independent
sub-spaces are generated in the layers in Fig. 10. The combination pairs of the Gabor
filters are shown in (18) by approximated computations. Under the same stimulus
condition in Fig. 4, the orthogonality is computed between items connecting solid lines
in Fig. 10. Here, the connecting line shows over 50% orthogonality ratio in Fig. 10.

Gabor filters

L:linear
S:squaring
T:tripling

F: fourth

Fig. 9. A transformed network model for the layered network for one pathway in Fig. 6

2 2 2 P

Aeiz"zézsin(t') Aeﬁl(’zgyzpos(t') Az(eiﬁ)zcosz(t') A3(eiﬁ)3cos3(l')... (18)

Fig. 10. Orthogonal combination pairs among Gabor sine and cosines functions

2 2

Since Ae *Zsin(f') and Ae >*@cos(f') are orthogonal, thus they have indepen-
2

dent relations which are shown in the solid line in Fig. 10. Similarly, AefléTizsin(t’ )

2

and A2(¢ 72)%cos?(f) are orthogonal, thus they have independent relation. Then,
similar independent relations hold between the left cos(#') and the right sin(?'), sin®(¢')..
terms, respectively in the Eq. (19) in Fig. 11, which are shown in the solid line.
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Similar independent relations hold between sin’(#') and cos(t'), cos®(?'), cos*(t'). . .
terms, respectively. Thus, selective independent subspaces are generated by the com-
bination pairs of sine and cosine terms in Fig. 11.

2

/ l/2 1/2 2

l

Ae 7% cos(t') Ae *F sin(t) A(e *7F Ysin'(t') A(e 2% Y sin® (£)... (19)
] I

Fig. 11. Orthogonal combination pairs among Gabor cosines functions

Under the condition of every pairs of Gabor elements with the orthogonality
relation, {xi,xj},i, Jj=1~m, where x; and x; are Gabor elements, the following
equation

VXt +yx+ .o+ 7,x%m =0

holds at the condition y; =7, = ... =7,, = 0. This shows the set of Gabor elements
{x1,%2,...,xn} generates an independent subspace.

6 Conclusion

It is important to make clear the network structures how to generate the independence
and orthogonality relations, which will make feature spaces, effectively. It is shown that
the asymmetric network with Gabor filters is shown to have orthogonal properties
strongly under stimulus conditions, while the conventional energy symmetric network
is weak in the orthogonality. Nonlinear characteristics are observed as the squaring
function and rectification function in the biological networks. It is shown that the
asymmetric networks with nonlinear characteristics are able to generate independent
subspaces, which will be useful for the creation of features spaces.
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Abstract. In this paper, we explore Deep Multilayer Perceptrons
(MLP) to perform an ordinal classification of mobile marketing conver-
sion rate (CVR), allowing to measure the value of product sales when
an user clicks an ad. As a case study, we consider big data provided by
a global mobile marketing company. Several experiments were held, con-
sidering a rolling window validation, different datasets, learning methods
and performance measures. Overall, competitive results were achieved by
an online deep learning model, which is capable of producing real-time
predictions.

Keywords: Mobile performance marketing - Multilayer perceptron -
Ordinal classification

1 Introduction

The massive adoption of smartphones has increased of value of mobile perfor-
mance marketing. These markets are implemented using a Demand Side Platform
(DSP), which matches users to ads and is used by publishers and advertisers [9, 11].
A publisher is a web content owner (e.g., games) that attracts users. The web con-
tent is funded by DSP dynamic ads, which when clicked redirects the user to an
advertiser site. When there is a conversion, the DSP returns a portion of the sale
value to the publishers. Under this market, a vital element is the prediction of the
user conversion rate (CVR), i.e., if there will be a conversion when a user sees an
ad [4]. Typically, CVR prediction is modeled as a binary classification task (“no
sale”, “sale”) by using offline learning Machine Learning methods, namely Logis-
tic Regression (LR) [4], Gradient Boosting Decision Trees (GBDT) [8], Random
Forests (RF) [4] and Deep Learning Multilayer Perceptrons (MLP) [9].

In contrast with the binary CVR studies (e.g., [4,8]), in this paper we pro-
pose a novel ordinal classification of mobile CVR, which assumes five classes:
“no sale”, “very low”, “low”, “medium” and “high”. This approach provides a
© Springer Nature Switzerland AG 2019
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good proxy to the client Lifetime Value (LTV) [11]. Thus, using such ordinal
classifier, a DSP can better select the best ad campaign for a particular user by
maximizing the expected conversion value. Following a recently proposed binary
deep learning approach [9], we explore three main MLP strategies to handle ordi-
nal classification: pure classification, regression and ordinal classification. These
approaches are tested using two learning models, offline and online, using a real-
istic rolling window validation and real-world big data from a global DSP. Also,
the deep learning models are compared with a LR method.

2 Materials and Methods

2.1 Data

We collected the data from a worldwide marketing company (OLAmobile). The
DSP generates two main events: redirects — the user ad clicks; and sales — when
there is a conversion. All redirects and sales are stored at the DSP data center,
being associated with a timestamp when they arrive. The DSP managed by the
company generates millions of redirects and thousands of sales per hour.

We had access to a secure web service that allowed us to retrieve NR redi-
rects and NS sales from the data center. Our computing server, an Intel Xeon
1.70 GHz wth 56 cores and 2TB of disk space, is limited when compared with
the data center and thus we work with sampled data. The data was collected
during a two week period, starting at 30th May of 2019, via a stream engine that
uses K computing cores to continuously retrieve redirects and sales, “sleeping”
every SR and SS seconds [9] (Table1). The analyzed DSP contains two traffic
modes: TEST — used to measure the performance of new campaigns; and BEST
— with 80% of the traffic and including only the best TEST performing ads. The
Yho and ers columns denote the number of collect “no sale” and “sale” events.
Also, the Ry column represents the sales ratio Ry = Yyes/(Yno + Yyes). Since
we worked with sample data, the collected data ratio is higher than the expected
real DSP one. To get a more realistic dataset, we randomly undersample [1] the
number of sales (Yyeg) such that a more realistic ratio (Rygrgerr) is obtained,
which in this work was fixed to 5% for both BEST and TEST traffic. Thus, for
each traffic mode there are two datasets: collected (C) and realistic (R). Table 2
presents a summary of the collected attributes. Most attributes are categorical
and some present a high cardinality (e.g., city).

Table 1. Summary of the collected DSP datasets

Traffic NR|NS|SR|SS| K |Yno ers Yy/es Ry Ry
TEST | 100 100 |300|10 |2 |290,279| 29,596 | 15,393 | 9.3% | 5.04%
BEST 100 100 |300|10 |2 |328,028 156,637 17,389 | 32.2% | 5.03%
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Table 2. Summary of the DSP data attributes

Context | Attribute | Description (a — TEST traffic, b — BEST traffic)

User Country User country: 198 or 225¢ levels (e.g., Russia, Spain, Brazil)
City User city: 10690% or 13423% levels (e.g., Lisbon, Paris)
Region Region of the country: 23%° levels (e.g., Asia, Europe)

Browser | Browser name: 14%? levels (e.g., Chrome, Safari)
Operator | Mobile carrier or WiFi: 404% or 448 levels (e.g., Vodafone)

Advertiser | Vertical Ad type: 4% or 5° levels (e.g., video, mainstream, dating)

Campaign | Ad product identification: 1389 or 1741 categorical levels

Special Smart link or special offer: 1018 or 1101° levels

Publisher | Account | Publisher type: 8 or 9% levels (e.g, app developer, webmaster)

Manager | Publisher account manager: 19° or 34% categorical levels
Sale Value Value of the conversion in EUR: numeric (e.g., 0.00, 0.01, 69.34)

After consulting the DSP experts, we created the ordinal Y target by group-
ing the value into k = 5 classes (Fig.1). The grouping was achieved by using
rounded EUR values after using quantiles over the collected sales values (when >
0): “none” — equal to 0; “very low” —>0 and <0.03; “low” —>= 0.03 and <0.10;
“medium” —>= 0.10 and <0.30; “high” —>= 0.30. As shown in Fig.1, when
there is a sale, the ordinal classes are relatively balanced. Also, TEST traffic
presents a lower number of sales when compared with BEST traffic.
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Fig. 1. Histograms for the ordinal sale classes for collected BEST and TEST datasets

2.2 Data Preprocessing and Ordinal Approaches

Since several attributes are sparse and present a high cardinality (Table2), we
applied the Percentage Categorical Pruning (PCP) transformation to all input
attributes [9]. The transform works by merging the least 10% frequent levels
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in the training data into a “others” category. Then, the resulting values are
preprocessed using the known one-hot coding, which assigns one binary input per
level. In [9], the PCP transform allowed to substantially reduce the input memory
(e.g., reduction of 94% for the city attribute) and processing requirements.

For the mobile marketing data, the number of conversions (sales) is typically
much lower than the number of ad clicks (redirects). While the target CVR data
is unbalanced, in [9] we found that the binary deep learning MLP classifier was
capable of high quality predictions even without any training data balancing
method. However, when approaching the ordinal task and in particular for the
realistic datasets (which present the lowest 5% conversion rate), the training data
becomes extremely unbalanced. Thus, we opted to balance the realistic training
data by using the SMOTE method [1], which creates new synthetic examples for
the minority classes. This balancing method was only applied to training data
and thus the test sets were kept with the original target values.

In this paper, we apply three approaches for the ordinal classification: Multi-
class Classification (MC), regression and the k-1 ordinal approach (OA). The
first approach discards the ordering and performs a simpler 5-class classification
task. The second approach transforms each ordinal class into a numeric score v,
where y € [0,1,2,3,4] (R1) or y € [0,1,2,4,8] (R2). The first regression scale
(R1) uses equal spaced values, while the second one (R2) assigns larger distances
to the highest sales (“medium” and “high”), in an attempt to favor such classes
due to the minimization of squared errors. In both scales, the ordinal class is
associated with the nearest scale value to the prediction (e.g., in R2 a prediction
of Sect. 4 is assumed as the “medium” class). The third approach transforms the
ordinal target, with the classes V1 < V2 < ... < V4, into k-1 binary tasks [5].
Each classifier learns the probability of P(Y > V), k € {1,...,k — 1}. Then:

PVi)=1-P(Y > W) (1)
P(V;) =max(0, PY >V,_1) - PY >V,) ), 1<i<k (2)
P(Vi) = P(Y > Vi_1) (3)

The classifiers are independent and in a few cases we experimentally found it
could occur that P(Y > V;) > P(Y > V;_1). Thus, we added the max(0,...)
function in Eq. (2) to avoid the computation of negative probabilities.

2.3 Deep Learning Methods

All learning methods are coded in Python using the Keras library [2]. In previ-
ous work, a very competitive deep learning MLP model was proposed for binary
CVR prediction, outperforming a convolution neural network and a logistic regres-
sion [9]. We adapt the same MLP, also known as Deep Feedforward Neural Net-
work (DFFN) [6]. Let (Lo, L1, ..., L, Lo) denote a vector with the layer sizes with
m € {1, ..., H} hidden layers, where Ly = I is the input layer size (I is the total
number of input levels after the PCP transform) and Lo is number of output
nodes. The adopted model consists of a trapezoidal shaped MLP, with H = 8 hid-
den layers of decreasing size: (I,1024, 512,256, 128,64, 32, 16,8, Lo ). In all hidden
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layers ({1, ...,8}) we used the popular ReLU activation function, due to its fast
training and good convergence properties. For multi-class classification, the out-
put layer contains Lo = 5 nodes and the softmax function is used to output class
probabilities P(V}) € [0, 1]. For the regression models, only Lo = 1 linear output
node is used. Finally, for the k — 1 ordinal classification, one logistic output node
(Lo = 1) is used, trained such that P(Y > Vj) € [0, 1].

During the training phase, we used the AdaDelta gradient function [6], which
is based on a stochastic gradient decent method. Following our previous work [9],
we used two approaches to avoid overfitting: dropout, which randomly ignores
neural weights (dropout values of 0.5 and 0.2 for hidden layers m = 4 and
m = 6); and early stopping, which stops the training when the validation error
does not improve 1% within 3 epoch runs of after a maximum of 100 epochs.

Since we work with stream data, the learning models should be dynamic,
assuming a continuous learning through time. We compare two MLP learning
modes (proposed in [9]) for ordinal classification: reset — offline mode, when new
training data is available (new rolling window iteration, Sect.2.4), the whole
neural weights are randomly set; and reuse — online learning, any new train-
ing starts with the previous fitted MLP weights (from previous rolling window
training) and only the new input node (due to appearance of new input levels)
to first hidden layer connections are randomly set.

2.4 Evaluation

The learning models are evaluated using robust rolling window validation [10],
which simulates a classifier usage through time, with multiple training and test
updates. In the first iteration (u = 1), the model is adjusted to a training
window with the W oldest examples and then predicts T test predictions. In
the next iteration (u = 2), the training set is updated by discarding the oldest
T records and adding 7" more recent ones. A new model is fit, producing T
new predictions, and so on. In total, this produces U = D — (W + T') model
updates (training and test iterations), where D is the data length (number of
examples). After consulting OLAmobile experts, we opted to use the realistic
values of W = 100,000 and H = 5,000, which results in the model updates:

= 43 — collected TEST traffic; U = 76 — collected BEST traffic; U = 41
realistic TEST traffic; and U = 49 realistic BEST traffic.

For each rolling window iteration, we collect the test data measures and
the computational effort (in seconds). We compute the Fl-score, F1; for each
class Vi, which considers both precision and recall [13]. The global measure is
obtained by using the Macro-averaging Fl-score (MF1), which weights equally
the Fl-score for each class. We note that the ordinal classes are unbalanced,
and thus other F-score averaging measures, such as micro or weight averaging,
would favor mostly models that classify well the no conversion “none” class.
As a secondary global measure, we adopt the Mean Absolute Error for Ordinal
Classification (MAEQ) [12], which computes how far (using absolute errors) are
the predictions from the target (e.g., the error is 2 if the prediction is “low”
and the target is “high”). This measure is often used in ordinal classification
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but, similarly to the micro and weight averaging F1-score measures, it tends to
produce low values when the classifier is more biased to correctly predict the
“none” class. The rolling window results are averaged over all U iterations and
the Wilcoxon test is used to check if paired MF1 differences are significant [7].

Table 3. Classification results

(best values in bold; best models in italic).

Data | Traffic Meth. | Model Global F1l-score per class Effort(s)
MAEO | MF1 F1; |Fly |Fl3 |Fly | Flj
C BEST (U = 76) | MC MLP reset | 0.48 0.57 0.87 | 0.49 | 0.35 | 0.54 | 0.58 | 61
MLP reuse | 0.45 0.64“ | 0.88 | 0.56 | 0.48 | 0.61 | 0.66 42
LR 0.51 0.57 0.86 | 0.51 | 0.38 | 0.51 | 0.59 35
R1 MLP reset | 0.63 0.22 0.85 | 0.22 | 0.03 | 0.01 | 0.00 46
MLP reuse | 0.61 0.24 0.84 | 0.30 | 0.04 | 0.00 | 0.00 44
R2 MLP reset | 0.77 0.28 0.83 | 0.00 | 0.00 | 0.31 | 0.24 49
MLP reuse | 1.02 0.28 0.77 | 0.00 | 0.00 | 0.26 | 0.39 47
OA MLP reset | 0.47 0.59 0.87 | 0.51 | 0.43 | 0.54 | 0.61 | 117
MLP reuse | 0.45 0.64% | 0.88 | 0.55 | 0.48 | 0.61 | 0.67 | 94
LR 0.51 0.54 0.86 | 0.47 | 0.35 | 0.49 | 0.54 39
TEST (U = 43) | MC MLP reset | 0.25 0.19 0.95 | 0.00 | 0.00 | 0.00 | 0.00 46
MLP reuse | 0.19 0.51 0.96 | 0.36 | 0.22 | 0.45 | 0.55 45
LR 0.21 0.43 0.96 | 0.26 | 0.14 | 0.36 | 0.45 31
R1 MLP reset | 0.22 0.22 0.96 | 0.08 | 0.02 | 0.01 | 0.01 51
MLP reuse | 0.22 0.23 0.96 | 0.15 | 0.03 | 0.00 | 0.00 45
R2 MLP reset | 0.28 0.30 0.95 | 0.00 | 0.00 | 0.24 | 0.33 50
MLP reuse | 0.27 0.31 0.95 | 0.00 | 0.00 |0.24 | 0.34 47
OA MLP reset | 0.21 0.31 0.96 | 0.10 | 0.09 | 0.20 | 0.19 | 118
MLP reuse | 0.18 0.54% | 0.96 | 0.34 | 0.31 | 0.50 | 0.57 | 109
LR 0.21 0.42 0.96 | 0.24 | 0.13 | 0.34 | 0.41 39
R BEST (U = 49) | MC MLP reset | 0.37 0.37 0.91 | 0.20 | 0.19 | 0.24 | 0.29 | 100
MLP reuse | 0.31 0.38° | 0.93 | 0.21 | 0.19 | 0.26 | 0.30 84
LR 0.93 0.26 0.76 | 0.13 | 0.12 | 0.13 | 0.15 | 120
R1 MLP reset | 0.32 0.21 0.88 | 0.10 | 0.07 | 0.01 | 0.00 | 106
MLP reuse | 0.30 0.21 0.89 | 0.10 | 0.07 | 0.00 | 0.00 87
R2 MLP reset | 0.68 0.25 0.87 | 0.00 | 0.00 |0.08 |0.28 | 104
MLP reuse | 0.61 0.26 0.89 | 0.00 | 0.00 | 0.08 | 0.33 88
OA MLP reset | 0.34 0.37 0.92 | 0.19 | 0.19 | 0.24 | 0.30 | 278
MLP reuse | 0.37 0.36 0.92 | 0.20 | 0.19 | 0.22 | 0.25 | 219
LR 0.89 0.25 0.73 | 0.10 | 0.10 | 0.14 | 0.19 | 109
TEST (U = 41) | MC MLP reset | 0.23 0.44 0.96 | 0.27 | 0.26 | 0.33 | 0.40 | 130
MLP reuse | 0.22 0.45° | 0.96 | 0.27 | 0.26 | 0.35 | 0.41 99
LR 0.69 0.30 0.83 | 0.13 | 0.11 | 0.17 | 0.23 | 156
R1 MLP reset | 0.19 0.25 0.95 | 0.18 | 0.10 | 0.03 | 0.00 | 132
MLP reuse | 0.18 0.23 0.95 | 0.17 | 0.04 | 0.00 | 0.00 | 103
R2 MLP reset | 0.30 0.28 0.95 | 0.00 | 0.00 |0.14 |0.33 | 130
MLP reuse | 0.29 0.31 0.95 | 0.00 | 0.00 | 0.15 | 0.46 | 97
OA MLP reset | 0.21 0.44 0.96 | 0.24 | 0.24 | 0.34 | 0.42 | 303
MLP reuse | 0.21 0.44 0.96 | 0.25 | 0.26 | 0.33 | 0.42 | 240
LR 0.65 0.29 0.81 | 0.09 | 0.11 | 0.18 | 0.28 | 123

a — Statistically significant when compared with MC reset and LR.
b — Statistically significant when compared with OC reset and LR.
¢ — Statistically significant when compared with MC LR.
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3 Results

We tested two types of datasets (C and R), two types of traffic (BEST and
TEST), three ordinal methods (MC, R1/R2, OA), two MLP learning modes
(reset, reuse) and a LR baseline model. Table 3 shows the obtained average rolling
window classification results. Overall, the best learning algorithm is MLP reuse,
which tends to produce the highest MF'1 values, often with statistical significance
when compared with MLP reset or LR, model. When compared with LR, MLP
reuse presents an MF1 improvement that ranges from 7 to 15% points. The reuse
learning always requires less computational effort when compared with the reset
mode. As for the ordinal methods, the multi-class (MC) and k — 1 OA achieve
the best overall MLP reuse results, with slight F1-score differences. In general,
the regression ordinal scales (R1 and R2) produce worst Fl-score results. Only
in two cases (R BEST and TEST), R2 obtained the best Fl-score for the “high”
conversion class (V5). The kK — 1 OA method requires more computation than
the MC approach. Yet, we note that in this work we used one processing core
for each model, thus the OA effort could by substantially reduced if k£ — 1 cores
were used to fit each of its individual binary models.

4 Conclusions

In this paper, we used big data from a mobile marketing company. The goal was to
predict the type of conversion rate (CVR) when an user clicks an ad, set in terms of
five ordinal classes. Using a realistic rolling window validation, we compared three
main ordinal methods (multi-class — MC, regression — R1/R2 and k — 1 ordinal
approach — OA) using two deep learning approaches (offline — MLP reset; and
online — MLP reuse) and a logistic regression (LR) model.

The best results were achieved by the MLP reuse model and the MC and
OA approaches. Such model is capable of real-time predictions. For instance, the
5,000 predictions for the C BEST MC setup require 42 s, which results in an
average 8 ms per prediction. Interesting results were achieved for the collected
(C) datasets, with most F1-scores above 50%, macro F1-scores of 64% and 54%,
as well as a low MAEO error (lower than 0.5). As for the realistic (R) datasets
(with lower amount of conversion cases), while low MAOE errors where obtained
(e.g., lower than 0.30), the individual F1-scores are lower when compared with
the collected datasets, resulting in an average macro Fl-score of 38% and 45%.

Considering all obtained results, we recommend the MC MLP reuse model,
which requires the training of just one classifier and is capable of real-time pre-
dictions. This model is potentially capable of providing value to the analyzed
marketing company, since it currently does not have any method to estimate
the value level of a conversion. In particular, for TEST traffic the company uses
a random selection of ads, which produces much lower macro Fl-scores. For
instance, for the realistic TEST dataset, the random class assignment results
in an average macro Fl-score that is around 10%. In future work, we intend to
improve the realistic ordinal results by adopting a multi-objective (F1-score for
each class) evolutionary learning to train the MLP model [3].
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In the past couple of years, business organizations sought advantages over com-
petitors by utilizing data driven decision-making on every projects in their orga-
nizations. This is commonly known as organization’s data driven transformation.
In this research, data driven transformation is defined as a process where orga-
nization transforms its infrastructure, strategies, operational methods, technolo-
gies, or organizational behaviors to facilitate and encourage data driven decision-
making interactions. The aim of data driven transformation is to minimize no-
data decisions-making and to transform legacy information technology toward
modern data analytic enabled system. This process is a highly complex and chal-
lenging process involving not only technology but also human behaviors within
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on Property Graph
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Abstract. Data Driven Transformation is a process where an orga-
nization transforms its infrastructure, strategies, operational methods,
technologies, or organizational culture to facilitate and encourage data
driven decision-making behaviors. We defined a data driven network as
group/groups of people in an organization network working on com-
mon projects where making data driven decisions is necessary in the
project. One important problem in data driven transformation is how to
understand data driven behaviors in the network. Ability to model and
compute on a DDIG is crucial for understanding data driven network
behaviors. To this end, we modeled a data driven network as a prop-
erty graph, in which nodes represent users, projects, or data sources and
edges represent interactions between them. We termed this Data Driven
Interactions Graph and modeled on the Neo4j graph platform. A graph
model framework to represent data driven interactions such that a num-
ber of network properties can be computed from the proposed graph is
introduced. Finally, we discussed data utilization and data collaboration
behaviors of the social working network.

Keywords: Data Driven Transformation - Collaboration *
Utilization + Property graph - Social network analysis - Clustering -
Communities - Neo4j
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the process.
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Decisions-making driven by personal experiences are not necessary incorrect,
however it is often difficult to understand how the decisions had been made
without any explanation from the decision-makers. In a number of cases, reason
for decision-making is often resorted to gut feeling. Understanding how incorrect
decisions had been made could prevent organizations from repeating the same
mistake as it is often stated that those who do not understand the history are
deemed to make the same mistake. Companies such as Google and Amazon also
found that byproduct of data driven transformation is companies’ ability to learn
and understand from the behaviors patterns in the decisions-making.

The extant literature shown insufficient guidance to compute and evaluate
data driven behaviors such as collaboration and utilization or to model data
driven interactions in a network. Motivated by this research gap, we developed
a graph based computational framework coupled with social network theory to
facilitate model and compute data driven network properties of a given network.
We termed this data driven interactions Graph (DDIG) and modeled on Neo4j
platform. Ability to compute and model these activities allow organizations to
extrapolate data driven behaviors from its data driven network. In this paper,
we gave formal expressions for describing interactions between each node on the
graph. To identify clustering and communities of the data driven interactions
graph, we implemented triangle counting and clustering coefficient, betweenness
centrality, and label propagation algorithms using Neo4j graph algorithms. Col-
laboration and data utilization behaviors of the graph are then extrapolated
from these computed properties.

The rest of the paper is organized as follows. Related works is given in Sect. 2.
Data driven interactivity graph is presented in Sect. 3. Future works, and research
summary is discussed in the last section.

2 Related Works

Modeling human behaviors is not a simple consideration, and it is notoriously
difficult and more when the need to predict human behaviors is necessary [1]. We
have found a number of techniques that have been utilized in modeling human
behaviors [2] and many of these works are in the area of the probabilistic models
both relational and propositional types of models.

While there are a few works focusing on human work collaborations, we have
yet to find any in the area of data collaboration and data utilization. Wood [3]
provided a comprehensive discussion on theory of collaboration. Milojevié [4]
focused on investigating human work collaboration on researchers specifically
on how these researchers citing behaviors. Hsieh [5] focused on investigating
structural relation in to capture collaborative performance in a Public Service
Agency.

There are a number of theory in social network analysis such as collaboration
graph [6] which is a graph modeling some social network where the vertices
represent participants of that network (usually individual people) and where
two distinct participants are joined by an edge whenever there is a collaborative
relationship between them of a particular kind.
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Collaboration graphs are used to measure the closeness of collaborative rela-
tionships between the participants of the network. Some of the most well-studied
collaboration graphs are the Erdos collaboration graph [7], the Hollywood graph
or co-stardom network [8], and the Co-authorship graphs [9]. The Erdos col-
laboration graph is a collaboration graph of mathematicians joined by an edge
whenever they co-authored a paper together (with possibly other co-authors
present). These works have clearly demonstrated the potential of modeling data
driven interactions using graph theory.

Graph model coupled with social network analysis allow a more complete
data and users interactions investigation. One popular topic in social network
analysis is community detection. Communities, or clusters, are usually groups
of vertices having higher probability of being connected to each other than to
members of other groups, though other patterns are possible. There are a number
of works in community detection. Duch [10] focused is community detection in
complex networks using extremal optimization. It is possible that there can be
overlap community in a given graph, Yang’s work is in detection of overlap
community [11]. Another interesting work is presented by Leung on real-time
community detection in large networks [12].

3 Data Driven Interaction Framework

In this paper, we defined data driven interaction as an occasion when two or
more people or things on the same network communicate with or react to each
other while they are working on a common project. We interested in model
these interactions such that data collaboration and utilization of the network
can be evaluated. When view under this light, data driven interactions can be
investigated through social network analysis and graph theory to enable data
collaboration and utilization evaluation of the network.

A framework is a real or conceptual structure intended to serve as a support
or guide for the building of something that expands the structure into something
useful. The data driven interactions framework defines entities in the data driven
decision-making process, and defines interactions between entities.

The framework specifies three types of entities in data driven decision-making
process. First entity is the project, second is the users who are working on the
given project, and the third is the data sources utilized for the project. The
framework also specifies two types of data driven interactions between users and
users on the data. We give a data driven interactions framework as follows.

1. Interacting on Data (IoD): is the acts that users utilized the given sets of
data toward making informed decision such as exploring the data, extracting
the data, processing the data, and storing the data.

2. Interaction through Data (ItD): is the acts between two or more users col-
laborating through the given sets of data toward making informed decision
such as transfer of data between users, discussion on data with the others, or
request of data from the others.
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Data Driven Interactions Framework

Entities. Interactions

Inte i N o N -
-/ Jliarstions discussion  Requesting
Interacting . . 5
' ‘/ i o m -
/ Users /

Fig. 1. xx

The given framework put the scope of investigating data driven transfor-
mation directly on to the path of social network analysis where each user can
be represented as a node on a graph and interactions between users can be
represented as edges on a graph. Edge attributes can be used to express these
interactions (Fig. 1).

3.1 The Data Driven Interactions Graph Model

Data driven interaction is modeled as a labeled-property graph [13]. The term
property graph has come to denote an attributed, multi-relational graph. That
is, a graph where the edges are labeled and both vertices and edges can have any
number of key/value properties associated with them. A labeled-property graph
model is represented by a set of nodes, relationships, properties, and labels.
Both nodes of data and their relationships are named and can store properties
represented by key/value pairs. Nodes can be labeled to be grouped. The edges
representing the relationships have two qualities: they always have a start node
and an end node, and are directed; making the graph a directed graph. Relation-
ships can also have properties. This is useful in providing additional metadata
and semantics to relationships of the nodes. Direct storage of relationships allows
a constant-time traversal.

Assume that L is an infinite set of labels (for nodes and edges), P is an
infinite set of property names, V is an infinite set of atomic values, and T is a
finite set of datatypes (e.g., integer). Given a set X, we assume that SET+(X)
is the set of all finite subsets of X, excluding the empty set. Given a value v
€ 'V, the function type(v) returns the data type of v. The values in V will be
distinguished as quoted strings.

Definition 1. A Data driven Interactions graph is a tuple G = (N, E, p, A, 0)
where:

1. N is a finite set of nodes (also called vertices);
2. E is a finite set of edges such that E has no elements in common with N;
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3. p: E — (N x N) is a total function that associates each edge in E with a pair
of nodes in N (i.e., p is the usual incidence function in graph theory);

4. X: (NUE) — SET*(L) is a partial function that associates a node or edge
with a set of labels from L (i.e., A is a labeling function for nodes and edges);

5. 0: (NUE) xP — SETT(V) is a partial function that associates nodes or
edges with properties, and for each property it assigns a set of values from V.

Example N={nl, n2, n3, n4, n5, n6, n7, n8, n9, n10, nll, nl2, n13, nl4,

nl5, nl6, nl17, n18}
E={el, €2, €3, e4, eb, €6, €7, €8, 9, €10, ell, el2, el3, el4, el5, el5, el7, el8,
el9, €20}

(nl1) =User, (nl, fname) = “Paul”, (nl, Iname) = “Tread”

n2) ={User}, (n2, fname) = “Jean”, (n2, lname) = “Scot”

n3) ={User}, (n3, fname) = “Dan”, (n3, Iname) = “Zach”

nll) ={Project}, (nll, title) = “customer-engagement”

nl2) ={Project}, (nl2, title) = “customer-churn”

n13) ={Project}, (nl3, title) = “customer-care”

nl4) ={Project}, (nl4, title) = “new-product”
)

)
) = {work-on” }

)=ITD, (e21, interacts) = “taking”
)

3

=1ITD, (e22, interacts) = “sharing”

Fig. 2. Projects and employees collaboration graph
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(c) Betweeness Centrality (d) Label Propagation Community De-
tection

Fig. 3. Data driven interacts graph

Follow the given formal definition, a property data driven interactions graph
is illustrated in the Fig.2 implemented through cypher, Neo4j Desktop. While
some of the expressions are omitted in the example, it should be enough to
demonstrated how to construct a data driven interactions graph through prop-
erty graph model. In the next section, some of network properties that can be
utilized to explain data driven behaviors is given.

3.2 Data Collaboration and Data Utilization

Ability to compute, observe, and model DDIs graph enable organization to better
understand how decisions are made, and allow change managers to manage data
driven transformation in an organization effectively. For example, an increasing
or decreasing data driven interactions reflects and reveals state of data inter-
actions in the organization. In this research, data driven interactions graph is
modeled using Neo4j graph platform, and a number of data driven network
properties were computed using graph algorithms in Neo4;.

While a simple query can provide a quick glance at the state of data driven
interactions network as illustrated in Fig.3a, a number of network properties
can also be computed through graph algorithms. It is not our intention to illus-
trate all possible graph algorithms, we implemented a few algorithms in Neo4j
[14] that can be utilized to give us the standing of our data driven network.



74 W. A. Pongpech

Triangle counting/clustering coefficient algorithms, betweenness centrality, and
Label propagation community detection were computed through Neo4j Graph
algorithm. The results are shown in Fig. 3.

Figure 3b shown results of triangle counting and clustering coefficient com-
puted from the DDIs graph. The triangle counting is a community detection
graph algorithm that is used to determine the number of triangles passing
through each node in the graph. A triangle is a set of three nodes, where each
node has a relationship to all other nodes. Clustering coefficient is a measure of
the degree to which nodes in a graph tend to cluster together. Triangle count-
ing and clustering coefficient are directly proportion with collaboration in the
network.

The Betweenness Centrality algorithm is a way of detecting the amount of
influence a node has over the flow of information in a graph. Figure 3c shown
result of betweenness centrality of the given DDIs graph using betweenness algo-
rithm in Neo4j. It shown three main brokers on the given graph with the score
ranging from 6.5, 6.0. and 2.0 respectively. Given that nodes that most frequently
lie on these shortest paths will have a higher influence that the others, the given
graph shown that utilization and collaboration will have to be broker by these
three nodes. Also, the result also shown that most of the nodes on the graph do
have some influence in the data driven network.

The Label community detection is an algorithm for detecting communities
in networks. Figure 3d shown result of two main communities detected from the
given DDIs graph using label Algorithm in Neodj. It is also shown a number
of single node communities, which implied that number of nodes were not well
collaborated with the others on the data driven network. Table1 is given to
illustrate possible results that can be extracted from these graph algorithms.
For the purpose of illustration, collaboration and utilization scores are scaled
from 1 to 5 and others networks properties are given nominal scale of high,
medium, and low.

Table 1. Data driven collaboration and utilization evaluation.

DDIG C. Coeff | Triangle | Betweenness | Label Collaboration | Utilization
Graph-A | High High Medium Medium | 1 3
Graph-B | Low Low Low Low 1 1
Graph-C | High High High High 5 5
Graph-D | Medium | Low High Low 3 3

4 Summary

A large number of triangle counting and a high clustering coefficient imply a
dense data driven network. A dense data driven network is result of a good
collaboration, which a good data driven transformation should be aiming to
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achieve. To understand how collaboration in the data network manifested, it is
important to identify influential node/nodes in the network. Betweenness cen-
trality algorithm computes centrality weight that used to rank node’s influence
on the data driven network. Digging deeper into a dense data driven network
is the number of communities where the higher number of communities implies
possible more data utilization than the lower number of the communities. In
this, the Label propagation was used to compute the number of communities on
the data driven.

To this end, we concluded that data driven interactions can be modeled
using a graph modeling where its network properties can be computed using
graph algorithms. While the data used to model data driven interactions graph
composed of only a few nodes and edges and they are generated synthetically.
The results shown that the DDIs graph can be used to monitor collaboration
and utilization status of a given data driven network.
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Abstract. Many applications in the Industrial Internet of Things and
Industry 4.0 rely on large amounts of data which are continuously gener-
ated. The exponential growth in available data and the resulting storage
requirements are often underestimated bottlenecks. Therefore, efficient
dimensionality reduction gets more attention and becomes more relevant.
One of the most widely used techniques for dimensionality reduction is
“Principal Component Analysis” (PCA). A novel algorithm to determine
the optimal number of meaningful principal components on a data stream
is proposed. The basic idea of the proposed algorithm is to optimize the
dimensionality adjustment process by taking advantage of several “nat-
ural” PCA features. In contrast to the commonly used approach to start
with a maximal set of principal components and apply some sort of stop-
ping rule, the proposed algorithm starts with a minimal set of principal
components and uses a linear regression model in the natural logarithmic
scale to approximate the remaining components. An experimental study
is presented to demonstrate the successful application of the algorithm
to noisy synthetic and real world data sets.

Keywords: Principal Component Analysis + Adaptive dimensionality
adjustment - Stopping rule - Big data - Industry 4.0 - Industrial IoT

1 Introduction

Current developments in communication technology, data management and anal-
ysis, measurement technology and sensors as well as automation technology cre-
ate previously inconceivable possibilities to collect, process, analyze, and evaluate
large amounts of heterogeneous data. This represents a great opportunity and
a great challenge for the players in industry and science. These possibilities are
correlated with an increasing demand in computational efficiency and storage
[7]. Additionally, many industrial processes run continuously, requiring the use
of efficient algorithms for the online processing of data streams.
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In the field of data analysis with big data [13], dimensionality reduction meth-
ods are typically applied to reduce the set of attributes without loosing impor-
tant information. One of the most used approaches for dimensionality reduction
is “Principal Component Analysis” (PCA) [6,12]. PCA applies an orthonormal
transformation to transform a possibly correlated set of data into a set of lin-
early independent variables. High-dimensional patterns with n dimensions are
approximated by a lower-dimensional subspace of m dimensions IR* — R™. A
PCA model describes the subspace with m principal components (with m < n).
In the following, the n x m matrix W denotes the estimated normalized eigenvec-
tors w;, 7 =1,...,m of the data covariance matrix, with one vector per column.
These eigenvectors are identical to the principal components. The variance of the
projection of the data distribution on the i*" principal component w; is equal to
the eigenvalue A;. All eigenvalues \; are stored in a diagonal matrix A with a size
of m xm. An estimation of the remaining eigenvalues in the n —m minor eigendi-
rections is represented by the residual variance o2 ([11] p. 93). Additionally, a
center vector ¢ € IR" is required to center the PCA. This allows to represent
multivariate data only with the matrices W, A, the vector ¢ and o2.

When reducing the dimensionality of a data set, one has to define a stopping
rule to stop adding more dimensions to the PCA space than necessary. In the
following, state-of-the-art stopping rule approaches are reviewed, and it is shown
that they are not applicable to online PCA methods [2] operating on continuous
data streams. As a consequence, a novel approach to resolve the problem is
presented. Furthermore, the results from an experimental study are presented,
in which the proposed method is applied to noisy synthetic and real world data
sets.

2 Review of Stopping Rule Methods

Many researchers have proposed methods for choosing the optimal number of
meaningful principal components [4,9]. Some methods are heuristic, others sta-
tistical and different techniques often achieve different results. In the following,
some of the most commonly used stopping rules are reviewed and it is shown
why they are not applicable to online PCA. The set V = {A1,\a,..., A} is
used for further calculations. One criterion used to find the number of mean-
ingful components is the eigenvalue-one criterion [4]. With this approach, every
eigenvalue A > 1 is kept, while all eigenvalues below that threshold are discarded.
The output dimensionality

m=|{beV|b>1} (1)

depends on the number of eigenvalues greater than one. Even though there are
a number of problems associated with this criterion [10], it is still a commonly
used method in data analysis due to its simplicity. Another approach follows
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the idea to keep all eigenvalues \ above the average + >, Ai. The output

dimensionality !
1 n
m:\{beV|b>Ez>\i}| (2)
i=1

is the number of eigenvalues \ that are greater than the average. A similar app-
roach is to checked if an eigenvalue \ represents more variance than a predefined
precision 6 € [0,1] of the total variance. The resulting dimensionality

m:\{beV|b>9i)\i}\ (3)

counts every eigenvalue fulfilling the inequality. An alternative criterion is to
keep the minimal set of components that describe a certain amount of the total
variance. The optimal dimensionality

m:argrrlzin{ze{17...,n}|iAizgi)\i} (4)
i=1 i=1

is the smallest z that fulfills the above inequality. Please note that the eigenvalues
A; have to be sorted by size in descending order for this criterion.

All reviewed and many other stopping rule algorithms [9] require the training
of all n principal components before deciding how many are important for further
usage. Providing the full set continuously makes the presented stopping rules
unusable in online PCA. In the following, a novel approach is presented that
solves this problem for the stopping rules reviewed above.

3 Adaptive Dimensionality Adjustment

The proposed algorithm for adaptive dimensionality adjustment is intended to
enable the use of stopping rules in hierarchical online PCA. In order to avoid
the training of all n principal components, the approach takes advantage of the
natural PCA behavior. One characteristic of online hierarchical PCA models is
that the eigenvalues \; are naturally sorted in a descending order. Additionally, a
characteristic of real world data is that the variance is not evenly distributed, so
that only some attributes yield important variance and a major part is negligible.
The first characteristic is exploited by initializing the PCA output dimensionality
with mg = 2 and only train the two most important principal components. In
this way, the initial matrix size reduces to n x 2 for W and 2 x 2 for A. The
two principal components are trained with an online hierarchical PCA approach
[8]. In the following, an estimation of the remaining n — m eigenvalues has to be
obtained. For this, it is taken advantage of the second PCA characteristic. With
the assumption of a rapid decline in the eigenvalues A, a transformation into the
logarithmic scale enables the use of a linear regression model [5].
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Fig. 1. Application of the algorithm to an 8-dim artificial data set. The real eigenvalues
are represented by a star and the estimations by circles: (a—d) 1st step with m = 2;
(e—f) 2nd step with m = 4.

In order to estimate the remaining n —m eigenvalues, the trained eigenvalues
Xi (i € {1,...,m}) are first converted into log-eigenvalues A; = log (\;) with V'
being the set of log-eigenvalues (the tilde denotes logarithmic values). Based on
the log-eigenvalues XZ—, the slope « and the offset § of a linear regression model
in the logarithmic scale are calculated. The aim is to estimate the values of the
remaining n—m log-eigenvalues A\¥ = ai+ 3 (i € {m + 1,...,n}), where the star

denotes estimated values. The estimated log-eigenvalues A} are used to extend
the set V: U =V U {S\fn+17 ..., A%}, The set U is converted back to the non-log
domain by applying the exponential function, yielding the set U.

The process is illustrated in Fig. 1 for an eight-dimensional synthetic data set.
The sorted eigenvalues in normal and logarithmic scale are shown in Fig. la—b.
In the initial step with my = 2, the line of best fit is a simple line through
the two initial eigenvalues (Fig.1c) which are then transformed back into the
normal scale (Fig. 1d). Based on these reconstructions, the dimensionality m is
adjusted. The newly added eigenvalues (two in this example, thus m = 4) are
initialized with the linear regression model estimations and the eigenvectors with
a random orthonormal system. If the contribution of a principal components is
not needed to stay above the threshold, the dimension is discarded. The regres-
sion parameters are updated based on the extended set after a specific training
period (Fig. le-f).
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Algorithm 1. Online PCA dimensionality adjustment procedure
1. me—2,v<0

2: fori=1to N do

3: x «— random x € X C R"

4: W, A «— Ounline PCA(W, A, x,m) > [8]
5: if i > I then
6: if v ==0 then N
T a, 3 « Linear Regression(V)
8: U < Eigenvalue Estimation(c, )
9: m < Dimensionality Adjustment(U)
10: e i
11: else
12: ye—v-—1
13: end if
14: end if
15: end for

To provide a summarized explanation: The algorithm 1 picks a random data
point x € X C IR" in each training cycle N. Based on that, the hierarchical
PCA model parameters are updated [8] and the algorithm for dimensionality
adjustment is applied. However, in the beginning the first two principal com-
ponents are trained for I' training cycles, before dimensionality adjustment is
activated. Additionally, the dimensionality adjustment is stopped for 7y train-
ing cycles to train newly added components. With that, the presented stopping
rule approaches in Sect. 2 can be rewritten, depending on the already trained m
eigenvalues and the n — m reconstructions according to the line of best fit. In
case of the eigenvalue-one criterion, (1) can be rewritten

m=[{beU|b> 1} (5)

as an equation based on the extended set U. The same process is applied to
the approach of keeping all eigenvalues greater than the average (2). The total
variance Aiotrql = 2?21 YRS Z?ll Ai + 02 can be approximated by the already
trained m eigenvalues and the residual variance 2 [11]. This yields the output
dimensionality

1
m = ‘{b€U|b> ﬁAtotalH (6)
depending on the already trained m eigenvalues and the reconstructions on the

line of best fit. For the approach of keeping all eigenvalues greater than a pro-
portion € of the total variance, the output dimensionality becomes

m = |{b€U|b>9)\total}|~ (7)
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In the last case, the dimensionality

m=argmin {z| 3N +exp(d) Y exp(ai) = OAiotar | (8)

i=1 i=m+1

can be rewritten as an inequality depending on the already trained m eigenvalues
A; and the associated reconstructions expressed by the linear regression model.
The approach can represent all possibly occurring component distributions for
hierarchical online PCA. One extreme would be a fully symmetric data distribu-
tion with all dimensions yielding the same variance. A linear regression model
with a slope « of zero perfectly estimates the remaining principal components.
On the other hand, a distribution with all variance located in one dimension
is correctly estimated with a large negative slope «. In this way, a simple line
in a logarithmic scale can cover all possibly occurring eigenvalue distributions
in the normal scale. In the following, the approach for adaptive dimensionality
determination is applied to noisy synthetic and real world data.

Table 1. Dimensionality adjustment process over 100 repetitions with a varying 6 for
two different data sets.

Data set 0 Training cycle | Dimensionality | Optimal Maximum
mean =+ s mean £ s dimensionality | overshoot
Robot [1] 0.9 | 2317+ 1637 3+0 3 4
0.95| 654 £ 489 440 4 4
0.99| 207 +£51 5+0 5 3
Waveform [3] | 0.9 | 1278 &+ 553 33.2+1.2 33 6
0.95 | 1254 + 900 36.9+0.2 36 3
0.99| 535+ 68 39.9+0.3 40 1

4 Experimental Results and Analysis

This experiment aims at effectively adjusting the dimensionality for two medium-
dimensional data sets, based on the approach presented in Sect. 3. The first data
set contains ten-dimensional data n; = 10 about orientation, velocity and accel-
eration of a robot driving over a surface [1]. The second data set contains wave-
form data augmented by 19 dimensions which contain only gaussian noise with
uniform variance (overall: ng = 40 [3]). Both data sets are trained with the same
set of parameters!. As stopping rule criterion, (8) is chosen, due to its ability of
describing all kinds of eigenvalue distributions. The aim is to test the algorithm
with different accuracies 6 = {0.9,0.95,0.99}. The dimensionality adjustment
process is repeated 100 times, so that meaningful results are obtained.

! Parameter set: mo = 2, I' = 100, 70 = 10, N = 5000.
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Fig. 2. Dimensionality adjustment process averaged over 100 repetition: (a) shows the
average dimensionality adjustment m; for a real world data set [1]; (b) visualization of
the average dim. adjustment ms for waveform data [3].

The results are presented in Table 1. In case of the robot data set [1], the algo-
rithm was in all 100 repetitions, for all # able to estimate the correct final-state
dimensionality. The number of training cycles needed to estimate the final-state
dimensionality varied over the accuracy factor 6. With a higher # the mean
was smaller. For the noisy waveform data set [3], the correct dimensionality
was achieved in most but not all repetitions. The number of training cycles in
a repetition needed to reach the final-state dimensionality is comparable with
the results achieved for the robot data set. In Fig. 2, the averaged dimensional-
ity adjustment process is visualized for both data sets. It is shown (Fig.2a—b)
that the dimensionality immediately increases towards the desired dimension-
ality when the algorithm is activated after I' training cycles. It is noticeable
that the algorithm adds several dimensions at once, speeding up the adjust-
ment process and providing an advantage over the naive approach that simply
adds or removes a single dimension. The results prove the robust dimensionality
adjustment process with the proposed approach.
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5 Conclusion

Driven by the technological developments in the Industrial IoT and in Indus-
try 4.0, the further advancement of dimensionality reduction methods becomes
strongly relevant. The method suggested in this work makes a step into this
direction by enabling the use of stopping rules in hierarchical online PCA.

The algorithm exploits two “natural” PCA features, by starting with a mini-
mal set of principal components which is extended based on estimations made by
a linear regression model on log-eigenvalues. The proposed algorithm was tested
in an experimental study with noisy synthetic and real world data sets, proving
its robustness in dealing with noise. Furthermore, it is capable of adding many
principal components at once, with properly initialized eigenvalues, which gives
the algorithm a clear advantage compared to any naive dimensionality adjust-
ment approach which just adds and removes single dimensions. For the same
reason, the proposed algorithm is also compatible with various stopping rules.

In conclusion, the results achieved in this work suggest that the proposed
extension to stopping rule approaches enables the more efficient use of dimen-
sionality reduction for applications relying on high-dimensional data streams like
in the Industrial Internet of Things and related areas.

Acknowledgements. This work was supported by the EFRE-NRW funding pro-
gramme “Forschungsinfrastrukturen” (grant no. 34. EFRE-0300119).
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Abstract. Explainable Machine Learning is an emerging field in the
Machine Learning domain. It addresses the explicability of Machine
Learning models and the inherent rationale behind model predictions.
In the particular case of example-based explanation methods, they are
focused on using particular instances, previously defined or created, to
explain the behaviour of models or predictions. Counterfactual-based
explanation is one of these methods. A counterfactual is an hypothetical
instance similar to an example whose explanation is of interest but with
different predicted class. This paper presents a relevance metric for coun-
terfactual selection called sGower designed to induce sparsity in Decision
Trees models. It works with categorical and continuous features, while
considering number of feature changes and distance between the coun-
terfactual and the example. The proposed metric is evaluated against
previous relevance metrics on several sets of categorical and continuous
data, obtaining on average better results than previous approaches.

Keywords: Explainable Machine Learning - Example-based -
Counterfactuals - Decision Trees

1 Introduction

In recent years, black-box Machine Learning (ML) models are quickly gaining
popularity because of their ability to model complex data. This usually comes
at expense of interpretability. However, some application domains face a trade-
off between model performance and interpretability [5]. Model interpretability
limits Artificial Intelligence applications because of ethical concerns, such as
bias against minorities or high risk environments, and lack of trust due to users’
inability to understand model decisions [9].

Explanaible ML is a emerging field of ML which aims to make models inter-
pretable for humans. This would enable users to audit models, decreasing bias in
models and allow its usage in high risk environments. Example-based methods
have been intensively studied in the literature, and they are regarded as an effec-
tive method to provide explanations [1,10]. Examples are explained using other
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instances, by leveraging in the human capability to compare. In counterfactual-
based methods, an example is explained with the feature changes needed to flip
the outcome of the prediction.

In this paper, a novel relevance metric for selecting counterfactuals is pro-
posed in the context of Decision Trees models. The relevance metric, called
sGower, is a modified version of the Gower distance which induces sparsity. The
metric differs from previous approaches as it allows categorical and continuous
features while considering distance to the example to be explained.

The paper is structured as follows. Section 2 briefly introduces the Explain-
able ML field and explores related work. Section 3 addresses how counterfactuals
can be calculated in Decision Trees and introduces sGower, a relevance metric
for counterfactual selection. In Sect. 4, sGower is evaluated and compared with
other relevance metrics on several data sets. Finally, Sect. 5 summarises the arti-
cle and the obtained insights, and provides further research directions.

2 Related Work

ML explainability can be approached in two different levels, namely transparent
models and post-hoc interpretability. Figurel presents a taxonomy of explain-
able ML methods based on [10]. Transparent models, which are the opposite of
black-box models, refer to models that are considered interpretable due to their
simple structure such as Linear Regression, Decision trees or Rule-based systems.
However, transparent models become black-boxes as their number of parameters
grows [1,10]. On the other hand, post-hoc techniques try to explain trained ML
models. These include approximating a model using a surrogate model, calcu-
lating statistics using model internals, or explanations based on examples.

Explainable ML methods can be further classified based on its scope into local
and global interpretability. Global interpretability means that a model can be
fully understood at once [9]. This is often achieved by using transparent models,
or approximating the model globally by a simpler model, or through example-
based methods. On the other hand, local interpretability focuses on a region
of the input space (usually an example). By restricting the input space, the
decision surface of the model gets smoother. This allows providing approximate
explanations to predictions, even in black-box models. Local interpretability is
usually approached using local example-based methods or local surrogates, which
approximate a small region around an example [1,4,11].

The paper scope is limited to local example-based explanation, which uses
examples, previously defined or created, to explain a prediction. This explana-
tions work well when the example can be represented in a meaningful way. For
instance, images, text, and tabular data that can be summarised in few val-
ues [10]. Examples to explain instances can be calculated in different ways, and
they might have different meanings. Influential examples measure which are the
instances that affect the most to the prediction of a given example [7]. Prototypes
and criticisms compare the example to individuals which are representative in
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Fig. 1. A taxonomy of Explainable Machine Learning based on [10].

the data and individuals that are not well explained [6]. Counterfactual explana-
tions focus on describing what changes would an observation requires to change
the outcome to the expected outcome, often referred as foil class.

Counterfactual explanations are intuitive for people, as they resemble human-
thinking. They usually are stated as follows “If X had not happened, then Y
would not have occur”. Furthermore, when the required feature changes are few,
it is easier to understand than a full causal attribution [9]. Counterfactual expla-
nations have been used to explain local transparent models [1,4,12], which can
be surrogates, or black-box models [8]. They can also be classified as generating
exact counterfactuals [4,12] or approximate [1,8].

Counterfactual extraction methods usually generate more than one counter-
factual. However, users expect only one explanation, and iterate through them
if they do not meet their expectations. Therefore, it is necessary to sort coun-
terfactuals according to some relevance metric. Counterfactuals should involve
as few feature changes as possible and be close to the original example [10]. Fur-
thermore, the changes proposed should be feasible and coherent, for example,
a counterfactual for a diagnose system should not propose to change the age,
or to change the address in a credit-score system. In practise, these limitations
can not be addressed in a general framework and they are application and user
specific, as the features are handled without domain knowledge. Consequently,
counterfactual relevance is usually measured using number of feature changes
[4], distance between the example and the counterfactual, or both [8].

This paper focuses on counterfactual explanation for Decision Trees. Rele-
vance metrics for counterfactual trees have been previously proposed focused on
the number of feature changes [4]. However, the distance to the example to be
explained is not considered. Another relevance metric is based on L1 distance
[12], but this method has not been fully disclosed. Alternative metrics have been
also proposed (see, for instance, [8]), but they do not work with categorical fea-
tures (which is one of the strongest points of Decision Tree models). To address
these issues it is proposed a novel metric for computing counterfactual relevance
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able to handle numeric and categorical features, inducing sparsity, and consid-
ering distance to the example to be explained.

3 Counterfactual Generation and Selection

Let ¢ be a decision tree for a problem X € {x1,X3,...,X,} where x is a vector
of dimension d and y € {yo,--- ,yn} its associated label. Let z be the example
to be explained, § the predicted class and foil_class the expected class such
that § # foil_class. A decision tree is represented by a recursive node-based
structure. Let a node be defined by a 4-uple (I,,t, f), which represent the left
and right children, the split value and the split column. A child can be either a
node or a leaf. Let a leaf be characterised as the class it represents. Let leaves
be the set of all leaves in ¢. Let ¢ be the vector of changes defined by a vector of
dimension d, where ¢; contains the operation to update z;. Let 2’ be the result of
applying the vector of changes c to z. Finally, let C be the set of counterfactuals
for the example z in the decision tree t.

Counterfactuals can easily be extracted from decision trees. Notice that, given
an example z with predicted class g, then all the tree paths which end in a leaf
with class distinct to § are counterfactuals. In this context, a counterfactual
path, ending in leaf [, can be represented as the feature changes ¢ which make
z fall in [. The changes in ¢ depend on the feature type. In categorical features,
the change is either asserting a value (e.g., job = gardener) or not belonging
to a set of values (e.g., transportation & {car, plane}). On the other hand, in a
numeric feature ¢; represents a numerical value, which represents the difference
with respect to z;. If ¢; > 0 then the feature z; should be greater than ¢; + z;,
otherwise ¢; < 0 and the feature z; should be less than or equals to ¢; + z;.

The calculation of the vector of changes c is described in Algorithm 1. It
starts at the root node, with the change vector ¢ = I, where I represents the
identity operation, thus no change is performed. Given a node e, if e is a leaf
(e € leaves), then c is added to the set of resulting counterfactuals providing
that the class of e is equals to foil_class. Otherwise, the node conditional is
checked with check_split, which checks the conditional considering the changes
c. If the condition is meet, then the algorithm is called recursively with the node
e;, and with e, after having updated c to not meet the condition. On the other
hand, if the condition is not meet, the roles of ¢; and e,. are inverted, the method
is first called recursively with e,., and then e; after updating c.

A novel metric for computing the relevance of the counterfactuals is proposed.
The metric is derived from Gower distance [3] (see Eq. 1), useful for categorical
and real features. Gower distance works by computing a distance for each fea-
ture independently and then average the result over the number of features. The
distance used in each feature depends on the type of data, having as only require-
ment a range between 0 and 1. In this proposal, Gower is modified to induce
sparsity, thus penalising the number of changes in the counterfactual. As a result,
few large changes are preferred over many small changes, which make a coun-
terfactual explanation harder to understand. Given the set of feature changes
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Algorithm 1. node_counterfactuals

Require: (node, foil_class, z, ¢, leaves)

1. C—10

2: if node € leaves then

3: if nodeciass = foil_class then

4: C«+—c

5:  end if

6: else

7:  col =nodey

8:  if check_split(col,nodes, z,c) then

9: C = C Unode_counter factuals(nodey, foil _class, z, ¢, leaves)
10: ¢ = negate_split(col, nodey, z, ¢)
11: C = C Unode_counter factuals(node,, foil_class, z, ¢, leaves)
12:  else
13: C = C Unode_counter factuals(node,, foil_class, z, ¢, leaves)
14: ¢ = negate_split(col, nodes, z, c)
15: C = C Unode_counter factuals(nodey, foil _class, z, ¢, leaves)
16:  end if
17: end if

18: return C

F=A{1,...,d|z # z;} and being #F the number of feature changes, sGower is
defined as follows:

Y icr dist(zi, z7)

Gower(z,2') = y (1)

Pier dist(zi,2) o
14+d—#F

sGower lower bound is 0, when there are no changes the numerator is zero

and the denominator is greater than zero. The upper bound is d, when all features
are changed and its pairwise distances are equal to 1.

sGower(z,2') =

4 Experiments

The performance of the proposed metric is evaluated in two groups of experi-
ments. The first group of experiments focus on continuous features data sets,
whereas the second group focus on data sets containing both categorical and
continuous features. The data sets were randomly split into train (70%) and test
(30%), being the training set used to fit the decision tree and the test to gener-
ate counterfactuals. Continuous features were standardised in both experiments,
so as to provide meaningful distance comparisons between counterfactuals and
examples to be explained.

Given an example to be explained, all possible counterfactuals are generated
using Algorithm 1. Then, the counterfactual which minimises the relevance met-
ric with respect to the example is chosen. If more than one counterfactual get
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Table 1. Continuous features data sets results. Lower values are better. Best result
(excluding reference value) is in bold. m.c and m.d refers to minimum changes and
minimum distance respectively.

Data set Number of changes Distance

Gower | GS | m.c.|sGower |m.d. | Gower | GS |m.c.|sGower | m.d.

Breast_cancer|1.40 |1.381.001.39 1.44/1.39 |1.32 |1.85|1.39 0.68

Glass 1.14 |1.14 |1.00|1.12 1.14 |0.26 |0.42 |0.800.26 0.19
Tonosphere 1.39 |1.41 |1.18/1.38 1.39 10.53 |0.59 |1.36 |0.53 0.53
Iris 1.16 |1.19 |1.00|1.15 1.21 |0.53 |0.48/0.81|0.54 0.47

Transfusion |1.04 |1.06 |1.00|1.03 1.08 {041 ]0.39/0.53 0.41 0.07
Average 1.26 [1.23 |1.03|1.21 1.25]0.62 |0.64 |1.07 0.62 0.38

the best relevance, the counterfactual generated by the leaf closest to the leaf
of the example is selected. The distance between the leafs is measured as the
number of edges between them. The presented results are the average over all
the counterfactuals generated for each relevance metric.

In the continuous features experiment, five data sets from UCI repository
were used [2]. These data sets contain between 4 and 34 features, and the num-
ber of observations range from 150 to 569. The counterfactuals are evaluated
according to the number of feature changes and L1 distance with respect to the
example. This evaluation is performed separately. The goal is to select the coun-
terfactuals with fewer feature changes and as close as possible to the example.

The relevance metrics evaluated are sGower and Gower, using the Euclidean
distance for continuous features (normalised to be from 0 to 1), the absolute pair-
wise distance scaled by the inverse of the median absolute deviation as proposed
by [8] (GS), minimum changes which selects the counterfactual with fewer fea-
ture changes [4], and minimum distance which selects the counterfactual which
is closer according to L1 distance. The performance values for the methods mini-
mum changes and minimum distance are the best possible for number of changes
and L1 distance, respectively. Results are reported in Table 1.

sGower outperforms GS on average in both number of changes (1.21 vs. 1.23)
and minimum distance (0.62 vs. 0.64), and performs better than Gower in num-
ber of changes (1.26) while obtaining similar results in minimum distance (0.62).
Furthermore, sGower perform better than minimum number of changes and min-
imum distance in the complementary task. As an example to illustrate the pro-
posed method, a counterfactual for the transfusion data set is obtained [13]. The
data set contains 4 variables: months since last donation (Recency), total num-
ber of donation (Frequency), total blood donated in cc. (Monetary), months since
first donation (Time) and the target variable that indicates whether the person
donated (or not) blood in March 2007. The example to be explained was classified
as donation in March 2007 with attributes: Recency 2 months, Frequency 50, Mon-
etary 12500 and Time 98. In this case, the counterfactual explanation will focus
on the changes required to classify the individual as no donation. SGower and GS
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counterfactuals change suggest to reduce Monetary to less than 1125, minimum
number of changes to reduce Frequency to less than 25 and minimum distance to
increase Recency to more than 6.5.

In the categorical and continuous feature experiment, the ability of sGower
to handle categorical data is tested. The counterfactual will be evaluated using
number of changes and Gower distance will be used to measure the distance
between the counterfactual and the example. Gower will be parametrized similar
to sGower, simple matching for categorical features (0 if the values are equals,
and 1 otherwise) and the Euclidean distance for continuous features (normalised
to be from 0 to 1). This experiment will use 3 data sets from UCI repository.
The results are reported in the Table 2.

Table 2. Categorical and continuous features data sets results. Lower values are better.
Best result (excluding reference value) is in bold. m.c and m.d refers to minimum
changes and minimum distance (Gower) respectively.

Data set Number of changes | Distance

m.d. | m.c. | sGower | m.d. | m.c. | sGower
Credit 1.88 | 1.10 | 1.33 0.86 | 0.88 | 0.87
Credit_aus 2.96 | 1.01 |1.14 0.81 |0.82 | 0.81
Thyroid-disease | 1.80 | 1.00 | 1.76 0.10 | 0.14 | 0.10
Average 2.21 |1.03 | 1.41 0.59 | 0.61 | 0.60

sGower outperforms alternative methods excluding the reference score. In
addition, the comparison between Gower and sGower shows that sGower is able
to introduce sparsity without heavily penalising the distance to the example.

5 Conclusions

In this paper, sGower, a relevance metric for counterfactual selection has been
proposed. It considers the distance between counterfactual and original example
and number of changes, while being able to handle categorical and continuous
features. The sGower metric was evaluated against previous metrics in data sets
with continuous features, and continuous and categorical features. The evalua-
tion, averaged over all test instances of each data set, included distance between
the counterfactual and the example, and number of changes.

The proposed sGower metric performs better on the continuous, and con-
tinuous and categorical experiments compared to previous relevance metrics.
However, the relevance might not correlate with the ability of the users to under-
stand an explanation, as they only maximise its desirable properties. In addition,
the ability to understand explanations strongly depends on users’ domain, skills
and background. For this reason, general relevance metrics are only useful as
prototypes which can be adapted to the domain and public.
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sGower relevance metric has been tested only with the desired properties
of a counterfactual explanation. Future work will include a user-oriented study
to asses the quality of the explanations. This study should measure how coun-
terfactual explanations among the different relevance metrics support users in
decision making and transparency [1]. Further, future enhancements will con-
sider restrictions and weight support in counterfactual changes. Restrictions in
changes will prevent generating counterfactual changes that does not make sense
in the domain. For example, a diagnose system that suggests a gender change
to reduce the likelihood of having a disease. In such case, the gender might be a
risk factor, but not the cause. On the other hand, weight support will enable to
weight more those changes that are more expensive according to the domain.
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Abstract. A novel binary classifier based on nearest centroid neigh-
bours is presented. The proposed method uses the well known idea
behind the classic k-Nearest Neighbours (k-NN) algorithm: one point
is similar to others that are close to it. The new proposal relies on an
alternative way of computing neighbourhoods that is better suited to the
distribution of data by considering that a more distant neighbour must
have less influence than a closer one. The relative importance of any
neighbour in a neighbourhood is estimated using the SoftMax function
on the implicit distance. Experiments are carried out on both simulated
and real data sets. The proposed method outperforms alternatives, pro-
viding a promising new research line.

Keywords: Nearest Neighbours - Classification + Nearest Centroid
Neighbourhood - Parameter selection - Similarity measure

1 Introduction

The k-Nearest Neighbours (k-NN) algorithm is a basic method that assigns the
most frequent class label among the £ training points closest to the target point.
The main idea of assigning a value based on the most similar points fits into the
human thought of constant search for similarities between objects to compare
them. Because of this and its computational simplicity, it is widely used in
Machine Learning, Pattern Recognition or Data Mining algorithms.

The k-NN setting parameters are the number of neighbours and the distance
function. However, some other factors should be considered in order to evalu-
ate the performance of the method: the size and shape of the neighbourhood,
determined by the way it is computed; the number of neighbours, caused by the
choice of k; the similarity among neighbours, determined by the chosen distance;
and finally, the relative importance of a neighbour, class, or feature.

In this paper, it is presented a classifier built by using the information from
all these factors. The method is named wk-NCN, weighted k-Nearest Centroid
Neighbourhood. A novel way of calculating neighbourhoods based on centroids
is used. Thus, a method for calculating an adaptive neighbours to the data
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distribution is provided. Furthermore, the well-known SoftMax function, on the
implicit distance, is used to estimate the proper weight of each neighbour.

The rest of the paper is structured as follows. Some of the related k-NN
improvements are presented in Sect.2. Section 3 addresses the fundamentals of
the proposed wk-NCN classifier. The experiments and results for simulated and
real data sets are detailed in Sect.4. Section5 concludes and provides future
guidelines.

2 Related Work

The analysis and improvements of the k-NN method has been object of study
since it was firstly proposed by Cover and Hart in 1967 [3]. In this section, a brief
review on some of the variations of the original algorithm is presented, specially
focused on the relevant factors regarding the performance of the algorithm: the
size and shape of the neighbourhood, the distance metric, and the importance
of a neighbour, class or feature.

One of the main issues of k-NN is the selection of the k parameter. That
is, how to define the best number of neighbours for classification tasks. Many
authors have proposed methods for finding the optimal £ in different contexts.
One of the most relevant and used contribution is the optimal £ by Silverman
[11]: & = n*/ (%) where n is the sample size and d is the number of features in
the data set. In the same way, Ghosh [6] uses Bayesian methods to estimate k as
opposed to the classical cross-validation and likelihood cross-validation. Jaiswal,
Bhadouria and Sahoo [9] present an automated parameter selector guided by
Cuckoo search, in which k& and the distance metric among four usual metrics,
are optimised together by a meta-heuristic method.

Beyond a search for common distance metrics, many other flexible or adapt-
able metrics can be designed, such as the proposed by Hastie’s and Tibshirani
[7]. In order to create searching methods for adaptive parameters, Hulett, Hall
and Qu [8] build an automatic selection of neighbouring instances as defined by a
dynamic local region. Zhang et al. [12] propose the S-£-NN algorithm, which uses
the reconstruction of the correlation between test samples and training samples
in order to automatically calculate the optimal k for any test sample.

Adaptive methods based on building neighbourhoods dependent on the data
distribution have been developed. For instance, Chaudhuri [2] proposes a new
definition of neighbourhood to capture the idea that the neighbours should be
as near to the target point and as symmetrically placed around it as possible.
This method has been called Nearest Centroid Neighbourhood (NCN). Under
this definition of neighbourhood Garcia et al. [5] developed the kNCN model for
regression tasks.

Finally, a remote neighbour should have less influence than a nearby neigh-
bour on the decision for a test point. This idea has been theoretically proven by
Samworth, Richard et al. [10] and developed by Biswas et al. [1].

The proposal presented in this paper is based on these two ideas: to build a
data distributed based neighbourhood, and to differently weight the neighbours
according to their distance to the point of interest. It is possible to obtain a
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method that adapts to the data distribution by using the neighbourhood def-
inition proposed in [2]. In addition, the effect of the nearest neighbours can
be weighted in an effective way to create the weighted Nearest Neighbourhood
method by using the SoftMax function.

3 Method

Let X = {(z1,72,...,7,) | ; € R} be the set of training data points and
y={(y1,¥Y2,---,Yn) | yi € {0,1}} the set of its corresponding class labels. Let
Ni(S,p) be the k-neighbourhood of a point p in a data set S, that is, the k
points in S nearest to p.

3.1 The k-NN and k-NCN classifiers

The main idea behind the k-NN classifier is quite simple: to estimate the proba-
bility of a class as the proportion of points in the neighbourhood of a point that
belong to that class. It is formalised as follows. Given a training data set X, a
positive integer k and a new point to be classified p, the k-NN classifier iden-
tifies the k neighbours in the training data set that are nearest to p: Ni(X,p).
Then, the conditional probability of class j € {0,1} can be estimated using the
following equation:

. 1 .
Ply=jlX=p)= > Iyi=1) (1)
1€ENL(X,p)

The k-NCN method (first presented in [2]) is also based on the neighbourhood
of a point, dependent on a parameter k. However, the neighbourhood is based
on centroids calculation. Thus, the set of £ neighbours whose centroid is closest
to the point p is selected. Following [2], the class label will be estimated as
indicated in Algorithm 1. The input of Algorithm 1 are the training data, X =
{x1,22,..., 2z}, the number of centroid neighbours k, the distance metric (Dist)
to compute the similarity between points, and the target point p whose class will
be estimated. The output is the radius that defines the neighbourhood around
the target point p.

The intuition behind the calculation of k-NCN is to establish a symmetry
within the neighbourhood with respect to a point p and to preserve the closeness
of the points contained in such neighbourhood. This intuition is confirmed during
the second iteration of the while loop in Algorithm 1, since the second neighbour
is not the second nearest neighbour. Instead, the algorithm selects a point in a
direction diametrically opposite to the first neighbour with respect to p. Thus,
advantages over the k-NN method are achieved.

In low-density areas of the data set, the neighbourhood are quite bigger than
the obtained using the classic nearest neighbourhood. In high-density areas the
neighbourhood radius is roughly the same in both methods. These issues are
shown in Fig. 1.

Once the neighbourhoods are computed, it is possible to estimate the condi-
tional probability of class in the same way as in the £-NN method (Eq. 1).
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Algorithm 1. Nearest centroid neighbours
Input: (X, k,p, Dist)

Output: r

1: Q90

2: q1 «— findNN(X,p) > g1 is the nearest neighbour
3Q—aq

4: KXouz — X — {QI}

5: r < Dist(q1,p)
6
7
8
9

g1
. while j < k do
j—i+1
dist-min «— oo
10: for all z; € X,u, do

11: M — computeCentroid(Q U {z;})

12: if Dist(M,p) < dist_min then

13: qj — T

14: dist_-min «— Dist(M, p) > update minimum distance
15: Q< Qu{g}

16: r < max(r, Dist(q;, p)) > update the radius when needed

17: Xauz — Xauwe — {45}

3.2 wk-NCN classifier

The advantages of the k-NCN method over k-NN method could be a drawback in
some situations. Notice that, when the neighbourhood is very wide, there could
be points far from the target that contribute too much to the estimation of the
class probability. One way to reduce this effect is to weight the contribution
of each neighbour depending on the distance to the target. In this paper, it is
proposed to incorporate this weighting by using the SoftMax function, defined
as follows:

o:RT = 0,117

e®i

B Z?:l et

Thus, the estimation of the conditioned probability of a point is:

o(z); i=1,2,....T

—llzi—pll2
. € .
Pu=iX=n= 3 > Tt 1 =J) 2)
IEN (X,p) “1ENK(X,p)
where || - ||2 defines the L? — norm. The wk-NCN method computes the nearest

centroid neighbours as indicated in Algorithm 1, and estimates the probability
of class using Eq. 2. Thus, the neighbourhood depends on the distribution of the
data set and the neighbours are weighted based on their distance to the point of
interest. The weights decrease exponentially with respect to the distance between
each neighbour and the target point.

4 Experiments and Results

The performance of the proposed method is first evaluated on simulated data
sets. Then, its relative performance regarding alternative methods is estimated
on a battery of real data sets.
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(a) Low density neighbourhood (b) High density neighbourhood

Fig. 1. Nearest Centroid neighbours examples. Comparison between high and low den-
sity areas. The figure shows the computed neighbourhoods by 3-NCN method of two
example points. The two colours in the plot represents the category labels. Within each
neighbourhood, the points marked are the 3 Nearest Centroid Neighbours, that define
the neighbourhood.

4.1 Simulated Data

Three different scenarios are considered: separated binary classes, overlapped
binary classes, and highly overlapped binary classes. Thus, three binary clas-
sification data sets are generated using two bivariate normal distributions. In
the first scenario, two separated classes are considered: N (u; = 0,0; = 0.5)
and M(u; = —2,0; = 0.5), respectively. In the second scenario, two over-
lapped classes are considered: N'(u; = 0,0, = 0.5) and N(p; = —1,0; = 0.5),
respectively. In the third scenario, two highly overlapped classes are considered:
N(pi =0,0; =0.5) and N (p; = —0.5,0; = 0.5), respectively.

With the settings, 150 samples of each class are generated for each exam-
ple. In addition, 100 simulations are performed on each scenario. The methods
wk-NCN, k-NCN and the classical k-NN are tested. In order to measure the
error the leave one out evaluation method was considered. The average rate of
misclassification over all simulations was calculated for each k € {1,...,20}. As
expected, in the scenario of separate classes the errors of the three methods are
zero. But in the other two scenarios the methods wk-NCN and k-NCN outper-
form the £-NN for the same k-value as shown in Fig. 2. Given the normality of
the generated data, there are no significant differences between the wk-NCN and
k-NCN methods.

4.2 Real Data

In this experiment, the performance of the methods presented in the previous
section is evaluated on real data sets obtained from the UCI repository [4]. A
description of these data sets is detailed in Table1. Each data set has been
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Fig. 2. Performance (proportion of misclassified instances) of the wk-NCN and alter-
native methods for simulated data sets.

divided into two sets: training set (70%) and test set (30%). Training sets are
used to fit the models, and test sets are be used to evaluate the performance of
the models.

The proposal, wk-NCN with k parameter selected by leave one out, is com-
pared to six alternative methods: k-NCN and k-NN with k& parameters selected
by leave one out; k-NN where the parameter k is the optimal value proposed
by Silverman, k-NN with k£ equals 1, that is 1-NN; Decision Tree and Random
Forest models. Table 2 details the classification errors on the test sets for all the
trained models.

Notice that the proposed wk-NCN method obtained better or equal results
than the £-NCN method for all the considered data sets. Additionally, a model
raking is built in order to achieve global summary of the results. For each data
set, each model is scored according to its error in a bottom-up way. That is,
the model with the smallest error has 1 point, the next one has 2 points, etc.
Therefore, the lowest score is the best model. Figure 3 shows the average and

Table 1. Data sets summary

Data set Samples | Features
Tonosphere 351 34
Mammographic 961 6
Congressional voting records 435 16
Breast cancer wisconsin (Diagnostic) 569 32
Banknote authentication 1372

Blood transfusion service center 748
Connectionist (Sonar, Mines vs. Rocks) | 208 60
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Table 2. Real data sets test errors (proportion of misclassified instances). Best results
in bold for each data set.

Method Test errors
Mammographic | Ionosphere | Congressional | Breast | Banknote | Blood | Connectionist
wk-NCN 0.217 0.151 0.100 0.041 |0.000 0.213 | 0.206
k-NCN 0.229 0.151 0.100 0.053 |0.000 0.227 | 0.206
k-NN (k-loo) 0.229 0.151 0.100 0.029 |0.002 0.253 | 0.206
k-NN (k-Silverman) | 0.225 0.151 0.086 0.035 |0.015 0.209 | 0.206
1-NN 0.245 0.151 0.100 0.053 |0.002 0.316 |0.206
Decision tree 0.257 0.104 0.014 0.089 |0.034 0.262 | 0.397
Random forest 0.233 0.085 0.014 0.029 |0.005 0.284 |0.333
WkNCN L 2
kNCN @
kNN (k-loo) @
kNN (k-Silverman) L
1nn L
Decision tree ®
Random forest L
2 3 4 5

Rank

Fig. 3. Average rank and confidence interval for the proposed and alternative methods.

standard deviation for the rank of each method when all the data sets where
considered. It is observed that the wk-NCN method obtains the best overall
score, followed by the k-NN with k& parameter selected by Silverman method.
A hypothesis test to evaluate the differences among the methods is performed.
The null hypothesis is that the alternative methods obtain lower error than
the proposed one. The wk-NCN method statistically outperforms k-NCN, k-NN
(k-loo), 1-NN (p-value < 0.01) and Decision Tree methods (p-value < 0.1).

5 Conclusions

This paper presents the weighted Nearest Centroid Neighbourhood method for
binary classification. It is based on an alternative version of neighbourhood,
that establish a symmetry within the neighbourhood with respect to the target
point. Furthermore, the number of neighbours varies according to the distribu-
tion around the target point. The SoftMax function is used to weight the effect
of each neighbour according to the implicit distance to the target.

The experimental results show that the wk-NCN outperforms some of the
alternative methods. In particular, the proposed method equals or improves all
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k-NCN experiments. This suggests that weighting the distances by the SoftMax
function is effective. This opens the research line to look for other metrics to
weight the effect of neighbours according to their distance.

Although wk-NCN is adaptable to the distribution of the data, this could
be improved by considering two factors. First, a constant radius is generated
for each neighbourhood. Therefore, an adaptive version of the neighbourhood
should be explored without losing the useful symmetry structure provided by
the method. Furthermore, the number of neighbours in the neighbourhood is
inherently variable in this method. Therefore, when creating neighbourhoods,
an adaptive k£ will be a natural variation.
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Abstract. Context: Conducting experiments is central to research
machine learning research to benchmark, evaluate and compare learning
algorithms. Consequently it is important we conduct reliable, trustwor-
thy experiments.

Objective: We investigate the incidence of errors in a sample of machine
learning experiments in the domain of software defect prediction. Our
focus is simple arithmetical and statistical errors.

Method: We analyse 49 papers describing 2456 individual experimen-
tal results from a previously undertaken systematic review comparing
supervised and unsupervised defect prediction classifiers. We extract the
confusion matrices and test for relevant constraints, e.g., the marginal
probabilities must sum to one. We also check for multiple statistical sig-
nificance testing errors.

Results: We find that a total of 22 out of 49 papers contain demonstra-
ble errors. Of these 7 were statistical and 16 related to confusion matrix
inconsistency (one paper contained both classes of error).
Conclusions: Whilst some errors may be of a relatively trivial nature,
e.g., transcription errors their presence does not engender confidence. We
strongly urge researchers to follow open science principles so errors can
be more easily be detected and corrected, thus as a community reduce
this worryingly high error rate with our computational experiments.

Keywords: Classifier - Computational experiment - Reliability + Error

1 Introduction

In recent years there has been a proliferation in machine learning research and
its deployment in a wide range of application domains. The primary vehicle for
evaluation has been empirical via experiments. Typically an experiment seeks to
assess the behaviour of learning algorithms over one or more data sets by varying
the treatment and examining the response variables, e.g., predictive performance
and execution time. Unfortunately, a challenge has been to construct a consistent
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or even coherent picture from the many experimental results. For instance, in
software defect prediction, a major meta-analysis of results found that the single
largest determinant of predictive performance was not the choice of algorithm
but which research group undertook the work [17].

As a side effect of a recent systematic review of supervised and unsuper-
vised classifiers [13] conducted by three of the authors (NL, MS and YG), we
observed quality problems with a surprising proportion of studies when trying
to reconstruct confusion matrices in order to obtain comparable classification
performance statistics. These involved violations of simple integrity constraints
regarding the confusion matrix such as marginal probabilities not summing to
one [4]. One likely driver for these kinds of errors is that computational exper-
iments can be extremely complex, involving data pre-processing, feature subset
selection, imbalanced learning, complex cross-validation design and tuning of
hyper-parameters over many, often large, data sets.

In this study we explore the phenomenon of simple arithmetical and sta-
tistical errors in machine learning experiments and investigate one particular
domain of classifying software components as defect or not defect-prone. This
is an active and economically important area. For overviews see [6,10]. Note
we do not consider the more complex challenges of appropriate experimental
design and analysis [11] nor the ongoing debate concerning the validity of null
hypothesis significance testing (NHST) [7].

The remainder of this paper is organised as follows. The next section provides
some background on error checking in experiments. We then summarise how
our data were extracted from a systematic review comparing unsupervised and
supervised learners in Sect. 3. Next, in Sect.4 we explain how we checked for
errors and the outcome of this analysis. We conclude with a discussion of the
significance of our findings, possible steps the research community might adopt
and suggestions for further work.

2 Background

For some time, researchers have expressed concerns about the reliability of indi-
vidual experiments [9] from a range of causes including simple errors. Brown
and Heathers [5] analysed a series of empirical psychology studies for simple
arithmetic errors e.g., if there are 10 participants, a proportion could not take
on the value of 17%. They entitle their method granularity-related inconsistency
of means (GRIM) and found that of 71 testable articles around half (36/71)
appeared to contain at least one inconsistent mean.

An alternative approach is presented by Nuijten et al. [15] who provide an R
package to assist in the checking of inferential statistics such as x?, ANOVA and
t-tests. However, their automated procedure requires the reporting of inferential
statistics using the APA format which is not commonplace in computer science.
Nevertheless it is sobering to note that in their analysis of 250,000 p-values
from psychology experiments, half of all published papers contained at least one
p-value that was inconsistent with its test statistic and degrees of freedom. In
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12% of papers the error was sufficient to potentially impact the statistical con-
clusion.

More specific to experiments based on learning classifiers is the work by
Bowes et al. [4] to reverse engineer the confusion matrix! from partial informa-
tion, and check the satisfaction of various integrity constraints. This has been
extended and applied by Li et al. [13].

This paper integrates the Li et al. [13] analysis with an additional category
of error relating to performing multiple NHSTs without correction of the accep-
tance threshold, usually denoted o and conventionally set to 0.05. However,
NHST with multiple tests becomes problematic [1]. When many tests are made,
the probability of making at least one Type I error amongst the comparisons
grows linearly with the number of tests. Since some experiments make many
tens or even hundreds of comparisons and rely on NHST as a means of infer-
encing this is a very real threat to experimental validity. Therefore a correction
should be made to the a acceptance threshold. The best known, though conser-
vative, method is the Bonferroni correction which is &’ = «/n where n is the
number of tests or comparisons. More modern approaches include Benjamini-
Hochberg which controls for the false discovery rate [3] and the Nemenyi post
hoc procedure [8].

3 Systematic Review

In a systematic review of studies comparing the performance of unsupervised
and supervised learners, we (LN, MS and YC) identified 49 relevant studies that
satisfy the inclusion criteria given in Table1. An extended description can be
found in [13]. The conduct of the review was guided by the method and principles
set out by Kitchenham et al. [12]. We were then able to use these 49 primary
studies as a convenience sample to assess the error-proneness of computational
experiments in machine learning.

There is a one-to-many mapping from paper to result with the papers con-
taining between 1 and 751 (median = 12) results apiece. The papers cover 14 dif-
ferent unsupervised prediction techniques (e.g., Fuzzy CMeans and Fuzzy Self
Organising Maps) coupled with six different cluster labelling techniques (e.g.,
distribution-based and majority voting). The full list of papers and raw data
may be found online?.

4 Analysis

We examine three questions. First the prevalence of inconsistency errors relating
to the confusion matrix. Here we investigate result by result. Second, we look

1A confusion matrix is a 2 x 2 contingency table where the cells represent true positives
(TP), false negatives (FN), false positives (FP) and true negatives (TN) respectively.
Most classification performance statistics, e.g. precision, recall and the Matthews
correlation coefficient (MCC), can be defined from this matrix.

2 Our data may be retrieved from Figshare http://tiny.cc/vvvgbz.


http://tiny.cc/vvvqbz

The Prevalence of Errors in Machine Learning Experiments 105

Table 1. Systematic review inclusion criteria

Criterion Description

Language Written in English

Topic Applies at least one unsupervised learning method for predicting
defect-prone software modules

Availability Full content must be available

Date January 2000 — March 2018

Reviewed All papers that indicated some minimal peer review process,

however, we observed some outlets appear on Geoff Beall’s
controversial ‘predatory’ publisher list [16]

Duplicates Includes new (only the most recent version used when multiple
reports of a single experiment) software defect prediction
experiments. We do not count re-analysis of previously published
experiments

Software system | Uses real data (not simulations)

Reporting Sufficient detail to enable meta-analysis

at the occurrence of a particular statistical error relating to a failure to adjust
the « threshold when using NHST form of statistical inference. Here the unit
is paper since the error relates to making multiple tests. Third, we examine the
extent to which these problems co-occur and therefore the proportion of papers
implicated.

4.1 Inconsistency Errors in the Confusion Matrix

Our approach was to use the DConfusion tool [4] to reconstruct the confusion
matrix of classification performance for each result. This can often, but not
always, be accomplished from a partial set of reported results. For instance, if
precision, recall and false positive rate are reported one can reconstruct the com-
plete confusion matrix. Of course, some cases (for us ~33% or 823/2456) failed
to report sufficient information so we cannot undertake consistency checking.
Incomplete reporting also hinders meta-analysis.

The next step is to test for six integrity constraints (expressed as rules that
should be false). If one or more rules are true then we know that there is some
issue with the results as reported. The cause could be as simple as a wrongly
transcribed value to some deeper error. However, from the perspective of our
analysis all we can say is there is a problem. Note that the DConfusion tool
also handles rounding errors which could lead to small differences in results and
consequently the appearance of an inconsistency problem. In total, 262 out of
2456 experimental results were inconsistent (see Tables2 and 3).
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Table 2. Distribution of confusion matrix errors

Rule Count
1: Performance metric out of range e.g., FMeasure ¢ [0,1] or MCC ¢ [-1,1] | 171
2: Recomputed defect density d is zero 7
3: Recomputed d differs from original reported defect percentage by more 60

than 0.1 (i.e., we allow for small rounding errors)

4: Recomputed performance metrics differ from known original ones by more 3
than 0.05 (i.e., we allow for small rounding errors). NB, the rounding error
ranges are computed by adding +0.05 to the original data unlike the more
conservative range 0.01 used in [4]

5: Internal consistency of the re-computed confusion matrix 19
6: Other obvious reporting errors within paper e.g., the confusion matrix is 2
inconsistent with their dataset or dataset summary statistics

Total errors 262
Checkable and consistent 1371

For a full explanation for all consistency rules refer to the figshare project http://tiny.
ce/vvvagbz

Table 3. Proportions (with rounding) of inconsistently reported experimental results

Result Count | % of total
Inconsistent results 262 | 10.7%
All other results 2194 |89.3%

(Other) Cannot check | 823 |33.5%
(Other) Can check - ok | 1371 | 55.8%
Total 2456 | 100%

4.2 Failure to Adjust Acceptance Threshold for NHST Errors

Irrespective of one’s views regarding the validity of null hypothesis significance
testing (NHST) [7] it is demonstrably an error to set v at a particular level® and
then undertake multiple tests without making some adjustment to this threshold
[2]. A range of adjustment methods have been proposed subsequent to the classic
Bonferroni method. In our sample, we noted researchers used either Benjamini-
Hochberg [3] or the Nemenyi procedure [8] procedure. In terms of assessing the
experiment we are agnostic as to which is the ‘correct’ adjustment.

The number of significance tests ranges from 1 to 2000 with the median = 100.
Naturally the experiment that only undertakes a single NHST does not require
to correct a, however the remaining 12 experiments do. Table 4 summarises the
results. Note the experiment that makes partial corrections uses the Nemenyi
post hoc test procedure for some analyses but not for the remaining 84 tests.

3 Of 13 papers using NHST, 12 have a = 0.05 and, unusually, one study interprets
0.05 < p < 0.1 with p = 0.077 as being ‘significant’.
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We thus still consider this as an error. So more than half ((6 + 1)/13) of the
experiments that make use of NHST-based analysis are in error. Since this is
part of researchers’ inferencing procedures e.g., to determine if classifier X is to
be preferred to classifier Y, this is worrisome.

Table 4. Failure to adjust the acceptance threshold when performing multiple NHSTs

Adjust? | Count
No 6
Partial 1
Yes 5
Total 12

4.3 Do Different Types of Error Co-occur?

Finally, we ask the question: is a paper that commits one class of error more
likely to commit other types of error? Table5 gives the contingency table of the
two types of error. There does not seem to be much evidence that experimenters
who make errors with confusion matrices are more likely to incorrectly deploy
NHST. Consequently a highly disturbing 22 (1+15+3+3) out of 49 papers con-
tain demonstrable errors. The situation may be worse, since 11 papers (without
NHST errors) provide insufficient information for us to check the consistency
confusion matrices.

Table 5. Co-occurrence of different classes of error by paper

NHST Error | No NHST Error
Inconsistent confusion matrix | 1 15
Consistent confusion matrix |3 16
Incomplete reporting 3 11

5 Discussion and Conclusions

In this study we have audited 49 papers describing experiments based on super-
vised learners for software defect prediction. They were identified by a system-
atic review of research in this area. We then checked for arithmetic errors and
inconsistencies related to confusion matrices. These are important since they
form the basis for calculating most classification performance statistics; errors
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could therefore lead to wrong conclusions. In contrast, we also checked that
experiments that made use of NHST type inferencing adjusted the significance
threshold @ when undertaking multiple tests to prevent inflation of the false
discovery rate. This type of statistical error can also lead to wrong conclusions
for researchers who wish to use p-values as a means of determining whether a
result is significant or not.

Obviously there are other classes of error one could check for in experiments.
We chose confusion matrix errors and failure to adjust significance testing for
pragmatic reasons: they are objective and can be undertaken without access to
the original data. Nevertheless one must have concern that the true picture is
likely to be worse than we have uncovered. Moreover, ~33%% of experimental
studies fail to report sufficient information for us to be able to check for consis-
tency. Thus an overall (knowable) error rate of ~45% (22/49) of papers across
all publication venues (which is likely to be an underestimate) does not inspire
confidence in the quality of our machine learning experiments or at least our
attention to detail.

In summary:

1. We have identified a number of inconsistencies or errors in a surprisingly high
proportion of published machine learning experiments. These may or may not
be consequential but do raise some concerns about the reliability of analyses.

2. There are also a proportion of studies that have not published sufficient infor-
mation for checking and there are of course other errors that are difficult to
detect using the procedures at our disposal.

3. Our sample of experiments is a convenience sample and so is not necessarily
representative of other areas of machine learning.

4. We strongly recommend that researchers adopt the principles of Open Science
[14] so that data, experimental results and code are available for scrutiny.

5. It is our intention to communicate with the affected authors to highlight data
analysis issues that seem to require correction. However, we recognise that
mistakes can be made by all of us, so error checking is a process that needs
to be undertaken with civility and professionalism.

Our analysis of errors in a sample of 49 machine learning experiments has
uncovered some worrying findings. Errors, both arithmetic and statistical are
surprisingly commonplace with discoverable problems in almost 45% of papers.
This appears broadly in line with similar analyses in experimental psychology
[5,15]. Nor do error rates appear to be much improved in the more obviously peer-
reviewed literature. We suggest three future lines of enquiry. First, our sample is
relatively small and non-random. It would be interesting to see how other areas of
machine learning research compare. Second, a wider range of errors—particularly
statistical ones—might usefully be explored. Third, dialogue with authors might
help us better understand the nature of errors and their significance. As we have
stated our analysis of confusion matrices identifies inconsistencies but not the
underlying causes. Then we will be in a better position to answer the question:
do the errors have material impact upon experimental conclusions?
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Finally, we strongly believe these findings should give additional impetus to

the move to open science and publication of all research data, code and results.
When conducting complex computational experiments, errors may be hard to
completely avoid; openness better helps us to detect and fix them.
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Abstract. Frauds on the purchasing area impacts companies all around the
globe. One of the possibilities to tackle this issue is through the usage of audits,
however, due to the massive volume of the data available today, it is becoming
impossible to manually check all the transactions of a company, hence only a
small sample of the data is verified. This work presents a new approach through
the usage of signature detection with clustering techniques to increase the
probability of inclusion of fraud-related documents in sample sets of transactions
to be audited. Due to a non-existence of a public database related to the purchase
area of companies for fraud detection, this work uses real procurement data to
compare the probability of selecting a fraudulent document into a data sample
via random sampling versus the proposed model as well as exploring what
would be the best clustering algorithm for this specific problem. The proposed
model improves the current state-of-the-art since it does not require pre-
classified datasets to work, is capable of operating with a very high number of
data records and does not need manual intervention. Preliminary results show
that the probability of including a fraudulent document on the sample via the
proposed model is approximately seven times higher than random sampling.

Keywords: Fraud detection - Clustering - Procurement - ERP

1 Introduction

Enterprise Resource Planning (ERP) are systems that provide complete automation for
most business processes. While the automation increases the efficiency of the company,
it opens possibilities for internal fraud if the controls available on the system are not
robust enough to prevent it. Frauds represent, on average, 5% of the company revenue
[1, 2] and combined with the fact that the procurement departments manage more than
60% of company expenditure [10], this context represents a relevant research topic.
This work focus on detecting frauds on the procurement area, which has the highest
financial impact on organizations. One of the possibilities to tackle this issue is through
the execution of audits; however, due to the massive volume of the data available
today, it is becoming impossible to manually examine all the transactions of a com-
pany. Hence only a small sample of the data is verified during an audit. Due to the
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small number of frauds compared to the typical transactions, frequently, these fraud-
ulent transactions may not be included in the sample and hence are not verified during
the audit.

This paper presents a new approach using the techniques of signature detection
associated with clustering to increase the probability of inclusion of fraud-related
documents in the sample data to be audited.

Due to non-existence of a public database related to the purchase area of companies
for fraud detection, this work uses real procurement data to compare the probability of
selecting a fraudulent document into a data sample via random sampling versus the
proposed model as well as exploring what would be the best clustering algorithm for
this specific problem.

The proposed approach improves the current state-of-the-art since it does not
require pre-classified datasets to work, is capable of operating with a very high number
of data records and does not need manual intervention.

2 Background

In this section, we cover the basic concepts of fraud in the procurement area, together
with their main symptoms, the concept of signature matching, and the main concepts of
clustering as well.

Several authors have already studied fraudulent behaviour, which can be classified
into different types. In the works of [3, 4] the main types of frauds are described and
grouped into 8 categories, but they can be summarized into bid-rigging, double pay-
ment, kickback fraud, non-accomplice vendor, personal purchases, redirect payment
fraud, shell company and pass through. Each of these frauds has different symptoms
associated. One example on the redirect payment fraud would be the changes of
banking details of a vendor on the corporate system before payment. This work focus
on the occupational fraud described as: “the use of one’s occupation for personal
enrichment through the deliberate misuse or misapplication of the employing organi-
zation’s resources or assets” [1].

The concept of signature matching was already used on papers related to several
different areas, including software engineering [11], biology [5], and network security
[7]. On this paper, the signature matching will be used to identify symptoms related to
fraud based on the analysis of the records on the ERP system of a company. An
example of a possible signature would be to identify which purchase orders (POs) had
an invoice amount higher than the request made to the supplier.

Clustering, according to [6] is defined as “an automatic learning technique which
aims at grouping a set of objects into clusters so that objects in the same clusters should
be similar as possible, where objects in one cluster should be as dissimilar as possible
from objects in other clusters”. Besides, clustering can be classified into supervised and
non-supervised approaches [9].

To the specific problem of fraud detection in procurement, a non-supervised
approach will be applied due to the lack of available datasets with examples of
fraudulent and non-fraudulent documents which are required by the supervised clus-
tering algorithms. Among the several available clustering algorithms, the following
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were used in the proposed model: K-Means, DBSCAN, BIRCH, HDBSCAN, CURE,
CLIQUE, ROCK, and Spectral Clustering.

3 Related Works

There are several papers related to fraud detection on the procurement area and nine
papers were selected for a comparison covering the following points: scalability, the
capability to process data in real-time, the requirement of domain knowledge by the
operator, the adaptability to new types of fraud, how automated the solution is and the
availability of metrics to compare the performance of the solution. The result of the
comparison can be found in Fig. 1.

Real time Domain Metrics
Paper Scalable knowledge|Adaptable [Automated .
capable X available
required

The Effective Use of Benford’s Law to Assist Yes Partial Yes Yes No No

in Detecting Fraud in Accounting Data

Abusiness process mining application for

) P ) 8 pp ) No No Yes Yes No Yes

internal transaction fraud mitigation

Fraud detection in ERP systems usin

¥ 8 Partial Yes No No Yes Yes

Scenario matching

Reducing false positives in fraud detection:
Combining the red flag approach with Partial Partial Partial No No Yes
process mining

Fuzzy C-Means for Fraud Detection in Large

) Partial Partial Partial Yes Partial No
transaction data sets
Screening for bid rigging — does it work? No No Yes Yes No Yes
Prediction of Enterprise Purchases using
Markov models in Procurement Analytics Yes Partial No Yes Yes Yes
Applications
K-Means: Fraud Detection Based on

Yes No Yes Yes No Yes

Signaling Data

Fig. 1. The overall analysis of the selected papers

After reviewing the work performed on this area, we identified that there is not a
clear trend in the state of the art and each of the papers selected presented positive
points and limitations as well while exploring different approaches. Out of all the
papers reviewed, two were considered as the main inspiration for this work: [15] which
provided a deep explanation about the different fraud types in procurement and [16] for
detailing the concept of signature matching on the fraud detection field.
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4 Proposed Model

In this section, we describe de approach proposal for this work. After an overview with
the main motives for the proposal, the components are detailed and commented.
The model has three main modules, where the following activities take place:

(a) Data extraction and cleaning: The data is extracted from the ERP environment,
filtered, cleaned, and standardized.

(b) Signature matching: The data previously extracted is verified on a series of checks
to identify symptoms which could be an indication of fraud.

(c) Clustering: The data generated on the signature matching phase is used as input to
a clustering algorithm.

The novelty of the proposed model is the possibility of automatic selection of data
to be used in an audit sample without human interaction by selecting the clusters with
the highest averages for the signatures.

4.1 Data Extraction and Cleaning

The proposed model starts with the data extraction from the ERP system which holds
the corporate data related to the purchases performed by the organization.
The data extracted and used on the model are the following:

(a) Purchase requisition: The original request for purchase raised by the employee

(b) Purchase orders: The purchase order after the approval and any adjustments
performed during the approval phase

(c) Goods receipt: The records of the reception of the physical goods in stock or
confirmation of services provided for each purchase order

(d) Invoice receipt: The invoice received for the supplier

(e) Payments: The payments performed to the supplier

Accounting documents:

(f) Customer, supplier, plant, storage location and company codes master data: The
details for each of the object (e.g.: creation date, banking account, address, etc.)

(g) System logs: The details for the changes performed on all the items above (e.g.:
changes on supplier banking accounts, changes performed on the unit price after a
purchase order is approved, etc.).

Since the ERP system holds data for more than 180 different countries, the
methodology chosen was to extract the purchase orders which were created over a
period of 1 year for 9 different countries.

The countries were chosen based on the Corruption Perception Index [8], which
classify all the countries across the globe according to the perceived corruption level.
Three countries were selected from among the most corrupted countries, three from the
cleanest countries and three from the countries with an average score. The selected
countries can be found in Fig. 2.

After the data was extracted from the ERP system, it was standardized and cleaned.
Some of the activities performed on the phase where the conversion of the amounts
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paid to a single currency using the average exchange rate for the period taken into
analysis. Another activity was removing the data related to intra-company transactions,
which are the purchases performed across different companies of the same group. This
occurs when a company in one country purchases raw materials from another country.

Position Country Corruption Prevention Index |Classification
3|Switzerland 85|Very Clean
11|Germany 81| Very Clean
13|Australia 77\Very Clean
60| Croatia 49| Average Results
61|Romania 48| Average Results
61| Malaysia 47|Average Results
149|Bangladesh 28| Highly Corrupt
149|Kenya 28| Highly Corrupt
168|Venezuela 18| Highly Corrupt

Fig. 2. Selected countries

4.2 Signature Matching

On the signature matching phase, we use SQL scripts to compare the data extracted
previously in order to identify symptoms which could be related to fraud. A total of 17
signatures were created:

Goods not delivered for a paid invoice

Invoice amount higher than the order

Sequential invoices number from a supplier

Sleeping vendor

PO performed without approval on the workflow

Retrospective PO (PO created after the invoice date)

Vendors without address

Difference between supplier creation and first purchase

A vendor with a bank account used by another vendor

The average difference between purchase dates

Purchase price increase after PO creation

Split PO red flag (PO created by the same person, same vendor, same amount and
date)

Alternate payee (changes on bank master data related to the PO)
Block/unblock (when a PO is blocked and unblocked)

Supplier marked for deletion

Changes in payment terms for a vendor

Payment block

The output of the signature matching is calculated and stored on a new dimension

in the dataset. The format of the data is always numeric so it can be used as input on the
clustering module. Finally, the output can be either binary returning 1 if the purchase
order is relevant to the signature or O if it is not relevant or a floating number.
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The signature for goods not delivered for a paid invoice returns a binary value of
whether or not the invoice was paid without a goods receipt while the signature for
sequential invoices number from a supplier would return a score based on the formula
below, where MaxINV is the highest invoice number received in the 1 year of data
analysed, MinINV is the minimum invoice number received on the same period and
NumlINYV is the number of invoices received.

Score = (MaxINV—MinINV) /NumINV

The last item generated on this module is the calculation of the average unit values for
the quantity and prices of the purchased goods. This information is summarized at three
levels, which are the supplier, the material and finally the supplier combined with the
material. Based on the average values, new scores are created to identify when specific
purchase orders have values significantly higher than the average quantity or price
purchased in the period.

Finally, the PO creation date and the PO value are included as features for the
clustering module, resulting in a total of 25 features. A number of 17 were generated
via signature matching, being 6 based on averages of prices and quantity for materials
and suppliers and 2 features generated directly from raw data (PO date and PO value).

4.3 Clustering and Evaluation

In the clustering approach, the values of the signatures are used as input for the
clustering algorithm. However, some pre-processing activities are performed before the
execution of the clustering algorithm. We choose to scale the data before the processing
since the results of the signatures can have values with a very high variation. Some
scores have a result of 1 (binary output) while others can have a substantially high
number (e.g.: the difference of the price of a specific good price in one PO versus the
historical average price).

The data were scaled using Scikit learn [12], through the usage of MinMaxScaling
which scales and translates each feature individually, so the data is in the range of the
data set. The result would be between O and 1.

Due to the very high number of dimensions and based on [13], we decided to
reduce the dimensionality of the dataset from 25 dimensions to 6 and 7 dimensions
trough application of Principal Component Analysis (PCA) in order to reduce the
processing time and increase the cluster accuracy.

The following clustering algorithms were selected to be used on this experiment
based on the review of clustering algorithms performed by [14]: K-Means, DBSCAN,
BIRCH, HDBSCAN, CURE, OPTICS, Spectral Clustering, CLIQUE, ROCK.

For each clustering algorithm, we selected one parameter per clustering algorithm
which varies until the best result is achieved according to the internal validation
indexes Davies-Bouldin index, Calinski-Harabasz and Silhouette index as shown in
Table 1.

The proposed model implements a loop which executes the clustering algorithm
100 times with different values for the parameters and compares the results of the
internal validation index for each execution in order to select the best clustering
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Table 1. Parameters selected for each clustering algorithm

Algorithm Parameter Description

K-Means K Number of clusters

DBSCAN eps The maximum distance between two samples
BIRCH n_clusters Number of clusters

HDBSCAN min_clusters Minimum number of elements to form a cluster
CURE number_clusters | Number of clusters

OPTICS min_cluster_size | Minimum cluster size

Spectral Clustering | n_clusters Number of clusters

CLIQUE intervals Number of cells in the grid in each dimension
ROCK number_clusters | Number of clusters

algorithm and the best value for each parameter provided the best results for the data
being processed.

Finally, the cluster with the highest average values for the signatures are auto-
matically selected as the cluster with the highest risk, however, the analysis can be
performed manually as exemplified in the next session.

5 Results

For this experiment, all the POs and their related information (according to the details
on the data extraction chapter) were extracted from the ERP system and copied to a
separate database based on Microsoft SQL Server 2017. The data then was filtered by
eliminating intra-company transactions (when a company buys a good or service from
another company of the same group) and repetitive procurement, reducing the number
of POs to 147,898 which became the scope of this exercise.

Next step performed was to normalize all the amounts available on the data to a
single currency. After the data was filtered and normalized, it was processed using a
SQL Script to generate the scores for the signatures. The score for each signature was
saved on a column and then exported to a text file.

After that, we executed the PCA on the dataset available on SciKitLearn library.
Results are available in Fig. 3, which shows that keeping 6 dimensions would maintain
97.9% of original data variance and 7 dimensions would maintain 98.6%.

Based on the results from PCA, the data was executed on the clustering algorithms
in three different formats: (a) No PCA executed; (b) PCA executed and keeping the top
6 principal components; (¢) PCA executed and keeping the top 7 principal components.
Figure 4 shows the run-time of each clustering algorithm can be found as well as the
number of executions of each clustering algorithm.

BIRCH clustering algorithm was executed 6 times since the clustering algorithm
took more than 12 h to finish the processing of the data when the parameter Threshold
was raised above 0.11. The algorithms identified with “Lack of memory” failed to start
the data processing right at the start due to lack of system memory. The computer used
to run the experiment was equipped with 32 GB of memory.
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Average run-time in seconds
Source data PCA-7Di i PCA -6 Di
- Number of ions |Average run time [Number of i Average run time Number of i |Average run time

K-Means 100] 245.70} 100] 173.41) 100] 236.58)
DBSCAN 100] 725.14 100] 446.92) 100] 526.66|
BIRCH 6| 10.83] 6| 6.56) 6| 5.89
HDBSCAN 241 210.18} 241 13.29 241 7.56|
CURE - Lack of memory - Timeout - 12 hours - Timeout - 12 hours.
OPTICS - Lack of memory - Timeout - 12 hours - Timeout - 12 hours
Spectral Clustering - Lack of memory - Lack of memory - Lack of memory
CLIQUE = Lack of memory = Lack of memory - Lack of memory
ROCK - Lack of memory - Lack of memory - Lack of memory

Fig. 4. Performance of clustering algorithms

Algorithms marked with “Timeout — 12 h” started the data processing but didn’t
finish the processing after 12 h of execution and were cancelled. Applying PCA on the
dataset reduced the processing time of all the algorithms, with HDBSCAN being the
clustering algorithm which had the best positive impact on applying PCA to the dataset.

Algorithm HDBSCAN was executed 241 times in order to achieve the best results
based on internal validation indexes. The other clustering algorithms achieved the best
score in 100 executions.

The next step performed was to choose among all the executions which clustering
algorithm and which parameter generated the best clusters based on internal cluster
validation. Figure 5 shows the best result for each of the three indexes by clustering
algorithm and utilization of PCA on the data.

K-Means algorithm had the best score for Calisnki Harabasz index but had worst
results on both DB index and Silhouette index. Based on Fig. 5, the clustering algo-
rithm chosen was HDBSCAN without application of PCA which have the best score
for Silhouette index and DB index. The parameter used on HDBSCAN clustering
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PCA Performed / Dimensions | Algorithm Max of CH Index |Min of DB Index Max of Silhouette Index

YES-6 BIRCH 7,184.1 1.18336 0.31691
YES-6 DBSCAN 31,300.0 0.78809 0.49017|
YES-6 HDBSCAN 12,179.7] 0.75381 0.49686)
YES-6 K-Means 99,112.2) 0.84192 0.48378
YES-7 BIRCH 9,036.4 1.09877 0.32323
YES-7 DBSCAN 31,300.0 0.79820 0.49207]
YES-7 HDBSCAN 56,817.8] 0.63224 0.53223
YES-7 K-Means 99,112.2] 0.84155 0.48378
No PCA applied BIRCH 15,582.1 0.68663 0.34748|
No PCA applied DBSCAN 15,621.0] 0.68818 0.48885
No PCA applied HDBSCAN 87,980.2 0.53937‘ 0.55652)
No PCA applied K-Means 99,112.2] 0.84163) 0.48378|

Fig. 5. Best index values by clustering algorithm and usage of PCA

algorithm which provided the best result was the minimum cluster size equals to 3400
POs, which generated 4 clusters. The output of the clustering algorithm was then
analyzed, and the following results were reached.

K-Means algorithm had the best score for Calisnki Harabasz index but had worst
results on both DB index and Silhouette index. Based on Fig. 5, the clustering algo-
rithm chosen was HDBSCAN without application of PCA which have the best score
for Silhouette index and DB index. The parameter used on HDBSCAN clustering
algorithm which provided the best result was the minimum cluster size equals to 3400
POs, which generated 4 clusters. The output of the clustering algorithm was then
analyzed, and the following results were reached.

Cluster 0: This cluster has the highest average values for retrospective PO for goods
receipts and the second high for invoice receipts as well as all the vendors without
phone numbers in the master data. The retroactive POs, even not following the default
policy of the company, can not be an indication of fraud by themselves even when
combined with the fact of missing. Based on this, we can not see any pieces of
evidence of possible fraud on this cluster and hence classify it as low risk. This cluster
contains 8836 POs.

Cluster 1: The only signature with high values on this cluster is the number of sup-
pliers sharing a bank account. Even not being a common item, there are times that
multiple vendors can share the same bank account, for example for payment of taxes,
when a vendor is created for each tax but all of them should be paid to the government
on the same account. Since there are no further signatures associated, we can classify
this cluster as low risk. This cluster contains 74257 POs.

Cluster 2: There are no indications in any signatures on this cluster, hence it is
classified as low risk. It contains 4333 POs.

Cluster 3: This cluster contains the highest signatures for the sequential invoices,
which means that the suppliers involved send most of their invoices to the company
object of this study coupled with the fact that all the POs were approved outside the
default approval workflow. The only case foreseen for this are the invoices submitted
by contractors directly hired by the company, hence most of their invoices (if not all of
them) are sent to the same company. This behaviour by itself is not worrying and the
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cluster would be considered as low risk, however as a control to ensure this is really the
case the suppliers which are part of this group could be verified to be really contractors
in order to completely eliminate this risk.

In summary, this cluster is classified as low-risk and contains 3952 POs.

Cluster 4: Cluster 4 is very similar to cluster 3, with the only signature active is that
all the POs were approved outside the default approval workflow. It contains 35068
documents and it is classified as low risk.

Outliers: The outlier is the cluster which should be included as the scope for an audit
in this area since it has the highest score for 16 out of the 22 signatures available and
hence there is a risk for several types of frauds. It contains 21452 POs and is classified
as the only high-risk cluster.

The average results for the signatures used to perform the manual classification can
be found in Fig. 6 with significant values highlighted in green and signatures not
considered in amber.

Clusters d

Signatures Outliers 0 1 2 3 4

Invoice for undelivered goods/services 0.00000 0.00000| 0.00000 0.00000| 0.00000 0.00000|
Invoice amount is higher than order 12.97786 9.86555| 9.03913] 3.11562 3.98305 7.66559|
Sequential invoice numbers 4.86654 0.51494 0.03721 8.84537| 9.08629 0.06773|
Sleeping vendor 0.02694] 0.00000| 0.00000) 0.00000| 0.00000| 0.00000|
Po performed outside standard workflow 0.57230 0.00000| 0.00000] 0.00000| 1.00000| 1.00000
Retrospective po (goods receipt) 0.25396 1.75928 0.18738| 0.04154 0.34514] 0.02310]
Retrospective po (invoice receipt) 5.27009 5.17587| 0.79992] 1.21348 0.24848) 1.05569
Vendors without phone number 0.17775 1.00000 0.00000] 0.00000| 0.00000| 0.00000|
Vendors without address 0.00685) 0.00000| 0.00000] 0.00000| 0.00000| 0.00000|
Difference between supplier creation and first sale 977.30146| 673.27230] 1134.05867| 965.35680| 1339.25607| 1363.75918
Vendor with the same bank account as another ven: 1.05836 1.20032] 1.23555| 0.99792] 0.98634] 112513,
Average difference between sales dates 42.45432 37.17021] 28.67281 14.82022] 10.71027] 25.74612]
Price increased after po creation 4.18561 0.71885| 0.85943| 0.31109| 0.03264 0.05322]
Price above average for supplier and material 1.12240| 0.01829| 0.03571] 0.00000| 0.00000| 0.01178|
Quantity above average for supplier and material 0.06075) 0.02842 0.03704] 0.00449| 0.00026 0.00467|
Price above average for supplier 10.87754] 0.70644 1.21253] 4.77470] 0.80708 0.68366
Quantity above average for supplier 5.82948 0.33985 0.39617| 0.22728] 0.10648| 0.27615|
Price above average for material 12.99958 0.01829] 0.03579 0.00237] 1.42592] 0.19439
Quantity above average for material 0.10398 0.06614] 0.03742)] 0.00176| 0.04113| 0.01031|
Multiple po for same creator, supplier, amount and 0.18050 0.00000| 0.00000] 0.00000| 0.00000| 0.00000|
Bank data changed for supplier 0.00009 0.00000| 0.00000| 0.00000| 0.00000| 0.00000|
Supplier blocked before a purchase 0.10656) 0.00283| 0.01212] 0.00092] 0.00177] 0.03214]
Supplier marked for deletion after a PO creation 0.10544] 0.00283] 0.01236 0.00092] 0.00177| 0.03291
Changes performed on payment terms before a pur| 0.58559 0.13886 0.11474 0.07339] 0.01645| 0.12065|
Purchase order blocked 0.01380] 0.00136 0.00059| 0.00000] 0.00000| 0.00137]
Number of PO per cluster 21452 8836 74257 4333 3952 35068

Fig. 6. Average of the signature values per cluster generated

6 Conclusion

The utilization of signature matching coupled with clustering algorithms reduced the
scope of data considered to be analyzed to just 14.5% of the original scope, from
147,898 documents to 21,452 documents by removing from the scope the low-risk
documents.

The best clustering algorithm among all the ones compared for this specific
problem was HDBSCAN which generated the best results according to both Silhouette
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index and Davies-Bouldin index, however, K-Means had the best results according to
Calinski Harabasz index. Finally, it was identified that reducing the dimensionality of
the data trough PCA improved the performance of the clustering algorithm but did not
increase the results of the indexes for the clusters generated.
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Abstract. Online Social networks are widely used in current times. In
this paper, we investigate twitter posts to identify features that feed in
intention mining calculation. The posts features are divided into three
sets: tweets textual features, users features, and network contextual fea-
tures. In this paper, our focus is on tweets analysing textual features.
As a result of this paper, we were able to create intentions profiles for
2960 users based on textual features. The prediction accuracy of three
classifiers was compared for the data set, using ten intention categories
to test the features. The best accuracy was achieved for SVM classifier.
In the future, we plan to include user and network contextual features
aiming at improving the prediction accuracy.

Keywords: Intention mining - Online Social Network - Feature
selection + Machine learning

1 Introduction

Online Social networks (OSN) are an essential part of people’s life nowadays.
OSN users like to share information by publishing posts about daily activities,
feelings, opinions, interests or goals. The posts may include text, images, video
clips, or Uniform Resource Locators (URLs). Many researchers attempted to
extract and mine the future intentions from the users previous physical actions
and verbal instructions or promises. The goal behind Intention Mining is to
enhance the services that a system provides to users by building intention-based
user profiles. However, this is a challenging process.

Researchers suggested various definitions for intention of an individual, and
proposed a number of models to present the intention, based on data sources and
target systems. For our research, we adopt the following definition of intention
which was given by Purohit et al. [8]. In a given system, user’s intention is
represented in the form of the user’s goal of performing an action or a set of
actions. In this paper, we study OSN to identify features that feed in intention
mining calculation. We used Twitter as an example for our work.

We extracted the features from Twitter meta-data of posts. The meta-data of
the tweets present different features, such as tweets’ topics or sentiments. In the
following section, we review the literature on intention mining for users of OSN
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in research, followed by section on preliminaries and notation. We describe the
proposed framework and methodology. The following section includes descrip-
tion on suggested features that we consider in our work. Next section describes
the experiments and results. Finally, in the last section we conclude and give
suggestion for future work.

2 Related Work

Many researchers worked on building online profiles for users intention [3,6,10].
Chen et al. in [3], worked on identifying users’ intents over forums posts. Ding
et al. [4] used word embedding features to identify the consumption intent of
users over microblogging in China. Their model of consumption intention was
based on a binary classification of the posts to decide if the sentence contains
consumption OSN users. They used textual features from the users shared infor-
mation over OSN using word embedding techniques. As seen in the literature,
the use of textual features was the main focus of the researchers. In this paper,
we include only textual based features of users profiles from OSN.

3 Problem Definition

We suppose that we have an n set of Twitter posts for each user u (tweets)
T : {t1,t2,...,tn} where t;; represents a post ¢ for a user u;, with m users
U : {uy,us,...,unm }. For each tweet ¢; in T, there exist a set of k features Fi; :
{fti1> fris o Jtip} and for each user uj; in U there is a set of features F; :
{fujys fujys - fuj, } that can be extracted from twitter stream.

Vt € T3F, : {Fyq, Fya,y oo, i} (1)
Vu € UIF, : {Fy1,Fus, ..., Fup} (2)

For both F; and F,, we have F; and F), as subsets of the original sets that hold
the minimum features of both the user and the posts, which is used to build
intention users’ profiles posts.

3F, C F, ,3F, C F, (3)

4 Framework and Methodology

We utilize number of techniques in our study which are based on linguistic
approaches. The techniques are textual analysis techniques, semantic linguistic
models [2], and sentiment analysis techniques [1]. We combine these techniques
in our proposed framework that is divided into three stages, see Fig. 1. The first
stage is to retrieve Twitter data using Application Programming Interface (API)
with certain conditions or queries. The second stage is to preprocess information
and build the database, this is carried out as follows:
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— Extract tweet data: The tweets come with different attributes in standard
format which need to be preprocessed and filtered.

— Extract user Profiles: Every user profile u on Twitter is retrieved based
on their tweets to analyse their behaviour. The behaviour of each user is
considered based on the features that described in more details in Sect. 5.

— Extract Network data: All the users profiles in the data set are examined
and analysed to identify the users’ followers and followees.

— Build Database: The three previous components are used to build a
database which rows represent the users and the columns are the features.

In the third stage, the feature set is reduced by using feature selection techniques.

— Hybrid features selection: Set of feature selection techniques are used to
have the minimum set of features that estimate the user intention.

— Intention Classification: Different classifiers such as Decision Tree, Naive
Based, Support Vector Machine are used to validate the features predicate if
the users data holds an intention.

Twitter API

=
Selection
Extraction )| Features 0
°“ $
‘ Intention
Classification

Intention II

Profiles

Fig. 1. User intention profile system

5 Sets of Textual Features

We divide the intention predictive features into three sets: tweets textual features
(F}), users features (F),), and network features (F,) that we extract from the
other two sets. We first will focus on the tweets textual features set only and the
role of these features in estimating the user intention.
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Tweets Text (tie.+): Different parts of tweet’s text hold different textual fea-
tures besides the message in the tweet, such as hashtags, mentions, and URL
links. Hashtags in twitter are usually used to demonstrate the user’s interests
on a certain case or a topic.

We consider here the average number of hashtages (avg.no.hash) included
in a tweet and the list of the most frequently used hashtags by user (hashiop).
We assume that the user’s attitude and interest are indicated by this feature.
Mentions in tweets, if present, represent a way of communication between users,
since it will capture the mentioned user attention and make him/her read the
tweet. Every mention starts with “@” character. Analysing mentions provides
information about a connection or a relation between two or more users, or
the user’s interest in a certain brand. We calculate the number of the mentions
(no.mention) for each user in all the posts, also the average number of the
mentions (avg.no.mention) in a user post. In addition, the type of the mentions
as a person or a brand (mention.type) is computed. Analysing the type of URL
links (link.type) in a tweet provides understanding about user intentions if it is
related to a certain need. The type of the link is labelled into either shopping,
travel, or job, manually.

In addition to the above textual features, we consider text syntax similarity
of certain tweets to other tweets based on certain natural lingual pattern.

Moreover, the context of tweets is very important indicator for the user’s
intention. Hence, same set of words in different context can produce different
meaning [1]. Therefore, we use the tweets’ context to extract features such as:

— Topics (topic): When we take a good look at twitter users’ posts, we notice
users always try to post, retweet, and follow the topics that concern them
more frequently than any other topics. Therefore, tweets’ topics are important
for estimating users’ intention. The topic feature can be summarized by two
features, which are:

e Topic frequency (tfreq) can be extracted from the posts a user publishes
regarding a certain topic over the number of total posts. This feature is
used to extract a knowledge about user interest in that topic.

e Top topic (ttop) tweeted by the user which gives indication of the user
interest and needs.

— Sentiment (senti): Tweets are described to have positive or negative sen-
timents, and usually used prior to any future actions. Thus, analysing the
sentiment of a tweet has a great role to understand the behaviour and the
needs of the users [1]. We extracted and used the following sentiment:

e Sentiment strength of tweets (sst) as positive or negative. The value of the
sentiment strength is measured for the user’s positive or negative tweets
regarding a certain topic, see details in Sect. 6.3.

e User average sentiment score (sscore) over period of time to measure the
user interest about that topic.
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6 Experiment and Result

6.1 Data Set

For our work we used crowd-sourced data set! that was collected from twitter
for sentiment analysis of users’ NewYearResolution hashtag of the year 2015.
The tweets are dated between Dec 2014 and Feb 2015. The data set contains
demographic and geographical data of users, and resolution categorizations. For
our study, we assumed that the intention for each user is stated in his/her tweets.
The tweets intentions are categorized based on the resolutions in ten unique
topics listed in Table 1. Each category is labelled manually and combined with
topic of the tweet, for example, fitness and health resolution which is mentioned
in the tweet topic, such as eat healthy food, go to gym, quit smoking.

Before using the data set, we start by cleaning the data set from unavailable
users and keep only the publicly existed users and posts. After the cleaning step,
we ended up with 2965 users with single post each out of 4518 users. Following
that step, we retrieve users time line over 60 days of posts, the period length
is selected based on our assumption that the user will post tweets related to
his intention in the near future. The total number of posts retrieved is 6931899
posts. For our experiment, we take a sample of 53 posts from each category
in the data set to make a balanced sample. We display the distribution of the
ten categories in Table 1. As Table 1 shows, the posts topics are distributed over
several categories of intentions.

Table 1. The distribution of labelled topics over each extracted topic in percentage
for 53 posts sample

Topic TO |T1 |T2 |T3 |T4 |T5 |T6 |T7 |T8 |T9
Personal growth 11% 15% 19% | 9% | 6% | 6% | 6% [15% | 9% | 4%
Humor 19% | 6% [13% [11% | 9% [22% | 4% | 6% | 6% | 6%
Health/Fitness 8% 15% | 4% | 2% 15% | 9% 21% | 2% [13% 11%
Recreation/Leisure 19% | 4% | 9% [11% | 6% 11% 11% | 8% 13% | 8%
Career 15% [13% [15% [15% | 9% [13% | 4% | 4% | 8% | 4%
Education/Training 32% | 6% 13% | 6% | 9% | 2% | 6% [13% | 6% | 8%
Finance 10% 10% | 2% | 6% | 8% [12% [10% [10% | 4% [31%
Family/Friends relationships 11% | 6% 11% 21% | 2% | 2% | 6% [19% 17% | 6%
Time management/Organization [13% | 8% [15% [11% | 6% | 8% | 8% [13% |13% | 6%
Philanthropic 21% | 4% | 8% | 9% | 6% | 6% | 6% [13% | 4% 25%

6.2 Preprocessing

We start to extract the tweets textual features set as described in Sect. 5. We pre-
process the post’s text using tokenization, stemming, lemmatization and cleaning

! https://www.figure-eight.com /data-for-everyone/.
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from stop words and symbols. The resulting tokens are used to build a words’
dictionary which is used to create bag of word (BOW) corpus. The corpus is
used to train a topic model to extract the topics as a textual features of each
post. Other post parts such as hashtags, mentions and URL links are extracted
separately.

6.3 Extracting Topic and Sentiment Features

Two main part of the tweets features set are the topic and the sentiments.
The posts number per topics are not evenly distributed. Therefore, we used the
generative probabilistic model Latent Dirichlet Allocation (LDA) [2] to create ten
topics and build a model based on words w per topic ¢t and topic ¢ per document
d which cover all the posts. We selected ten topics since it is the number of
the predefined topics. Each post is assigned to a topic with highest confidence
score. In Table 2, applying LDA gives different topics allocation, with more even
distributions but different keywords set for each topic. Furthermore, we used each
user’s posts within 60 days window interval to test the frequency of the specified
topic using the created LDA model. Sentiment and sentiment strength of each
post are extracted using SentiSterength tool [9]%. The tool calculates positive,
negative and neutral sentiments and gives code in the range of [—1, 0, 1], where 1
represents positive, —1 is negative, and zero is neutral. The sentiment strength is
calculated by summing the positive and negative sentiment strength. Moreover,
we calculate sentiment average score for each user by revisiting his/her 60 days
time line posts.

Table 2. The distribution of the topics with top 10 keywords based on LDA using Bag
of Words (bow) model

Topic | Keywords #Posts
TO start, new, learn, watch, tri, need, buy, go, help, goal 380
T1 gym, work, god, week, time, day, gain, stop, chang, start 302
T2 year, like, goal, let, ve, make, go, hope, happi, think 339
T3 peopl, stop, make, ralli, think, start, time, good, care, hour 271
T4 PF**twitter, stop, get, seve, break, word, past, lose, thing 252
T5 day, make, go, stop, tweet, tri, play, time, focus, selfi 262
T6 stop, drink, smoke, right, cigarett, chrisbrown, club, na, plan, supper | 288
T7 better, friend, make, time, continu, love, shit, awesom, use, spend 279
T8 eat, happi, amp, new, healthi, game, year, cariloha, need, food 308
T9 make, money, possible, thank, live, life, tapp, run, happy, like 284

2 http://sentiStrength.wlv.ac.uk/.
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6.4 Results and Evaluation

For our experiment, we took a sample of 53 posts from each category in the
data set to make a balanced sample, i.e. ten sets of 53 posts. We display the
distribution of the categories in Table 1. As Table 1 shows, each post is classified
in a different category. Therefore, we train three well-known classification models,
which are Decision Tree Classifier (DT), Support Vector Machine (SVM), and
Naive Bayes (NB) for the 53 sets of labelled tweets using One-vs-All classifier
strategy [8]. We run experiments using different combination of sets of features
and then we evaluate the performance improvement we achieve. These feature
combinations are considering the textual set of features: (tieqt), (avg.no.hash),
(hashiop), (no.mention), (avg.no.mention), (mention.type), then considering
the Topic and Sentiment set of features: (tfreq), (ttop), (sst), (sscore). Finally,
we use all these features sets together to perform prediction of intention.

In order to evaluate the performance of the classifiers, we use the measures
of accuracy, and F-measure [5]. The F-measure is the mean value of precision
and recall.

Larger values of Accuracy and F-measure give indication of better classifier
performance. We validate the performance by applying a 10-fold cross valida-
tion process to grantee no over fitting [5]. We compare the performance of the
classifiers with baseline model Information Gain (IG) [8]. IG depends only on
text mining technique for feature selection. It uses the entropy to measure the
uncertainty between text and target class with and without the features. This
means the most important features to classify the tweets are used [7].

From the results shown in the Table 3, applying the SVM classifier on multi-
classification in multi-intentions problem presents the best result with respect to
accuracy when compared to DT and NB. In addition, predicting intentions, such
as Recreation & Leisure and Education & Training both get the highest accuracy
in all the classifiers, see Table 3, which indicates that features that describe the
performance of those two categories are most often represented in the text.

Table 3. Results for using features to build three classification models SVM, DT, and
NB with multi-intentions for each post

Category SVM DT NB
Accuracy | F-measure | Accuracy | F-measure | Accuracy | F-measure

Personal growth 0.78 0.48 0.71 0.00 0.74 0.12
Humor 0.82 0.52 0.76 0.34 0.74 0.08
Health/Fitness 0.80 0.36 0.76 0.05 0.76 0.05
Recreation/Leisure 0.83 0.55 0.79 0.36 0.78 0.05
Career 0.77 0.62 0.70 0.30 0.75 0.44
Education/Training 0.90 0.54 0.87 0.47 0.85 0.00
Finance 0.81 0.40 0.81 0.37 0.78 0.1
Family/Friends/Relationships 0.77 0.45 0.72 0.20 0.73 0.14
Time management/Organization | 0.72 0.76 0.57 0.70 0.65 0.74
Philanthropic 0.81 0.56 0.77 0.28 0.75 0.15
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7 Conclusion

This paper study the problem of intention mining of users in twitter. We propose
three set of features: tweet features, user features, and network features. We focus
on the textual features of tweets. We used a framework to extract and analyse the
tweets features for intention mining. Those features are used to train well-known
machine learning classifiers to classify posts into intention classes. As a result
of our work, we were able to create intentions profiles for 2960 users based on
textual features. The prediction accuracy of three classifiers were compared for
the data set, using predefined intention categories to test the extracted features.
The best accuracy was achieved for SVM classifier. Our future research will focus
on the user’s profile-based features, such as the demographic information about
users and network-based features that describe the user posting, socializing, and
networking behaviour over OSN.
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Abstract. The effectiveness of ensembling for improving classification
performance is well documented. Broadly speaking, ensemble design can
be expressed as a spectrum where at one end a set of heterogeneous
classifiers model the same data, and at the other homogeneous models
derived from the same classification algorithm are diversified through
data manipulation. The cross-validation accuracy weighted probabilistic
ensemble is a heterogeneous weighted ensemble scheme that needs reli-
able estimates of error from its base classifiers. It estimates error through
a cross-validation process, and raises the estimates to a power to accen-
tuate differences. We study the effects of maintaining all models trained
during cross-validation on the final ensemble’s predictive performance,
and the base model’s and resulting ensembles’ variance and robustness
across datasets and resamples. We find that augmenting the ensemble
through the retention of all models trained provides a consistent and
significant improvement, despite reductions in the reliability of the base
models’ performance estimates.

Keywords: Classification - Ensembles - Heterogeneous - Homogeneous

1 Introduction

Broadly speaking, there are three families of algorithms that could claim to be
state of the art in classification: support vector machines; multilayer percep-
trons/deep learning; and tree-based ensembles. Each has their own strengths
on different problem types under different scenarios and contexts. However, our
primary interest is when faced with a new problem with limited or no domain
knowledge, what classifier should be used?

[10] introduced the Cross-validation Accuracy Weighted Probabilistic Ensem-
ble (CAWPE), a weighted ensemble scheme [9] which demonstrates consistent
significant improvements over its members, significant improvements over com-
peting heterogeneous ensemble schemes, and, at worst, no significant difference
to large homogeneous ensembles and heavily tuned state of the art classifiers.
The key premise is that given a lack of domain knowledge to suggest one par-
ticular type of model over another, the best place to start on a new arbitrary
problem is to heterogeneously ensemble over different kinds of classifiers instead
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of invest into a single type. This idea is nothing new of course, however a far
larger share of the literature has typically been devoted to homogeneous ensem-
bling or optimisation of individual models.

CAWPE cross-validates each member on the train data, generating error
estimates, and then raises these estimates to the power a = 4 [10] to generate
accentuated weightings for the members’ probability estimates when predicting.
Models rebuilt on the full train data are used to form predictions for the ensemble.
To this end, it needs to gather reliable error estimates. We do this through a
ten-fold cross-validation (CV) [8]. During the CV process, however, models are
made on each fold which are then discarded. A natural question is whether these
can be retained and leveraged to improve predictive performance.

We investigate whether retaining these models, in addition to the models
retrained to the full training set, can improve classification performance. We also
assess whether accuracy can be maintained while skipping the retraining step on
the full data, saving time in the training phase. While maintaining these models
incurs no additional training time cost, prediction time and space requirements
clearly increase in proportion to the number of CV folds. We further analyse the
variance of the maintained classifiers and their effects on the resulting ensemble’s
variance.

Explicitly building homogeneous (sub-)ensembles from heterogeneous base
classifiers is not a new idea. [7] builds forests of trees from different tree building
algorithms and shows that larger purely-homogeneous forests can be matched or
beaten by smaller mixed forests. Ensemble selection [4] (or pruning) can similarly
be applied to purely hetero- or homogeneously generated model sets, or mixtures
of the two [11]. Alongside these works, we specifically wish to study the effects
of maintaining homogeneous models, with potentially lower-quality estimates of
competency attached, on the CAWPE weighting scheme which relies heavily on
the weightings applied.

We outline our experimental procedure in Sect. 2. Results are summarised in
Sect. 3, and analysed further in Sect.4. We conclude in Sect. 5.

2 Experimental Setup

The UCI dataset archive! is widely used in the machine learning literature. We
have taken 39 real-valued, independent and non-toy datasets to use in our exper-
iments, following feedback received on the superset of these datasets used in [10].
The datasets are summarised in Table 1.

Experiments are conducted by averaging over 30 stratified resamples of each
dataset. Data, results and code can all be found at the accompanying website
for this research?. For each resample, 50% of the data is taken for training (on
which the cross validation process for each base classifier is performed), 50% for
testing. We always compare classifiers on the same resamples, and these can be
exactly reproduced with the published code.

! http://archive.ics.uci.edu/ml/index.php.
2 http://www.timeseriesclassification.com /CAWPEFolds.php.
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Table 1. A full list of the 39 UCI datasets used in our experiments. Full names saved
for horizontal space: *! conn-bench-sonar-mines-rocks, *? conn-bench-vowel-deterding,

*3 vertebral-column-3clases.

Dataset #Cases #Atts #Classes|Dataset #Cases #Atts #Classes
bank 4521 16 2 page-blocks 5473 10 5
blood 748 4 2 parkinsons 195 22 2
breast-cancer-w-diag 569 30 2 pendigits 10992 16 10
breast-tissue 106 9 6 planning 182 12 2
cardio-10clases 2126 21 10 post-operative 90 8 3
sonar-mines-rocks*! 208 60 2 ringnorm 7400 20 2
vowel-deterding*? 990 11 11 seeds 210 7 3
ecoli 336 7 8 spambase 4601 57 2
glass 214 9 6 statlog-landsat 6435 36 6
hill-valley 1212 100 2 statlog-shuttle 58000 9 7
image-segmentation 2310 18 7 statlog-vehicle 846 18 4
ionosphere 351 33 2 steel-plates 1941 27 7
iris 150 4 3 synthetic-control 600 60 6
libras 360 90 15 twonorm 7400 20 2
magic 19020 10 2 vertebral-column*? 310 6 3
miniboone 130064 50 2 wall-following 5456 24 4
oocytes.m_nucleus_4d 1022 41 2 waveform-noise 5000 40 3
oocytes_t_states_5b 912 32 wine-quality-white 4898 11 7
optical 5620 62 10 yeast 1484 8 10
ozone 2536 72 2

We evaluate three ensemble configurations that retain the models evaluated
on CV folds of the train data against the original CAWPE, which ensembles only
over the models retrained on the entire train set. These are to (a) (M)aintain
all models trained on CV folds and add them to the ensemble alongside the
fully trained models (CAWPE_M), (b) (M)aintain all models once more, but
systematically (D)own-(W)eight them relative to the fully trained models due
to their potentially less reliable error estimates (CAWPE_M_DW) (c) maintain
only those models trained on the CV folds, and skip the retraining step on the
full train data, (R)eplacing the original models (CAWPE_R).

All configurations of CAWPE tested use the same core base classifiers, those
defined as the ‘simple’ set in [10] of logistic regression; C4.5 decision tree; linear
support vector machine; nearest neighbour classifier; and a multilayer perceptron
with a single hidden layer. These classifiers are each distinct in their method of
modelling the data, and are approximately equivalent in performance on aver-
age. Because all dataset resamples and CV folds of the respective train splits
are aligned, each ensemble configuration is therefore being built from identical
(meta-) information and we are only testing the configuration’s ability to com-
bine the predictions.
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For reference, we also compare to Random Forest (RandF) and eXtreme
Gradient Boosting (XGBoost), each with 500 trees. This is to put the results
into context, rather than to claim superiority or inferiority to them. XGBoost
in particular would likely benefit from tuning, for example, which we do not
perform for these experiments.

When comparing multiple classifiers on multiple datasets, we follow the rec-
ommendation of Demsar [5] and use the Friedmann test to determine if there
are any statistically significant differences in the rankings of the classifiers. How-
ever, following recent recommendations in [1] and [6], we have abandoned the
Nemenyi post-hoc test originally used by [5] to form cliques (groups of classifiers
within which there is no significant difference in ranks). Instead, we compare
all classifiers with pairwise Wilcoxon signed-rank tests, and form cliques using
the Holm correction (which adjusts family-wise error less conservatively than a
Bonferonni adjustment).

We assess classifier performance by four statistics of the predictions and the
probability estimates. Predictive power is assessed by test set accuracy and bal-
anced test set accuracy. The quality of the probability estimates is measured
with the negative log likelihood (NLL). The ability to rank predictions is esti-
mated by the area under the receiver operator characteristic curve (AUC). For
multiclass problems, we calculate the AUC for each class and weight it by the
class frequency in the train data, as recommended in [12].

3 Results

We summarise comparative results succinctly here in three forms: Fig. 1 displays
CAWPE configurations and reference homogeneous ensembles ordered by aver-
age ranks in accuracy along with cliques of significance formed; Table 2 details
the average scores of all four evaluation metrics; and Table 3 details pairwise wins,
draws and losses between the original and proposed CAWPE configurations.

Maintaining the individual fold classifiers significantly improves over the orig-
inal CAWPE. Within the three proposed configurations there is very little differ-
ence in performance. This is largely to be expected since they are working from
the same meta-information, with the exception of CAWPE_R, which replaces
the fully re-trained models only with those trained during CV. This does mean
that training time can seemingly be saved by avoiding this final retraining step
without a tangible reduction in predictive performance.

Note that while maintaining the fold classifiers improves performance with
statistical significance, the average improvement in absolute terms is very small,
roughly 0.3% in terms of accuracy, balanced accuracy, and area under the curve
(Table 2). Meanwhile, XGBoost’s average accuracy is a full 1.2% lower, but still
significantly similar to the new CAWPE configurations. This is because the
improvement found while being small, is very consistent. When looking at the
paired wins, draws and losses between the configurations in Table3, the con-
trast between the relatively balanced match-ups of the three new configurations,
against the consistently beaten original configuration is clear to see.



Mixing Hetero- and Homogeneous Models in Weighted Ensembles 133

CAWPE 4.359 2.923 CAWPE_R
RandF 3.923 2.923 CAWPE_M
XGBoost 3.743 3.128 CAWPE_M_DW

Fig. 1. Critical difference diagram displaying the average ranks of accuracy of the
original CAWPE and three tested configurations and reference homogeneous ensembles.
Classifiers connected by a solid bar are considered within the same clique and not
significantly different from each other.

Table 2. Averages scores for four evaluation metrics of each of the CAWPE configu-
rations and homogeneous ensembles tested.

Classifier ACC 1| BALACC 7| AUC 7 |NLL |
CAWPE 0.861 |0.787 0.915 |0.53
CAWPE_M_DW | 0.864 |0.789 0.917 |0.517
CAWPE_M 0.865 |0.79 0.918 ]0.515
CAWPE_R 0.865 |0.789 0.918 |0.516
RandF 0.854 |0.78 0.91 0.564
XGBoost 0.85 0.784 0.907 |0.647

Table 3. Pairwise wins, draws and losses in terms of dataset accuracies between the
ensemble configuration on the row against the configuration on the column.

CAWPE_R | CAWPE_M | CAWPE_M_DW | CAWPE
CAWPE_R - 17/4/18 | 23/0/16 32/0/7
CAWPE_M 18/4/17 |- 23/0/16 31/0/8
CAWPE_M_DW | 16/0/23 | 16/0/23 - 34/0/5
CAWPE 7/0/32 8/0/31 5/0/34 -

4 Analysis

CV is such a commonly used method of evaluating a model on a given dataset
because of it’s robustness and completeness relative to, for example, singular
held-out validation sets [8]. A single fold of a CV procedure in isolation is of
course simply the latter, and equivalent to a single subsample within a bagging
context [2]; it is the repeated folding of the data that leads to each instance
being predicted as a validation case once that makes the process complete.

All weighted ensembles rely to some extent on the reliability of the error esti-
mates of their members, but CAWPE especially does given that it accentuates
the differences in those estimates. We wish to analyse the extent to which the
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Fig. 2. Normalised counts of differences in estimated (on train data) and observed (on
test data) accuracy for the retrained (blue) and individual CV fold (orange) models
across all datasets and resamples. Positive x values indicate a larger estimated than
observed accuracy, i.e. a classifier overestimating its performance. (Color figure online)

quality of error estimates suffers, and its effects on the ensemble’s own perfor-
mance and variance.

Figure 2 measures the counts of differences in estimated (on train data) and
observed (on test data) accuracies and confirms expectations that completing the
CV process and retraining models on the full dataset results in more accurate
estimates of accuracy on average than the individual models on CV folds. Overall
standard deviation almost doubles, but the number and degree of the outliers is
perhaps the most important thing. The retrained models never have performance
under-estimated by more than 0.3, and less than 2% of the models under estimate
by more than 0.1.

Meanwhile, the individuals fold estimates have some extreme outliers in terms
of underestimating in particular, with a small tail on Fig. 2 stretching all the way
to —0.75. 7.6% of all fold models underestimate accuracy by more than 10%.
Many of the extreme outliers were localised to two datasets, spread out across
different learning algorithms. The breast-tissue dataset is a relatively balanced
six class problem, while post-operative is a heavily imbalanced three class prob-
lem. These factors along with them being the datasets with the least instances
likely lead to difficult folds to classify for certain models and seeds, which are of
course averaged over when considering the remaining CV folds.

In context, however, the difference really is not too stark. The errors in esti-
mates may double in variance, and these are being accentuated by CAWPE’s
combination scheme, but there are also fifty more models to average over.
Figure 3 summarises the differences in variance across test performances between
the configurations that maintain the fold models and the original CAWPE along
two dimensions - variance in performance on arbitrary datasets, and variance in
performance over formulations of the same dataset through resampling. Variance
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across resamples is reduced, while variance over datasets is less clear. It seems as
though cases such as breast-tissue and post-operative affect this particular com-
parison as with the above, and this shows with variance in balanced accuracy
still being clearly reduced.

0.003 0

0 .

-0.0002

-0.003

W CAWPE_R -0.0004

-0.006
B CAWPE_M_DW 00006
-0.009
CAWPE_M

-0.012 -0.0008

-0.015 -0.001
ACC BALACC AUC ACC BALACC AUC
(a) Standard deviations of (b) Average standard deviations in
performances overs dataset performance over dataset resamples

Fig. 3. Standard deviations in performance metrics over (a) datasets and (b) dataset
resamples of the three proposed CAWPE configurations, expressed as differences to the
original. NLL is omitted due to the improper scaling factor brought about by it not
being a measure in the range 0 to 1, however variance similarly drops for all three of
the proposed configurations.

When there are only five members, erroneously discounting a classifier to the
extent that it’s outputs are effectively worthless is a large blow to the overall
strength of the ensemble. In the case of ensembles with 50 or 55 members though,
erroneously discounting one or two classifiers is not so harmful. Practitioners
of homogeneous ensembles will of course be familiar with this, and it is the
underpinning of the design of such an ensemble - averaging over high variance
inputs to produce a low variance output [3].

5 Conclusions

We have experimentally evaluated the effectiveness of maintaining models used
to estimate the accuracy of base classifiers in a weighted ensemble, in addition to
or in place of the original models. The experiments show a minor but significant
and very consistent improvement in performance across different evaluation met-
rics, even when skipping the retraining of the models on the full dataset. While
variance in the estimates of performance that fuel the weightings within the
ensemble increases, this is offset by the averaging effect of the greater number
of models, as observed in typical homogeneous ensembles.

Further experimentation aims to discover a breaking point between the effec-
tiveness of increased homogeneity versus heterogeneity. In these experiments, as
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in previous, a ten fold cross-validation process was used to evaluate the models
and ultimately as the source of the expanded model set. Increasing or decreasing
the number of folds relative to time and space requirements, or switching entirely
to a randomised bagging approach with heterogeneous members are interesting
routes to follow.
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Abstract. Shapelets are phase independent subseries that can be used
to discriminate between time series. Shapelets have proved to be very
effective primitives for time series classification. The two most promi-
nent shapelet based classification algorithms are the shapelet transform
(ST) and learned shapelets (LS). One significant difference between these
approaches is that ST is data driven, whereas LS searches the entire
shapelet space through stochastic gradient descent. The weakness of the
former is that full enumeration of possible shapelets is very time con-
suming. The problem with the latter is that it is very dependent on the
initialisation of the shapelets. We propose hybridising the two approaches
through a pipeline that includes a time constrained data driven shapelet
search which is then passed to a neural network architecture of learned
shapelets for tuning. The tuned shapelets are extracted and formed into
a transform, which is then classified with a rotation forest. We show that
this hybrid approach is significantly better than either approach in iso-
lation, and that the resulting classifier is not significantly worse than a
full shapelet search.

Keywords: Time series classification - Shapelets - Convolutional
neural networks

1 Introduction

Shapelets [1] are discriminatory phase independent subsequences that form a
basic primitive in many time series algorithms. For classification, shapelets are
assessed using their distance to train set time series and the usefulness of these
distances in discriminating between classes. Shapelet based features define a dis-
tinct form of discrimination which can be characterised as quantifying whether a
particular shape exists in a series or not (at any location). Shapelets have proved
an effective tool for classification [2] and have been a popular research topic. One
key distinction between research threads is whether shapelets are extracted from
the training data or whether the space of all possible shapelets is searched. The
© Springer Nature Switzerland AG 2019
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data driven approach was used in early work with shapelets [1,3,4] and has been
employed to find effective classifiers [2,5]. The learned shapelet approach [6] was
the first search based algorithm. Later work has bridged the gap between the
learning shapelets and convolutional neural networks (CNN) through defining
each shapelet as a variant of a convolutional filter [7]. Our aim is to investi-
gate whether we can create a better classifier by hybridising data driven search
and stochastic gradient descent learning. Our approach is to randomly sample
shapelets in the data for a fixed time using the method described in [5], retain the
best k found, then tune these shapelets with the learning shapelet algorithm [6]
implemented using a neural network library. We test this on data from the UCR
archive [8]. We demonstrate that, under controlled parameterisation, this app-
roach is better than either algorithm in isolation. Furthermore, we show that a
one hour search followed by tuning is not significantly worse than the reported
results using the full shapelet transform [9].

The rest of the paper is structured as follows. In Sect.2 we provide an
overview of the shapelet transform and learning shapelets algorithm. In Sect. 3
we describe how we have hybridised the two approaches. Results are described
in Sect. 4, and we conclude in Sect. 5.

2 Shapelet Background

We denote a vector in bold and a matrix in capital bold. A case/instance is a pair
{x,y} with m observations x1, ..., Z,, (the time series) and discrete class variable
y with ¢ possible values. A list of n cases with associated class labels is T =
(X,y) = ((x1,91), -5 (Xn,¥Yn))- A shapelet s is a time series (s1,...,s;) where
I < m. Shapelet based classification requires a method of finding and assessing
shapelets, then an algorithm for using the selected shapelets for classification.
All shapelet finding algorithms require the measuring of the distance between a
candidate and a time series. This is done by sliding the candidate along the series
and calculating the Euclidean distance at each position (after normalisation) to
find the minimum. The distance between a shapelet s and a time series case is
then given by Eq. 1,

sDist(s,t) = Vgé%(dzst(s,w)), (1)
where W is the set of all subsequences which are the same length as s in t,
and dist is the Euclidean distance between two equal length series. The original
shapelet algorithm [1] constructed a decision tree by finding a shapelet at each
node. Subsequent research [10] demonstrated it was better to use shapelets as
a transformation. We can summarise the shapelet transform (ST) approach as:
search for the best k shapelets in the data; transform the data so that each
new attribute j represents distance between series ¢ and shapelet j; construct
a standard classifier on the resulting transformed data. It has been shown that
there is little need to enumerate the possible space of shapelets in the data.
Random sampling of a tiny proportion of the shapelet space does not lead to a
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significant decrease on accuracy [5]. The current shapelet transform algorithm
can be configured so that it searches for shapelets for a maximum amount of
time. We call this a contract classifier, since it is given a time contract it must
fulfill.

The ST pipeline can be summarised as follows:

1. Search: randomly sample shapelets from the train data for a fixed amount
of time, keeping the best.
2. Transform: create new train and test data where attributes are distances
between instances and shapelets (see Eq. 1).
. Fit Model: build the classifier on the train data.
4. Predict: estimate class values on the test data.

w

Another alternative to the enumeration of all possible shapelets is to use
optimization techniques to learn good shapelets. Learning shapelets (LS [6])
algorithm involves learning shapelet values as model parameters rather than
directly extracting them from the data. Hence, resulting shapelets are no longer
subseries from the training set. The LS algorithm adopts an initialisation stage
to find k shapelets through clustering shapelets observed in the data. It then
jointly learns the weights for a regularised logistic regression and the shapelet
set using a two stage iterative process for Shapelet Tranform representation to
feed a final logistic regression classifier. The LS pipeline can be summarised as
follows:

1. Initialise: find initial shapelets from the train data through clustering sub-
sequences and initialise model weights.
2. Fit Model: For a given maximum number of iterations:
(a) Update Loss: adjust loss function.
(b) Update Model Weights: adjust weights to minimize loss.
(¢c) Update Shapelets: adjust shapelets to mimize loss.
3. Predict: estimate class values on the test data.

An experimental comparison of these algorithms found ST to be significantly
more accurate than LS [2]. LS suffers from three related problems that may
have caused this difference. Firstly, LS is very sensitive to the initialisation of
shapelets, and, secondly, the clustering algorithm adopted to partially overcome
this problem is memory intensive. Finally, the implementation is very complex;
despite communications with the LS author, we cannot rule out there being bugs
in the Java implementation'. One way of possibly mitigating these problems is
to use stable open source software.

3 Hybrid Shapelet Classifier

A shapelet distance sDist is evaluated by sliding the shapelet to each series
as would be done for a convolution filter (see Eq.1). The LS model can be

! https://github.com/TonyBagnall /uea-tsc.
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be implemented as a variant of a CNN [7] within a standard neural network
framework. A neural network model is defined that takes time series as inputs
and outputs class probabilities.

time
number of
shapelets

AMaxPooling,

ShapeletGroup,

Fig. 1. Learning Time Series Shapelet (LS) model as a neural network architecture.

As shown in Fig. 1, this model is composed of a first layer (called the shapelet
layer hereafter) that extracts a ST-like representation which then feeds into a
logistic regression layer. In practice, the shapelet layer is made of several shapelet
blocks (one block per shapelet length). Each shapelet block can be decomposed
into:

1. a feature extraction step that computes pairwise distances dist(s, w) between
the considered shapelets and all the subsequences with the same length as s
in t and

2. a pooling step that retains the minimum of all distances.

Note that this is very similar in spirit to a convolutional layer that would com-
pute dot products between filters and all the subsequences in t which would be
typically followed by a (max-)pooling layer. Finally, the optimization procedure
consists in tuning both the shapelet values and the parameters of the logistic
regression through stochastic gradient descent.

There are two ways we could combine the approaches: we could use the
transform to search for a better starting point for the LS classification algorithm
or use the LS algorithm to tune the shapelets found by ST, but retain the
classification method in ST. The first approach involves replacing the initialise
stage in LS with a time constrained search, then proceeding with LS as normal.
The second approach is to perform a tuning stage with LS’ fit model between
search and transform from ST. We evaluate both approaches and consider
three classifiers:
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1. ST-RF': Shapelet transform contracted for one hour or ten hours, then build
and evaluate a rotation forest classifier on the transformed data

2. Hybrid-LR: Use the shapelets found for ST as an initialisation for the neural
network (LS model), then use the final logistic regression classifier on the test
data.

3. Hybrid-RF: As Hybrid-LR, but rather than use the logistic regression, use
rotation forest as a classifier, as with ST.

We use the rotation forest classifier [11] with fixed parameters for ST and Hybrid-
RF, since it has been shown to be very good at problems with continuous
attributes [12].

4 Results

The rotation forest has 200 trees, uses a group size of 3 and class selection prob-
ability of 0.5. More details can be found in [12]. We set ST to find a maximum
of 100 shapelets in either one hour or ten hours. The LS model is optimised
using the Adagrad adaptive gradient optimisation algorithm [13]. The learning
rate parameter is fixed to 0.1 and the training will be run for 2000 epochs for all
datasets. Moreover the ¢ regularisation parameter over classification weights is
0.01 and the batch size is fixed to 128. Note that for this first approximation,
all the parameters are fixed to default values for simplicity and to reduce the
computational cost.

We evaluate the shapelet approaches on a subset of 92 data of the 128 UCR
data [8]. The data that are omitted are done so for practical and implementation
reasons. 14 of the 128 data have missing values or are unequal length and our
system is not able to handle this characteristic. The LS is unable to handle 22
of the remaining 114 data because of memory constraints; long shapelets require
a large amount of memory. All reported results are on the standard train test
splits. All learning and tuning are conducted exclusively on the train data, and
accuracy is assessed on the unseen test split.

We are interested in testing whether tuning the shapelets after a data driven
search significantly improves the overall classifier performance. To do this, we
control other factors that cause variation. We have intentionally set up ST-RF
and Hybrid-RF so that the only difference between the two experiments is the
tuning stage. Any improvement can be attributed to this, since in all other ways
ST-RF and Hybrid-RF are identical.

Figure2(a) shows the scatter plot of test accuracy for ST-RF and Hybrid-
RF for a one hour shapelet search. Tuning makes a significant difference: 51
datasets have improved accuracy, whereas just 32 have decreased performance
(with 9 ties). The test of difference is significant with a binomial test, a paired T
test and a Wilcoxon sign rank test. Figure 2(b) shows the same results for a 10h
shapelet search. The pattern of results is the same; tuning improves accuracy
on 52 problems, makes things worse on 32 and makes no difference on 8. The
difference is also significant.
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Fig. 2. Test accuracy for the shapelet transform before and after tuning with LS.

Whilst significant, it is worth noting that the improvement is not guaranteed.
As a sanity check, it is worth checking whether it is better to use the logistic
regression from LS as a classifier itself rather than extracting the shapelets for use
with rotation forest. Figure 3 shows the critical difference diagrams [14] for the
ST and Hybrid-RF transform in comparison to those found with Hybrid-LR.
It demonstrates two things: firstly, tuning the shapelets then classifying with
the LS model (Hybrid-LR) makes no significant difference when compared to
ST alone; and secondly, that extracting shapelets from LS and using a rotation
forest (Hybrid-RF) is significantly better than both a logistic regression classifier
(Hybrid-LR) and using rotation forest with a transform generated by untuned
shapelets (ST-RF).

3 2 1 3 2 1
L . 1 . J L . 1 . J
Hybrid-LR 22288 r ‘ 16576 Hyprig-RF Hybrig-LR 2179 T ‘ L4 ybrid-RF
2.1141 ST-RF 2.1033 ST-RF
(a) 1 hour shapelet search (b) 10 hours shapelet search

Fig. 3. Critical difference diagrams for three classifiers. The classifiers are: shapelet
transform with rotation forest (ST); Learning Time Series Shapelets using the trans-
form shapelets as a starting point (Hybrid-LR); and shapelet transform on shapelets
extracted from LS with a rotation forest (Hybrid-RF).

For context, it is useful to compare the results to previously published results.
ST is a key component of the meta-ensemble HIVE-COTE [9]. The ST results
for HIVE-COTE were found through a computationally expensive enumeration
of all possible shapelets. Figure 4 shows that we can achieve results that are not
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significantly worse than the enumerative search by simply tuning the one hour
search shapelets.

2.8636 2.0909
2.8442 2.2013

ST-RF
Hybrid-LR

ST-HIVE-COTE
Hybrid-RF

Fig. 4. Comparison of performance of three classifiers based on a one hour shapelet
search with an exhaustive search based shapelet classifier presented in [9].

5 Conclusion

We have demonstrated that the core concept of tuning shapelets found in the
data with a gradient descent algorithm has merit. Tuning significantly improved
accuracy after both a one hour search and a ten hour search. Indeed, the improve-
ment was enough to achieve results not significantly worse than the state-of-the-
art shapelet approach. This is surprising and exceeded our expectation. However,
these experiments have limitations. Firstly, the neural network implementation
of learning shapelets is very memory intensive. This means we have not been
able to compare against using more shapelets in the transform nor with all the
datasets. Nor have we been able to evaluate on resamples rather than a sin-
gle train test split. Secondly, whilst comparing on all problems is desirable to
remove any suspicion of cherry picking, the presence of many smaller problems
may mask the benefit of the full enumeration: many of the problems can be fully
enumerated in one hour. Thirdly, we have not described the training time for
the LS model in our results, because at the time of writing we do not have an
integrated solution: we search for shapelets in the Java version [15] on CPU and
train LS using a dedicated pytorch implementation on GPU. This makes timing
comparisons problematic. A fully integrated version is in development using the
sktime toolkit [16]. Results and code are available from the associated website 2.
Despite these limitations, these results are promising and support the central
hypothesis than tuning can improve shapelets found in the data. The next stage
is to evaluate the methods on larger problems and to assess the relative merits
of greater search time, retaining more shapelets and selective tuning. Further-
more, an iterative search and tune algorithm may prove better than our current
sequential model of search then tune.

2 http://www.timeseriesclassification.com/hybrid.php.
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Abstract. In the past decades the field of Artificial Intelligence, and
specially the Machine Learning (ML) research area, has undergone a
great expansion. This has been allowed for the greater availability of
data, which has not been foreign in the field of medicine. This data
can be used to train supervised Machine Learning algorithms. Taking
into account that this data can be in form of images, several ML algo-
rithms, such as Artificial Neural Networks, Support Vector Machines, or
Deep Learning Algorithms, are particularly suitable candidates to help
in medical diagnosis. This works aims to study the automatic classifica-
tion of X-Ray images among patients who may have tuberculosis, using
an ensemble approach based on ML. In order to achieve this, an ensem-
ble classifier, based on three pre-trained Convolutional Neural Networks,
has been designed. A set of 800 samples with chest X-Ray images will
be used to carry out an experimental analysis of our proposed ensemble-
based classification method.

Keywords: Deep Learning - Convolutional Neural Networks + Support
vector machines + Image classification

1 Introduction

Machine Learning (ML) has undergone a great expansion in the last decade
achieving superior performance in classification and regression tasks, specifically,
supervised Machine Learning methods, like Artificial Neural Networks (ANNs).
This leap in quality has been achieved thanks in part to the development of Deep
Learning methods, which are a special type of ANN with a higher number of
layers. Deep Learning popularity has increased in many fields including malware
detection [1,2], health care & medicine [3-5] or speech recognition [6].

This work has been supported by the next research projects: DeepBio (TIN2017-85727-
C4-3-P), funded by Spanish Ministry of Economy and Competitivity (MINECO), and
CYNAMON (grant number S2013/ICE-3095) funded by Autonomous Goverment of
Madrid (CAM), all of them under the European Regional Development Fund FEDER.
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The development of new techniques in the field of Health & Medicine has
caused a demand for computing systems capable of managing high amounts of
data and performing specific tasks automatically, like assisted surgery, clinical
diagnosis, early illness detection or genomics among others. Some of these tasks
require the analysis of images in the form of X-rays, CTs (computerized tomog-
raphy) or live video. Deep Learning, especially Convolutional Neural Networks
(CNNs), are the most suited ML techniques for image analysis. In recent years,
CNNs have excelled in the image analysis field topping the lists of important
related challenges like the ImageNet one [7].

The main goal of this article is to design and train an ensemble algorithm
based on Deep Learning capable of diagnosing tuberculosis from chest X-Rays.
To achieve this, first, we will compare the performance of several CNNs trained
with a reduced dataset composed of 800 chest X-Ray images, similar to those
used in medical projects. Second, the ensemble algorithm will be composed of
the CNNs that have given the best results. When evaluating the performance of
these methods we will favor those models that minimize false negatives. This is
very important in the field of medical diagnosis since a false negative can lead to
an erroneous treatment of the patient, or even worse no treatment at all, which
could lead to serious health problems.

This paper is structured as follows: in Sect.2, a brief background on the
Machine Learning methods used in this work is briefly introduced, in Sect.3
we describe the problem and the proposed approach for radiographical images
classification based on ensembles, which are analyzed through an experimental
evaluation in Sect.4. Finally, in Sect.5 the conclusions and the future lines of
work are presented.

2 Background

CNNs are “biologically-inspired trainable architectures that can learn invariant
features” [8,9]. Other image classification methods required hand-engineered fil-
ters in order to properly work. Contrary, CNNs have the ability to learn these
filters by themselves with enough training. However, in order to achieve this,
a large amount of labeled data is necessary. Usually, the amount of available
labeled medical data is very small compared with the amount of data required
to train a CNN. This makes applying CNNs to medical domains a big chal-
lenge and has generated a demand for algorithms capable of being trained with
reduced or unbalanced datasets [10,11]. However, achieving this have not yet
been solved and still remains an open problem.

Two main approaches can be found in the literature to tackle the lack of
data problem. The first one consists of enlarging the dataset by applying methods
such as mirroring, cropping or rotations to the images of the dataset, in a process
called Data Augmentation [12]. The second approach is called Transfer Learning
[13], and it consists on transferring the knowledge obtained in another task to
solve a new one, letting us rebuild an existing model (pre-trained networks with
other datasets) instead of creating a new one. However, even using these pre-
trained networks, some hyperparameters, or the network architecture itself, must
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be modified in order to fit the model to each specific problem. For this purpose,
some algorithms have been developed to help in this task [14].

Image analysis with CNNs is a hot research area and new architectures
are continuously proposed. Several CNNs architectures have already been used
for medical image analysis with good results [4]. Among these architectures
it is worth mentioning the next ones: VGG16 and VGG19 [15], two networks
composed of 16 or 19 weight layers of very small convolutional filters (3 x 3);
ResNet50 [16], a network composed by an ensemble of residual nets, which are
layers that have been reformulate as learning residual functions with reference
to the layer inputs, instead of learning unreferenced functions. Each one of the
residual nets has 152 layers, being much deeper than the VGG architectures,
but with less complexity; and finally, InceptionV3 [17], a network composed by
asymmetric blocks including convolutions, average pooling, max pooling, con-
cats, dropouts, and fully connected layers.

Finally, another technique found in the literature to improve the results of an
image classifier is building an ensemble with several models. This multi-model
approach is based on the assumption that misclassified samples with the best
algorithm can be correctly classified by other models, so combining several clas-
sifiers can obtain better results than the best stand-alone model. This approach
has resulted in highly successful practical developments in several fields, includ-
ing medicine and bio-inspired applications [18,19].

3 Algorithm Design

In this section, the ensemble algorithm proposed will be described. Our method
is composed of three stages: Image Pre-processing, CNN selection, and Ensem-
ble design. In the first stage, we use two different contrast tuning techniques
and apply Data Augmentation to the X-Rays images. Then, in the second
phase, several CNNs models will be build using different architectures and hyper-
parameters, each CNN will be combined with a Transfer Learning technique.
Finally, in the last step, the previously made models will be joined together in
groups of three along with one of the two proposed voting techniques in order
to build ensembles. In Fig.2 we can see the project architecture:

3.1 Image Pre-processing

Before building the models we will pre-process every image in the training set.
First of all, we will duplicate every image in the training set by horizontally
mirroring them. This improves the model’s generalization by allowing them to
find similar features on both sides of the thorax. Then, we will apply Histogram
Equalization or Contrast Limited Adaptive Histogram Equalization (CLAHE) to
every image. These methods allow to better highlight features in the lungs, Fig. 1
shows an example of a chest X-Ray and the results of applying both techniques.
As we can see, while the histogram Equalization method makes the ribs less
visible, the CLAHE method enhances the contrast between the ribs and the
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Fig. 1. In this flowchart we can see how the dataSet is first splitted in train, and test
sets, and then preprocesd. Finally, it is used to rain ResNet50, VGG19 and InceptionV3
models and ensemblers of that models

background. The two methods are based on modifying the image by tweaking
its histogram, so only one can be applied. Hence, the one that better fits our
problem will be selected in the experimentation phase. Then, the images are
resized to a shape of 224 x 224 using the bi-linear interpolation method. After
this, we will add more images by adding random Gaussian noise to some of the
images in the training set. This allows the model to better classify images with
noise that, in medical images could be caused by an interference in the machine
that takes the X-ray images [20]. Next, we will scale each pixel of each image
by a factor of 1/255 to normalize them, this avoids making the weights in the
CNN grow too high. Finally, to allow the model to ignore the background, we
will apply random cropping with a zoom range of 99 pixels. This is done with
the Keras data structure ImageDataGenerator, which crops the images before
training the model, cropping different images in each epoch, and leaving others
without cropping.

Fig. 2. Left: Raw image. Center: Image after histogram equalization. Right: Image
after CLAHE with TileGridSize =20
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3.2 CNN Design

Due to the small size of the dataset, we will apply Transfer Learning from pre-
trained models. The pre-trained models will be ResNet50, InceptionV3, VGG16,
and VGG19 from the Keras library. These models have been trained with the
‘imagenet’ dataset, which has near 1.2 million images as the training set, another
50.000 images for validation and 100.000 for testing. To adapt the model to
Tuberculosis classification, first, the last layer of the pre-trained models, which
is a classifier that categorizes the input between 1000 classes, will be substituted
by a binary classifier. Then, different models will be built by changing their
hyperparameters: the activation function of the classification layer, the optimizer
and it’s learning rate. Finally, the transfer learning technique will be applied. We
will re-train all layers of the network from 10 to 50 epochs. This will allow the
model to look for the features in the images starting from the features extracted
from the original dataset.

3.3 Ensemble Design

To build the ensembles, 3 CNN model will be selected taking into account that
two models with the same architecture and different hyper-parameters will not be
selected together. I.e, we will not choose 2 VGG19 models with different learning
rates to be part of the same ensemble. Then, to decide the final prediction of the
ensemble, the next two methods are proposed: Voting by a majority (VM),
where each image will be classified as the class that has been predicted by 2 (or
more) stand-alone models; and Sum of probabilities (SP), where each stand-
alone model gives the probability of each sample to belong to each class. To
classify an image, the probabilities of belonging to each class will be computed
with the stand-alone model. The image will be classified as the class with a
higher mean probability.

4 Experimental Results

4.1 Dataset

The dataset chosen for the project is the one published in [21], and it’s formed
by two different datasets. The first one is composed of 138 frontal chest X-rays
from Montgomery County’s Tuberculosis screening program, being 80 of them
normal images and the other 58 from patients with TB (abnormal from now
on). All of them have size either 4020 x 4892 or 4892 x 4020 pixels. The second
dataset has 662 frontal chest X-rays, of which 326 are normal cases and 336 are
abnormal cases, and their size varies, being close to 3000 x 3000 pixels. We used
90% of the dataset as the training set and the remaining 10% as the test set. We
used 10% of the training set as validation split.
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4.2 Performance Measurement Criterion

The goal of these ML methods is to remove or decrease the number of other
tests needed to diagnose an illness. Generally, these other tests are longer, more
expensive or invasive. Therefore, in our opinion, the overall accuracy of the
model would not be a good criterion. If we want to decrease the number of tests
performed, our model should be able to correctly classify at least one of the
classes (has a disease/don’t have a disease) with a very high probability. For
example, is preferable having a model with lower overall accuracy and capable
of telling if a patient has TB with a nearly zero error, than having a model with
higher overall accuracy but a bigger TB positive error rate. Because if someone is
classified as TB positive by this model, we can directly treat him with antibiotics
without any further test. On the contrary, if the patient is classified as normal
by this model further test can be done to check if the model was correct. This
is not possible if the model has a non-despicable error for both classes. For
that reason, our goal will be to make models that completely remove the false
positives (healthy patient classified as unhealthy) or false negatives (patients
with TB classified as healthy). The resulting models should have reduced to 0
one of the errors, hence, we will penalize the models which have both kinds
of errors. In addition, it is more desirable to find a model that removes false
negatives because, they can lead to an erroneous treatment of the patient, or
even worse no treatment at all, which could lead to serious health problems. So
the best model would be the one that has no false negatives and minimize the
number of false positives. If we do not find a model with these characteristics,
we will look for a model with no false positives and the less number of false
negatives as possible.

4.3 Results

Table 1 shows the best hyperparameters configuration chosen for each of the can-
didate CNNs architectures. The hyperparameters are the activation function, the
model optimizer and the learning rate, and the histogram equalization method
will be also taken into account. The values of these hyperparameters have been
tuned experimentally and will be used for the rest of experiments. The models
shown in Table 1 have been trained from 10 to 50 epochs, testing and saving the
weights after 10 epochs of training. Then, we have build ensembles using all pos-
sible combinations of CNN models and number of epochs, looking for the best
results. Table 2 shows the four best results obtained using this approach. Look-
ing at this table we can see that the ensemble with better accuracy is the one
composed by the ResNet50 model trained for 50 epochs, the InceptionV3 model
trained for 10 epochs and the VGG19 model trained for 50 epochs, achieving an
overall accuracy of 0.8642. If we look at the confusion matrix, we can also see that
this ensemble is the one that minimize the number of false-negatives, missclasi-
fying only 9 abnormal cases. However, as explained in Sect. 4.2, this model has
false positives and false negatives so it does not meet our performance criterion.
As we can see in Table 2, there are no ensemble that reduces the false negatives
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to zero, but there are several ones that reduces the false positives to 0. From
these models the one that has a higher accuracy, and better fits our performance
criterion, is the one composed of: ResNet50 trained for 30 epochs, InceptionV3
trained for 10 epochs and VGG19 trained for 50 epochs. Both ensemble crite-
rions, Sum of Probabilities (SP) and Voting for Majority (VM), give the same
results: an overall accuracy of 0.8519, no false positives and 12 false negatives.

Table 1. Best CNN model’s configuration

ResNet50 | InceptionV3 | VGG19

Activation function | Linear Sigmoid Linear
Model optimizer Adam (61 = 0.9, 32 = 0.999, nodecay)
Learning rate 0.0001 0.0001 0.001

Histogram type Normal | CLAHE Normal

Table 2. Best Ensemble models results, where VM stands for the voting for majority
decision method and SP stands for the sum of probabilities one.

Decision method | CNN/Epochs Confusion matrix Total accuracy
VM ResNet50 50 Normal | Abnormal | 0.8642
InceptionV3 | 10 | Normal 39 2
VGG19 50 | Abnormal | 9 31
VM & SP ResNet50 40 Normal | Abnormal | 0.7901
InceptionV3 | 40 | Normal 41 0
VGG19 50 | Abnormal | 17 23
VM & SP ResNet50 30 Normal | Abnormal | 0.8519
InceptionV3 | 10 | Normal 41 0
VGG19 50 | Abnormal | 12 28
SP ResNet50 30 Normal | Abnormal | 0.8272
InceptionV3 | 40 | Normal 41 0
VGG19 50 | Abnormal | 14 26

Finally, we will compare the ensemble results with those obtained with the
stand-alone models in order to verify that the ensembles improve the perfor-
mance of any of its stand-alone parts. Table 3 shows the confusion matrix and
accuracy achieved by each stand-alone model when trained during 10 to 50
epochs. As we can see, the stand-alone model which does not have false pos-
itives and has less false negatives is ResNetb0 trained for 40 epochs. It has a
total accuracy of 75.3%, significantly smaller than the same model trained for
30 epochs, which has an overall accuracy of 83.95%. However, this model has
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almost the same False Positives than False Negatives, both bigger than zero.
Finally, looking at the results of the ResNet50 model trained during 50 epochs
we can see that it only has one false negative although it has less than 50% accu-
racy in normal cases. Comparing the stand-alone models used for the chosen
ensemble (ResNet50 30 epochs, InceptionV3 10 epochs, and VGG19 50 epochs),
we can see that the ensemble improves the overall accuracy of the 3 individual
models, being higher than the ResNet50 model with 0.8495 against the 0.8519
of the ensemble. In addition, the only stand-alone model which reduces the false
positives to zero is the InceptionV3 model but has 11 false negatives more than
the selected ensemble.

Table 3. CNN best models confusion matrix.

Epochs 10 20 30 40 50
Model Normal‘Abnormal Normal‘Abnormal Normal‘Abnormal Normal‘Abnormal Normal‘Abnormal
Normal 13 28 40 1 34 7 41 0 18 23
ResNet50 [Abnormal 2 38 17 23 6 34 20 20 1 39
Accuracy 0.6296 0.7778 0.8395 0.753 0.7037
Normal 41 0 41 0 41 0 41 0 40 1
InceptionV3|Abnormal| 23 17 33 7 29 11 34 6 20 20
Accuracy 0.716 0.5926 0.642 0.5802 0.7407
Normal 41 0 18 023 39 2 37 4 38 3
VGG19 Abnormal 28 2 20 20 15 25 14 26 14 26
Accuracy 0.5308 0.4691 0.7901 0.7778 0.7901

5 Conclusions and Future Work

This work presents an ensemble algorithm based on Deep Learning capable of
diagnosing tuberculosis from chest X-Rays. We have proposed a problem in a
medical diagnosis service, facing the most common problems in this kind of
projects. Also, we have tried to find the ML model which gets the best results
according to a performance criterion established according to the particularities
of the medical image classification. The best model has been found to be an
ensemble between 3 CNN models (ResNet50, VGG19, and InceptionV3), with
an overall accuracy of 85% and no false positives.

The future work will be focused on studying the ResNet50 models, because it
was the model which was closest to remove false negatives, trying to improve its
performance. Also, if the resulting model is going to be used in a real diagnosis
service, it will necessary to find other datasets to validate the results, and to check
the model robustness we could use k-fold cross validation. Finally, we must not
forget that ML applications in medicine must meet certain ethical requirements
[22], because it would be dangerous to trust them without any human validation.
For this reason, some evidence of the prediction must be given to the doctor to let
him validate the results, this can be achieved implemented an auto-explainable
model, using techniques like the layer-wise relevance propagation (LRP) [23].
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Abstract. The process of selecting and interviewing suitable candidates
for a job position is time-consuming and labour-intensive. Despite the
existence of software applications aimed at helping professional recruiters
in the process, only recently with Industry 4.0 there has been a real
interest in implementing autonomous and data-driven approaches that
can provide insights and practical assistance to recruiters.

In this paper, we propose a framework that is aimed at improving
the performances of an Applicant Tracking System. More specifically, we
exploit advanced Natural Language Processing and Text Mining tech-
niques to automatically profile resources (i.e. candidates for a job) and
offers by extracting relevant keywords and building a semantic represen-
tation of résumés and job opportunities.

1 Introduction

For any company, it is of paramount importance to identify the right person for
a job, especially in today’s very dynamic market, where new technologies and
specific professional figures considerably increase or decrease in popularity in a
very short time span. Thus, it is crucial, especially in the context of Industry
4.0, to have data-driven tools which extract autonomously profiles of professional
figures from both job opportunities and résumés, so as to capture the appear-
ance of novel required competences and knowledge. Indeed, given the enormous
amount of information and profiles on professional-oriented online platforms,
such as Linkedin', these tools may help recruiters to identify the most suitable
candidates for a given job offer. Further, by analyzing regularities and variations
among data, they may allow predicting upcoming trends in the job market and
identifying emerging and yet unseen professional figures.

Most of the current recruitment support approaches fall under the umbrella
of so called Applicant Tracking Systems (ATSs). Available ATSs are compara-
ble to Customer Relationship Management systems, with a focus on supporting

! https://www.linkedin.com.
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discovery and selection of candidates for job opportunities. Such systems are
often based on manual collection and annotation of résumés and job opportuni-
ties by experienced recruiters, and on rule-based algorithms to identify suitable
candidates.

In this paper, we present a preliminary version of a data-driven approach
to the problem of automatically generating profiles of professional figures, by
extracting relevant information from résumés and job opportunities. A classic
and straightforward document similarity calculation approach cannot guarantee
satisfactory performance in the ATS domain. This is due to the fact that docu-
ments in this domain are mostly similar to each other, and tend to be differen-
tiated by minor aspects. For example, the two sentences “fluent in Python” and
“fluent in Java” are extremely similar, but describe two different professional fig-
ures. Therefore, a simple document similarity calculation on whole documents
could be unsuccessful since it may be prone to simply identify similarly writ-
ten curricula. For this reason, we employ a composite approach which exploits
Natural Language Processing (NLP) techniques, such as word entropy [4], for
identifying relevant keywords, and recent distributional semantics techniques,
such as word and document vectors [11], in order to represent similar profiles.
Further, our approach exploits only the unstructured information contained in
résumés. To the best of our knowledge, current ATSs do not support this kind of
analysis and require a frequent interaction with the human experts. On the other
hand, the development of ATSs has a distinctly commercial nature. Thus, the
research community has not been particularly active on this specific topic. Today,
with Industry 4.0, there is a growing interest in implementing autonomous and
data-driven approaches that can provide insights on how the job market evolves
over time, and practical assistance to recruiters. This is definitely a novelty for
most commercial ATSs, especially for those targeted to small-to-medium sized
companies that focus on a small domain of application.

This paper is the result of a collaboration with the recruitment agency IT
Partner Italia®. The company mostly operates in the field of IT system integra-
tion. Due to the high volume of hiring processes managed on a daily basis, IT
Partner Italia is aiming to build a next-generation ATS based, among other tech-
nologies, on NLP and Machine Learning techniques, in order to help recruiters
in their most time consuming activities.

This paper is organized as follows. In Sect. 2 we discuss related work. Section 3
illustrates our proposed approach. Section 4 presents a preliminary evaluation of
the approach on a subset of data. Finally, Sect.5 draws some conclusion.

2 Related Work

Actually, very few researches on the impact of ATSs on the recruitment process
have been proposed within the business economics field [5,10]. In addition, a
number of recent approaches have proposed the implementation of data mining

2 http://www.itpartneritalia.com/.
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and information retrieval techniques both in the recruitment process and in per-
forming job recommendations [9,16]. However, it is clear that extensive research
in the direction of improving software such as ATS is still in its embryonic stage.
Today’s ATSs belong to two main categories: direct recruitment and indirect
recruitment ATSs.

The target of the first category is the human resources department of a
specific company, in order to directly handle the selection of candidates and
the employment process. Thus, these ATSs are often developed to be easily
integrated with other internal systems such as Enterprise Resource Planners.

Indirect recruitment ATSs, on the other hand, are developed for consulting,
recruiting, and interim agencies. For this reason, such ATSs need to satisfy a
wider range of criteria, concerning efficiency, autonomy, user-friendliness and
speed of execution.

In the field of NLP, we have been observing an exponential growth of
approaches aimed at representing words and documents in a semantically mean-
ingful way. Most of such approaches are based on the observation originally
proposed in [8] that words with similar meaning occur in similar contexts. Thus,
the first steps along this direction were aimed at building implicit vector repre-
sentation of words, by means of co-occurrences with other words.

More recently, deep learning has been extensively used for learning word rep-
resentations [1,12,13]. The study of word embeddings has received in fact a lot
of attention in the last few years thanks to the effectiveness of such representa-
tion in capturing a semantic quality of words. Recent literature has also focused
on character level embeddings [2], that are able to represent subword informa-
tion as well as word information, and deep language models [14], that focus on
improving word embeddings models by taking into account contexts in order to
model polisemy of words. On the contrary, a limited attention has been paid to
build frameworks for representing sentences, paragraphs and entire documents
embeddings, such as proposed in [11]. However, we believe that such kind of
representations would have a great value in industrial environment, where both
time and performances are important constraints.

3 The Proposed Approach

We aim to define a method to automatically extract the different profiles of
professional figures from available résumés and job opportunities. Our approach
consists of two main phases. In the first phase, we use NLP techniques to generate
representations of résumés and job opportunities. In the second phase, we exploit
these representations for generating profiles by exploiting clustering techniques.
An overview of the entire approach is given in Fig. 1. This paper focuses mainly
on the description and early evaluation of the first phase. In particular, we
extract potential candidate keywords from each résumé and job opportunity by
employing entropy as a weighting measure for their relevance. Then, we exploit
the extracted keywords to generate a distributional semantic model of résumés
and job opportunities by means of the paragraph vector algorithm [11].
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NLP Profiling
Phase Phase

Jobs and Candidates | Clustering
Representation °

Job Profiles

Tokenization, PoS Tagging| Keyword Extraction

Fig. 1. Overview of the proposed approach.

3.1 Preprocessing

In order to improve the quality of our representations and to reduce the compu-
tational cost, we perform a preprocessing step. More specifically, we execute sen-
tence splitting, tokenization and Part-of-Speech (PoS) Tagging by using SpaCy?,
a Python toolkit which provides deep learning based models to perform linguis-
tic analysis for several languages, including Italian, out of the box. After tok-
enization and PoS Tagging, we also remove several stopwords (e.g. “Curriculum
Vitae”) that are not interesting in our analysis.

3.2 Keyword Extraction

Our keyword extraction algorithm has two main goals. First, we aim to identify
keywords that can help us in profiling and describing résumés and job opportu-
nities. Second, we want to be able to take into account the time, i.e. when a given
résumé or job opportunity was produced and/or updated. The temporal aspect
may in fact be crucial to enable the identification of regularities, i.e. recurrent
terms and novelties in word usage. Such novelty in turn might be representative
of previously unseen profiles.

Given the context of application, in addition to single words, we believe that
multiword expressions should be taken into account as well. As in [6], we con-
sider multiword expressions as “lexicalised word combinations as a theoretical,
phraseological notion”. For example, in our context of application, expressions
representing technologies or software, such as “Dynamics AX”, “Adobe Photo-
shop” or “SQL Server”, should be considered as single semantic units of texts,
i.e. multiword expressions. Such expressions may in fact provide a crucial insight
in the process of identifying relevant keywords, as well as in the production of
semantically relevant representation of résumés and job opportunities. For the
sake of simplicity and readability, we will refer to both single words and multi-
word expressions as n-grams.

The keyword extraction algorithm is quite simple. Figure2 shows its
flowchart. We adopt a window-based strategy in order to identify relevant key-
words for a given period of time. The time-window size is in the range [1,n)]
days.

3 https:/ /spacy.io/.
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For each time window, we compute the frequency of n-grams with respect
to each document. We consider n-grams from unigrams to trigrams. In order to
reduce complexity and noise, we consider only n-grams with specific PoS pat-
terns. For instance, we want to identify n-grams such as “full stack developer”,
but have no interest in n-grams like “expert in”, that would increase the com-
putational complexity of the algorithm without extracting interesting terms. We
then use the relative frequencies found in the time window to perform an on-line
update of the overall frequency counts, and the weights for each n-gram. Once
the weights are recomputed, we extract from current documents all n-grams
whose weights are larger than a pre-fixed threshold WT.

This strategy allows us to identify both terms that occur frequently across all
time windows, and previously not considered terms that appear as relevant only
for a given window. In addition to the set of keywords extracted automatically
from the documents, we also employ a set of keywords that have been manually
selected as relevant by experienced recruiters. In our framework, both manually
selected keywords and entropy-based keywords coexist. More specifically, we aim
to introduce human experts in the loop, by enabling an a-posteriori selection of
keywords considered as relevant, among those found by our algorithm, and mark-
ing as noise the least interesting ones. This is expected to improve performances
when running the algorithm on novel data.

Database Reywords
-unigrams
-bigrams
-trigrams

Select keywords

Count n-grams.

Preprocessed datal
for window

‘ Select Data Window Update Overall

Frequencies and Weights

Init. Support
Data Structures

Fig. 2. Flowchart of the keyword extraction algorithm.

Concerning the selection criteria of n-grams, we consider specific content word
PoS (e.g. nouns, adjectives) and specific PoS patterns that are often found in mul-
tiword expressions, such as adjective-adposition-noun, as in “fluent in Python”.
In order to decide whether an n-gram is relevant or not, we exploit classical asso-
ciation measures such as Pointwise Mutual Information (PMI) [3]. The PMI of
two or more words quantifies the discrepancy between their joint probability and
their individual marginal probability by assuming independence. More specifi-
cally, given two words = and y,

N p(z,y)
M) =108 (@)
Probabilities are estimated by means of frequency. In particular, p(z) (and
p(y)) can be easily estimated as f(z)/N, where f(z) is the frequency of  in the
data, and N the total number of unigrams. Thus, p(x,y) = f(z,y)/Nbigrams-
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In addition, since PMI is based on joint probabilities of events, it satisfies
the chain rule (or general product rule) of probability. Thus, PMI for trigrams
is computed as PMI(x;yz) = PMI(x;y) + PMI(z; z|y).

We implement a slight variation of the PMI formula, namely Positive PMI
(PPMI). PPMI is simply defined as PPMI (z;y) = [PMI(z;y)]+

We select as candidate keywords only multi-word terms that have a PPMI
equal to or larger than 1.00. This ensures that we only select pairs or triplets
of words that have a chance of co-occurring together higher than they were
independent. Note that PPMI for unigrams is set as 1.00 by default.

Concerning the weighting of selected n-grams, several approaches for extract-
ing relevant keywords from text documents have been proposed in the literature.
We chose to adopt a weighting scheme based on term entropy. Term entropy [15]
measures the average uncertainty of a given term in a collection of documents
[4], thus providing an efficient method for estimating the relevance of such term
for the collection of documents at hand. It is defined as:

_1+ZP Z;Og ))

g(D

where D represents the overall number of documents in the collection, and p(t;)
represents the probability of the term ¢ for the document j. Again, such proba-
bility can be approximated by looking at term frequencies. More specifically, if

f(t;) is the frequency of term ¢ in document j, then p(t;) = %
j=1 J

In summary, the proposed approach updates PPMI and entropy for all con-
sidered terms, and selects those with an entropy value equal to or larger than a
pre-fixed threshold WT for each iteration (i.e., for each time window).

3.3 Semantic Representation of Résumés and Job Opportunities

In order to produce semantically relevant representation of résumés and job
opportunities we explore the use of the paragraph vector algorithm proposed in
[11]. This algorithm, also known as doc2vec, builds upon the notion of word
embeddings by first learning word embedding representations, and then using
them in order to generate a vector for the overall document.

As for word2vec [12,13], two architectures are available for computing the
paragraph vector, namely Distributed Memory (PV-DM) and Distributed Bag-
of-Words (PV-DBOW). The main difference is that, while PV-DM uses a con-
catenation of paragraph vectors and word vectors for predicting the next word
in a window, PV-DBOW simply learns vectors by means of predicting words
randomly sampled from the output paragraph.

Our goal is to identify semantic similarity among résumés and job oppor-
tunities. Given their semi-structured format, résumés and job opportunities are
similar to each other, and use similar words. Therefore, an unsupervised model
that considers word ordering such as PV-DM may be easily fooled in assigning
a higher similarity score to different profiles due to very similar lexical and syn-
tactic structures. Thus, we use the PV-DBOW for our goal. More specifically,
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we learn representations of résumés and job opportunities by exploiting only
the keywords extracted by the Keyword Extraction algorithm. In particular, we
adopt a join of all the keywords extracted by considering the different windows.
The advantage is twofold. First, considering only relevant keywords allows learn-
ing a higher quality representation of texts. Second, as relevance of keywords is
recomputed for each time window, this could ensure a greater ability to discrim-
inate between different skills represented in résumés and job opportunities.

4 Preliminary Evaluation

We have performed several preliminary and exploratory experiments in order to
assess the effectiveness of our proposed approach. In this section, we describe
the available data, and illustrate results of such experiments.

We performed our experiments on a sample of the whole dataset. More specif-
ically, we considered available résumés for 2016 and 2017, for a total of 12957
résumés. The data were anonymised and provided by IT Partner Italia following
the General Data Protection Regulation (GDPR).

For each résumé, several additional information is provided, such as city of
provenance and skills of the candidates (i.e. main skill, secondary skill, etc.),
as well as manually inserted information concerning an actual evaluation of the
candidate from a recruiter. On the one hand, we plan to exploit only informa-
tion contained in the résumé to build our distributional model. This avoids the
necessity of manual labour from recruiters. On the other hand, we exploit skill
labels of résumés in order to assess the quality of our representation. Skills are
extracted through proprietary algorithms by our industrial partner, and albeit
not manually annotated, can provide a good approximation of the skills of a
given candidate. We also observe that, due to different sources for résumés in
our dataset (e.g. PDF, online forms), conversion into plain text may result in
errors and inconsistencies.

We adopted the following parameters. For the PoS patterns, we included
nouns, proper nouns and adjectives, and all combinations of three nouns, proper
nouns, adjectives, adpositions and determiners, that form multiword patterns in
Ttalian, e.g. “dispositivi Android” (Android devices), “reparto tecnico” (technical
department), “sviluppatore Java” (Java developer). For the time window, we
considered 180 days. We believe that using a too small time window would yield
results that are too fine grained for our goal. Conversely, a window too large could
hinder our ability to discover time-specific keywords. Concerning the entropy
threshold, we performed several runs and finally selected a value of WT = 0.7.
In fact, we found that a smaller threshold would yield noisy results, containing
many uninteresting n-grams. Conversely, with a higher threshold the algorithm
would extract a too small number of n-grams.

Second, we used the paragraph vector algorithm [11] to learn the represen-
tation of our data. More specifically, we used the Gensim implementation of the
algorithm, known as Doc2Vec*. Doc2Vec allows fine tuning of the parameters.

* https://radimrehurek.com/gensim /models/doc2vec.html.
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We performed several experiments in order to find the best parameters. In partic-
ular, we selected the PV-DBOW model. We trained it for 5 epochs, considering
a minimum number of occurrences per word equal to 5. The size of the result-
ing vectors for representation was set to 200. All the other settings were left to
default. In addition, we also considered a representation based on pretrained word
embeddings. More specifically, we used FastText [7] 300-dimensional embeddings
for Italian. Each résumé representation is computed as the average of embeddings
for words in the text.

It is quite difficult to evaluate our approach in absence of a gold standard
or labelled dataset. Thus, we manually selected two sets of résumés, based on
their main skill, for an early evaluation. We trust that the skill can represent a
reasonable approximation of a résumé. However, we also analysed the actual text
in order to make sure we selected suitable candidates. Due to privacy concerns,
no additional information over such data can be provided at this time.

In the first set, we selected similar résumés that have the same main skill
“Java Junior”. On the contrary, for the second set we selected résumés based on
very different skill sets. In particular, we considered “Java Senior”, “Help Desk
intermediate”, “Network engineer junior”, “Web designer senior”, and “Account-
ing employee”. As it is common in many vector space models approaches, we
exploit the cosine distance to determine similarity among learned representations
(i.e. vectors). Results for the two sets and for the two representations (Doc2Vec
and pretrained word embeddings) are reported in Table 1.

The analysis of the results shows that our approach is promising. We recall
that the similarity is computed only by analysing the text of the résumés and
not exploiting the skills. In fact, two different trends emerge for similar and
dissimilar documents. More specifically, we observe that résumés for different
“Java Junior” figures tend to have a high cosine similarity, while résumés for
different professional figures obtain very low cosine similarity among them. On
the contrary, when using the pretrained word embeddings representation, cosine
similarity is high and very close to each other, thus highlighting that this repre-
sentation is not very suitable for discriminating different profiles. This may be
due to the fact that, whereas word embeddings are trained on general purpose
corpora (i.e. Wikipedia), the Doc2Vec representation is learned directly from
our domain-specific data. Moreover, in order to validate our approach, we man-
ually evaluated our results, both for keyword extraction and similarity among
résumés, with the help of experienced recruiters from the partner company. It
appears that our approach can yield good results. However, it is clear that we
presented a simple and tentative evaluation of our method, and further analysis
is definitely needed. Nonetheless, the underlying idea appears to be promising.

Finally, with the aim of verifying whether the approach described so far is
able to discriminate among curricula with different competences and skills, we
applied a complete-linkage hierarchical clustering algorithm. We executed the
clustering algorithm using both the Doc2Vec and the pretrained embeddings
representations. Figures 3 and 4 show the two dendrograms obtained by the two
representations, respectively. We can appreciate how actually different clusters
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Table 1. Cosine similarities between Java Junior profiles and between different profiles
using Doc2Vec (a—b) and pretrained word embeddings (c—d).

(b)
. ...|Java Help Network = Web .
(a) Main Skill Sr. Desk Eng jr. Design sr. Accounting
a
Java
IDfj1 2 3 4 5 Sr. ! 7 7 7 7
L1 # # # # Help
21065 1 # # # Desk | 001 1 # 7 7
310,66 0,96 1 # # Network
410,700,950,94 1 # Eng jr. 0,35 -0,01 1 7 #
50,51 0,53 0,58 0,61 1 Web 0.43 -0.10 0,50 1 4
Design sr.
Account. | 65 o8 027 0,52 1
Employee
(d)
. ..,|Java Help Network = Web .
© Main Skill Sr. Desk Eng jr. Design sr. Accounting
c
Java
IDfj1 2 3 4 5 Sr. 1 # 7 7 7
L1 # # # # Help
210,77 1 # H# # Desk 0-96 1 7 7 7
310,910,788 1 # # Network
410,910,830,97 1 # Eng jr. 0.96 0,96 ! 7 7
510,91 0,84 0,96 0,97 1 Web 093 091 091 1 u
Design sr.
Account. | o3 097 004 091 1
Employee

of curricula can be identified. Due to space limits, we cannot discuss in detail
these clusters and how they can be characterized in terms of competences and
skills. However, it is evident that the approach proposed is able to determine
groups of curricula with similar characteristics. We can observe, however, that
the partitions generated by using Doc2Vec are more homogeneous than the ones
generated by employing pretrained embeddings representation. For instance, if
we cut the dendrograms at distance 10, we can observe that for the pretrained
embeddings representation several clusters contain less than 10 elements, and two
macro clusters contain a number of résumés up to around 3500. Conversely, the
clustering produced with Doc2Vec at the same distance is more homogeneous.
Résumés and keywords are more evenly distributed across clusters.



164 A. Bondielli and F. Marcelloni

Hierarchical Custering Dendrogram Hiererchical Clustering Dendrogram

Fig. 3. Doc2Vec representation clustering. Fig. 4. Pretrained embeddings clustering.

Further, we analysed a number of clusters for the two representations. We
realized that the clusters generated by using pretrained word embeddings are
generally less relevant to the recruiter. Just to give an example, using Doc2Vec
we obtained for example a cluster with frequent keywords such as “web ser-
vice”, “TCP IP”, “Active Directory”, “MYSQL”, “web application”, that clearly
describe the profile of a web developer. On the other hand, by analysing clus-
ters obtained with pretrained word embeddings, they appear to be less descrip-
tive. For example, one cluster contains the following frequent keywords: : “C”,
“Java”, “Photoshop”, “Google Analytics”, “e-mail”, “marketing”, “assistente
amministrativo” (administrative assistant). It is clear that such cluster cannot
be considered as a proper representation for a given profile.

5 Conclusions

In this paper, we have presented a system for identifying and extracting time-
relevant keywords from résumés and job opportunities, and for building seman-
tically relevant representations of them. Our approach is data-driven and uses
semi-supervised strategy for improvement. We have presented our approach and
provided a preliminary evaluation of its quality. Although a lot of experimen-
tation is still needed and further improvements are needed, we believe that our
direction is promising to automatically extract professional profiles by adopting
an unsupervised and data driven approach.

Our final goal is to develop tools that can be implemented in a next-
generation ATS, that can take full advantage of information extraction and text
mining techniques in order to help recruiters in their day-to-day job.
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Abstract. Information technologies play an invaluable role in improving the
quality of medical care. New diagnostic technologies based on processing large
medical data sets are being actively introduced into clinical practice, which, in
turn, generates the new arrays of data. The natural solution here is the clinical
information systems (CIS) which help the physicians in clinical decision making
as well as in training and research. In this paper we propose FCA approach for
retrieving and processing information suitable for using in CIS, first of all in the
aspect of knowledge, from clinical algorithm. FCA in proposed form represents
the clinical process as a sequence of decisions being made by the physician
during the diagnosis (or treatment) in order to reach the desired diagnostic (or
respectively treatment) state. In order to analyze the effectiveness of these
decisions in relation to a specific clinical process we propose the necessary
indices and metrics. The application of the proposed formalisms is illustrated by
the example of a real clinical process.

Keywords: Clinical information systems + Formal concept analysis *
Clinical process

1 Introduction

Information technologies play an invaluable role in improving the quality of medical
care. New diagnostic technologies based on processing large medical data sets are
being actively introduced into clinical practice, which, in turn, generates the new arrays
of data. Because of the massive volume, variety, and continuous updating of medical
data it becomes increasingly difficult to consider them fully when working with an
individual patient both at the stage of diagnosis and at the stage of treatment.

The natural solution here is the clinical information systems (CIS) which help the
physicians in clinical decision making as well as in training and research. Progress in
the development of CIS is associated primarily with the involvement of high-quality
information sources [1, 2]. As literature analysis shows, the division of these systems
into knowledge-based and non-knowledge-based in recent years has shifted toward the
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second, i.e. machine-learning approach (see, for example, [3]). However, this approach
does not cope well with such factors as accessibility, urgency, social factors, the
specifics of the country and a particular medical institution. In this sense, taking into
account the actual experience of practical doctors, which is accumulated in such
documents as clinical guidelines, algorithms and protocols, can play an invaluable role.
It can be said that these documents represent a definite path in the symptom space to the
subset characterizing a particular disease, this path being optimal from the point of
view of the medical community and confirmed by clinical practice.

The effectiveness of using clinical protocols, algorithms and guidelines in clinical
practice is shown in numerous studies [4, 5]. It seems natural to use them as infor-
mation sources for CIS. However, as practice shows, it is impossible to directly use
them in decision support systems: they are written in natural language; they do not
separate factual and conceptual information (data and knowledge); they are not
checked for strict compliance with the rules of formal logic; they do not have a
procedure for checking the performance of the relevant personnel.

Thus, there is the problem of retrieving and processing information suitable for
using in CIS, first of all in the aspect of knowledge, from clinical algorithm. To solve
the problem posed, we propose to use such formalism as a formal concept analysis
(FCA). The problem is considered on a real example of the algorithm for the man-
agement of patients with stable coronary artery disease and high-grade ventricular
arrhythmias [6].

2 Background and Related Works

The FCA formalism [7] represents the basic concepts of the domain using the theory of
lattices, and its basic construct is the formal context, defined as a triple

K =(G,M,I), (1)

where G is a set of objects, M is a set of attributes, and I is a binary relation such that
I C G x M. Given a context (3), one can define a formal concept (FC)

c=(A,B), (2)

by a couple of the extent A C G, and the intent B C M, such that A’ = B and B' = A,
where A'={me M|VgeA:(g,m)€l}, B ={gecGVmeB:(g,m)el} Thus,
the FCA formalism is considered to represent knowledge as a lattice of concepts and
conceptual relationships concerning the certain domain.

Although FCA was originally considered as a construct for displaying a purely
taxonomic structure, at present its capabilities are expanded. One can describe such
complex domain structures as the implication of features [8], the presence of charac-
teristic patterns in graphs and sequences [9], as well as multivalued, fuzzy and prob-
abilistic dependencies [10—12]. In order to select concept subsets within the whole
concept lattice various indices are proposed based on thresholding of concept extent,
on modifying the closure operator, on involving background knowledge etc. [13].
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However, as emphasized in [13], their effectiveness depends critically on the content of
the task, i.e. the developer is required a creative approach to their formation.

FCA has found quite wide application for describing dependencies in medical
domain. In [11, 14, 15] FCA is used for mining association rules and analogical
proportions among diseases based on processing the relevant datasets. [16] use FCA to
identify and validate mappings across medical ontologies. In [12] for a better under-
standing of the structure of the subject area, it is proposed to build conceptual land-
scapes based on FCA. In [17], by means of FCA and big data approach, the accuracy of
patient classification by disease is improved, which improves predictions about patient
survival and mortality. Authors [9] seek the characteristic sequential pattern structures
in hospitalization statistics for patients.

At the same time, FCA as a means of describing relationships between cognitive
constructs, for example decisions, that reflect characteristic paths in the feature space
and are of most interest from the point of view of knowledge representation, is not
considered even at the level of problem statement. Thus, in the article we pose the
following questions:

— how to form a conceptual lattice representing the clinical decision-making sequence
from the description of the clinical process in the form provided by clinicians;

— which indices can help to analyze the effectiveness of these decisions in relation to a
specific clinical process.

3 Proposed Approach

The motivation of this work, namely the algorithm for the management of patients with
stable coronary artery disease and high-grade ventricular arrhythmias (VA) [6], is
presented in Fig. 1. As our analysis [18] has shown, a system of standards [19 Its main
entities are: health state (clinical state), HS; health condition (clinical symptoms), HC;
healthcare activity (clinical activity), HA. In parentheses interpretations of the concepts
as applied to a clinical process considered are given. Applying [19] to the algorithm we
built a formalized description of the algorithm which was used as a source for con-
structing an FCA conceptual lattice. A fragment of the latter is presented in Table 1,
and the full version is available by reference'.

A content analysis of the clinical process shows that, of the above set of entities,
HA best represent doctor’s knowledge when making a decision and the HC form the
information space in which these decisions are made. Since our task is to determine the
sequence of decision-making by a doctor regarding treatment, we, with the expert help
of doctors, have substantively identified those HA that relate to treatment; they are set
apart into a subset of the final HA (FHA) located at the top of the Table 2. The rest of
the activities refer to examinations and form a subset EHA.

! https://docs.google.com/spreadsheets/d/1 G5 1nZpojzFp5dr8tay3 YdLV71W1Vajdz-LVUOrY gFOM/
edit?usp=sharing.
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Fig. 1. The original form of algorithm for the management of patients with stable coronary artery
disease and high-grade ventricular arrhythmias: AAE — Antiarrhythmic effect; AD — Anxiety
disorder; CMR - Cardiac magnetic resonance; CA — Catheter ablation; CAD — Coronary artery
disease; ECG — Electrocardiogram; ICD — Implantable cardioverter defibrillator; LVEF — Left
ventricular ejection fraction; MR — Myocardial revascularization; Ng — Nitroglycerin; NIECGI —
Noninvasive electrocardiographic mapping; PET — Positron emission tomography; SPECT —
Single-photon emission computed tomography; TT - Treadmill test; VA — Ventricular arrhythmia
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Fig. 2. Visualization of full concept lattice

So, the components of the formulas (1) and (2) acquire the following sense: G are
elements of the FHA set, M are elements of the HC set, ¢ is an inclusion-wise maximal
subset of HC needed for diagnostics of given element of FHA set. Values of / are given
in the range of (0...1), corresponding to the severity of c¢; the correspondence scale is
established by clinician experts. The visualization of the constructed conceptual lattice
is shown in Fig. 2.

Since the lattice is built for a specific disease, all the clinical symptoms included in
it are required for this disease, but they can also characterize other diseases; in addition,
a particular doctor may, when deciding to take into account or not to take into account
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certain symptoms thereby highlighting the active symptoms. Thus, in accordance with
the approach [13], we have formed a set of indices characterizing the specifics of the
work of a particular doctor regarding the typical sequence recorded in the clinical
algorithm: Reconcilability - the degree of correspondence between active and required
symptoms for given disease; Completeness - part of all required symptoms covered by
active symptoms; Loss, showing in what degree active symptoms contradict those
required for given disease; Surplus - overweight of active symptoms in relation to the
required. Introducing the resource characteristics of obtaining each symptom (speed,
price, availability), we also determined the metrics for assessing the effectiveness of the
doctor’s decisions on the use of a specific symptom: Probability - a metric that ranks
examination activities EHA by the rate at which final activities FHA are determined;
Benefit - a metric that ranks EHA taking into account both the rate at which FHA are
determined and the examination costs; Wholeness - a metric based on statistics of the
weighted joint occurrence of attributes for a given concept of FCA lattice, shows how
fully a specific examination has been performed. The exact formulas and code for the
calculations are not given due to lack of space and are available by reference?.

4 Case Study

We illustrate the application of the constructed formalisms by example. Let the clinical
process is at the start: the patient has heartbeat complaints, heart dysfunction, insen-
sibility; VA was detected after ECG, but info about CAD wasn’t received. A fragment
of the FCA lattice for this situation is shown in Fig. 3, where the clinical symptoms
(HC) selected for next step of the algorithm are highlighted. The calculated values of

HC4-1 HC4-2

Fig. 3. Fragment of concept lattice with active symptoms highlighted

2 https://docs.google.com/document/d/11D4Z8nAawXO1TPb1dAegjZ44WINKBnmKGimtdctfW1s/
edit?usp=sharing.
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the indices and metrics for FHA and EHA are presented in Tables 2 and 3,
respectively.

Analysis of Table 2 shows the following. For FHAO Loss = 1 which means that the
decision “VA is not confirmed” should be excluded from the further consideration.
Large value of Surplus suggest that the existing set of clinical symptoms should be
associated with other treatments - HAF1 or HAF2; this is also indicated by high
Completeness values. At the same time, the high values of Reconcilability for the latest
treatments suggest that the symptoms present are quite characteristic for them. Com-
parative evaluation of data Table 3 allows you to rank possible examination procedures
so that they lead to real FHA more quickly and at lower cost.

Table 2. Index values for FHA

Reconcilability | Completeness | Loss | Surplus
FHA1 | 1.0000 0.6586 0.0000 | 0.0000
FHA2 | 1.0000 0.6265 0.0000 | 0.0000
FHAO | 0.0000 0.0000 1.0000 | 2.2985

Table 3. Metric values for DHA

Probability | Wholeness | Benefit
EHA3 |0.0899 0.2795 0.0481
EHA3.2 | 0.5397 0.2779 0.5771
EHA4.1|0.3175 0.2213 0.3395
EHA4.2 | 0.0529 0.2213 0.0354

5 Conclusion

In the article we have proposed FCA approach for retrieving and processing infor-
mation suitable for using in CIS, first of all in the aspect of knowledge, from clinical
algorithm. FCA in proposed form represents the clinical process as a sequence of
decisions being made by the physician during the diagnosis (or treatment) in order to
reach the desired diagnostic (or respectively treatment) state. In order to analyze the
effectiveness of these decisions in relation to a specific clinical process we have pro-
posed the necessary indices and metrics. The application of the proposed formalisms is
illustrated by the example of a real clinical process.

The work was supported by the Government of Russian Federation, Grant 08-08
and Russian Science Foundation, Grant 19-19-00696.
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Abstract. Nowadays dialog systems have great promise in the field of
medicine and healthcare. Only a few medicine dialog systems presented in the
literature are accompanied by an experimental effectiveness evaluations.
Moreover, they cover only English-speaken context. In this paper we set the task
to conduct a comparative analysis of the effectiveness of Russian-language
mixed-initiative medical dialog systems, depending on the chosen architecture
and method of processing the users’ intentions. We have developed and com-
pared three types of chat-bots; Frame-based, ML-based and Ontology-based. As
the metrics used the accuracy of the intent recognition as the percentage of
intents correctly defined by the system relative to the total number of processed
utterances. The results show that the accuracy of the intent recognition in all
three approaches is quite the same, so finally we propose the architecture of s
combined dialog system which covers all the needs for Russian-language
medical domain.

Keywords: Dialog systems - Chatbot - Medical systems

1 Introduction

The rapid development of dialog systems is one of the phenomena of modern life.
Smart conversational agents in different languages [1] such as Apple Siri, Google Now,
Amazon Alexa, Yandex Alice were launched. Many large IT companies offer their
services for creating chatbots based on natural language processing and machine
learning, such as IBM Watson Conversation, Dialogflow etc.

Dialog systems have great promise in the field of medicine and healthcare [2]. They
can perform not only routine tasks such as appointment to the doctor or tracking patient
behavior, but also serve as valuable assistants, helping patients and elderly individuals
in their living environments and in solving their healthcare problems [2—6]. An analysis
of the literature [3, 7, 8] shows a large terminological variation in this area. In the
following, the terms “dialog system” and “chatbot” are used equally.

Of particular interest in medicine and healthcare are the systems managing mixed-
initiative [7, 8] dialog. The difficulties here are related to the fact that the dialog takes
into account not only explicit, but also implicit interaction. A user interacting with a
system can have many different kinds of intentions that can change as the dialog
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proceeds [4]. Besides, dialog organization is based on context, i.e. on its circumstances
(external and internal), which may change during the course of discourse.

A qualitative leap in the construction of the mixed-initiative dialog systems
occurred with the introduction of the machine learning paradigm into this area.
However, if the mixed-initiative dialog system should work in a narrow domain and
solve specific tasks, the advantages of such architecture change are not so obvious.
According to the survey [3] of English-language medical dialog systems, the rule based
and frame-based architectures retain their positions here. As far as the authors of this
article are aware, similar studies for Russian-language medical dialog systems were not
conducted at all. In this regard, comparative analysis of approaches to building medical
dialog systems in Russian is of great interest.

2 Background and Related Works

The practice of modern chatbot developers [9-11] allows selecting the following basic
artifacts that determine the processing of each utterance and the dialog as a whole:
intent, entity, and dialog tree. Intent represents the intention, or the purpose of a user’s
utterance; entity represents a term or object that is relevant to utterance’s intents and
provides a specific context for an intent [12]. The dialog tree encodes conversation flow
variants in the form of transitions between intents representing each utterance [9].
These definitions show how large a role in the creation of chatbot belongs to natural
language processing (NLP). As for the field of medicine, a number of problems arise
here, which are the subject of active study.

The first one is medical entities recognition and resolution. In recent years, various
solutions based on the machine learning paradigm have been proposed in this area [13,
14]. However, depending on the specific task, well-known methods, such as dic-
tionaries and conditional random fields, remain effective here [11, 15, 16]. Note that the
results of solving the problem of medical entities recognition are language dependent.
Our research [17] has shown that for medical texts in Russian, a sufficiently high
quality of its solution is achieved without the use of external lexical resources or n-
gram algorithms. At the same time, processing the text in English and its Russian-
language translation leads to the selection of non-identical concepts.

One more problem characteristic for medical dialog systems is the following: many
intents can be elicited from one utterance depending on the context interpretation. To
solve it, a number of solutions have been proposed that, apply knowledge graphs and
vocabularies [18] or use Deep Learning supervised classifiers [19]. Ready-made ser-
vices' like LUIS or wit.ai for embedding in existing architectures are offered, but they
remain black boxes for developers. Besides, LUIS does not support Russian.

An important role in building a dialog with the user in medical chatbots is played
by tracking his emotional state, i.e. sentiment analysis. In order to do this different
solutions have been proposed, starting with vocabulary techniques [20] and ending

! https://www.luis.ai, https://wit.ai/.
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with NLP and machine learning capabilities of ready-made services like DialogFlow”
[21, 22]. Nevertheless, as the study [23] shows, the proposed implementations are far
from perfect: 72% of surveyed physicians believe that medical chatbots treat patients’
emotions poorly.

A lot of chatbots for healthcare are announced in the market (see, for example,
reviews [2, 5, 6, 24]). An overview of the solutions used shows that various types of
architecture are represented in the zoo of medical dialog systems. But, from the point of
view of NLP implementation, it makes sense to distinguish, on the one hand, the
ontological approach [25, 26], and on the other hand, the approach of ready-made
machine learning services, among which DialogFlow dominates. The only review
found in the literature [3] analyzes cumulative effect of human users interacting with
the system as a whole, which is useful for end users. In addition, it covers only English-
speaking medical systems, and its results, as shown above, cannot be directly trans-
ferred to other languages, including Russian. At the same time, chatbot developers are
much more interested in evaluating individual components of the medical dialog
system, primarily language-dependent and concerning natural language understanding.
Therefore the article sets the task to conduct a comparative analysis of the effectiveness
of Russian-language mixed-initiative medical dialog systems, depending on the chosen
architecture and method of processing the users’ intentions.

The rest of the paper is organized as follows. Section 3 describes the architecture of
the dialog systems designed for the investigation, as well as the methodology of the
experiment. Section 4 presents and discusses the results of the experiment. Section 5
formulates the conclusion on the work.

3 Methods and Materials

To fulfill the tasks set in the article, we have created three medical dialog systems of
mixed-initiative type designed to interact with users in the natural language, namely in
Russian, implemented on the machine learning, frame-based and ontological approa-
ches respectively. For the development of the ML-based dialog systems, the Dialog-
flow service owned by Google was chosen having the built-in NLP toolkit. Currently,
support is provided for 20 languages, including Russian.

In addition to the purely framework approach, in the experiments we used the
ontological approach, since they are the useful tool of NLP in a narrow domains.

The implementation of sentiment analysis of the utterance depends on the approach
used. Namely, in Dialogflow, there are no tools for sentiment analysis of texts in
Russian, and one has to create intents that characterize not only intention of the
utterance, but it’s tonality as well. With the frame-based approach, we used libraries’
for sentimental analysis of texts in Russian.

One of the main problems in the development of chat bots is the way to form and
store a dialog tree (that is, a script for the interaction between the bot and the user). We

2 https://cloud.google.com/dialogflow/.
* https://github.com/thinkroth/Sentimental, https:/github.com/bureaucratic-labs/dostoevsky.
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use the approach of sparse trees [9], in which the dialog as a whole is formed from
separate relatively independent mini-conversations that are combined into a common
tree. In the frame-based and ontology-based approaches, the dialog trees are built by
the developers themselves in the form of pre-written scripts. In the case of the ML
approach, the selected Dialogflow platform allows, as mentioned earlier, to build
context-based chains of intents that can be interpreted as dialog scenarios.

The selection of intents was made by experts. In order to do this, specialized forums
on the Internet were selected, corresponding to the topics of each chatbot developed
(see Table 1). The experts, based on the analysis of the content of the forums, for-
mulated the basic intents that were directly used in the ML-based chatbot. For the
frame-based and ontology-based chatbots, regular expressions were built on the basis
of these words, which makes it possible to allocate several intents for each utterance
and improves the effectiveness of the dialog system.

Table 1. Formation of content for experiments.

Chatbot Topics Number of Number of intents
forums explored | highlighted
Frame-based Advice on exercise for people with | 3 7
multiple sclerosis
ML-based Support for people with bipolar 6 14
affective disorder
Ontology-based | Advice on removing buccal fat 5 15
pads

In order to highlight entities, in frame-based and ontology-based chatbots NLP
tools were used: each statement of the utterance is divided into tokens, cleared from
stop words and marked up using automatic morphological markup (POS tagging), and
then each utterance is analyzed for the presence of entities of interest using a regular
expression parser or processing unigram. For these purposes, we used the appropriate
libraries from the NLTK package”.

A diagram of the developed ML-based and frame-based dialog systems are pre-
sented in Figs. 1, 2, respectively. For the ontology-based dialog system, the ontology
of the corresponding domain was constructed, which can be seen in Fig. 3. The
ontology is presented in Russian with a translation into English for a more complete
understanding. In this case, ontology is used as a repository of knowledge, but in
general it can be associated with external ontologies for more complete and person-
alized answers.

In the literature, a number of metrics is proposed that can be used to assess the
effectiveness of dialog systems in general [7] and medical dialog systems, in particular
[3]. In accordance with the objectives of our work, we relied on metrics proposed in
[27] measuring modifications of the dialog attributes that could cause the failure of the

4 nitk.tokenize, nltk.tag, nltk.RegexpParser, nltk.UnigramTagger.
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Fig. 1. The scheme of the ML-based dialog system.
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Fig. 2. The scheme of the frame-based dialog system.

dialog as a whole. In our case, the attribute of an individual utterance is considered as
an attribute; accordingly, we measure the accuracy of the intent recognition as the
percentage of intents correctly defined by the system relative to the total number of
processed utterances.

The experiment was organized as follows. Similar to the stage of learning chat bots,
specialized forums on the Internet were selected, corresponding to the topics of each
chatbot. Posts of the forum containing at least 20 words were selected; each such post
was considered as an utterance. For each utterance, intentions were marked up by two
experts. In the case of a disagreement, a third expert was involved. In parallel, each
utterance was processed by the corresponding chatbot. According to the results
obtained, the above metric was calculated.

4 Results and Discussion

The results of the experiment are presented in the Table 2. As can be seen from the
table, the accuracy of determining intentions in all cases is not so high, which is quite
an expected result, given the experimental nature of the developed systems, the narrow
domains processed and the complexity of NLP in Russian. At the same time, attention
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Fig. 3. The ontology scheme for the ontology-based dialog system.

Table 2. Accuracy of intent determination by different dialog systems.

Chatbot Utterances in Number of correctly Accuracy of intent
total defined intents recognition

Frame-based 23 16 69.6%

ML-based 50 32 64%

Ontology-based | 64 43 67,2%

is drawn to the fact that none of the considered dialog systems showed a clear

advantage, which is consistent with the conclusions made in [3].

A detailed analysis of the results made it possible to identify problems characteristic
of each of the approaches. In particular, for DialogFlow approach in its pure form, the

following shortcomings were identified:

e there is no possibility to set several intents in order to form a complex response for
long utterances with compound intents which are characteristic for medical dialogs;
e there are no built-in tools for sentiment analysis in Russian, unlike English, which

forces developers to create separate intents for each tonality;
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e there is no possibility to make changes to the mechanism of the dialog system,
except for adding new examples of utterances;

e due to a narrow domain there are fundamental data limitations and small datasets
available which obstruct training the model up to the industrially needed level

On the other hand, the development of frame-based and ontology-based dialog
systems also revealed a number of problems:

e there are linguistic-specific problems in Russian associated with linguistic analysis,
in particular, with the resolution of the anaphora;

e a large variation of formulations is revealed, which requires the development of a
large number of patterns to cover them

To solve the identified problems, it seems appropriate to combine the considered
approaches in a single dialog system. The architecture of such a system developed by
the authors is presented in Fig. 4.
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Fig. 4. The proposed architecture of combined dialog system

In this architecture there are two subsystems. The main subsystem, based on the
rules, works directly with the utterance, namely: determines its tonality, compares the
utterance with the current context, receives the intent of the entire utterance, restores
the current place in the dialog tree and generates a suitable response. The auxiliary
subsystem that uses machine learning corrects linguistic errors in the utterance that can
lead to incorrect analysis, and determines the intent for individual sentences in the
utterance for their further processing in the main subsystem.

The combined dialogue system created was experimentally tested on the entire
content of Table 1 in accordance with the above described procedure. The average
accuracy of intent recognition was 78 + 1, 8% depending on topics, the best results
were obtained for topics with more simple Russian vocabulary. The resulting increase
in the efficiency of intents recognition for such a complex and flexive language as
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Russian, and in a highly specialized medical domain seems quite convincing. Never-
theless, the authors plan to consider other combined architectures of dialog systems for
this domain.

5 Conclusion

We have set the task to conduct a comparative analysis of the effective-ness of Russian-
language mixed-initiative medical dialog systems, depending on the chosen architec-
ture and method of processing the users’ intentions. We have developed and compared
three types of dialog systems; Frame-based, ML-based and Ontology based. As the
metrics used the accuracy of the intent recognition as the percentage of intents correctly
defined by the system relative to the total number of processed utterances. The results
show that the accuracy of the intent recognition in all three approaches is quite the same
— 64-70%. So based on these results we have developed combined dialog system
which is based on two subsystems, that makes it possible to provide an effective
human-machine dialog in such a rather complex and flexive language as Russian, and
in a highly specialized medical domain.

The work was supported by the Government of Russian Federation, Grant 08-08
and Russian Science Foundation, Grant 19-19-00696.
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Abstract. Tracking position and status of switches of electric control cabinets
is the key to automatic polling and management systems for intelligent sub-
station. It is a typical task of multi-target image detection and recognition. In this
paper, we present an end-to-end switch position detection and state recognition
system based on YOLO detector that can detect and recognize multiple targets
in a single frame at one time. A four-category network based on YOLOv3-tiny
is designed and optimized for real-time detection, then logistic regression is used
to predict the probability of status of switches, and then an algorithm based on
the prior information of the cabinet is developed to remove duplicate targets.
Finally, the detected switches are sorted and numbered to compare with the
information in the database. Experiments are reported to verify the proposed
system.

Keywords: Convolutional neural network + YOLOv3 - State recognition -
Power systems

1 Introduction

With the rapid growth in electricity consumption in recent years, the scale of power
networks continues to expand. The number of control switches in substations has
increased dramatically. Monitoring the states of these electric control cabinet switches
is a major factor in the safe operation of the substations. Manual detection is time-
consuming, laborious, and prone to errors and omissions. Therefore, it is important to
realize automatic monitoring and tracking of switch status by means of machine vision.

Deep learning networks such as convolutional neural networks (CNNs) are often
used for segmentation and recognition due to their remarkable performances. However,
suitable CNN structures will need to be explored extensively for a specific application.
In this paper, we propose a real-time multi-target switch position detection and
recognition algorithm based on the YOLO detector, to detect position and recognize
status of switches at any time. The algorithm is transplanted to an Android phone and
has been deployed in actual inspection of substations.
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2 Related Work

Detection of electric switches requires information of switch positions and switch
status. In [1] an algorithm based on image shape feature was proposed, which mainly
uses projection method and template matching method.

Deep learning algorithms have achieved remarkable successes in large-scale image
and video recognition in recent years [2,3]. Most deep learning algorithms use selective
search as a regional nomination method [4]. R-CNN uses the selection search box to
extract 2000 candidate region frames from the original image, and then performs
feature extraction, classification and regression operations [5]. Fast R-CNN solves the
problem of double counting in R-CNN and the speed is over 8 times faster than R-CNN
[6]. Faster R-CNN uses CNN to region proposal and is even faster than Fast R-CNN
[7]. These networks have two stages to realize detection and recognition.

YOLO [8] and SSD [9] are typical end-to-end target detection and recognition
methods. YOLO combines the target detection and recognition tasks into one, greatly
improving the running performance, reaching 45 frames per second. The SSD network
has two parts. The first network is a standard network for image classification, and the
latter network is a multi-scale feature mapping layer for detection, so as to detect targets
of different sizes.

After SSD, the YOLO team designed YOLO9000, further improving detection and
recognition performance, speed and robustness [10]. In 2018, the team designed
YOLOV3, not only solving the problem of small target object detection in YOLO9000,
but also streamlining the network, further improving the network speed [11].

3 Algorithm Design

We have designed an end-to-end target detection and recognition network. The net-
work can operate on camera input picture, integrate target detection and target clas-
sification into one network, and realize real-time detection.

R-CNN, Fast R-CNN, and Faster R-CNN need to divide the target detection into
two steps. First, the region proposal network (RPN) is used to extract the target
information, and then the detection network is used to complete the location and
category identification of the target [7]. These networks are slow and often cannot meet
real-time requirements, and their training is also complex. SSD and YOLO do not need
RPN, and can complete detection and identification in one step, so they are faster.

YOLOV3 is the latest version, which has better accuracy, faster speed, and better
adaptability to targets of different sizes. Detecting the same picture with the same
hardware, the speed of YOLOv3 can be 4 times faster than SSD, while the accuracy is
also better. YOLOv3-tiny simplifies the number of layers of the convolutional neural
network, increases the speed of the network by more than 4 times and can even up to
244 FPS. The algorithm will eventually be transplanted to the smartphone, the per-
formance of the smartphone is not as good as the PC. So in order to ensure real-time
computing, we choose the YOLOv3-tiny network [12].
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3.1 Algorithm Overview

The network structure of yolov3 has 53 layers, and the real-time performance is still not
good enough. In order to improve real-time performance, we must simplify the number
of network layers. So, we refer to YOLOV3-tiny, reduce the number of layers in the
network, optimize the network parameters, and further improve the real-time
performance.

The specific process of multi-target switch position detection and state recognition
algorithm is shown in Table 1.

Table 1. The process of the proposed algorithm

Algorithm multi-target switch position detection and state recognition

Input: D > Camera image of switch panel
Output: R > Results of positions and status of switches
1:  Gamma correction > Enhance the quality of switch panel images of th

e electrical control cabinet through Gamma correcti
on.
2:  Use four-category netwo-rk > Refer to YOLOv3-tiny to design the four-category n
to extract features etwork, and use the datasets we made to train this net
work. Then use the trained network to extract feature
s.
3:  Get bounding boxes and use [> Through the YOLO network, we obtain many

logistic regression to recognize bounding boxes, and then logistic regression is

status of switches used to recognize status of switches.

4: Non-maximum suppression > YOLO network wuse non-maximum
suppression method to remove repetitive
bounding-box

5. Remove repetitive box using prior > YOLO network can not remove all the

information repetitive  bounding-box, so we design
removing duplicates algorithm.

6: Sort the coordinate of bounding-

box and number switches
7:  ReturnR

3.2 Detection and Recognition Network Based on YOLOv3-Tiny

The YOLOvV3-tiny network is still large. The computation is time consuming and
cannot meet the real-time performance. Therefore, we have reduced the number of
convolution kernels of per convolution layer to reduce the number of training
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parameters. Considering that the switch scale does not change much, only two scale
switch detections were designed. The task of detection and identification of the
switches state is considered as four-category task. Therefore, we designed four-
category switch position detection and identification network models. The parameters
of four-category network are shown in Table 2.

Table 2. Parameters of four-category switch position detection and state recognition network
based on YOLOvV3-tiny

Layer Filters | Size Input Output

0 conv 16 3 x 3/1|416 x 416 x 3 416 x 416 x 16
1 maxpool 2 x 2/2416 x 416 x 16 208 x 208 x 16
2 conv 32 3 x 3/1]208 x 208 x 16 208 x 208 x 32
3 maxpool 2 x 2/2/208 x 208 x 32 104 x 104 x 32
4 conv 64 3 x3/1104 x 104 x 32 104 x 104 x 64
5 maxpool 2 x 2/2104 x 104 x 64 52 x 52 x 64

6 conv 128 |3 x 3/1|52 x 52 x 64 52 x 52 x 128
7 maxpool 2 x 2/2152 x 52 x 128 26 x 26 x 128
8 conv 256 |3 x 3/1]26 x 26 x 128 26 x 26 x 256
9 maxpool 2 x 2/2]26 x 26 x 256 13 x 13 x 256
10 conv 256 |3 x 3/1|13 x 13 x 256 13 x 13 x 256
11 maxpool 2 x2/113 x 13 x 256 13 x 13 x 256
12 conv 512 |3 x 3/1]13 x 13 x 256 13 x 13 x 512
13 conv 128 |1 x /113 x 13 x 512 13 x 13 x 128
14 conv 256 |3 x 3/1|13 x 13 x 128 13 x 13 x 256
15 conv 27 1 x 1/1113 x 13 x 256 13 x 13 x 27
16 yolo

17 route 13

18 conv 128 |1 x 1/1]13 x 13 x 128 13 x 13 x 128
19 upsample 2 x 13 x 13 x 12826 x 26 x 128
20 route 19,8

21 conv 256 |3 x 3/1/26 x 26 x 384 26 x 26 x 256
22 conv 27 x 1/1]26 x 26 x 256 26 x 26 x 27
23 yolo

YOLOV3-tiny network consists of 24 layers and is divided into two parts: the
convolutional neural network and the YOLO network. Layers O through 12 are con-
volutional and pooling layers for extracting features of the target images from the input
image. Each convolution layer is followed by a pooling layer, to abstract and reduce the
size of the data and improve the speed of the entire network. In view of the large
difference between the target switch pixel and the electrical cabinet panel background,
the max pooling method in Yolov3-tiny can help our four-category network select the
maximum value in the area to remove the influence of the panel background as much as
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possible. After the features are extracted by the convolutional layer, the original switch
panel picture of 416 x 416 pixels generates a feature matrix of 13 x 13 x 512.

The second part of YOLOvV3-tiny is the feature interaction layer of the YOLOV3
network using only two scales. Each scale uses a convolution kernel to implement local
feature interaction, while the fully connected layer implements global feature interac-
tion. In this four-category network, the number of channels becomes 27 according to
the number of target classifications. Position regression and classification of the target
switch are performed on the feature maps of 13 x 13 x 27.

On the YOLO network of the second scale, firstly, YOLOv3-tiny samples the
feature map of the 13 layers of convolution of the entire network at the 19th layer to
obtain a feature map of 26 x 26 size. Then, it merges the feature map obtained by
sampling on the 19th layer with the feature map obtained from the 8th layer of the
convolutional network. And a series of convolution operations are performed. The size
of the feature map is unchanged, and the number of channels is changed according to
the target classification number. In the proposed four-category network, the number of
channels is changed to 27 according to the number of target classifications, and the
positional regression of the target switch and the classification are performed on these
feature maps of 13 x 13 x 27 and 26 x 26 x 27.

We use the sparsification method to compress the network [13]. The most com-
putation in the network is convolution operation. The most data of the network are the
weights of the filters. In order to compress the network, we can reduce the size of the
filters or reduce the number of filters. When trying to change the 3 x 3 filter of any
convolutional layer to 1 x 1, the recognition rate is seriously reduced. This method
cannot work. So, we try to reduce the number of filters. When the number of filters of 0
conv, 2 conv, 4 conv, 6 conv or 8 conv is reduced, the recognition rate is seriously
reduced. Because if the filters of the first few layers of conv are reduced, the network
cannot extract enough information and the error will accumulate. The number of filters
of 10conv, 12 conv, 13 conv and 14 conv are halved, causing the weight data is
reduced from 8670384 to 5000368, compressed to 57.67%. At the same time, a high
recognition rate is guaranteed.

3.3 Removing Duplicates and Sorting

The non-maximum suppression method used in the process of deep learning network
detection cannot completely eliminate the duplicate target, and the output value of the
deep learning network cannot be sequentially matched with the target switch on the
actual switch panel. Therefore, we need to remove duplicates and sort the results. The
process of removing duplicates is shown in Table 3.

After removing duplicates, we sort the results and make the results of the network
identification correspondence with the actual switch positions. The Y coordinate values
are first sorted and compared with the empirical threshold of line spacing that we’ve set
it up before the experiment, and each line of the target switches is divided. Then, the X
coordinate values of the target switches of each row are sorted, so that the correctly
sorted target switches are obtained. The results are arranged from top to bottom in rows
and uploaded to the substation back-end data management system.
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Table 3. The process of removing duplicates

Algorithm removing duplicates

Input: N >the number of bounding-box
Input: T >the experience threshold
Input: PJi] D>the prediction probability of

i bounding-box
Output C > all the coordinate of bounding-box
1: For i=1 to N-1 do:
2: E < the euclidean distance betweeb i coordinate of i
bounding-box and i+1 coordinate of i+1 bounding-box
If E<T then
If P[i]<=P[i+1] then
remove i bounding-box
else
remove i+1 bounding-box
If all the bounding-box is used then

return C

2 © N o g ko

0: return C

4 Experiments

189

In order to verify the validity of this network, we need to retrain the network using the
actual data set, and use the weights obtained from this network to detect the target, and
analyze the experimental data.

4.1

Due to various different switch panel styles and backgrounds, a uniform standard needs
to be established when labeling the dataset:

1.

Accurately distinguish the target switch from the background.

2. The base needs to be framed into the target switch area, and the nameplate cannot

be selected into the target switch area.
. When the circular switch is off, the bounding box only selects the part of the base,
and the blade part is not selected.

The data set should include the switch panel picture in various situations, such as

switch panels with different degrees of tilt, different degrees of blur and different ages.

The circular and square switches can be divided into four categories for labeling.

The open state of the circular switch is labeled as 0O, the closed state of the circular
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(a) (b (©) (d)

Fig. 1. (a) Open circular switch. (b) Closed circular switch. (c) Closed square switch. (d) Open
square switch.

switch is labeled as 1, the closed state of the square switch is labeled as 2, and the open
state of the square switch is labeled as 3. Examples of these switches are shown in
Fig. 1.

The dataset contains 261 square switch panel images and 362 circular switch panel
images, each of which contains approximately 40 switches. 131 square switch panel
images and 203 circular switch panel images are front view, and the remaining 130
square switch panel images and 159 circular switch panel images have different
shooting angles. Image quality, lighting and shadows are random. The ratio of train set
to validation set is 8:1.

4.2 Training

The training of the proposed network was done on the Ubuntu1804 with Darknet. The
Momentum method in Mini-Batch Gradient Descent was used to optimize the algo-
rithm. This method can reduce the variance of the updated parameters, making the
training convergence process more stable. The Momentum method can also improve
the convergence speed of network training and save network training time.

First, we determine the hyperparameters based on the number of pictures in the
dataset. If the memory is enough, you can increase the number of batch and decreases
the number of subdivisions. Momentum is the momentum parameter of the opti-
mization method in deep learning, which affects the speed of gradient descent. Decay is
a weighted decay regular term that prevents overfitting during training. The angle,
saturation, exposure, and hue parameters increase the training sample set by adjusting
the angle, saturation, exposure, and hue of the image to enhance the training effect.
Max_batches presets the maximum number of training iterations. Burn_in sets 1000
iterations to use the steps set by policy to adjust the learning rate. Scales sets the
learning rate to 0.1 times the original learning rate. Then we load the network model,
hyperparameters and datasets, and perform network feedforward convolution, calculate
the loss function and update the network parameters. In the process of training, the
model parameters are saved every 500 iterations, so that it is convenient to select the
optimal model parameters according to the loss function. We do not load the pre-
trained weights before the training and all the results are from our own datasets.

After the training iterations reach the preset maximum number, the entire network
training process ends. Then, the training results can be tested in batches using the
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python script code. If the test results are not satisfactory, the hyperparameters are
adjusted to continue the training.

The training platform configuration is Intel(R) Core (TM) i5-3570 CPU + NVIDIA
1080ti. Using the hyperparameters shown in Table 4, it takes about 4 h to complete
10,000 iterations.

Table 4. Hyperparameters of the network

Hyperparameter | Value
Batch 64
Subdivisions 2
Width 416
Heights 416
Channels 3
Momentum 0.9
Decay 0.0005
Angle 0
Saturation 1.5
Exposure 1.5
Hue 1
Learning_rate |0.001
Burn_in 1000
Max_batches 10000
Policy Steps
Steps 4000, 7000
Scales 1,.1

The Intersection-over-Union (IoU) is the ratio of the area of intersection over the
union area occupied by the ground truth bound and the candidate bound, and its
formula is shown in Eq. (1).

(1)

where area (C) is candidate bound, area (G) is ground truth bound.
The loss function value and the average IoU during the entire network training
process are shown in Fig. 2.

4.3 Results and Analysis

The experiment performance includes the inference time and recognition rate of the
four-category network and comparative experiments on different platforms. The
experiment uses the same set of test pictures consisting of 50 pictures of circular
switches and 50 pictures of square switches. The image size of the single electrical
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Fig. 2. Loss value and average IoU of the switch detection and identification network training.

cabinet switch panel is 1280 x 960 pixel. There are many target switches in each
single electrical cabinet switch panel. The 100 test pictures contain appropriate tilt and
shadow. Use the network obtained by the training for recognition. The number of
correctly recognized switches is counted, and the average consumption time of single-
frame image recognition is calculated.

Performance of Four-Category Network. The platform selected for this test uses
Intel(R) Core (TM) i5-3570 CPU + NVIDIA 1080ti. The number of switches in the
test pictures is indefinite, and including 2 x 9, 4 x 9, 6 x 9, 4 x 11, etc. Four-
category network uses the optimized YOLOv3-tiny network. Table 5 below is the
performance test result record of four-category network and original YOLOv3-tiny, and
Fig. 3 is the test result interface.

Table 5. Performance of proposed four-category network

Model Recognition rate | Average inference time per frame (ms)
YOLOV3-tiny 99.60% 4.1
Four-category network | 99.47% 2.5

The results in Table 5 show that the recognition rate of the four-category network is
very high, and the average inference time of the single-frame image on the same
platform is short. This indicates that the target switch position detection and state
recognition algorithm based on YOLO detector has strong robustness and good real-
time capability.

Table 6 shows that recognition rates of this algorithm are not affected by tilt angles
and shadows. The algorithm has strong anti-interference ability and good robustness
and generalization and can cope with complex substation scenarios.

Different Test Platforms. When implementing automation switch status recognition
for substations, it is convenient to use low-cost facilities such as mobile phones for
detection. Table 7 shows the experimental results on the Intel(R) Core (TM) i5-3570
CPU + NVIDIA 1080ti and Huawei P9 Android smartphone.

Table 7 shows that the position detection and status recognition of the switch using
the Intel(R) Core (TM) i5-3570 CPU + NVIDIA 1080ti PC are superior to the Huawei
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Fig. 3. Test results interface under different models

Table 6. Recognition rate under different picture quality.

Whether the mage is tilt | Whether there are shadows | Recognition rate
No Yes 98.95%
Yes No 98.95%
No No 98.95%
Yes No 98.95%

Table 7. Results under different test platforms.

Experiment platform Recognition rate | Average time per frame (ms)
Intel Core i5-3570 NVIDIA 1080ti | 99.47% 2.5
Huawei P9 97.66% 200

P9 Android smartphone in recognition rate and single-frame time consumption. The
same algorithm has a slightly decreased recognition rate after transplanting to Android
smartphones. This is because the CPU of the smartphone is ARM architecture and the
CPU of PC is X86 architecture. The different instruction sets cause the results of calling
the recognition network for calculation are slightly different, resulting in the decrease in
the recognition rate.

5 Conclusion

In this paper, we have proposed an efficient, multi-target switch position detection and
state recognition network based on YOLOv3. The images of the switch panel of the
electrical cabinet in the substation were collected in the plant as the training dataset. We
designed the parameters of the convolutional neural network and adjust the hyperpa-
rameters and use the dataset to train the streamlined network. In order to improve the
robustness of the network and improve accuracy, we added deduplication and sorting
algorithms. The algorithm can be transplanted to an Android smartphone. Experiments
on the PC platform and Android smartphone platform show that the algorithm is fast,
accurate and robust.
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Abstract. This paper presents a new self-generating prototype method
based on information entropy to reduce the size of training datasets.
The method accelerates the classifier training time without significantly
decreasing the quality in the data classification task. The effectiveness
of the proposed method is compared to the K-nearest neighbour clas-
sifier (kNN) and the genetic algorithm prototype selection (GA). kNN
is a benchmark method used for data classification tasks, while GA is
a prototype selection method that provides competitive optimisation of
accuracy and the data reduction ratio. Considering thirty different public
datasets, the results of the comparisons demonstrate that the proposed
method outperforms kNN when using the original training set as well as
the reduced training set obtained via GA prototype selection.

Keywords: Prototype Selection (PS) - Data reduction * Data
classification - Genetic Algorithm (GA)

1 Introduction

Data classification is one of the most popular supervised learning tasks used
to predict classes based on the descriptive attributes of analysed instances.
The K-nearest neighbour classifier (kNN) is a frequently used data classifica-
tion algorithm, and despite being invented 50 years ago, [4] this classifier has
been ranked one of the top 10 Data Mining methods [15]. When compared with
other methods, kNN is considered more straightforward for data classification
task benchmarks. Essentially, the method includes three operations: (i) An unla-
belled instance (test sample) is compared to labelled instances stored in a train-
ing dataset through a similarity measure; (ii) The labelled instances are sorted
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based on their similarity to an unlabelled instance; (iii) Classification occurs
when the unlabelled instance is given the majority class of the labelled instances’
nearest neighbours. Due to these simple operations, as well as the reduced num-
ber of parameters (similarity measure and number of nearest neighbours, k), and
accuracy of performance in different real datasets, this Instance-Based Learn-
ing algorithm is widely used in the data mining community as a benchmark
algorithm [2,16].

However, in terms of real application, kNN suffers several weaknesses. The
optimal choice for the k parameter depends upon the dataset, mainly when
the instance analysed is in a boundary region, meaning this parameter must be
tuned to the specific application [5,6,11,12]. Since the kNN algorithm does not
have a model, it needs to compare the unlabelled instances, with all the labelled
and stored instances in the training dataset, for each classification process. This
exhaustive comparison process significantly increases classification time, espe-
cially when the dataset is large [5,6,11]. Also, the decision boundaries defined
by the instances stored in the training set imply two additional weaknesses:
First, even when the training set includes incorrect data, the algorithm exhibits
low noise tolerance because the instances of the training set are considered rele-
vant patterns, and second, it assumes that instances in the training set correctly
delimit the decision boundaries among the classes [12].

The ENN algorithm has two distinct approaches for overcoming these weak-
nesses: Improve the calculation speed of the nearest neighbours, or reduce the
training set by selecting only a small fraction of instances or features [9]. The
object of focus in this paper is the latter approach, which encompasses variety
data reduction techniques (DRTSs), and among them we specifically explore pro-
totype selection (PS) methods. DRT's aim to reduce the size of the training set by
building a smaller representative set called a condensed set. These methods not
only improve the speed of the classification process, but also build an enhanced
training set by eliminating noisy instances (for example overlapped classes) and
smoothing decision boundaries. Within the DRT group, PS methods have been
compared regarding classification accuracy, and such studies have demonstrated
that there is no clear best PS method nor evidence that supports the use of
one method for all datasets [12]. Hence, choosing a primary optimisation goal,
such as storage reduction, dataset structure, classification error rate, or noise
tolerance, seems to be essential.

As PS methods have exhibited distinct results in previous literature, we are
motivated to propose a new method that can be flexibly applied to a large
number of datasets while maintaining competitive performance when compared
to existing PS methods.

The proposed PS method in this paper allows for the customisation of param-
eters based on whatever primary optimisation goal is chosen. Titled the Self-
Generating Prototype Entropy (SGPE), this method employs a new process for
controlling the number of prototypes selected from the training set, which uses an
information entropy function to decide when to create a new prototype based on
the centre of gravity in a subset of the training set. The process enables precise
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control over the number of prototypes selected from the training set to form the
condensed set that will be used in the training process. This new PS method offers
an alternative to adapting the condensed set so that it appropriately represents the
original dataset. Additionally, the introduced approach can minimise three main
weaknesses related to KNN:

(i) Improve storage requirements by reducing the original training set through
the adjustment of hyper-parameters in prototype generation;
(ii) Adjust the demand for powerful computational resources to calculate dis-
tances between a new instance and the condensed set;
(iii) Remove a certain level of noise instances through the prototype selection
process.

The design of the proposed method includes the division of the training set
into subsets; then the centre of gravity in these subsets must be found, and
prototypes must be created. The method uses these prototypes to calculate the
Euclidean distance between a prototype and instances from the training set
to ultimately select instances from the training set and create the condensed
set. The modus operandi of this proposed method is akin to Chen’s algorithm
[3], but with a fundamental improvement in the division subset operation. Our
method uses an information entropy function to govern prototype generation
and a threshold parameter that can control the number of prototypes used for
selecting instances from the training set to form the condensed set.

The effectiveness of the proposed algorithm is examined for the K nearest
neighbour classier (kNN) to compare accuracy and training processing time.
Moreover, to verify the accuracy and data reduction achievements, a compari-
son between (SGPE) and a genetic algorithm (GA) for prototype selection was
conducted using thirty public datasets. The limitations of our work include the
use of only kNN classier; other variants of kNN such as the Informative kNN,
Adaptive kNN, Bayesian kNN and SVM-kENN need to be verified. Also, there
are still many other PS methods are available for comparison.

The remainder of this paper is organised as follows. Section 2 gives a brief
explanation of prototype selection, while Sect. 3 describes the proposed methods.
The methodology itself is elucidated in Sect. 4, while the experimental results
and discussion are given in Sect. 5. In the last Section, conclusions are drawn.

2 Data Reduction Technique: Prototype Selection
Methods

Prototype selection methods prove successful at simultaneously facing the com-
putational complexity, storage requirements, and noise tolerance of the kNN
classifier. When used, the PS method generates a pared down representative
training set with similar or even higher classification accuracy compared to the
original set [10].

More simply explained, PS methods are strategies for removing superfluous
samples and can be divided into three broad groups [7]. First, condensation
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methods seek to maintain border samples and remove inner samples. The level
of reduction is generally high for this group because there is commonly a higher
proportion of inner samples, which has the potential to negatively impact accu-
racy. Second, edition methods remove border samples that are noisy or do not
agree with their neighbours. The removal of such samples leaves a smoother
decision boundary for the classifier. This group produces lower data reduction,
and the improvements focus on increasing in accuracy. Finally, hybrid methods
try to identify the smallest subset by either maintaining or increasing accuracy,
which may involve the removal of both inner and border samples.

Formally, let TR be the original training set comprised of n instances. Every
instance I; is a pair (x;, y;) with i = 1,...,n, where x defines a vector of attributes
and y defines the corresponding class label. Any input vector contains m input
attributes comprised of quantitative or qualitative data that define the corre-
sponding instance. The PS method produces a condensed set S C TR.

The set S is used to classify new instances via the kNN classifier. Proto-
type selection can be considered as a multi-objective optimisation based on the
following definition:

Definition 1. PS Problem: The PS problem can be defined as a set of tuple
(TR, Argr, F, m), where TR is the original training set; Arg is the set of all
possible subsets S of TR; F : Arr — IRF is the vector-valued objective function
defined as follows:

F(S) = [f1(8), f2(S)]" with S € Arp (1)

where f; : Arr — IR is the first objective function defined as follows:
f1(S) = accuracy(TR,S) with S € Arg (2)

In the above expression, accuracy is a function that computes the classification
accuracy in terms of a percentage obtained by the kNN classifier by considering
set TR minus S as the testing set and S as the training set. fo : Arr— IR is the
second objective function defined as follows:
f2(S) = reduce(TR,S) = |T]|%7|1RS.100 with S € Arg (3)

In the above expression, reduce is a function that computes the reduction
ratio of the set S concerning the original set T'R. The m stands for maximisation
or minimisation PS problem, which means the two defined objectives can be
maximised or minimised.

The next section describes how we can overcome some of the disadvantages
of the Condensation and Edition methods by applying a Hybrid algorithm called
SGPE.
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3 Self-generating Prototype Entropy

The term diameter of the set is used in this paper for describing a subset of the
training dataset; it assumes the distance between its two farthest points.

To demonstrate how the proposed method operates, we demonstrate a one-
dimensional example. The training set consists of eight points four from class
one and class two, respectively. The two farthest points of the set have coordi-
nates of 3 and 43. Before executing the first division, the thresholds must be set
up to represent standard deviation tolerance, moving the average window and
desired entropy level. In this simple example, the minimal values are used to set
the entropy level, which shift the average window and standard deviation to 0.1,
3 and 1, respectively. These hyper-parameters enable control over the prototype
generation for which entropy is the level of mixture class calculated for a certain
subset. The moving average window and standard deviation operate on the out-
come of the entropy function. When this outcome maintains the variation within
a certain level, stability is achieved for the moving average window results based
on the standard deviation values, and hence the method knows when to stop
generating the prototype. The first division corresponds to the straight line that
passes through point 23 (i.e., the middle between points 3 and 43) and generates
two subsets. The next division is performed for the subset that contains a mix-
ture of points from two classes. If more than one subset satisfies this condition,
then the algorithm divides the subset with the largest diameter. In this case, left
subset {3, 9, 14, 19} will be divided in the second step, while the subset {25, 28,
39, 43} will be divided in the third step. After the next step, the fifth division
is performed. Here, no subset contains a mixture of points that differs from the
entropy threshold. Hence, further division can only be realised for subsets that

4 3 1 5 2 - Sequential Divisions

Class 2

Class 1

Condensed Set

Separating Point Coordinates

‘Oxo

«3 x9 14 x19 | « 25x 28 « 39 x 43
6 14 19 25|28 41
< <& < SO <&

11 16.5 23 26.5 34 > Point Coordinates
Elements

Fig. 1. A one-dimensional example of the SGPE operation.
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meet the entropy threshold. Figure 1 displays the condensed set after five steps
as well as the gravity centres created to obtain the subsets.

Algorithm 1. Pseudo-code: The Self-Generating Prototype Entropy (SGPE).

1: function SGPE_(X¢rqin ,MAWindow, SDThreshold and EntropyThreshold)

2: Assume D — Xypgin, ¢t <— 1, Ny «— length(D) , SD «— SDThreshold, M A —
MAWindow and N, < 1 (V. is the current number of subsets of the training set);

3 while N. < Ny do

4: Find the two farthest points P; and P: in the set D;

5: Divide the set D into two subsets D1 and D2, where

6.

7

8

Dy — {P € D:d(P, P) <d(P, P2)};
Dy, — {P € D:d(P, P2) > d(P, P1)};
: Evaluates the subsets homogeneity using Entropy measure.
9: if Entropy Outcome satisfies the EntropyThreshold in both subsets then

10: S(2) « Subsets;

11: end if

12: N. — N:. + 1, C(i) < Dy and C(N.) < Ds;

13: Put I « {i: C(%) contains objects from two classes at least}, Io «— (i: i <
Ne) — I

14: Put I «— I if I; is non-empty else I — Is;

15: Find the pair of two farthest points Q1(¢) and Q2(7) in each C(z) for i € I;

16: Find j such that d(Q1(5), Q2(j)) = max(d(Q1(7),Q2(7))) for i € I, i.e. find
a set C'(j) with largest diameter;

17: Put D « C(3), P1 < Q1(3) and P> — Q2(5);

18: Evaluates the global homogeneity variability for each interaction.

19: if Entropy Global Outcome for C' satisfies M A and SD Thresholds then

20: Break;

21: end if

22: end while

23: find gravity centres G(i) for each S(7), i = 1,2,...Ng;

24: Assign to each G(4) the class that is most heavily represented in S(3);
25: The points G(i), i = 1,2,...Ng, form the condensed training set;

26: end function

A predefined-user setting that allows for control over the number of proto-
types is passed a hyper-parameter to the algorithm, as described in line 1 in the
SGPE pseudo-code. Based on this hyper-parameter, the algorithm validates the
prototype generation condition described in line 10 of the SGPE pseudo-code.
The entropy Eq.(4) is then implemented to calculate the criteria and create
or not create a new prototype according to the distribution inside each subset,
where p is the probability of class A inside the subgroup and ¢ of class B.

e = —plogz(p) — qlog2(q) (4)
The moving average (5) and standard deviation (6) equations are used to cal-
culate the stop condition of the prototype generation function based on the
predefined-user settings, as described in line 1 and 21 of the SGPE pseudo-code.
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E:en+en71+"'+en (5)
n

> i1 (e —€)? ifs < predefined — userthreshold; then
g emi=lN\Tr ) i T n rehres ;
y N -1 e ’ ’ (6)

stop prototype generation

4 Methodology

The performance comparison among the algorithms is assessed by considering
two widely used criteria: test-set accuracy (Atest) and training-set reduction
(Rtrain). Since a successful algorithm should be able to significantly reduce the
size of the training set without significantly reducing accuracy, it is opportune to
assess algorithm performance through a quantitative metric that combines the
criteria mentioned above.

This metric is denoted as the H-measure and was applied in a similar work
described by [1], where a comparison was conducted between a GA and the
Strength Pareto Evolutionary Algorithm. For the present paper, the performance
of the algorithm is evaluated using the same metric.

Definition 2. H-measure: Given a training dataset TR, a testing dataset TS,
and a condensed set S produced by a PS method, the H-measure H is equal to
the harmonic mean of the test-set.

_ 2~Atest-Rt7‘ain (7)
Atest + Rtrain

In the above equation, Atcst=accuracy(TS, S) and Ripqin=reduce(TR, S).

Since the SGPE returns an uncontrollable set of solutions to compare its
performance with GA, the best solution relative to the values of measure H is
chosen as the final solution for the set of non-dominated solutions obtained by
each execution. This process allows us to explicitly verify whether the SGPE
can produce at least one solution of higher quality than GA. The performance
achieved by the SGPE and GA algorithms is reported in Tables 3 and 4. The
results are obtained by performing the typical ten-fold cross-validation proce-
dure. In detail, each of the datasets considered is partitioned beforehand into
ten training/test subsets. In general, during k-fold cross-validation, the dataset
is divided into disjoint k subsets, which are used for training and testing.

At each iteration of the cross-validation procedure, a subset is used as a test
set and all remaining subsets are used as the training set. This procedure runs k
iterations until all the subsets have been used for testing. As the proposed algo-
rithm and GA are non-deterministic approaches, they are executed three times
at each iteration of the cross-validation procedure, and the overall comparison
is performed based on the averages of the results from these races.

H
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It is important to note that the kNN used is 1-NN. This choice is tied to the
fact that setting k greater than one decreases the sensitivity of the PS method
to noise, as stated by Wilson and Martinez in [14].

5 Experimental Results

This section explains the benefits provided by the application of SGPE to the
prototype selection problem. Namely, we performed two experimental sessions
to assess the capability SGPE has to (1) offer a better trade-off between classi-
fication and reduction compared to the traditional GA algorithm and (2) obtain
better accuracy for the kNN applied without a prototype selection mechanism.
Both experimental sessions involve thirty well-known datasets that belong to the
UCI Machine Learning Database Repository. The characteristics of the datasets,

Table 1. Summary description of UCI Machine Learning Databases used in classifica-
tion experiments.

# Name #Ex. #Atts. #Cl.  # Name #Ex. #Atts. #CI.
1 penbase 10992 16 10 16 balance 625 4 3
2 ring 7400 20 2 17 wdbc 569 30 2
3 thyroid 7200 21 3 18 monk?2 432 6 2
4 satimage 6435 36 7 19 bupa 345 6 2
5 optdigits 5620 34 10 20 haberman 306 3 2
6 texture 5500 40 11 21 cleveland 297 13 5
7 page_Dblocks 5472 10 5 22 heart 270 13 2
8 phoneme 5404 5 2 23 specftheart 267 44 2
9 winequality white 4898 11 11 24 glass 214 9 7
10 spambase 4597 57 2 25 sonar 208 60 2
11 titanic 2201 3 2 26 wine 178 13 3
12 wvehicle 846 18 4 27 hayes roth 160 4 3
13 mammographic 830 5 2 28 iris 150 4 3
14 pima 768 8 2 29 appendicitis 106 7 2
15 wisconsin 683 9 2 30 hepatitis 80 19 2
Table 2. Parametrization of the algorithms in the experiments.
kKNN | k: 1
Distance Measure: Fuclidian Distance
SGPE | Entropy Value: Small Dataset: 0.1 | Large Dataset: 0.1 to 0.9
Moving Average: Small Dataset: 3 Large Dataset: 3 to 6
Standard Deviation: Small Dataset: 0 Large Dataset: 0.1 to 0.3

GA | Population size (N): 30

Crossover Operator: 0.5

Crossover rate (pc): 0.01

Mutation Operator: Bit Flip

Selection Operator: Binary Tournament

Termination condition: | Small Dataset: 5000 | Large Dataset: 2000
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including the number of instances, the number of the features, and the number of
classes, are reported in Table 1. We intentionally selected datasets with different
characteristics to prove the general applicability of the proposed approach. Here-
after, more detailed results are discussed in the next two experimental sections.

5.1 Experimental Section I

To demonstrate the improvement provided by the proposed method regarding
data reduction and accuracy performance, a GA for prototype selection was
selected, as it reported to have a high data reduction ratio [1]. The run setting
of the algorithms is specified in Table 2 to perform a fair comparison. The fitness
function parameter for GA is set to 0.5, which is the value typically used when
no information is known about the dataset domain.

As shown in Table 3, the SGPE identifies at least one solution with higher
quality in terms of H-measure than GA for all reference test cases, except for
the Bupa, Hepatitis, Specftheart, Monk2, and Hayesboth datasets.

In terms of the average H-measure, the SGPE outperforms GA with an
improvement of 12.33%. However, to statistically validate these promising
results, a Wilcoxon signed-rank test was performed considering the sample data
and H-measure values presented in Table3. The Wilcoxon test [13] is a non-
parametric procedure employed in hypothesis testing and involves a project with
two samples. It is analogous to paired t-testing in non-parametric statistical pro-
cedures; therefore, it is a paired test that aims to detect significant differences
between two sample means, in this case, the behaviour of two algorithms [8].
Based on the Wilcoxon signalled test performed on the values of the H measure-
ment, our test output report exhibits that the SGPE statistically outperforms
GA in a 99% confidence level.

In Table 3, it can be observed that the SGPE maintains a consistent data
reduction ratio among the datasets around a mean of 85.45%, while that of the
GA measures 72.77%.

5.2 Experimental Section I1

After establishing the improvements of the data reduction ratio by applying this
new approach, the second experiment exemplifies how the application of SGPE
achieves a more consistent result than kNN without a prototype selection mech-
anism in terms of accuracy and training time. Table4 presents the comparison
in terms of classification accuracy between kNN and the kNN with the SGPE
applied as a prototype selection method. In terms of average accuracy, the kNN
with SGPE outperforms kNN with an improvement of the 2.6%. However, to
statistically verify the validity of these results, the Wilcoxon’s signed-rank test
was performed considering the sample data and accuracy values presented in the
Table 4.

The Wilcoxon’s test results indicate that the application of SGPE as proto-
type selection method statistically verifies the accuracy results in aligning with
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the results obtained by the kNN with the original training set at a 95% confi-
dence level. In terms of average training processing time, the kNN with SGPE

A. Manastarla and L. A. Silva

outperforms kNN with an improvement of 0.060s versus 0.422s.

The tests also prove that the SGPE does not decrease the accuracy rate
among the datasets when compared with the kNN with the original training set
and offer a better trade-off between classification and reduction compared to the

traditional GA algorithm (Fig. 2).
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Fig. 2. Reduction effectiveness between SGPE and GA.

Table 3. Results for the compared kNN applied with prototype selection methods.

# | Datasets (Name and kNN(k = 1) (TR obtained | kNN(k = 1) (T'R obtained
Dimension) via (SGPE)) via (GA))
Acc Red H Acc Red | H
1 penbase-10992-16-10 83.41 +1.40 90.03 | 87 95.71 +0.60 | 54.43 | 69
2 ring-7400-20-2 69.88 £1.19 98.24 | 82 75.57 +1.57 | 52.16 | 62
3 thyroid-7200-21-3 96.81 +0.90 | 85.50 | 91 94.06 £+ 1.22 71.39 | 81
4 | satimage-6435-36-7 80.04 £ 3.06 77.09 | 79 86.11 + 2.23 | 54.19 | 67
5 optdigits-5620-34-10 90.96 +1.40 | 59.96 | 67 88.99 +1.11 54.59 | 68
6 texture-5500-40-11 88.07 +6.84 | 95.45 | 92 85.09 +£9.74 66.38 | 75
7 | page_blocs-5472-10-5 95.58 + 3.27 | 90.68 | 93 87.04+ 5.62 65.19 | 75
8 phoneme-5404-5-2 78.50+1.74 95.19 | 86 74.87+2.12 60.31 | 67
9 winequality_white-4898-11-11 | 57.44 +4.03 | 79.26 | 67 40.70 £ 3.08 52.18 | 46
10 | spambase-4597-57-2 84.321+8.04 | 97.17 | 90 80.27 +10.54 | 88.54 | 74
11 | titanic-2201-3-2 79.27 +£2.48 | 70.29 | 75 78.91+2.16 55.66 | 65
12 | vehicle-846-18-4 77.65+ 3.48 | 84.40 | 81 70.85+4.31 55.44 | 62
13 | mammographic-830-5-2 79.28 £5.79 | 80.00 | 80 77.47+4.82 69.76 | 80
14 | pima-768-8-2 69.84 +4.44 | 83.07 | 76 57.59 + 4.86 82.68 | 68

(continued)
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Table 3. (continued)
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# Datasets (Name and kNN(k = 1) (TR obtained | kNN(k = 1) (TR obtained
Dimension) via (SGPE)) via (GA))
Acc Red H Acc Red H
15 wisconsin-683-9-2 93.24 +3.12 80.67 | 87 | 92.50+4.62 80.82 | 86
16 balance-625-4-3 73.71+£9.86 82.08 | 78 90.48 + 3.18 57.12 | 70
17 wbdc-569-30-2 94.84 +5.32 94.73 | 95 73.29+12.58 87.17 | 80
18 monk2-432-6-2 86.74 +9.31 83.80 | 85 92.33+5.15 83.10 | 87
19 bupa-345-6-2 62.94 +7.62 82.03 | 71 59.71+21.48 91.59 | 72
20 haberman-306-3-2 73.48 £ 5.54 92.81 | 82 65.23 £4.78 88.89 | 75
21 cleveland-297-13-5 53.33 + 9.86 97.31 | 69 50.37 £ 6.96 73.74 | 60
22 heart-270-13-2 70.37 + 8.55 81.11 | 75 64.44 + 8.94 62.96 | 64
23 specftheart-267-44-2 72.02+16.98 89.14 | 80 81.07 +30.30 | 89.51 | 85
24 glass-214-9-7 86.19 + 7.60 67.76 | 76 70.48 +£19.02 83.64 | 76
25 sonar-208-60-2 67.72+12.77 | 92.31 | 78 64.55 +22.73 83.65 | 73
26 wine-178-13-3 94.51 + 5.86 95.51 | 95 66.67 £+ 38.19 94.38 | 78
27 hayes_roth-160-4-3 54.38 +£13.19 88.75 | 67 58.13 +18.41 | 88.75 | 70
28 iris-150-4-3 95.33 +8.34 96.33 | 91 95.33 +10.45 | 60.00 | 74
29 appendicitis-106-7-2 89.89+17.47 | 88.68 | 89 79.80 £ 40.09 88.68 | 84
30 hepatitis-80-19-2 83.75+13.24 | 73.75 | 78 | 82.50+10.54 | 86.25 | 84
Average 79.48 £ 6.76 85.45 | 82 76.00 £10.38 72.77 | 73

Table 4. Results for the compared
totype method (SGPE). The results

training and test process.

kNN and kNN applied with Self-generating pro-
include the time taken to find the condensed set,

# |Datasets (Name and kNN(k = 1) (Original TR) kNN(k = 1) (TR obtained via (SGPE))
Dimension)
Acc Time (Sec) |Acc Time (Sec)|Red
1 |penbase-10992-16-10 94.39 +1.04(1.714 83.41 £1.40 |0.230 90.03
2 |ring-7400-20-2 66.38 £1.64 [0.971 69.88 +1.19/0.051 98.24
3 |thyroid-7200-21-3 96.72 £ 0.99 |0.987 96.81 1+ 0.90/0.184 85.50
4 |satimage-6435-36-7 79.81+3.25 |1.966 80.04 + 3.06/0.415 77.09
5 |optdigits-5620-34-10 81.48 £1.80 |2.606 90.96 1+ 1.40/0.209 59.96
6 |texture-5500-40-11 76.98 £35.91(1.348 88.07 + 6.84/0.106 95.45
7 |page_blocs-5472-10-5 94.13 +2.91/0.315 95.58 £ 3.27 |0.057 90.68
8 |phoneme-5404-5-2 90.96 + 1.40(0.209 78.50 £1.74 |0.027 95.19
9 |winequality _white-4898-11-11 |45.46 +1.52 |0.267 57.44 + 4.03/0.077 79.26
10|spambase-4597-57-2 84.30 £8.18 |1.251 84.32 1+ 8.04/0.106 97.17
11|titanic-2201-3-2 78.82+2.41 |0.695 79.27 £ 2.48/0.064 70.29
12|vehicle-846-18-4 74.12+£5.76 |0.035 77.65 £ 3.48/0.021 84.40
13|mammographic-830-5-2 74.47 £4.82 |0.018 79.28 £5.79/0.012 80.00
14|pima-768-8-2 66.81 +£4.69 |0.021 69.84 +4.44/0.014 83.07
15|wisconsin-683-9-2 90.74 £5.05 |0.020 93.24 + 3.12/0.014 80.67
16|balance-625-4-3 80.81 +4.13/0.014 73.71£9.86 |0.011 82.08
17|wbdc-569-30-2 93.57 £4.21 |0.039 94.84 +5.32/0.024 94.73
18/monk2-432-6-2 96.05 + 8.77|0.014 86.74 £9.31 |0.010 83.80

(continued)
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Table 4. (continued)

# Datasets (Name and kNN(k = 1) (Original TR)|kNN(k = 1) (TR obtained via (SGPE))
Dimension)
Acc Time (Sec) |Acc Time (Sec)|Red
19 bupa-345-6-2 55.29 £6.17 |0.012 62.94 1+ 7.62 (0.011 82.03
20 haberman-306-3-2 65.59 £ 7.57 |0.009 73.48 £5.54 |0.009 92.81
21 cleveland-297-13-5 44.07£8.62 |0.017 53.33 +£9.86 |0.013 97.31
22 heart-270-13-2 61.11 £ 8.42 0.017 70.37 £8.55 |0.014 81.11
23 specftheart-267-44-2 70.78 +26.09 |0.010 72.02 £+ 16.98/0.008 89.14
24 glass-214-9-7 81.43+£12.39 |0.014 86.19 +7.60 |0.015 67.76
25 sonar-208-60-2 58.20 £ 20.45 |0.043 67.721+12.77/0.035 92.31
26 wine-178-13-3 94.44 £11.11 |0.016 94.51 +5.86 |0.014 95.51
27 hayes_roth-160-4-3 71.25+10.70/0.010 54.38 £13.19 |0.010 88.75
28 iris-150-4-3 96.00 £6.44 |0.010 96.33 +8.34 |0.009 86.67
29 appendicitis-106-7-2 78.79+16.39 |0.010 89.89 +17.47(0.011 88.68
30 hepatitis-80-19-2 80.00 £ 14.67 |0.016 83.75 1 13.24/0.016 73.75
Average 77.43+8.25 |0.422 79.48 £ 6.76 |0.060 85.45

6 Conclusions

This paper introduces a new PS method called SGPE (Self-Generating Prototype
Entropy) to address the prototype selection problem. Two experimental sessions
were conducted to verify the performance of SGPE for the kNN and kNN applied
without a prototype selection method. After performing the Wilcoxon’s signed-
rank test, it is reasonable to assert that (1) SGPE statistically outperforms GA
at a 99% confidence level in terms of H-measure; and (2) SGPE statistically
maintains the same level of accuracy as kNN with the original training set at a
95% confidence level.

In the future, to further prove the benefits of this newly proposed method, we
will perform additional experiments with new situations. For example, it is cru-
cial to explore the behaviour of this new method when noisy data is presented
into the training set and verify its implementation for parallel processing to
further maximise the training processing time. Additionally, an extensive com-
parison with other algorithms will be made to garner a better understanding of
the benefits and limitations provided by this new method.
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Abstract. In modern society, traffic is a very important aspect of our social
lives, but a lot of problems arise such as traffic accident, congestion, air pol-
lution, etc. The emergence of ITS (Intelligent Transportation System) brings a
range of scientific ways to tackle these problems, among which there is a crucial
need to study prediction methods in modern traffic systems. Fortunately, big
data in ITS and advanced machine learning technologies motivate us to
implement extensive researches in this area. In this paper, we introduce an
innovative method for traffic prediction. We split the whole traffic system into
separate sub-regions. Then, each of them would be modeled by deep graph
neural networks, which could extract unique characters of the region as well as
preserve the topology property of it. Moreover, we transfer the useful knowl-
edge between these regions and share the basic information in order to improve
the performance of our model. Finally, we conduct experiment on real world
data set and achieve the best performance, which proves the effectiveness of our
method.

Keywords: Data mining * Deep learning - Big data - Traffic prediction -
Intelligent Transportation System * Smart city

1 Introduction

In recent years, as rapid construction of traffic infrastructures and increasing travel
demands of our daily lives, there is an urgent requirement to conduct scientific
researches on traffic systems in order to make them smarter and more efficient. Under
this background, ITS (Intelligent Transportation System) is invented as a combination
of cutting-edge technologies and traffic management measures. As an active and
important application in ITS, the study of traffic prediction is to explore quantitative
patterns of passengers, vehicles or other traffic participants in various locations and
time periods. It gives us more foresights and instructions to alleviate traffic pressures,
optimize our transportation choices and avoid traffic accidents, and has already become
an important part to build our smart cities.

Nowadays, the development of data mining technologies and machine learning
models gives us unprecedented opportunities to implement our research. In this paper,
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we create the TKGNN (Transfer Knowledge Graph Neural Network) approach which
is applicable for most traffic systems even if they are large, complex and spatially
imbalanced. We divide the whole traffic system into different sub-regions. Each region
is modeled individually to extract its own features. Deep neural networks with graph
convolutional functions are used to deal with nonlinearity in the system as well as
capture structural relationship in the traffic network. Besides, we adopt techniques of
transfer learning concept, in order to transfer useful messages between different models
and improve generalization ability of our method. In the end, we experiment our
method on real world data set and compare it with multiple baselines to verify its
utility. The result demonstrates that our approach achieves the best performance in
different metrics.

2 Related Work

Traffic prediction has been researched for many years due to its importance to our daily
activities. Some researchers use the average value of history data to predict future ones
in the same location and time period [1]. It is a plain and straightforward way but losses
too much information of traffic conditions, which has great influence to prediction
results. Another kind of methods takes the traffic forecasting as a time series problem.
For example, the model of ARIMA (Autoregressive Integrated Moving Average)
calculates autocorrelation and partial autocorrelation factors of the series, taking drift
series and error terms into regression function to make better results [2]. Some general
machine learning methods such as SVR (Support Vector Regression) [3] and BN
(Bayesian Network) [4] are also used for traffic prediction. Recently, more and more
studies start paying attention to logical relationships between different locations in
traffic system, and build it as a network or graph model to improve performances. Also,
deep learning methods are put into use for many problems. For example, [5] adopts
SAE (Sparse Auto-encoders) trained by greedy layer-wise algorithm to extract generic
features for traffic flow. In [6], a structure of SBU-LSTM (Stacked Bidirectional and
Unidirectional LSTM) is proposed, learning features of traffic series from both direc-
tions in order to boost the prediction accuracy. Researchers in [7] use CNN (Convo-
Iutional Neural Network) and ResNet architecture to capture spatial dependencies of
gridding areas in city map. But unfortunately, most methods just adopt the commonly
used machine learning models but not seriously consider the complexity and hetero-
geneity in traffic system, which could undermine predictive ability and aggravate the
model instability.

3 Proposed Method

3.1 System Partitioning

In traditional studies, some researchers treat traffic prediction as a kind of time series
problems. But in advanced system, locations (such as roads, stations, intersections, etc.)
are usually well connected into a typical traffic network and have nonnegligible
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relationships with each other. So, it is beneficial to research traffic problems in network-
level perspective.

But there are still lots of challenges to overcome. Since our societies are becoming
increasingly diversified, the traffic functionalities of locations various from each other,
which causes different traffic patterns in different areas. It is hard to build one versatile
model to capture all kinds of attributes in different conditions. Furthermore, as the
development of transportation infrastructures, the sizes and complexities of traffic
networks are expanding more than ever, which means the model should grow dra-
matically to deal with this issue. This usually causes the curse of dimensionality in
machine learning and the data will not be sufficient most of the time.

Hence, in order to make our model more applicable for all kinds of traffic problems,
we adopt divide-and-conquer concept which partition the whole traffic system into
smaller but more compact sub-regions, conducting forecast separately by building the
specific model for each of them. To properly divide the main task and make our method
effectual, we need to keep the integrity of each sub-regions.

There are three factors that will influence the partition criterion. Here we use
notation N as the number of locations over the entire traffic system, integers i,j € [1, N]
as the indices of the locations, and L; as the ith location. Then we define three N x N
matrices WY, WY and WP, and they will be detailed in the following paragraphs.

WC contains geographic information of the traffic network. In most scenarios,
traffic attributes are greatly affected by the distinct functionalities of locations (such as
commercial or residential areas, entertainment venues, etc.). Generally, locations with
strong geographic connections will have similar attributes, which is a heuristic
instruction to put them together. The element wg in WY means the geographic con-

nectivity between L; and L;, which is defined as follows:

w

(1)

G _ dist(Li,Lj) location i and j are linked
v 0 otherwise

W/ represents the similarities of flow patterns, which reflects temporal correlations
between different locations. Its element wg is defined as follows:

wg = exp(—4 - cor(fl;, f1;)) (2)

where fI; denotes the flow patterns of L; during a time period (such as a day or a week).
It is calculated by the average of history flows in this location. The function cor(-,-) is
used to measure the correlation between two series. Here we employ DTW (Dynamic
Time Warping) algorithm to do this job. The parameter A is to adjust the sensitivity of
this function.

WP is the map for mutual dependencies between different locations. Every travel
behavior has its origin and destination, and the element wg counts the average number

of travels from L; to L; in a time window. These origin-destination pairs reflect
causal relationships in the traffic system, which means the inflows of some locations
are dependent on outflows of other ones.
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Now we have three matrices that contain different aspects of information of our
traffic network. We use them as adjacency matrices of three graphs G%, G" and G?, the
nodes of which are corresponding to our locations. Then, we employ network
embedding method [8, 9] to get dense vectors of the nodes for each graph, and the
node2vec algorithm is adopted in the following equations.

NetEm* (-) = node2vec(G")
vX = NetEm* (i) (3)
X € {G,F,D}

Next, three vectors for each node (or location) are concatenated into one after
normalization operation which is conducted in order to adjust them to the same scale.
G F D
v; = Concat(Norm(v{'), Norm(v} ), Norm(v?)) (4)
Finally, we choose the partitioning number &, and cluster the locations into k sub-
regions based on their representing vectors.

3.2 Deep Learning Model for Graph

Most traffic networks can be abstracted as graph structure with nodes for locations and
edges for linkages of them. Although deep learning models have the ability to cope
with various kinds of features, it is not easy for them to represent general graph
structures. Because unlike image or text series data, the components and their rela-
tionships in graphs are irregular and non-Euclidean, which means they cannot be
sufficiently learned by standard deep learning approaches such as SEA, CNN, RNN,
etc. To overcome this problem, graph neural networks (GNNs) are developed to make
deep learning capable of dealing with these kinds of data [10-12].

In our case, we keep the multi-layer architecture of neural networks to extract
features in different abstraction levels, and in each layer a special convolution kernel is
deployed to aggregate information from the graph structure, as is shown in Fig. 1.

We let x € RY be the input of our model and N is the number of nodes, each of
which represents a location. The convolution operation is defined as follows:

GraphCov(x;0) = Ug(A;0)U"x (5)
L =Iy— DAD * = UAU” (6)

where L € RV is the normalized graph Laplacian matrix with adjacent matrix A and
degree matrix D, and Ly is an N x N identity matrix. U is the matrix of eigenvectors of
L. A is a diagonal matrix containing eigenvalues corresponding to eigenvectors of U.
g(A;0) is a function parameterized by 0, which can be approximated as [13]:
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Fig. 1. Deep convolutional neural network for graph structure.

Z O X Ty (iA — IN) (7)

where 4, is the largest value of A. The terms of T,,(-) are the Chebyshev polynomials

which are defined as T,,(x) = 2xT,,_1(x) — T;,—2(x), with To(x) = 1 and T;(x) = x.
Therefore, the convolution function can be approximated as:

GraphCov(x; 0) Z O X Ty, <) - IN>X (8)

Until now the function is still complicated, so measurements for simplification are
need to reduce computational overhead and avoid the problem of overfitting. To be
specific, constrains are made by letting M = 1, 4,0, = 2 and 0 = 6y = —6,. Then we
obtain the simplified equation:

GraphCov(x;0) ~ H(IN +D7%AD7%>X 9)

Next, we put the function into practical deep learning model.
HD = o((Ty+DAD ) HYO" +b") (10)
HO =X (11)
Here we extend x to matrix X € R¥*P, which contains D-dimensional feature
vectors (such as history flows, statistic information, etc.) for each traffic location. HY

denotes the hidden state of layer I, aggregating features from lower layer and
abstracting them as its output. ¢(-) is the activation function of the neural unit. But the
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term Iy + D ZAD 7 is unstable during the backpropagation process, which may cause

O S|
gradients exploding or vanishing problems. We can replace it with D *AD * to alle-
viate this deficiency, where A=A+ Iy and ﬁ,-i = Zj Al]

HOHD — a(ﬁ’%AD’%HW@“) +b) (12)

3.3 Knowledge Transfer

Now we have already described how to divide a traffic system into different parts and
the deep learning method to extract high level features of them. In this section, we will
introduce learning techniques that can coordinate multiple related models and transfer
messages between them so as to acquire helpful knowledge across these sub-regions.

As mentioned above, the traffic system is partitioned into different sub-regions
which are modeled by individual graph convolutional neural networks. Although be
trained by different data, these models still contain common characters and inter-region
connections in traffic system. If we can transfer these knowledges between the them,
not only the generalization capability will be improved but also more supportive
information can be leveraged to conduct prediction. So, in our method, we involve
mechanisms to accomplish this goal and the overall framework of our method is
depicted in Fig. 2.
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The dotted lines between corresponding layers of separate models indicate that their
weight matrices are relevant and some intrinsic characters can be shared or influenced
by each other. It is proved that in deep neural networks, the abstraction degrees of
features are not the same across multiple layers [14]. More specifically, the shallow
layers are apt to extract generic features which are not constrained by particular
domains, and this kind of features could be conducively transferred to related tasks.
Whereas the features in deep layers are more task-specific and have lower transfer-
ability than the shallow ones [15, 16].

In our case, the lower level parameters of neural networks are connected between
different models, which means the knowledge for basic features are compatible and can
be referred by overall counterparts. This improves the generalization and robustness of
our method. While as the layer goes deeper, this restriction would be gradually loos-
ened. Each model relies more on its sub-region data to update parameters, making it
more suitable for particular prediction task. The optimization functions are presented as
follows:

k L
. !
Wi = arg min £(Y;,f(X ;Z oD WO — Wi (13)
B 1<LI
o) = ¢ B L=l e (L1,12) (14)
0 1>12

In above equations, we use notation W; as the parameters of model i, and its total
number is corresponding to the partitioning number & of sub-regions. Operators L(-, -)
and ||-]| represent loss function and Frobenius norm respectively, which are opti-
mization objectives for our tasks. Superscript (/) means the variable belongs to the I th
layer of neural networks. And o!) is a weight factor to control the significance of each
regularization term, which is determined by hyperparameters f3, L1 and L2.

Next, we describe an important module called trans-map. The trans-map is spe-
cially designed for transferring related information between different sub-regions in
order to facilitate the overall prediction. It is a k x k matrix where each entry is a
computational structure. The entry in trans-map is denoted as TM;;, which collect
graph feature represented by model of sub-region i and transfer them to model ;.

Each entry is composed of two parts: a gated controller and a feature adapter. The
gated controller of TM;; contains dependent information which decides how much
message should pass through sub-region i to j. Suppose two regions are strongly
related, it means much inter-region information should be involved and considered in
this prediction task. The functions are defined as follows:

Z; = sigmoid (F,-Wizj + b,.Zj) (15)

0§ = 2;® (FW§ +bf) (16)
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where F; is the graph feature extracted by model i, also as the input of TM;;. Wizj, biZj,
Wg, bg are trainable parameters and Og is the output of the controller. Operator ® is
Hadamard product, which means element-wise product of matrices. The feature adapter

of TMj; is used to make the feature of model i adaptive to model j.

0} = o (05 Wj+1b3) (17)

i

In this equation, ¢(-) is the activation function for feature transformation. Wg, bj}
are trainable parameters and 03 is the output.

By employing trans-map module, we can get our prediction result more reliable.
Another important thing is that the interpretability of our method is greatly improved
by knowing dependent relationships between sub-regions, which is valuable but often
missing in deep learning models.

In the end, prediction layers are built for each model to forecast the final result. This
part of model is composed by stacked full connected neural networks that collects
features from the graph neural network and entries in trans-map for its corresponding
task.

4 Experiment

4.1 Data Set and Evaluation Metrics

Our data set is collected by Beijing subway system, which is one of the largest and
most crowded subway systems in China. The range of dates is from Ist April 2015 to
29th June 2015. The records are automatically generated by the swiping card actions
when people get in or pull out of the subway stations. Each record contains items of
card id, card type, station number, line number, expense, deal time, etc. Here we use
80% of the data to train our model and the other 20% are used as testing set.

In the experiment, we use three metrics to test the performance of our method,
which are MAS (Mean Absolute Error), RMSE (Root Mean Square Error) and MAPE
(Mean Absolute Percentage Error). The equations of them are defined as follows:

Ny

MAE(T,Y) :NLZ\ti—yil (18)

§ =1

RMSE(T,Y) =

1 &
Ny i=1

MAPE(T,Y) =

li — i
1



216 Y. Ren and K. Xie

where T = {#;]i = 1,2,...N;} denotes the target values we need to predict, and Y =
{yili=1,2,...N} is the set of results generated by the model. The number N is the
total amount of samples.

4.2 Result Analysis

We test our model with 5 baselines: HA, ARIMA, SVR, MLP (Multi-Layer Percep-
tion) and Single-TKGNN. The last one has the same structure as our single model for
each sub-region, but lack of traffic system partition and knowledge transfer.

Table 1 illustrates the overall comparison of results from different models. It shows
that our approach achieves the best performance with regard to all three metrics, which
proves the effectiveness of our research. Let’s take a view of the Single-TKGNN, this
model performs well in most cases comparing with other baselines, but still could not
compete with the final method. This demonstrate that every piece of our procedures is
meaningful, suggesting that we should implement them together and take them as an
entire work.

Table 1. Results comparison of different methods.

Method MAE | RMSE | MAPE
HA 27.05|50.75 | 0.2047
ARIMA 25.32147.22 0.1834
SVR 23.28|41.36 | 0.1747
MLP 21.02|37.72 |0.1617
Single-TKGNN | 20.83 | 37.15 | 0.1632
TKGNN 19.60 | 34.71 |0.1476

The comparison between real traffic flow and predicted results are shown in Fig. 3
(time has been discretized into interval numbers). For brevity, we only display two
results. One is from our proposed approach, the other is from the best of the baseline
methods. The figure shows that although both results have the similar trend with the
ground truth flow, the curve of our approach fits the real flow more proximately than
the contrast result. What is more, in the unstable and fluctuant situations, the accuracy
of TKGNN is obviously better than the baseline method. These phenomena illustrate
that our model can sharply capture the variation signals of different traffic conditions,
and adjust the prediction result rapidly according to these messages. This is because
TKGNN has the strong ability to extract intrinsic identities from different regions as
well as exploit the relationships of the flows distributed in the traffic network.

Next, we would like to observe the change of prediction errors with regard to
different partitioning number k. A small k implies that the sizes of sub-regions are
relatively large. We can see from Fig. 4 that the errors are going down as we increase
the number of k. This result is as expected, because as the number increases, multiple
models are getting enough power to capture comprehensive characters of the entire
traffic system. Then, as the number k increases to a threshold value, the method starts to
lose its precision gradually. The reason could be that the intra-region features are
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g Real  —— Baseline Predicted === Real —— TKGNN Predicted
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Fig. 3. Ground truth flow fitted by predicted result.
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Fig. 4. Change of performance w.r.t. partitioning number.

getting meaningless and lack of information when the traffic structure in this region
becomes too simple. The outcome suggests that we should choose a proper number of
our sub-regions, which is neither too big nor too small, in order to achieve the best
result. The appropriate choice depends on the size, complexity and heterogeneity of the
traffic system in practice.
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5 Conclusion

The researches on intelligent transportation is important due to the rapid development
of traffic system and its strong correlation to our daily lives. In this paper, we propose
an innovative way to predict traffic conditions in the future time. Our approach con-
siders different kinds of characters in traffic system, using deep neural networks to
extract latent attributes and deal with nonlinearity of the problem. Furthermore, we
transfer knowledge between different parts of traffic system to take full advantage of
information. The experiment shows our method has the best prediction result among
multiple comparisons.

What we proposed is a general prediction approach which can work in different
cases with little modification. For future work, we are going to discover various kinds
of spatial and temporal patterns, representing them and putting them into new traffic
solutions with deep learning models. In addition, further research will be done for the
usage of high dimensional tensors in spatiotemporal problems.

References

1. Kaysi, L., Benakiva, M., Koutsopoulos, H.-N., et al.: Integrated approach to vehicle routing
and congestion prediction for real-time driver guidance. J. Transp. Res. Record. 1408, 66-74
(1993)

2. Cetin, M., Comert, G.: Short-term traffic flow prediction with regime switching models.
J. Transp. Res. Record. 1965(1), 23-31 (2006)

3. Vanajakshi, L., Rilett, L.-R.: A comparison of the performance of artificial neural networks
and support vector machines for the prediction of traffic speed. In: Intelligent Vehicles
Symposium, pp. 194-199 (2004)

4. Castillo, E., Menéndez, J.-M., Sanchez-Cambronero, S.: Predicting traffic flow using
Bayesian networks. J. Transp. Res. Part B-Methodol. 42(5), 482-509 (2008)

5. Lv, Y.-S,, Duan, Y.-J., Kang, W.-W,, Li, Z.-X., Wang, F.-Y.: Traffic flow prediction with
big data: a deep learning approach. J. IEEE Trans. Intell. Transp. Syst. 16(2), 865-873
(2015)

6. Cui, Z.-Y., Ke, R.-M., Wang, Y.-H.: Deep stacked bidirectional and unidirectional LSTM
recurrent neural network for network-wide traffic speed prediction. In: Proceedings of the
International Workshop on Urban Computing (2017)

7. Zhang, J.-B., Zheng, Y., Qi. D.-K.: Deep spatio-temporal residual networks for citywide
crowd flows prediction. In: Proceeding of the Thirty-First AAAI Conference on Artificial
Intelligence (2017)

8. Perozzi, B., Al-Rfou, R., Skiena, S.: Deep walk: online learning of social representations. In:
Proceedings of the 20th ACM SIGKDD International Conference on Knowledge Discovery
and Data Mining, pp. 701-710. ACM, New York (2014)

9. Grover, A., Leskovec, J.: node2vec: scalable feature learning for networks. In: Proceedings
of the 22nd ACM SIGKDD International Conference on Knowledge Discovery and Data
Mining (2016)

10. Kipf, T.-N., Welling, M.: Semi-supervised classification with graph convolutional networks.
In: Proceedings of International Conference on Learning Representations (ICLR 2017)
(2017)



11.

12.

13.

14.

15.

16.

Transfer Knowledge Between Sub-regions for Traffic Prediction 219

Niepert, M., Ahmed, M., Kutzkov, K.: Learning convolutional neural networks for graphs.
In: Proceedings of the 33rd International Conference on Machine Learning, PMLR 48,
pp- 2014-2023 (2016)

Velickovic, P., Cucurull, G., Casanova, A., Romero, A., et al.: Graph attention networks. In:
Proceedings of ICLR (2018)

Hammond, D.-K., Vandergheynst, P., Gribonval, R.: Wavelets on graphs via spectral graph
theory. J. Appl. Comput. Harmonic Anal. 30(2), 129-150 (2011)

Zeiler, M.D., Fergus, R.: Visualizing and understanding convolutional networks. In: Fleet,
D., Pajdla, T., Schiele, B., Tuytelaars, T. (eds.) ECCV 2014. LNCS, vol. 8689, pp. 818-833.
Springer, Cham (2014). https://doi.org/10.1007/978-3-319-10590-1_53

Yosinski, J., Clune, J., Bengio, Y., Lipson, H.: How transferable are features in deep neural
networks? In: Advances in Neural Information Processing Systems, vol. 27, pp. 3320-3328
(2014)

Long, M., Cao, Y., Wang, J., et al.: Learning transferable features with deep adaptation
networks. In: 32nd International Conference on Machine Learning (ICML 2015) (2015)


http://dx.doi.org/10.1007/978-3-319-10590-1_53

l‘)

Check for
updates

Global Q-Learning Approach for Power
Allocation in Femtocell Networks

Abdulmajeed M. Alenezi2(®) and Khairi Hamdi'

! School of Electrical and Electronic Engineering, The University of Manchester,
Manchester, UK
abdulmajeed.alenezi@postgrad.manchester.ac.uk, k.hamdi@manchester.ac.uk
2 Islamic University of Medinah, Madinah, Kingdom of Saudi Arabia

Abstract. In dense femtocell network, the complexity of the resource
allocation increases significantly as the network becomes denser, which
limits the performance of the network. The usage of reinforcement
learning to solve the resource allocation problem showed promising
results compared to conventional methods. In this work, we use global
Q-learning approach on the macro base station to solve the resource
allocation problem in a dense and complex network. We propose a new
reward function that can be implemented on a centralized Q-learning
and achieve good results in terms of maintaining the quality of service
for the macro user and maximizing the sum capacity of the femtocell
users. In comparison to other reward functions, the proposed reward
function maintained both the QoS for the macro user and fairness among
all femtocell users.
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1 Introduction

Due to the high demand for wireless data transmission and the dramatic growth
in the number of wireless users, researchers are trying to enhance the wireless
network to maintain the required quality of service (QoS) and maximizing the
capacity for each user. Several studies stated that the current techniq