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Chapter 1
Introduction to the Book

Josip Stjepandić, Nel Wognum and Wim J. C. Verhagen

Abstract The system concept has existed for several decades now, but is still a
viable concept to be used to denote a problem area and to adopt a holistic view.
The essence of a system is that it consists of elements and relationships between
these elements, and that it exerts a function in its environment, provided it is an open
system. A system can be defined at different layers of abstraction consisting of sub-
systems, which themselvesmay consist of subsystems again. Themost complex level
includes human beings. The system concept is adopted in Systems Engineering (SE)
in which not only the engineering system under development is modeled, but also the
development process itself in which many different disciplines need to be involved
depending on the (lifecycle) requirements in focus. In this introductory chapter we
draw the way we have paved to provide this book from the first idea on. The system
concept, the origins, the goals and the expected audience of this book are roughly
described. Finally, we give the first insight in the structure of this book and themutual
interdependence of the chapters. This book contains many different contributions in
the area of SE, categorized into 4 parts: an introduction to the concept, methods and
tools, applications, and challenges.
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1.1 The System Concept

The system concept has been defined in the 50s by von Bertalanffy [1]. It is used
in General System Theory (GST) in a search for a general construct to describe the
empirical world and to compare theories in different domains [2]. The ambition to
find gaps in theories by comparing them in a systematic way has not been achieved,
however.

The merit of system theory can be found in specifically framing and defining
the focus of attention. This can be disciplinary, like a waste treatment model, but
also interdisciplinary, combining two or more different disciplinary systems, like
the waste treatment model and the eco system [3]. Of course, such an integrated
model is less acceptable to each of the disciplines, but is a compromise to support
communication and the search for an inter-disciplinary solution. Trans-disciplinary
systems add a level of analysis, which does not exist on the level of each of the
disciplines [4, 5].

With the system concept every object in the real world can be denoted and char-
acterized. In principle, a system consists of elements and relationships between ele-
ments [6]. Moreover, a system performs a function in its environment, intentionally
or not, provided it is an open system. For example, a stone is a system that can be
described by characterizing its elements and the relationships between the elements,
which are predominantly chemical. A stone can exert a function in its environment,
for example, putting a weight on a pile of papers to prevent them from blowing away
in the wind. Systems can be identified on many levels of complexity, with subsys-
tems as elements. For example, a car is a system in which many different interacting
subsystems can be identified, consisting of subsystems themselves [7].

On the most complex level, humans are involved. Examples are organizational
systems, in which people perform processes with the help of methods, tools and
knowledge to achieve the functions of the system in its environment. An example of
such a function is satisfying the needs of consumers or customers. An organizational
system is called complex, because the goals of the system are not static, due to
interactions between goals of people and the intended goals of the organization [3].
The system concept is useful for framing problem areas, because content is separated
from context by clearly defining system boundaries. Studying a system, however,
cannot be fully successful when context is left out of scope. Interaction between a
system and its context needs to be part of the study.

Many different system approaches have been developed and used in the past
decades, like GST, system thinking soft-system thinking [8], as well as systems
engineering, the subject of this book. Wang has extended this concept to the systems
intuition and the collective systems intuition [9]. The goals of these different meth-
ods differ, as well as their approach and application domains. However, the system
concept is the central concept with a clear boundary and context.

Systems engineering is an approach in which the development of an engineering
system itself is also considered as a system, an organizational system. From the start
of a systems engineering process, all relevant product and process requirements are
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taken into account that concern thewhole product lifecycle. In the organizational sys-
tem all relevant disciplines need to be involved in the development process depending
on the requirements at focus. For example, when manufacturing requirements need
to be considered, manufacturing engineers need to be part of the development team.
When market or customer requirements are considered, social-science disciplines
need to be involved.

A systems engineering approach, inherently, puts a heavy load on themanagement
of a systems engineering process. Not only the different teams, but also the engi-
neering system itself requires the management of different types of knowledge and
information, including the necessary communication. A system engineering project
often consists of several, interacting, teams and sub-teams, necessitating extensive
communication and information exchange. We refer to Chap. 14 for more detail on
the achievements and challenges of SE.

In the book, several systems engineering approaches are presented (see Sect. 1.6).

1.2 Origins of the Book

This book is the result of various discussions during and after the 23rd and 24th ISTE
international conference on Transdisciplinary Engineering in Curitiba (Brazil), in
October 2016 resp. Singapore, in July 2017 [10, 11]. A number of valuable submis-
sionswere selected aswell as new submissions invited by the editors Josip Stjepandić,
Nel Wognum, and Wim Verhagen. The contributors were primarily recruited from
the ISTEcommunity (www.intsoctransde.org). To achieve higher practical relevance,
several industry experts were invited to contribute to the book.

1.3 Goals of the Book

This book is an attempt to present the latest developments and best practices of the
principles of Systems Engineering (SE). The presentation includes not only current
SE processes and methods, but also, very importantly, complex real-life applica-
tions and experiences. These applications and experiences are aimed to show that
SE is still an indispensable part of business nowadays. The term SE covers a variety
of approaches that can be classified as SE approaches. Each such approach must
be connected to an innovation or product and process development. Each approach
must also consist of methods and tools to enable and support extensive collabora-
tion and information exchange between people from different disciplines, functions,
departments or companies.

The first goal of the book is to characterize the SE concept. A second goal of the
book is to illustrate the choices that exist in organizing information. These choices

http://www.intsoctransde.org
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encompass selection of methods and tools, technical as well as organisational. The
methods and tools show the variety of problems that need to be tackled in practice
[12]. They should support trade-offs and finding (near-)optimal solutions [13]. The
third goal of this book is to demonstrate that Systems Engineering has become
indispensable, used widely in many industries and that the same basic engineering
principles can be applied to new, emerging fields like city design. The final goal of
the book is to provide sufficient examples that thoroughly illustrate achievements
and practices of SE. In addition, many remaining challenges in research and practice
are listed.

1.4 Audience

The authors intend this book to be useful for several audiences: industry experts,
managers, students, researchers, and software developers. The content is intended to
serve both as an introduction to development and assessment of novel approaches and
techniques of SE and as a compact reference for more experienced experts. In this
role practitioners can use the content to improve their core competencies and use it as
a reference during their daily work. Graduate and undergraduate students who have
already mastered several basic areas of engineering may find it useful instruction
material to practices in modern industrial product creation processes. Researchers
can find recent achievements and challenges in various fields of SE.

Engineers in various design domains, such as mechanical, electrical, computer
science, and environmental and logistics engineering may find this book helpful to
understand the fundamental background as captured in modern systems engineering.
It may help them to understand the multi-disciplinary, multi-dimensional and multi-
level nature of SE. It may help them to request information they need from and to
supply information needed for engineering processes to the relevant stakeholders.
It will help stakeholders from various domains to understand how SE works and to
participate in different SE teams.

Managers need to understand information representing numerous facets of SE for
developing a comprehensive strategy and establishing suitable engineering structures
and organization. The decisions they make must advance business competition by
meetingquality, cost and time targets.Management and engineeringneed to exchange
information rapidly and seamlessly so that the processes will be adjusted to support
the business strategy and so that management can understand and track product
issues and maturity. This book presents several methods for organising, transferring,
tracking and tracing of information.

Students and researchers in the wide area of engineering need comprehensive
information on recent achievements and on directions for future research. The book
fulfills this need. For this purpose valuable information can be found in the closing
part of this book.

Finally, a further audience may consist of developers of tools and development
platforms who usually have a strong software engineering background and are not
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experienced in applications and process development. In particular, for those who
define and implement integration scenarios, this book could be a useful reference.

1.5 Structure of the Book

The present edited book is a collection of 14 chapters written upon invitation from
the editors by internationally recognized experts from academia and industry. Singu-
lar chapters contribute to various aspects of basic concepts, methods, technologies,
industrial applications, and current challenges of SE. The volume is organized in
four parts according to themain subjects: Background, New developments andmeth-
ods, Applications and Current challenges. The structure of the book is illustrated in
Fig. 1.1.

The first part of the book presents a brief introduction to Systems Engineering.

Fig. 1.1 The structure of the book
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The second part of the book containsmethods for SystemsEngineering. It presents
fundamentals of SE, ideation methods, system of systems modeling, decision analy-
sis and interface management, interaction between mechatronic and cyber-physical
systems, and product-service systems.

The third part addresses applications of SE in industry. It comprises achievements
and experiences in city design, product-service systems, machining, the space sector
and sustainable mobility.

The fourth part presents current challenges that have been identified by the editors
and authors of the book.

1.6 Content of the Book

The book has been structured into four consecutive parts, which will be introduced
below.

Part 1: Introduction

Chapter 1 Introduction to the Book (this chapter).

Part 2: Methods

InChap. 2, JohnC.Hsu introduces the fundamentals of systems engineering as a prac-
titioner’s approach. In today’s globalized environment, companies compete fiercely
for business. They need world class product quality, no cost overrun and schedule
slippage. Customer satisfaction is number 1 and cannot afford system development
failures. Practicing systems engineering is the right answer. It is an old subject but has
been revitalized since the mid 90s. Systems engineering is now a major theme in this
century, has led to reduction in time-to-market, improving quality and reducing costs.
However, systems engineering has not been sufficiently understood by themajority of
workers (technical and non-technical, professional and non-professional, and finan-
cial, etc.), evidenced by many failures been reported, specifically in US Government
Accountability Office (GAO) reports. Therefore, continuous systems engineering
education is still needed, which is the major theme of this chapter.

In this chapter a history of systems engineering is introduced; including why
it is needed, its evolution and revitalization, the fundamentals are presented. The
requirement management process needs to be followed to analyze, derive, allocate
and trace the requirements. Functional analysis can assist requirement hierarchy
developed, vice versa; requirements can also feed function architecture development.
This chapter is concluded by overview of the functional allocation and the system
synthesis.

In Chap. 3, Wojciech Skarka, Katarzyna Jezierska-Krupa and Ryszard Skoberla
present the usage of ideation methods in a Systems Engineering context. The first
part presents the classification of ideation methods. This classification is based on
different criteria to allow designers to take a look from different points of view. There
is also a discussion on the division of ideation methods and how to choose the right
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method for a given case. The second part deals with background and a review of the
most popular methods with special attention for the analysis of ideation methods in
complex and multidisciplinary projects over the last few years. The definitions of
discussed methods are given in this part. This classification can be a quick way to get
to know the issue of ideation methods. This approach allows to elaborate guidelines
concerning the usefulness of the analyzed ideation methods in Systems Engineering.
Special attention has been given to methods that have been commonly used in recent
case studies. The presented two case studies describe the usage of selected methods
in examples from the field of design and development of medical devices as well as
the automotive industry. Reading this chapter is meant to result in the evaluation of
the value of ideation methods depending on the application. The conclusions sum
up guidelines concerning the usage of ideation methods and indicate the direction of
changes and improvements in these methods.

In Chap. 4, John P. T. Mo and Ronald Beckett illustrate the System of Systems
modelling. The design, manufacturing and through-life support of modern engineer-
ing systems such as an aircraft or a frigate are complex, multifaceted andmay change
over time. These engineering systems are working in an environment that has mul-
tiple individual users, complicated supply chains, many government and socially
affected stakeholders. In essence, these systems are working as a system of inter-
acting semi-autonomous systems each of which are governed by their individual set
of rules and could operate with different enterprise structures. Engineers trying to
apply the theory of systems engineering to “design” a system of systems find the out-
come often unpredictable and uncontrollable, as the linked systems operate with high
degree of independence. System operations are embedded in business networks that
are evolving and changing all the time. Individuals and organisations participate vol-
untarily in the networks. They can come and go at any time without warning. These
highly uncertain relationships require different approaches. This chapter addresses
the modelling requirements for design, development, implementation and operation
of a complex system that interacts with many socio-technical systems. The method-
ology is illustrated by two case studies.

In Chap. 5, Fredrik Elgh and Joel Johansson discuss the topic of traceability in
engineer-to-order businesses. A rapidly growing strategy in product design and man-
ufacture, with great potential to improve customer value, is mass-customization. The
main idea is to divide the product into modules that can be shared among different
product variants. This will support a wide range of options for the end customer to
select from, while an internal efficiency, similar tomass-production, can be achieved.
This has been a success for many companies acting on the consumer market. How-
ever, many manufacturing companies are engineer-to-order (ETO) companies, such
as original equipment suppliers (OES). They design a unique solution, often in close
collaboration with other companies. The solution can then be manufactured in dif-
ferent quantities depending on the client’s need. For these companies, there is a
strategic need for developing high quality engineering support to further utilize and
exploit the information and knowledge produced during product development and to
succeed with a strategy influenced by the principles of mass-customization. This has
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to include the implementation and management of systems enabling highly custom-
engineered products to be efficiently designed and manufactured. One challenge
when introducing such flexible support is to enable traceability of decisions taken,
tasks executed, knowledge used and artefacts developed throughout the whole life-
cycle of an individual product.

In this chapter, it is shown that traceability can be achieved by introducing support
for capturing, structuring andmapping between decisions and resulting outputs, such
as geometrical building blocks, knowledge implemented as rules, and the argumenta-
tion for the selection, design and specification of these. Three examples are presented
where the concept Design Description has been modelled based on an item-oriented,
a task-oriented, and a decision-oriented perspective which show the generality of
the Design Description concept. The three examples demonstrate how to use the
Design Description to enable traceability in platform design, product design, and
manufacturing development processes.

In Chap. 6, John C. Hsu concludes the fundamentals of systems engineering by
discussing decision analysis and interface management. The cross-cutting techni-
cal management process facilitates both the systems design and product realization
processes. The eight sub-processes within the cross-cutting technical management
process are: technical planning, requirements management, interface management,
technical risk management, configuration management, technical data management,
technical assessment, and decision analysis. The technical management processes
link project management with the technical team. Subsequently, individual mem-
bers and tasks are integrated into a functioning system that meets cost and schedule
pre-requisites. The cross-cutting functions serve to execute project control on the
apportioned tasks. In this chapter, emphasis is put on explaining decision analysis
and interface management. Decision analysis is the process of making decisions
based on research and systematic modeling of trade-offs. The objective of a decision
analysis is to discover the most advantageous alternative under the circumstances.
Decision analysis may also require human judgement and is not necessarily com-
pletely machine driven. In detail is demonstrated how to conduct the trade-off study.
While interfaces are connection points between parties or elements, interface man-
agement provide a systematic methodology to handle with multiple parties or techni-
cal elements. Implementing an interface management process on a project identifies
critical interfaces, streamlines communication, and monitors ongoing work progress
while mitigating risks. With interface management, interface definition, identifica-
tion and interface management tools are provided.

In Chap. 7, Peter Hehenberger, David Bradley, Abbas Dehghani and Patrick
Traxler highlight the specific requirements of mechatronic and cyber-physical
Systems within the domain of the Internet of Things. There has been a shift in
emphasis within systems from hardware-oriented to more software-oriented topics
integrated in an overlaying communication framework (e.g., cloud-based services).
This chapter presents current research in the field of the interaction between mecha-
tronic and cyber-physical systems. It presents design methods that are illustrated
by some real-world applications. Four case studies (Smart Home, Bio-mechatronic
Systems, Cyber-Physical Production System, Data-driven analysis) are discussed
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and provide illustration of applications involving different functional distributions
of activity between the 4 key elements of people, data, mechatronics and cyber-
physical system. The concepts present designers with the challenge of implementing
structures within information rich environments where information and communica-
tions are increasingly the drivers of the design process. This in turn requires designers
to have access to new and novel means of simulation capable of representing such
situations.

In Chap. 8, Margherita Peruzzini and Stefan Wiesner introduce Product-Service
Systems. Product-Service Systems (PSSs) are an emergent way to innovate tradi-
tional products and to extend the company portfolio, by reducing time and cost while
offering high quality and meeting the expectations of both customers and stakehold-
ers, which have to be considered during the design and development process. A
further challenge is to close loops between Product Lifecycle Management (PLM)
andService LifecycleManagement (SLM) by providing feedback from service deliv-
ery to the beginning-of-life phase of products, or defining a structured procedure to
coordinate product and service development activities. The objective of this chapter
is to provide a common understanding on PSSs, to deepen the servitization process
and its main features, and to understand how PLM and SLM can be integrated to
define future organization of PSS-oriented companies. The final aim is to present
PSS as a new business model, which companies can adopt to innovate their products
and to enlarge their offer to the market, according to a consumer-oriented approach.

Part 3: Applications

In Chap. 9, Fabien Pfaender, Egon Ostrosi, Alain-Jérôme Fougères and Bin He draw
a meta-model for intelligent engineering design of complex city. A city is a complex
system, requiring the input of multiple disciplines for its (re)design. It shares some
properties of two kinds of objects: empirical objects as well as theoretical objects.
As city emerges as a complex object for multi-disciplinary studies, it is of the highest
importance to adopt a systemic and global approach to bring new knowledge to this
field. To master the growing complexity of cities and to consider at the same time
heterogeneous ways of thinking of city, intellectual tools and models are needed.
The goal of this chapter is to propose a model for describing engineering modelling
knowledgewith relationships and transformations between four domains: (1) citizen,
(2) functional, (3) physical and (4) process. The proposed model is structured on
four levels of modelling: (1) conceptual, (2) mathematical, (3) computational, and
(4) experimental. These networks of models should be necessarily intelligent for
managing the engineering design of a smart city. For overall city design, the paradigm
should change from planner-centric to citizen-centric. However, while these models
are potentially relevant, data that may feed these models is lacking most of the time.
Moreover, filling and detailing each of the models, requires additional input from
different experts and theories. In this chapter smart city engineering design is focused
on three interrelated approaches: (a) data that should be gathered, (b) models that
can be used by means of these data, and (c) interpretation methods and tools to
elaborate knowledge and decision from the results these models can produce. The
paper presents some findings from an application of the proposed meta-model.



12 J. Stjepandić et al.

In Chap. 10, Margherita Peruzzini and Stefan Wiesner conclude their treatment
of Product-Service Systems (PSSs) with a description of its systematic develop-
ment. The main problems occurring in PSSs, are due to an inadequate requirements
analysis and lack of a strong PSS conceptual design. Problems vary from exceed-
ing budgets, to missing functionalities, unsuccessful market launch, or even project
abortion. Furthermore, the special characteristics of a PSS have to be considered
already at an early stage of the development process. Requirements Engineering
(RE) and design methodology as well as supporting Information and Communica-
tion Technologies (ICT) need to establish a common perception of the targeted PSS.
At the same time, the inner complexity of PSS leaves requirements analysis, design
activities and development tasks fragmented amongmany disciplines and sometimes
conflicting, unstable, unknowable or not fully defined. In this context, a concurrent,
transdisciplinary and collaborative design of PSS is required to create feasible and
successful solutions. The objective of this chapter is to present a structured approach
to face the specific challenges of PSS development in detail, to elaborate a general
framework that features a systematic approach for PSS development, and to consider
the effects of changes in specific product and service design on a systematic PSS
development process.

In Chap. 11, John P. T. Mo and Songlin Ding explain the machining process engi-
neering. Machining is the traditional product shaping process by removing materials
from a block of original materials. Practically, the machining process itself has not
changed much in the last couple of centuries but the accessories around the process
have improved significantly, like data logging features in modern computer numer-
ically controlled machines. The machining process is a system, the components of
which should be considered as independent units, which work harmoniously with
other systems in the enterprise. In this chapter a systems approach is adopted to exam-
ine methods and techniques that can improve five key performance indicators of the
machining system, i.e. sustainability, accuracy, efficiency, precision and reliability.
In particular, High Speed Machining, tool breakage prevention, thin wall deflection,
tool geometry and chatter monitoring are studied in relation to five performance indi-
cators, respectively. Application of these techniques has produced good machining
outcomes showing strategic development direction leading to better performance of
the machining system.

In Chap. 12, Timo Wekerle, Luís Gonzaga Trabasso, and Luís E. V. Loures da
Costa discuss the concept of technology nationalization in the space sector from the
Brazilian perspective. Brazil as an emerging country needs to catch up with technol-
ogy to extend its position on the international market, especially in the space sector.
The Technology Nationalization Framework (TNF) is a strategy for nationalization
and industrialization of high technology products. The TNF is meant to assure that
strategic technologies, that are currently lacking, will be designed, produced, and
operated in Brazil as long as needed, without the risk of export bans or unavailability
of components. The framework is based on reengineering with subsequent trans-
fer to the national industry. The strategy starts with the identification of strategic
technologies in relation to technologies already present in Brazil. For the national-
ization process of these technologies, a decision-making process is needed taking
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into account available resources and competencies. In this chapter the TNF will be
introduced and explained, while also a pilot project is described in which the TNF
strategy is applied.

In Chap. 13, Alain Biahmou presents the application of Systems Engineering
for emerging field of sustainable mobility. Nowadays, sustainability has established
itself in the automotive industry and has evolved to an indispensable part of it. In con-
trast with its initial understanding as ecological improvement during development
and production of vehicles, it has emerged to an advanced concept that considers
much more, for instance the interaction of vehicles with the superordinate system
in which they are included. Therefore, not only the reduction of the pollution as
well as of resource consumption, but also the impact on the societal, economic and
environmental development is of great importance. Current product development in
many companies is still characterized by the fact that different disciplines create sev-
eral partial models of the same product and provide much information in documents
only. Periodic synchronizations of common parameters and models are performed.
Information related to sustainability even when it exists is not consistent and not
represented in models, which can be used for synchronization points. Therefore,
sustainability is often not really taken into account along the product life cycle.

In order to master the complexity of smart products, which arises not only from
customer behavior and requirements, but also from legal requirements related to sus-
tainability, a proposal is made for Systems Engineering to integrate sustainability
to a larger extent. Based on the main research directions in sustainability, such as
innovative design concepts including alternative propulsions for less pollution, the
safety and driver assistance for resource efficiency and life protection, the mastery of
networked vehicles to control the interaction of a car with its superordinate system,
adapted and even newmethods as well as processes are needed to link Systems Engi-
neering with sustainability. This chapter presents proposals of product development
processes that take Systems Engineering methods into account as well as sustain-
able mobility. The prerequisites to realize such a product development process are
described, whereby the whole product development cycle from the product concept
down to disposal is taken into account.

Part 4: Future challenges

Chapter 14 summarizes the research andpractical challenges that have beenpresented
in the book. SystemsEngineering (SE) is awell-establishedfield of research and prac-
tice. Nevertheless, the theory underlying SE is experiencing significant development,
directly and in associationwith advancements in closely associated research domains.
In this final chapter, a socio-technical perspective is applied to identify and describe
major trends in SE, as well as identifying future challenges in theory and application
of SE. In doing so, trends are identified for (1) strategic issues from a product and
process lifecycle perspective; (2) stakeholder representation and involvement; (3)
current and future technologies employed to enable SE; (4) knowledge and skills
as contributed by people and teams; and (5) structures to enable transdisciplinary
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activities supporting a socio-technical system perspective in systems development.
Challenges remain present regarding these dimensions; SE requires methods and
tools that are suitable to support the dynamic and evolving nature of the systems that
need to be developed including the development system itself. Besides, management
of SE projects for solving complex societal problems requires people with vision and
power to motivate and mobilize the necessary people and value their respective input
in the overall task. Transdisciplinary Engineering is introduced as an approach in
which Systems Thinking and System Approaches interoperate, taking into account
the different levels of abstraction of the system of focus.

1.7 Contributors of the Book

The editors have selected and invited contributors based on their recent contribution
to TE conferences. Additionally, industry experts have been invited to contribute.
The editors are grateful to all contributors for their excellent work.
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Chapter 2
Fundamentals of Systems
Engineering—A Practitioner’s Approach

John C. Hsu

Abstract In today’s globalized environment, companies compete fiercely for busi-
ness. They need world class product quality, no cost overrun and schedule slippage.
Customer satisfaction is number 1 and cannot afford system development failures.
Practicing systems engineering is the answer. It is an old subject but has been revital-
ized since the mid 90s. Systems engineering is now a major theme in this century has
led to reduction in time-to-market, improving quality and reducing costs. However,
systems engineering has not been sufficiently understood by the majority of workers
(technical and nontechnical, professional and non-professional, and financial, etc.),
evidenced by many failures been reported, specifically in US Government Account-
ability Office (GAO) reports. Therefore, continuous systems engineering education
is still needed, which is the major theme of this chapter. In this chapter a history
of systems engineering is introduced; including why it is needed, its evolution and
revitalization. the fundamentals are presented. The requirement management pro-
cess needs to be followed to analyze, derive, allocate and trace the requirements.
Functional analysis can assist requirement hierarchy developed, vice versa; require-
ments can also feed function architecture development. This chapter is concluded by
overview of the functional allocation and the system synthesis.
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2.1 Introduction

In today’s globalized environment,manufacturing and designing companies compete
for business. To be successful, companies need to practice strategies that minimize
the possibility of degradation of product quality, cost overrun, schedule slippage,
customer dissatisfaction and system development failures. Systems engineering is
the answer to the above statement. It is different frommechanical, aeronautical, elec-
trical and other engineering disciplines and yet bridges these traditional engineering
disciplines. Systems engineering is focused on the system as a whole. While the
primary purpose of systems engineering is to guide, it does not mean that systems
engineers do not themselves play a key role in system design. Systems engineering
is needed now and in the future to meet the following challenges:

• Constantly changing requirements

– Requirements for new system are frequently changing
– Changes in mission thrusts
– Continuous introduction of new technologies

• More emphasis on “systems”

– Greater emphasis on total system versus the components of a system
– Functions need to be performed in an effective and efficient manner
– Look at the system throughout its entire life cycle

• Increasing system complexities

– System becomesmore complex, such as, system-of-systems for network-centric
applications

– System design changes should be incorporated quickly, efficiently, and with-
out causing a significant impact of the overall configuration of the system-of-
systems, system, or subsystem

• Increasing globalization

– More trading and dependency on different countries
– Introduction of rapid and improvement communications

• Greater international competition
• Increasing globalization can also trigger more international competition
• More outsourcing

– More suppliers associated with any given program
– Needs early definition and allocation of system level requirements

Systems engineering fundamentals in this chapter will cover the following subjects:

1. Introduction to Systems Engineering.
2. Requirements Management.
3. Functional Analysis and Architecture.
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Section 2.2 Introduction to Systems Engineering will explain why we need sys-
tems engineering; evolution of systems engineering; the history of systems engi-
neering revitalization; and the role of systems engineers. The systems engineering
methods and processes presented in this chapter can be directly applied to the job.
Learn how to analyze and develop requirements in Sect. 2.3; and how to validate,
trace and allocate requirements. Four (4) elements of functional analysis and Allo-
cation are discussed in Sect. 2.3. In Sect. 2.3 the Functional Flow Block Diagrams
and Integrated Definition for Functional Modeling are presented, as well as the rela-
tionships between functional allocation and system synthesis, and decision Analysis
as needed during the design, development and manufacturing life cycle.

2.2 Introduction to Systems Engineering

In this section, we discuss in detail the poor performance of engineering projects
in current industries, especially with respect to cost overruns and schedule delays.
Practicing systems engineering (SE) may be the answer to correct these problems.
The value of SE is presented. SE is not a new subject; therefore, the evolution of
SE is discussed in this section. Many people may not know what SE revitalization
is. It will be presented and discussed here. Finally, the role of systems engineers is
explained.

2.2.1 Why Systems Engineering

This is often a question in people’s mind. Why do I need to know and understand
systems engineering? What is good for me? One obvious reason that we can give is
[1]:

Systems Engineering provides theory andmethods for the management of complexity.With-
out Systems Engineering, we can expect additional developmental failures, cost overruns,
schedule slippages, customer dissatisfaction, and environmental disasters.

Figure 2.1 is extracted fromMetrics and Case Studies for Evaluating Engineering
Designs, Moody et al. [2]. It shows that the cost overrun decreases as the systems
engineering (SE) effort as a percentage of total program cost increases for most of
the space programs in the past. Figures 2.2 and 2.3 [3] show that the cost ratio of
actual to plan and schedule ratio of actual to plan, respectively, decreases as SE effort
increases. The SE effort is defined as the product of SE quality and the ratio of SE
cost to actual cost [4].

United States (US) Government Accountability Office (GAO) [5] have found
problems related to quality that have resulted in major impacts to the 11 Department
of Defense (DoD) weapons systems, billions of dollars in cost overrun and years-
long delays, and decreased capabilities for the warfighter. GAO’s analysis of 11 DoD
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weapon systems illustrates those defense contractors’ poor practices of systems engi-
neering activities as well asmanufacturing and supplier quality problems. A study [6]
was undertaken why cost overrun and schedule delays have occurred and continue
to occur in large-scale US federal defense and intelligence acquisition programs.
One of the major reasons is inadequate systems engineering practices. Requirements
redefinition and creep was discussed as a major problem. The acquisition strategy for
programs must embrace the systems engineering processes and philosophies early in
the program life cycle [7]. Systems engineering practices provide a program baseline
where customer and stakeholder needs are satisfied, when diligently followed early
and throughout the acquisition process.

It is emphasized by a customer, “…Imperative for all the programs is to focus
more attention on the application of Systems Engineering principles and practices
throughout the system life cycle” [8]. It is further directed, “Improve SE through-
out the acquisition process, including workforce …education and training; tools …
guidance; Provision for contractor’s Board to consider contract performance when
setting top executives’ salaries/bonuses.” One year later, “Application of rigorous
systems engineering discipline is paramount to the department’s ability to meet the
challenge of developing and maintaining needed warfighting capability” [9].

The industries, especially defense and aerospace, are crying for the application of
systems engineering practice in their companies, as described in the presentations of
“Systems Engineering in Today’s Competitive Environment” [10], and “Current and
Future Trends in Systems Engineering” [11]. The four (4) key metrics for a company
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to achieve business targets are: Revenue Growth, NetMargins, Operating Cash Flow,
and Return on Net Assets. The actions required to meet these four (4) metrics are all
related to systems engineering practices. They are:

• Meet customer requirements
• Validate and verify requirements to final products
• Mitigate risks
• Make the best decision
• Continuously measure performance
• Shorten Cycle Times
• Execute to plan and schedule
• Best organization and budget control

With world-wide web communications nowadays, the newest technology will
be most likely spread within two year or less; therefore, technology is a common
commodity in most cases. The winner is not determined by the possession of the
technology. It is the one who can first deliver the product to the market with the best
quality and sell at the cheapest price. Then what are the challenges? They are cost
and schedule.

There are three (3) basic arguments for the value of systems engineering: First,
assurance that the system will accomplish its objectives; Secondly, the cost-time
trade-off as shown in Fig. 2.4 [12] that the later problems are discovered, the more it
costs tofix them; and thirdly, insurance against serious low-probability consequences.
Well-practiced SE is for adequate upfront planning, adequate scope definition, and
understanding customers intent, expectations and requirements definition at the early
phase of a project. A well-executed team work can achieve the value of systems
engineering.

Fig. 2.4 Cost-time trade
effect [12]
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2.2.2 Evolution of Systems Engineering

SE is an old subject that started in ancient time; like Egyptian built pyramids, Chinese
built the great wall, and Roman built the forum and bridge. During that time, it was
not called systems engineering but they must used the system principle and method
to build huge and durable structures, not to mention the tower of Pisa as a bad system
example.

In 1957, the Soviet Union launched the human-made satellite orbiting around
the earth and also had the intercontinental ballistic missile (ICBM), a guided ballis-
tic missile with a minimum range of 5500 km (3400 mile) primarily designed for
nuclear weapons delivery (delivering one or more thermonuclear warheads). The US
suddenly fell behind. For national survival and space race, US government spent
billions of dollars to build the satellite and ICBM. These are complicated systems
that require a systematic approach with precision and sound management; therefore,
SE was adopted and expanded rapidly. System performance for mission success
was emphasized, as well as project management for technical performance, delivery
schedule, and cost control. A driving force for high system reliability led to the devel-
opment of parts traceability, materials and process control, change control, product
accountability, formal interface control, and requirements traceability. These are all
SE tasks and processes.

2.2.3 Systems Engineering Revitalization

After successful completion of the Apollo Program, US space race and ICBM pro-
gram won over Soviet Union. The government significantly cut back funding for
space and defense programs. The contractors suffered severely shortages of funding
and forcedmajor reductions inmanpower. This was in the early 1970s. In the next ten
(10) years, government slowly increased funding for space and defense programs.
The contractors also gradually recovered and increased personnel hiring. In the late
1980s, more space and defense programs suffered cost overruns and schedule delays
that raised government concerns. The newly hired employees were not aware of sys-
tems engineering principles, methods and processes. SE has faded away. In the mid
1990s, US Air Force started an initiative to revitalize systems engineering practices
that were executed successfully in the 1950–1960 period to win the space race and
ICBM competition. A year later DoD led the systems engineering revitalization until
today.MichaelW.Wynne, acting under the secretary of defense for acquisition, tech-
nology and logistics, and Mark D. Schaeffer, principal deputy, defense systems and
director, systems engineering, Office of the USD (AT&L), called for the revitaliza-
tion of systems engineering across the Department of Defense [13]. “Analyses of a
sampling of major acquisition programs show a definite linkage between escalating
costs and the ineffective application of systems engineering,” Wynne and Schaeffer
called for the “systemic, effective use of systems engineering as a key acquisition
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management planning and oversight tool” and said that, in addition, DoD would
“promote systems engineering training and best practices among our acquisition
professionals.”

In its present form, the systems engineering process is broadened and combines
elements of many disciplines:

• Operations research and analysis
• System modeling and simulation
• Decision analysis
• Project management and control
• Software engineering
• Specialty engineering
• Industrial engineering.

2.2.4 Role of Systems Engineers

Systems engineering (SE) is not a rocket science but it may be harder than rocket
science. It deals with people, management and engineering. SE is with a project or a
program from womb to tomb, and from cradle to grave. SE principles and methods
can also be applied to individual’s daily life.

Systems engineering differs from traditional disciplines in the following ways:
It is focused on the system as a whole; it is concerned with customer needs and
operational environment; systems engineering leads system conceptual design; and
bridges traditional engineering disciplines and gaps between specialties.

The systems engineers can be:

• Deputy to Project Manager
• Customer Interface
• Requirements Owner
• System Architect
• System Analyst
• IMP/IMS Generator and Keeper
• Risk Management Administrator
• Trade Study Facilitator
• Interface Manager
• Verification Plan Owner and Administrator
• Process Owner
• Coordinator.

A Successful Systems Engineer should be a good problem solver, and welcome
challenges,well-grounded technicallywith broad interests, analytical and systematic,
but also creative, and a superior communicator with leadership skills.

Recommended systems engineers’ role in a program is shown in Fig. 2.5 [14].
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2.3 Requirements Management

A general systems engineering process is shown in Fig. 2.6 [14]. On the left of the
figure are customer requirements. As you can see that the customer requirements
come in different forms, from highly sophisticated customers, like US government
with fully developed user system specifications indicating performance, supportabil-
ity, measures of effectiveness; and the constraints as affordability, interoperability,
system evolution, and component reuse, etc., to casual customer requirements walk-
ing on the street with a few words. Regardless what forms customer requirements
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have, they have to be validated before deriving system level requirements. It leads
to the middle top block “Requirements Management” which is the subject of this
section.

The definition of Requirements Management is

The identification, derivation, allocation, and control in a consistent, traceable, correlatable,
verifiable manner of all the system functions, attributes, interfaces, and verification methods
that a system must meet including customer, derived (internal), and specialty engineering
needs.

The objectives of Requirements Management are:

• Ensure specified requirements have been completely decomposed and met in the
design

• Ensure that any impacts to the design due to Requirements modification are com-
pletely understood

• Ensure no extraneous requirements (or components) have been introduced
• Ensure requirements have been completely verified.

Refer to the Requirements Management Process as shown in Fig. 2.7 [14], in the
first-round of the requirement loop shouldworkwith customers to derive the top-level
system requirements. For commercial products, derive the top-level system require-
ments based on validated customer requirements. Each system requirement needs
to be allocated to function, organization or individual. This is called requirements
allocation to ensure the ownership for each requirement. Under Implementation Pro-
cess, there is no system design and supplier hardware/software development for the
first-round. Each system requirement needs to have one or more verification require-
ments. For the second-round the systems engineers should also work with customers
to derive the second-level system requirements. In sum, each requirement needs to be
allocated and has one or more verification requirements. The second-round implies

Fig. 2.7 Requirements management process [14]
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Fig. 2.8 Requirements management role in a system life cycle

conceptual design but not yet the hardware/software development under Implemen-
tation Process. With each more round, more lower-level requirements are derived for
lower-level designs and hardware/software developments. Then the requirements
hierarchy is formed and the requirement management process spans the product
hierarchy and is iterative across all organizational levels. Requirements are central
to all facets of the product. Requirements can be found everywhere and will depend
upon each other; therefore, the continuous involvement and coordination with all
interested parties must be accomplished. All impacted areas must be tied together to
ensure an optimal solution.

The RequirementsManagement role in a system life cycle is illustrated in Fig. 2.8.
The outside circle is a system life cycle fromConcept Exploration to Engineering and
Manufacturing Development (EMD) to Disposal. The middle cycle is the require-
ments for different phases in a system life cycle. The inner circle is the steps for each
requirement from identification to allocation for the requirement, implementing the
requirement by designers and verification requirement for insuring the product sat-
isfying the requirement. At the beginning of developing requirements for Concept
Exploration, the project team is formed on day 1, a concurrent engineering practice.
All the required team members are gathered including representatives from each life
cycle phase. The requirements will be developed for all phases of the life cycle at the
beginning. Use X to represent the consideration and inclusion during the design of
a product, such as, reliability, maintainability, survivability, safety, test, fabrication,
assembly, operation and product support, etc. The goal of applying SE is to fulfil
“Design for X” to cover the development and usage of a product in its entire life
cycle.
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2.3.1 Validate Requirements

We need to fully understand the customer requirements with no ambiguity. If we do
not understand even with slightly doubt, we cannot derive and develop requirements.
A better way to convey the concept of validating requirements is to use a cup of
coffee as an example as shown in Table 2.1. A cup of coffee is a simple and small
system. It does not need system requirements and derive design requirements are
derived directly from customer requirements. Commercial customers have very loose
requirements. If customers are asked what kind of coffee they would like to drink,
they will say “taste good”. You would scratch your head what does “taste good”
means? You need to validate the requirement of “taste good”. One way is to make
ten (10) cups of coffee and you know exactly the flavour percentage in each cup
of coffee. You need to get 90% of general population to taste your ten (10) cups
of coffee. The number and kinds of people selected to satisfy the 90% is similar to
polling process. If majority of the population like the taste of No. 5 cup of coffee.
Then you have validated the “taste good” requirement that is the flavour percentage
of No. 5 cup. The next customer requirement is “be hot”. You can make five (5)
cups of coffee with 70, 75, 80, 85, and 90 °C. Again, gather 90 percentile of general
population to taste these five (5) cups of coffee. If the majority population think No.
4 cup is “be hot”. Then you know 85 °C is the validate requirement for “be hot”.
Customers would like the coffee “wake me up” especially in the morning. You know
“wake me up” relates to “quantity of caffeine”; however, the “quantity of caffeine”
competes with “level of acidity”, which corresponds to customers’ “not upset my
stomach”. You make ten (10) cups of coffee. Each has different levels of caffeine and
acidity. You know that the higher level of caffeine, the higher level of acidity. With
90 percentile of population to taste these ten (10) cups of coffee, you find out that
the No. 2 cup of coffee the majority of customers feel enough “quantity of caffeine”
to “wake me up” and yet “not upset my stomach”. Then you have validated these
two customer requirements with exact “quantity of caffeine” and “level of acidity”.
The last customer requirement “be cheap” competes with all the above customer
requirements since better taste, higher temperature, and more quantity of caffeine
will increase the base cost of a cup of coffee. You can validate this requirement by
comparing the price of your cup of coffee with the price of other equivalent brand(s).
When all these customer requirements are validated, you need to verify that each
cup of your coffee will be made to No. 5 cup of flavour percentage, No. 4 cup 85 °C,

Table 2.1 Customer
requirements driving the
design requirements

Customer requirements Design requirements

Taste good Flavor components

Be hot Serving temperature

Wake me up Quantity of caffeine

Not upset my stomach Level of acidity

Be cheap Cost per cup
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No. 2 cup of coffee “quantity of caffeine” and “level of acidity”, and the price of
“be cheap”. You may have an idea now how to validate customer requirements and
verify design requirements.

2.3.2 Requirements Analysis

The requirement and different kinds of requirements are defined below:

• Requirement—A statement of required performance or design constraint to which
a product must conform.

• Customer Requirements—Statements of fact and assumptions that define the
expectations of the system by customer.

• System Requirements—The necessary task, action or activity that must be accom-
plished. System Requirements identified in requirements analysis will be used as
the top-level requirements.

• Design Requirements—The “build to”, “code to”, and “buy to” requirements for
products and “how to execute” requirements for processes expressed in technical
data packages and manuals.

• Derived Requirements—Requirements that are implied or transformed from
higher-level requirement.

A requirement must be related to the function on which is to be performed, verifiable,
which means testable, analyzable, demonstrable and inspectable (not applicable to
customer requirements), precisely worded, and be unique.

First, we need to analyze customer requirements (CRs). After validation of cus-
tomer requirements, we need to define customer functional and performance require-
ments. Also need to identify, understand, and define customer constraints. The
specialty engineering requirements, such as, reliability, maintainability, availabil-
ity, safety, survivability, and human factor. of the system are important to know at
the onset of requirements analysis.

The next step is to analyze and derive the top-level system requirements. The
sophisticated customers, like DoD (Department of Defense), NASA (National Aero-
nautics and Space Administration), and other government agencies, will provide
systems specifications to contractors. If this is the case, we need to break down para-
graphs in the system specification down to each sentence as a requirement. If the
requirements are mandatory, remember to use the word of “shall” in front of the
verb; otherwise, the designer or owner of this requirement does not have to follow
the requirement. If we received compound and complex Statements from customers,
we need to decompose these statements into a set of single requirements.

The design requirement drives the design as a one-way street. The design should
be developed from these requirements. If a requirement is derived from the existing
design, it is called reverse engineering that defeats the purpose of deriving require-
ments from CRs. Most likely, the design will not meet the CRs. Each requirement
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shall be a complete, simple, specific, and straightforward sentencewith concise quan-
tifiable meaning. Without quantity, how can the requirement be used for design or
verification? It is often to read “TBD” (to be determined) included in the require-
ment writing. This is not allowed since quantity value have to be indicated clearly in
the requirement statement. For compliance with military and commercial standards,
specifications, or any documents, the section number of the document shall be cited in
the requirement. The requirement sentence cannot contain any adjectives which will
be interpreted differently by different people, for example, beautiful, comfortable,
etc. Margin in a requirement will provide design flexibility and tolerance for ease in
manufacturing. As a result, margin in requirements can reduce cost for design and
manufacturing. How can you determine the margin in a requirement? The answer is
to use trade-off studies if necessary to determine the optimum margin.

The requirement should be written in positive tense, not passively. Requirements
engineers who write requirements can be categorized as “words engineer” since the
words used in the requirement dominate the design and verification. Requirement
documents are legal documents as part of the contract.

2.3.3 Requirements Allocation

Requirements should be allocated. Allocation means to set apart, assign, or allot for
a particular purpose. Requirements allocation is the assignment of requirements to
a responsible party. There are several ways of allocation. Partition a value assigned
to a parent requirement into parts that are assigned to child requirements. Require-
ments can also be allocated to functions, organizations, or experts. Sometimes, a
requirement is for a specific time period, for example, most of the people witnessed
the countdown of rocket launch the last 10 s. In reality, the countdown starts at years
or months ago. There are requirements associated with different year or time period.

Requirements allocation can be tabulated in a table, with requirement numbers,
requirement sentences, associated verification requirements, verification methods,
and allocation. This table is called Requirements Allocation Sheets (RAS).

2.3.4 Requirements Traceability

Each requirement should be traceable to the higher level requirement(s) all the way
to customer requirements (CRs). If not traceable to a CR, it could be a new CR
or this requirement is not needed. The top-level of requirements traceability hier-
archy is CRs, followed by top-level systems requirements, then the next level sys-
tems requirements and continue to the lowest level requirements, usually component
requirements. This total traceability is necessary to insure all the CRs are incor-
porated and complied. Requirements traceability for the top two levels of systems
requirements should be developed jointly by customer and contractor. Requirements
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traceability is two-way protection between customers and contractors. The customer
will know which CR or CRs are ignored; on the other hand, if the upward trace finds
new CR or CRs, it will be out-of-scope and the customer has to increase the scope
in cost and schedule; otherwise, the customers should delete the extra CR or CRs.
Once the traceability hierarchy tree is established, any impact of top-level CR or CRs
on the lower-level requirements can be easily found. Conversely, the impact of any
middle-level requirement changes or removals can be easily found on higher level as
well lower level requirements. Parent requirements flow down the hierarchy to the
immediate lower level child requirements. Traceability means having clear knowl-
edge of the ancestry of every requirement in terms of the parent requirements that
make it necessary. CRs have child requirement. The lower level requirements have
both parents and children requirements. Orphan requirement(s) that has no parent
requirement is not allowed. Through a traceability tree one can spot those orphan
requirements. The orphan requirements need parent requirement(s) or have to be
deleted. Software is usually the source of problem for hardware systems as well as
software-intensive system; therefore, it is important to have total traceability from
CRs down to lines of coding.

There are three (3) ways to develop a requirements traceability tree. One way is
to use block diagrams to show the traceability from top-level to lower-level require-
ments. A second way is a dedicated traceability matrix. The third way is to use
computer tools. The most commonly one used in the systems engineering commu-
nities is DOORS [15].

2.3.5 An Example

After discussions of requirements analysis, allocation, and traceability in the above,
an example may be necessary to reinforce the understanding. The example is to
develop CRs, system requirements, design requirements, RAS and a traceability tree
for a Mouse Trap [16].

The Mouse Trap CRs are shown in Table 2.2. As discussed above, CRs have no
rules and restrictions. It could come in different formats and styles, sometimes, not
even a sentence, just words or phrases. But shown here in Table 2.2, CRs are nicely
written, at least understandable; therefore, the validation of CRs is not necessary. The

Table 2.2 Mouse trap customer requirements

No. Requirement Description

CR1 Simple device There is a need to kill mice with a simple device

CR2 Simple to operate This device should be simple to operate and affordable by
the general population

CR3 Harmed instantaneously The mouse will be harmed instantaneously

CR4 Price cheap The price for the Mouse Trap device should be cheap
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Table 2.3 Mouse trap system requirements

No. Requirement Description

SR1 Cost ≤ $0.50 The cost of the simple device shall not be more than $0.50

SR2 Mechanical design This device shall be mechanically designed without any
sensors and software

SR3 Attracted to enter A mouse shall be attracted by cheese to enter the device

SR4 Harm when bait disturbed The device shall harm the mouse in less than 1/2 s when
the bait is disturbed

SR5 Operated by 90 percentile The device shall be simple to be operated at least by
90 percentile of the general population

system requirements (SRs) are shown in Table 2.3. As can be seen from Table 2.3,
the complete sentences of SRs are simple, specific and straightforward, using the
word “shall”. SR1 is derived from CR4 and CR1 by comparing with the market
prices of mouse traps. SR1 contains quantity of $0.50. SR2 is derived from CR1 and
CR2. Mechanical design is corresponding to simple device and simple to operate.
SR3 is derived from CR3, the need to kill mice. SR3 specifically refers to cheese
(requirement engineer’s choice). SR4 is derived from CR2 and CR3 to harm the
mice in less than one-half second (this is a quantity) when the bait is disturbed and
simple to operate. Less than one-half second is determined by trade-off studies or by
building a prototype. We should strive to get the slowest possible action time since
the slower the action time the less the cost. It is because a lower spring strength
will give a higher action time with lower spring costs. This satisfies the margin for a
requirement discussed above. SR5 is derived fromCR2 simple to operate by meeting
90 percentile (a quantity) of general population. The design requirements (DRs) are
shown in Table 2.4. DR1 is derived from SR1, SR2 and SR5 to hold the cheese
firmly and in the meantime to set up the Lock Wire in its place. DR2 is derived from
SR1, SR2, and SR4 to release the Kill Mechanism in one-half second or less. DR3
is derived from SR1, SR2, and SR4 to hit the mouse with 20 lb. force. We should
strive to get the smallest possible impact force since the smaller the impact force the

Table 2.4 Mouse trap design requirements

No. Requirement Description

DR1 Hold cheese The Bait System shall be designed to firmly hold the cheese and
lock wire in its place in one step by meeting 90 percentile of
population abilities

DR2 Release ≤ ½ s The Trigger Systems shall be designed to release the Kill
Mechanism in less than one-half second

DR3 20 lb force The Power System shall be designed to hit the mouse with 20 lb
force

DR4 Platform support A platform shall be designed to house all the subsystems of this
device



2 Fundamentals of Systems Engineering—A Practitioner’s Approach 35

lowest the costs. It is because the lower spring strength will give a smaller impact
force with lower spring costs. This is, again, to satisfy the margin for a requirement
as discussed above. DR4 is derived from SR1, SR2, SR3, and SR4 to support the
subsystems. Different individuals or teams may develop different set of SRs and
DRs. For example, peanut butter may be used for bait rather than cheese; action time
could be different from one-half second; and the impact force could be different
from 20 lb. force, as may be known later in functional analysis. Different functional
and system architectures are possible. We can apply synthesis analysis, basically
through trade-off studies, to choose the best conceptual design from these different
architectures. In a systems engineering process one can select the best conceptual
design objectively and directly from CRs.

The Requirements Allocation Sheet (RAS) for the mouse trap SRs is shown in
Table 2.5. RAS applies to any levels of requirements. For the example shown here the
RAS applies to SRs. DRs can also have its RAS. Every SR has its verification require-
ment (VR). A VR follows the same requirement rules with a complete sentence. One
may notice that a VR repeats words as used in SR, especially concerning quantities
and compliance standards. This is necessary since a VR will verify these quantities
and compliances with standards. Later on, the VRs and SRs will be dissected. SRs
are given to a designer and VRs will be distributed to verification specialists. The
verificationmethods are only for recommendation. Final methods will be determined

Table 2.5 Requirements allocation sheet (RAS)

No. Requirement Verification
requirement

Method Department

SR1 The cost of the
simple device shall
not be more than
$0.50

VR1: it shall be
verified when the
mouse trap is
assembled that the
cost for
manufacturing shall
be less than $0.50

Demonstration Manufacturing and
design

SR2 This device shall be
mechanically
designed without any
sensors and software

VR2: every
component of the
mouse trap shall be
mechanically
designed

Inspection Quality

SR3 A mouse shall be
attracted by cheese to
enter the device

VR3: a cheese shall
be placed on a holder
with a clear visibility
without any
obstruction and easy
to be reached by
90 percentile of
mouse population

Demonstration Human factor

(continued)
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Table 2.5 (continued)

No. Requirement Verification
requirement

Method Department

SR4 The device shall
harm the mouse in
less than 1/2 s when
the bait is disturbed

VR4: it shall be
verified by test that a
mouse shall be
harmed in less than
one-half second

Test Design

SR5 The device shall be
simple to be operated
at least by
90 percentile of the
general population

VR5: it shall be
verified by
demonstration that
placing bait on Bait
Holder and locking
wire to the bait
holder can be
handled by
90 percentile of
population

Demonstration Human factor

by verification specialists. In this example the SRs are allocated to departments for
ownership. One should be aware that requirements may also be allocated to functions
or individuals, etc.

Both block diagrams and traceabilitymatrices are applied to themouse trap. Block
diagrams are shown in Table 2.6. The traceability matrix is shown in Table 2.7.
For a simple device like a mouse trap, the block diagrams for only three levels
already appear complicated. For a larger device or system, it will be overwhelmingly
complicated. A traceability matrix can contain more levels, i.e., more columns. If
there are more requirements in each level, just add more rows can be added. A
traceability matrix is more convenient and adaptable for large systems with more
requirements and hierarchy levels.

Table 2.6 Mouse trap
requirements traceability
using block diagram

Customer
requirements

System
requirements

Design
requirements

CR1: simple
device

SR1: price ≤
$1.00

DR1: hold cheese

CR2: simple to
operate

SR2: mechanical
design

DR2: release ≤ ½
second

CR3: harmed
instantaneously

SR3: attract to
enter

DR3: 20 lb force

CR4: price cheap SR4: harm when
bait disturbed

DR4: platform
support

SR5: operated by
90 percentile
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Table 2.7 Mouse trap
requirements traceability
matrix

Customer
requirement

System
requirement

Design
requirements

CR1 SR1 DR1, DR2, DR3

CR1 SR2 DR1, DR2

CR2 SR2 DR1, DR2

CR2 SR4 DR3, DR4

CR2 SR5 DR1

CR3 SR3 DR1, DR4

CR3 SR4 DR3, DR4

CR4 SR1 DR1, DR2, DR3

2.4 Functional Analysis and Allocation

When referring to Fig. 2.6, Requirements Analysis is followed by Functional Analy-
sis in an iterative way. If one recalls the RAS in which each system requirement can
be allocated to a function, more than one system requirement can be allocated to the
same function. After the two top-level system requirements have been developed,
the top-level functional analysis can be performed using the functions allocated from
the top-level system requirements. If there are inconsistencies with top-level system
requirements, requirements analysis and functional analysis will be iterated to cor-
rect the inconsistencies. functional analysis will be continued to the next level using
the functions allocated from the next level system requirements. Again, if there are
inconsistencies between the next level functional analysis and the next level system
requirements, they should be corrected iteratively. Then the top and next level func-
tional architecture is formed. The lower level functional analysis and architecture
can be continuously developed without waiting for the corresponding lower level
requirements developed. The lower level functional analysis and architecture can
assist the requirements analysis to develop lower level requirements. Some of the
organizations, such as the Commercial Satellite Division of The Boeing Company,
develop the functional analysis and architecture first. Then the developed functional
architectures were used to develop requirements for all levels. The iteration between
requirement analysis and functional analysis is called requirements loop as shown
in Fig. 2.6.

When the top two levels of functional architectures are developed, through func-
tional allocation, the two top levels system (product) architectures are developed.
As discussed in Sect. 2.3.5, several system architectures may be developed. system
synthesis can be performed to select the best system architecture to develop the best
conceptual design. The developed system architectures can be checked against the
functional architectures for consistencies since functional architectures are derived
from customer requirements. These consistency checks will be iterative throughout
the system architectural hierarchical levels between system synthesis and functional
analysis and allocation. It is called design loop iteration as shown in Fig. 2.6.
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2.4.1 Functional Analysis

Functional analysis is an important first step in determining system performance. It
includes functions necessary for the product or service to operate properly. It is a
structured approach for describing howa systemmight be used. The functional blocks
will be defined through a series of functional analysis in all levels. The contractually
specified usage modes are also included in functional blocks which are usually in
the top or higher levels. These functional blocks in all levels hierarchically form a
functional architecture for which system products and services can be designed. The
operational sequence in time steps, for example, the last ten (10) seconds to launch
a rocket, can be arranged as time sequence in functional blocks, that can be used to
analyze time-critical requirements. The functional blocks, like the requirements, are
arranged in a traceable and logical sequence.

Functions describe how users use a product or service. A functional statement
begins with a verb and follows with a direct object, for example, fly airplane, surf
internet, or enter password. As one moves away from user-interface level and into
lower levels of details, functional descriptions become statements about what the
system does, for example, compute coordinates, sense hydraulic pressure, or track
target. Function name should identify the action or transformation accomplished by
the function. Avoid the pitfalls of “provide” and “accept” functions since these two
words cannot send out clear message. What does the function mean with either of
these two words? For example, “provide diagnostics”, what kind of diagnostics? A
better way to write this function is “Perform BIT (Built in Test)”. “Provide aircraft
position”, a more clear message is “Compute aircraft position.”

2.4.1.1 Functional Flow Block Diagram

One of the often used functional analysis methods is Functional FlowBlockDiagram
(FFBD). Refer to Fig. 2.9 [17], the top-level function blocks are transformed from top
level system requirements. There are two ways of transforming system requirements
to functional blocks. One way to convert system requirements to functional blocks is
through interpretation and judgement. If the system requirements have already been
allocated to functions, it will be simply using the allocated functions as top-level
functional blocks. The function blocks are connected in certain sequences, as shown
in Fig. 2.9, Functions A to B to C to D, and Function A also to E to C to F. You would
not want to be overwhelmed by too many blocks to perform complicated sequential
relationships, one to one, one to many, and many to one, etc. It is recommended
between five (5) to nine (9) blocks up to your preference. Each functional block is
numbered, Function A as 1.0, Function B as 2.0, Function C as 3.0, Function D as
4.0, Function E as 5.0, and Function F as 6.0. Each block will have the next level
functions. Let us choose Function E, 5.0. Continue to Fig. 2.10 for the next level
FFBD. Since the Functions are all under Function E, aka 5.0, they will be numbered
as 5.x. The functional sequences will be Function 5.1 to Function 5.3 to Function
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System Requirements

System Top-Level Func onsSystem Top-Level Func ons

Func on A

Func on F

Func on E

Func on DFunc on CFunc on B

0.1 0.1

0.5 0.5

2.0 0.3 0.30.2 4.04.0

0.6 0.6

To Second-Level Func onsTo Second-Level Func ons

Fig. 2.9 Top-level functional flow block diagram [17]

Second-Level Func onsSecond-Level Func ons

From System Top-Level Func onFrom System Top-Level Func on

To Third-Level Func onsTo Third-Level Func ons

1.5 1.5

2.5 2.5

5.3 5.53.5 5.5

4.5 4.5

Fig. 2.10 Second-level functional flow block diagram [17]
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Third-Level Func ons

From Second-Level Func ons

1.5.5

4.5.5

2.5.5 3.5.5

5.5.5

Fig. 2.11 Third-level functional flow block diagram [17]

5.5 to Function 5.4, Function 5.1 to Function 5.2 to Function 5.4, and Function 5.4
to Function 5.3. Now you may begin to appreciate why the functions are numbered.
Each of 5.x Functions can have lower level functions. Let us choose Function 5.5, as
shown in Fig. 2.10, to develop lower level functions. Continue to Fig. 2.11 to view the
next lower level FFBD. The functional sequences will be Function 5.5.1 to Function
5.5.2 to Function 5.5.3, and Function 5.5.1 to Function 5.5.4 to Function 5.5.5 to
Function 5.5.3. Then we can continue to next lower level functions, for example,
from Function 5.5.5, as shown in Fig. 2.11. All the functional blocks 1.0, 2.0, 3.0,
4.0, 5.0, and 6.0 at the top-level are grand-parents level; all the functional blocks
5.1, 5.2, 5.3, 5.4, and 5.5 are parents level under grand-parent 5.0; all the functional
blocks 5.5.1, 5.5.2, 5.5.3, 5.5.4, and 5.5.5 are children level under parent level 5.5.
Therefore, from the function numbers can identify the hierarchy level under which
function and above which functions. The top-level has only one FFBD. The second-
level can have six (6) FFBDsunder each grand-parents functional block. The numbers
of FFBD in third-level will depend on how many functions under each functional
blocks of second-level. For example, under second-level Function 5.5 will have five
(5) FFBDs. It could be as many as thirty (30) FFBDs if each second-level function
has five (5) FFBDs. All these functional blocks in each level piled in hierarchical
layers, it forms functional architecture as shown partially in Fig. 2.12 focused on the
branch of Function 5.0 to Function 5.5. As you can see that the functional architecture
is fanned out from top-level to lower levels.
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Mission
Func on 

0.0 0.0

1.0 2.0 3.0 4.0 5.0 6.0

5.1 5.2 5.3 5.4 5.5

5.5.1 5.5.2 5.5.3 5.5.4 5.5.5

Fig. 2.12 Partial functional architecture [17]

Example 1 Use “Drive a Car”, as shown in Table 2.8, as an example for FFBD.
In the table lists the functions of driving a car. Each individual will drive the car
in different ways. Shown in Fig. 2.13 is one way of driving a car. There are many
functional sequences for driving a car pending on who is driving.

Example 2 Use “Dishwasher”, as shown in Figs. 2.14, 2.15, 2.16, 2.17, 2.18 and 2.19
[18], as another example for FFBD. It is shown in Fig. 2.14 that through interpretation
and judgement, top-level system requirements for dishwasher has been transformed
to top-level FFBD for which Function 1.0 to Function 2.0 to Function 3.0 to Function
4.0. From the top-level four (4) functions generate four (4) second-level FFBDs. The

Table 2.8 Functions for
driving a car

Drive a car

Accelerate car

Decelerate car

Turn car

Start car

Stop car

Start car Accelerate car Turn car

Decelerate car Stop car

Fig. 2.13 Functional flow block diagrams—car
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Fig. 2.14 Top-level and second-level functional flow block diagram—dishwasher [18]
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Fig. 2.15 Third-level functional flow block diagram—dishwasher [18]
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Fig. 2.17 Function 2.0 functional architecture—dishwasher [18]

functional sequences are shown in each of the second-level FFBD. The third-level
FFBDs for the second-level Function 2.4, Function 3.3, and Function 4.2 are shown
in Fig. 2.15. The external functions connected to each third-level FFBD are also
shown in Fig. 2.15. It can be seen that the external interfaced functions can be in
different levels. The word of “Ref” does not have to be included. When the FFBDs
are completed, the generated functional blocks can be piled hierarchically in different
levels to establish functional architecture. Function 1.0 branch, Function 2.0 branch,
Function 3.0 branch, and Function 4.0 branch functional architectures are shown in
Figs. 2.16, 2.17, 2.18, and 2.19, respectively.
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2.4.1.2 Integrated Definition for Functional Modeling

There are as many as fourteen (14) Integrated Definition for Functional Modeling
diagrams, i.e., IDEF0, IDEF1, 2, 3, 4, and 5, up to 14. IDEF0 is another commonly
used functional analysismethod. It is a functionalmodel or processmodel of a system;
amethod designed tomodel the decisions, actions, and activities of an organization or
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system. It is useful in establishing the scope of an analysis, especially for a functional
analysis. As a communication tool, IDEF0 enhances domain expert involvement and
consensus decision-making through simplified graphical devices. As an analysis
tool, IDEF0 assists the modeller in identifying what functions are performed, what
is needed to perform those functions, what the current system does right, and what
the current system does wrong.

The IDEF0modeling diagram is shown in Fig. 2.20 [19]. There are two additional
inputs as comparedwithFFBD.TheControl enters the topof the box.TheMechanism
points up to the bottom of the box to show the supporting means for performing the
function. Use “Perform detail design” function as an example, shown in Fig. 2.21,
to show how to form the IDEF0 diagram. The input data to the left-hand side of
the box is Preliminary Design Data; the output data from the right-hand side of the
box is Recommended Detailed Design; the control data from the top of the box is
Design Requirements; and themechanism data enters the bottom of the box is Design
Engineer. The control input can also include the standards (industrial, commercial,
and military), constraints, and processes, etc. The mechanism data can also include
resources (facilities, computer, etc.), people, and tools, etc. IDEF0 can have functions
at different levels same as FFBD, as shown in Fig. 2.22. The output data does not

Func on Name

Control

Input

Mechanism

Output

Fig. 2.20 IDEF0 modeling diagram [19]

Perform Detailed 
Design

Design Requirements

Preliminary 
Design Data

Design Engineer

Recommended 
Detailed Design

Fig. 2.21 IDEF0 modeling diagram—example
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Fig. 2.22 Three levels of IDEF0 diagrams [19]

have to be the input data to the next connected diagram; instead, it can input as control
data or mechanism data, as shown in Fig. 2.22. An example of IDEF0 diagram is
shown in Fig. 2.23 [19]. IDEF0 can also use numbering system for each function
same as that in FFBD, as shown in Fig. 2.24 [20], another IDEF0 diagram example
included in Architecting the Communication and Navigation Networks for NASA’s
Space Exploration Systems. The IDEF0 diagramFunctionA1.3.1 to FunctionA1.3.2
to Function A1.3.3 sequence are children functions of A1.3.
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Fig. 2.23 IDEF0 diagram example—maintain reparable spares [19]
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2.4.1.3 Functional Decomposition

As discussed above, functions from top-level down to the lowest levels are developed
by using FFBD or IDEF0 functional analysis method. Functions developed through
this process are time consuming, especially for a large and complex system.A simpler
way is to decompose top-level functions to the lowest levels in its most basic form
a simple hierarchical decomposition of the functions. Functional decomposition is
the breaking down of a high level function into smaller pieces of function that can
be more easily managed and understood. Decomposing the top-level functions into
sub-functions (i.e. Level 1 and 2, etc.) can also form functional architecture.

The primary steps for functional decomposition are:

1. Brainstorm functions performed.
2. Pick out the five to ten truly top level functions and arrange in sequence (if

appropriate).
3. Place the other functions below the top-level functions.

A practical approach is to use a roll of white paper with 22 inches or similar width.
Roll out the roll of white paper. Draw the top-level, second-level, third-level, and
fourth-level regions, etc. on the roll of white paper. Teammembers write the names of
functions on post-it notes. Remember to use the verb-noun naming function format.
Team members can lay the post-it notes on different regions which already drawn
on the roll of white paper. If there is a contention about where a function belongs,
make a duplicate post-it note and put in both regions. When you get uncomfortable
about further decomposition, it is usually the end of decomposition. Then the team
members will align the functions in different regions. The top-level region can have
only 5–9 functions. In the second-level region, group of 5–9 functions should be
aligned to each function in the top-level region. In the third region, group of 5–9
functions should be aligned to each function in the second-level region. In the fourth
region, group of 5–9 functions should be aligned to each function in the third-level
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region. In the same manner, work to further lower regions if there are more. The
groups under each function should be between 5 and 9. The outcome from functional
decomposition is a functional architecture.

2.4.2 Elements of Functional Analysis

There are four elements:

• Functional Decomposition
• Functional Sequencing
• Information/Data Flow
• Interface Definition

Function decomposition was discussed above in Sect. 2.4.1.3. Referring to
Figs. 2.9, 2.10, 2.11, 2.13, 2.14 and 2.15, it can be seen that the functional blocks
are connected in certain directions and sequences. This is the element of functional
sequencing.When the two functional blocks are connected, information/data is trans-
ferred from one block to another block. It is directionally oriented. For example,
Block A connects in the direction to Block B, asking “have you had dinner yet?”
Block B connects in the direction back to Block A, answering “yes, I had dinner.”
This is the element of information/data flow. The information/data between the two
blocks can be expanded to include all the necessary interface information/data. This
is the element of interface definition where the interface requirement is defined and
developed. The functional definition (requirement) shall be fulfilled by physical inter-
face definition (requirement) that will be discussed under the systems engineering
subject of Interface Management.

2.4.3 Functional Allocation and System Synthesis

The functionswill ultimately be performed or accomplished through the use of equip-
ment, personnel, facilities, software, or a combination. The functional architecture
will need to be transformed into a physical, or software architecture by defining phys-
ical or software components needed to perform the functions. Functional partitioning
is the process of grouping functions that logically fit with the components likely to
be used, and to minimize functional interfaces. Functions at system, sub-system,
segments and components levels should be allocated to the corresponding levels
of physical or software system, sub-system, segments, and components. Functional
analysis and allocation is repeated to define successively lower level functions and
allocations, as shown in Fig. 2.25. When the allocations are performed to the lowest
level, a system architecture, physical or software, is formed. The functional/physical
matrix, shown in Fig. 2.26 [21], can be used to assist the functional allocation.
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Since there may be several physical or software architectures developed from
different functional architectures or from the same functional architecture through
different ways of allocations, design synthesis sets the stage for trade studies to select
the best among the candidate architectures.

2.5 Summary and Prospective

Referring to Fig. 2.6, there are more systems analysis and management subjects
than what are presented here in this chapter, for example, risk management [22],
Work Breakdown System (WBS) [23], Integrated Master Planning (IMP)/Integrated
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Master Scheduling (IMS) [24, 25], Technical Performance Measurement (TPM)
[26], Verification and Validation [27], and System Integration, etc. [28]. One could
write a whole book and more on systems engineering. As these are fundamentals
and important subjects they may be presented in another book.

It is worth discussing here how to educate people to become systems engineers.
In the past seventeen (17) years, the author has taught systems engineering. In the
author’s opinion, every employee should be a systems engineer in addition to their
domain knowledge. In Japan, there is no Quality Assurance Department in the com-
pany organization since every employee, whether engineer, manufacturing worker,
software programmer, or subcontractor employee, etc., is equipped with quality
knowledge, methods, and conscientiousness. The same strategy can be applied to
systems engineering.
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Chapter 3
New Challenges for Ideation
in the Context of Systems Engineering

Wojciech Skarka, Katarzyna Jezierska-Krupa and Ryszard Skoberla

Abstract The chapter presents the usage of Ideation Methods in the Systems Engi-
neering context. The first part presents the classification of ideation methods. This
classification is based on different criteria to allow designers take a look from dif-
ferent points of view. There is also a discussion about presented division of ideation
methods and how to choose the right method for a given case. The second part deals
with background and review of the most popular methods with special attention paid
to the analysis of Ideation Methods in complex and multidisciplinary projects over
the last few years. The definitions of discussed methods are given in this part. This
description concerning with the classification can be a quick way to get to know the
issue of ideation methods. This approach allowed us to elaborate guidelines con-
cerning the usefulness of the analyzed Ideation Methods in Systems Engineering.
Special attention has been put tomethods that have been commonly used in the recent
case studies. The presented two case studies describe the usage of selected methods
in given examples from the field of designing and development of medical devices
as well as automotive industry. The main theme of this chapter is classification of
ideation methods and their characteristics. It should help to choose the right ideation
method to realize the ideation phase in context of Systems Engineering. The read-
ing of this chapter should result in the evaluation of the value of ideation methods
depending on the application. The conclusions sum up guidelines concerning the
usage of Ideation Methods and indicate the direction of changes and improvements
in these methods.
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3.1 Introduction

Nowadays it is becoming unavoidable to search for new methods that can enable
solving more and more challenging engineering tasks and adapting to dynamically
changing design approach. This is the implication of the constantly growing complex-
ity of currently faced design challenges and their multidisciplinary nature. Systems
Engineering (SE) defined as amethodology of complex technological problems solv-
ing responds to these needs. SE is based on procedural systematic model, focused
on specific goal of problem solving.

‘Systems engineering is a methodical, disciplined approach for the design, real-
ization, technical management, operations, and retirement of a system. […] It’s a
way of looking at the “big picture” when making technical decisions. It’s a way
of achieving stakeholder functional, physical, and operational performance require-
ments in the intended use environment over the planned life of the systems. In other
words, systems engineering is a logical way of thinking’ [1].

This chapter is about ideationmethods and their classification, that can be useful in
systematic approach tomany tasks in the context of SystemsEngineering.Both newly
designed systems and already existing ones, that are just being modified, require
the application of advanced ideation methods. These systems consist of multiple
subsystems, that are characterized by various levels of complexity [1] and mutual
relations. Suchmethods should ensure the necessary level of innovation and a defined
structure enabling to integratemultidisciplinary issues. Systems Engineering enables
to apply the procedures to organize the ideation process, decoupling it from influence
of external factors. Nevertheless Systems Engineering methodology should include
the ideation methods selection, being one of the systematic approach elements in
terms of system design. Therefore, also thesemethods should be systematicmethods,
defined and followed formally.

Ideation is the creative process of generating, developing, and communicating new
ideas, where an idea is understood as a basic element of thought that can be either
visual, concrete, or abstract [2]. Ideation comprises all stages of a thought cycle,
from innovation, to development, to actualization [3]. As such, it is an essential part
of the design process, both in education and practice [4].

3.2 Classification of Ideation Methods

Ideation methods are techniques that are used during the design process and focus
on idea generation. Organizing knowledge about available ideation methods in the
context of determining the suitability of each technique in order to solve a specific
group of problems is a very difficult task. It seems that it is possible to define only
general recommendations, which allow finding the proper ideationmethod in a quick
way. First of all, it is due to a lack of possibility to classify the problems precisely.
Identification of existing methods is not a severe problem.
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However, in the case of characterizing an issue, which is the object of ideation
methods, the field of possibilities is basically unlimited. Especially in the case of
complex systems, features may differ significantly from each other. These differ-
ences result from a multitude of aspects that must be considered, the existing inter-
dependencies, and frequent contradictions. This fact causes the need to consider
these problems in an individual way as well as large difficulties with developing an
algorithm which allows designation of the most suitable method to solve them. The
second significant obstacle is difficulty in formulating a complete classification of
ideation methods. Each division is made on the basis of specified criteria. The way of
formulating these criteria may not consider aspects that are important for a specific
group of problems or may be ambiguous.

Therefore, it is important tomake a decision about the significance level of criteria
based on which classification will be made. In other words, it should be specified
what kind of division will facilitate selection of the ideation method in a particular
case. As a result the classification can be made in different ways and it is necessary to
have several kinds of divisions to make at least a general view of available methods
and domains in which they can be used. The problem of classification of ideation
methods is also associated with the difficulty of verification of several aspects. An
example would be the division of idea generating techniques into individual meth-
ods and group methods. This division, in a procedural sense, does not cause more
significant troubles. In most cases a procedure of a particular method determines the
assignment to one of two categories. The situation will be more complicated when
the classification will not be connected to formal aspects but instead it is connected
with the quality of ideas and mechanisms of their generation, depending on the num-
ber of people involved in the ideation process of a particular method. No data on
this subject, as well as difficulties of their gathering, make it impossible to divide
idea generation techniques in a way that would be significant from the point of view
of choice of method, elaboration of organizational assumptions, and organization of
the design team.

Ideation is the process of searching for a solution to particular design issue. In
narrower terms, it concerns finding as many solutions as possible to the particular
issue. This is not the same as indicating the target solution which usually requires use
of additional methods of evaluation and optimization. The evaluation and selection
stage is most frequently an integral part of ideation, but it can be considered as
independent process based on the results of ideation. Then ideation is considered
only a procedure of generating a set of solutions which are said with high probability
to be the right ones. In many cases, the decision on the selection of the concept does
not occur directly but is done in an indirect way during the implementation of the
algorithm of a specific ideation method [5].

Figure 3.1 is a graphic representation of two approaches to the ideation process:

• The way, where the result is a more or less formalized final concept,
• The way, where the result is a set of possible variants of the solution.

The first way is based on the generation of one specific concept, which is poten-
tially a solution to the initial problem. This result may be achieved through the use
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of different ways of evaluation or through the features of the method itself, which
leads to the direct solution or to a narrow set of solutions. The solution is verified,
and next, depending on the result of verification, another idea is generated or the
ideation process ends. The specific concept appears frequently when the solution is
elaborated upon and that improves an existing object or system, especially in the
situation that the set of possible solutions is limited.

The result of the second approach to the ideation stage in design process is a
certain set of potential solutions. These solutions have to be analyzed to enable
decision making about the choice of suitable concept, frequently using criteria.

The presented division may seem a little artificial, but it answers the important
question, namely, at which point the ideation process ends andwhen the optimization
process of the concept begins. Does verification belong to the ideation process or it
is a separate stage? The answer to those questions may seem not that ambiguous. For
example, you can imagine the development of the solution using brainstorming or a
C-Sketchmethod. In these cases,with probability nearing certainty it can be assumed,
that a significant number of solutions will be generated. In the case that the TRIZ
method is used, it may turn out that one solution will be found. Additionally, while
using this method, there is a kind of self-acting verification of subsequent versions
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which is the result of the implementation of the principles and recommendations
from the TRIZ method.

Generally, the classification and characteristics of ideationmethods should help to
systemize the knowledge of potential possibilities associated with the initial stage of
the design process. This phase is the ideation process. Classification should also help
with the choice of ideationmethod depending on the characteristics of the considered
issue. Therefore it is important to look at the set of available ideation methods from
different points of view and classify them due to their selected aspects.

The choice of the suitable ideation method corresponding to the particular issue
may save a lot of undesirable problems during further stages, for example: the omis-
sion of certain aspects (i.e. technological) and results from the wrong relationship
between method and problems specification, or a too lengthy conceptual process,
which can interfere with further stages.

The ideation process is focused on creative thinking and generating ideas. Very
often it is thought that the success of this process is determined by the ability of
developers only, but in fact it is possible to learn this process and its progress depends
on many factors, among others:

• designer’s talent
• designer’s knowledge
• designer’s commitment workload
• workshop
• working method.

It is worth noting that in the above list only designer’s talent is an independent
factor. Therefore it can be assumed that the deficiency of talent can be compensated
in the simplest way by selecting the appropriate method. Moreover, the use of an
ideation method is not necessarily connected with a lack of talent or skills but it
should be the way to use either aspect better.

The basis of the choice of the ideation method, beyond its knowledge, is the
appropriate formulation of the design task. The identification of design requirements
is the stage before the ideation process and is connected with this process of a
two-way relationship. They may be those assumptions, which are the input data to
develop the concept, later they will be modified at the ideation stage. Therefore,
the identification of the requirements is particularly important, but at the same time
very difficult. There are methods supporting the identification and definition of these
requirements.

The input data for the ideation process should be:

• the defined purpose or function, which has to satisfy the objective
• design requirements (constraints)
• criteria with its hierarchy
• knowledge necessary for the creative process
• the ideation process constraints.

Usually the aim is to define the design assumptions in as much details as possible.
Ideation must be goal-oriented and this goal is the central element of the ideation
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process. This approach minimizes the risk of development of projects discordant
with requirements and enables verification of the emerging concepts. It may be that
too many constraints with a high level of detail can block freedom to generate ideas
at an early stage of the ideation process. It seems that it is particularly important in
the context of complex systems and objects. Let us assume that we design an object
and the constraints connected with this object were identified in a lot of details. As a
result, new ideaswould not be generated during the ideation process. If the constraints
were formulated in a more general way, more different ideas would probably appear.
These ideaswould not satisfymore detailed conditions, butwould be adjusted to them
through smallmodifications that do not change theirmain intention. This hypothetical
consideration shows a large importance of the design requirements and inclines us
to think about the reduction of risk connected with them.

One way may be the connection between the design requirements and the cri-
teria at the beginning of the ideation process, before choosing a method. Thanks
to this, the most important requirements appear at the input of the process and the
insignificant issues are temporarily omitted. The final verification and modifications
will be conducted with a whole list of requirements. Nowadays the development
directions are focused on creative thinking methods, which are contradictory to too
detailed or defined requirements or constraints. Creativity in this sense is understood
as the ability to generate a number of alternative solutions, which should be novel
and functional [3]. This issue is associated with the choice of characteristics of the
ideation process.

There are two available models. The first one involves development, modification,
and improvement of existing solutions. It is an iterative procedure operating on a
specific object, therefore it has all the limitations associated with this process. The
latter one is based on looking for an ideal solution, and next, on its adaptation to
constraints and requirements. It can be made through modifications causing the
smallest possible differences in relation to the ideal solution. The results of the
first way are called adaptation or improvement. The effects of ideation according
to the second model are called inventions. The choice of the methodology depends
primarily on the specification of the design task and on the description of the problem.
Currently, the ideation process is conducted most frequently as opened and limited
only to the extent sufficient to achieve the expected results. As a result, it becomes
more creative and more directed at innovation.

The efficiency of achieving this goal frequently depends on the proper choice of a
method. In the next section of this chapter, the authors try to classify known ideation
methods with their characteristics and areas of their application.

The general division of methods may be represented as follow:
Presented in Fig. 3.2 is a very general and wide classification that involves all the

known ideation methods. Each method may be assigned to at least one category. This
division and knowledge of the application area, in which a given group of methods
gives the best results, can be the basis of the appropriate choice of method depending
on the considered problem.

One of the more comprehensive classifications has been defined by Shah [6].
He divided ideation methods into two main groups: intuitive and logical. Intuitive
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Methods 

size of the team

individual 

group 

purpose 

general 

specialized

inventive level

inventive 

routine 

approach 

heuristic 

systematic

Fig. 3.2 General classification of the ideation methods

methods are based on thinking processes only, which are not supported in any way
from the outside. They are based on the designer’s creativity or on the creativity of
other people taking part in the ideation process. Therefore, it is important to create
the conditions for the implementation of these methods. First of all, the number
of obstacles that inhibit creative thinking should be minimized. Stimulation is also
necessary. Theway to stimulatemay be by building a connection network, identifying
elements for broadening the narrow field of view and, sometimes, identifying new
directions of thinking.

Logical methods are based on specific algorithms and include a systematic
approach associated with procedures and often very well-defined operating modes.
The path to solve the problem is realized step by step using analysis, decomposition,
and knowledge from sources such as databases, catalogs, experience and existing
solutions. Logical ideation methods are formalized in terms of the mechanism of
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conduct so that they are relatively easy to implement and ensure stability of the
ideation process. It is important to pay attention to the fact that based on the external
knowledge sources used, the effectiveness of a logical method depends on the quality
of data.

Taking into account the classification presented in Fig. 3.3, it should be said that
this classification mainly includes methods for general use. There are no methods in

Idea generation
techniques

Intuitive 

Germinal 
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Analysis (6)
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K-J Method

Transformational 

Checklists 

Random Stimuli

PMI Method

Progressive
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C-Sketch (1) 

Gallery Method

Organiza onal

Affinity Method 

Storyboarding 

Fishbone Diagrams 

Hybrid methods Synectics

Logical

History Based
Methods 

Design Catalogs (3) 

TRIZ (500)

Analytical Methods
Forward Steps

Inversion 

Fig. 3.3 Classification of structured idea generation methods [15]
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this classification that are specialized or that are used in directly specified problems.
There are, however, methods which achieve the best results for directly specified
issues. For example, InversionMethod is dedicated especially to problems associated
with kinematics.

Another very important division is classification of the number of team members
necessary to conduct the ideation process using a given method. The division pre-
sented below (Fig. 3.4) looks at the majority of ideation methods included at Fig. 3.3
from another point of view. It allows us to modify and narrow down the search area
depending on human resources and to predict the necessity of modifying the design
team.

Clear division to individual and group methods is possible only in the case of
intuitive methods. These methods use open and creative thinking and in general, are
group methods. This approach is justified by the conclusion from observation that
the work of an individual in the group is more effective than individual work. It is
associated with mutual motivation of team members and with their mutual impact
stimulating to develop new concepts. Logical methods cannot be divided into group
methods or individual methods due to their specific characteristics. Formal structure
allows the use of them both, either one or many people working on the idea. In
contrast to intuitive methods, the number of people does not determine the efficiency
and quality of solutions obtained by logical methods. The most important in this case
is the ability to think analytically and skillful using procedures and logical methods.

The most difficult part seems to be assigning the particular method to a group
of inventive methods and a group of routine methods. The first problem is how to
define the terms “inventive” and “routine”. The term “inventive” refers to originality
and novelty of the solution to the technical issue. The result is the technical object
including elements, that were previously unknown and do not come directly from the
known state of art. The term “routine” may be related to the design processes which
are restricted to the modification of the existing solutions and their combinations.
Therefore they are associated with the methods based on known elements and using
them to create new technical means. The second problem results from the fact that
assignment to routine methods or inventive methods frequently will be depend on the
achieved result. This applies particularly to inventivemethods, which, in a large num-
ber of cases, give solutions unacceptable as an invention. The example of the strictly
routine method is Morphological Charting. In this method, solutions are generated
as combinations of fragmentary concepts of each element or system of the consid-
ered problem. Inventiveness in this method is limited mainly to the need to define
subsystems of the considered system. This does not mean that the results obtained
using Morphological Charting cannot be solutions having the features of invention.
Another example, classified as an inventive method, is the TRIZ method. It is based
on ways of overcoming the technical contradictions appearing during elaboration of
the concept of solution which is called the ideal solution to the problem. Using only
the set of recommendations and procedures and the preliminary generalization of
the considered issues significantly increases the probability of finding an innovative
solution.



62 W. Skarka et al.

Ideation 
methods 

Group 

Brainstorming 

Brainstorming 
variants 

PMI 

K-J 

Synectics 

Progressive methods 

Method 635 

Gallery method 

C-Sketch 

Combinatorrial 
methods 

Storyboarding 

Affinity method 

Individual 
or group 

Morphological 
Charting 

Checklisting 
of physical effects 

of solution principles Design catalogs 

Action-verbs 

TRIZ 

Inversion 

Forward Steps 

Factorization 

Axiomatic principles 
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It is apparent from the presented literature review and authors’ observations that
the TRIZ method is especially popular among ideation methods. This fact can be
justified by many cases in which this method leads to the solution which is correct
due to the realization of the defined purpose. It is based on thorough knowledge and
experience gathered for many years, what is its unquestionable advantage. On the
other hand, the TRIZ method can be considered as not that creative. In opposition
to it, we have brainstorming and C-Sketch. In these methods, creativity leads most
frequently to achieving good results. The last method that is useful for systems or
objectswhich are imaginable and possible to represent graphically, aswell as in cases,
is a method in which design is very important.With regard to Systems Engineering, it
seems reasonable to consider the possibility of dividing the system into smaller parts
and elaborating on them in the ideation process, taking into account their connections
with the system.

3.3 Background/Review of Ideation Methods

Among many ideation methods, there are several that are most commonly used in
the design process. The popularity of these methods results from their versatility and
quality of effects achieved with their help. One way to determine the popularity of
the method and domains in which it is most commonly used is literature research.
The chart (Fig. 3.5) shows the number of publications concerning different ideation
methods. This chart has been created on the basis of data from Web of Science base
from 2000 to 2016. In the case of the TRIZ method, the chart includes data only
from 2016, because the total number of publications associated with this method in
the mentioned range of time is over 500.

TRIZ is “a problem-solving, analysis and forecasting tool derived from the study
of patterns of invention in the global patent literature” [7]. In English the name is
typically rendered as “the theory of inventive problem solving” [8, 9], and occa-
sionally goes by the English acronym TIPS. TRIZ presents a systematic approach
for understanding and defining challenging problems: difficult problems require an
inventive solution, and TRIZ provides a range of strategies and tools for finding these
inventive solutions. One of the most popular tools which evolved as an extension of
the 40 principles was a contradiction matrix in which the contradictory elements of
a problem were categorized according to a list of 39 factors which could impact on
each other. The combination of each pairing of these 39 elements is set out in amatrix.
Each of the 39 elements is represented down the rows and across the columns (as
the negatively affected element) and based upon the research and analysis of patents:
wherever precedent solutions have been found that resolve a conflict between two of
the elements, the relevant cells in the matrix typically contain a sub-set of three or
four principles that have been applied most frequently in inventive solutions which
resolve contradictions between those two elements [10].

The Axiomatic Design [11] provides a systematic search process through the
design space to minimize the random search process and determine the best design



64 W. Skarka et al.

0

50

100

150

200

250

300

350

400

450

500
500

32
6 5 3 1

Fig. 3.5 Ideation methods according to the amount of appearances in literature

solution among many alternatives. The most important concept in axiomatic design
is the existence of the design axioms. The first design axiom is known as the Inde-
pendence Axiom and the second axiom is known as the Information Axiom:

• Axiom 1. The Independence Axiom. Maintain the independence of functional
requirements.

• Axiom 2. The Information Axiom. Minimize the information content.

Mathematical relationship between the FRs and DPs:

{FR} = |A|{DP}

where:

{FR} is the functional requirement vector
{DP} is the design parameter vector, and
|A| is the design matrix that characterizes the design.

Amorphological chart is a visual way to capture the necessary product function-
ality and explore alternative means and combinations of achieving that functionality.
For each element of product function, there may be a number of possible solutions.
The chart enables these solutions to be expressed and provides a structure for consid-
ering alternative combinations. This can enable the early consideration of the product
‘architecture’ through the generation and consideration of different combinations of
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‘sub-solutions’ that have not previously been identified. Used appropriately, it can
help to encourage a user driven approach to the generation of a potential solution
[12].

Brainstorming is a group creativity technique by which efforts are made to find
a conclusion for a specific problem by gathering a list of ideas spontaneously con-
tributed by its members.

In one version it consists of two stages. In the first one participants are encouraged
to submit ideas and freely exchange their views. The requirement is that an this stage
no ideas are criticized and all of them are recorded. In the second stage an expert
or a group of specialists who did not participate in the previous phase evaluate and
select valuable ideas [13].

Design catalog is a method using catalog, which is a set of known and tried
solution of specified design tasks. The proper solution is selected on the basis of
representation of different properties, for example: characteristic dimensions, char-
acteristics, number of elements [14].

In the C-sketch method (Collaborative sketching) designers work on graphical
representation of considered problem. This method is suitable for well-defined prob-
lems. Designers work independently, developing sketches of their proposed solutions
to the problem. At the end of cycle, the sketch is passed to the next person. Designers
working on this issue may add, remove or modify elements of the design solution.
The limitation is that the entire idea (sketch) cannot be deleted and the communica-
tion between team members is possible only through the sketches. In this manner,
the sketches are passed sequentially through the design team. The end of this process
takes place when the number of sketches is equal to the number of team members
[15].

The aforementioned complexity of the developed systems leads to the necessity
of using advanced methods on each stage of making a new object. This dependence
also concerns ideationmethods.An inappropriate choice of idea generation technique
may have significant consequences. There is a risk that the necessity for the repetition
of the ideation process or that the quality of the developed solutions will be lower in
comparison with solutions that are developed when using the appropriate method.
It is very important to analyze the specifics of the considered problem and the goal
which should be achieved.

K-J Method lets to specify whether the designer working on the most important
parts of the problem.

Checklist is a method used for developing new ideas by combining and altering
existing elements. The creation of this idea is based on actions such as: substitute,
combine, adapt, magnify, put to other use, eliminate and rearrange.

A random stimuli is a class of creativity techniques that explores randomization.
In a random creativity technique, the user is presented with a random stimulus and
explores associations that could trigger novel ideas. The power of random stimulus
is that it can lead to explore useful associations that would not emerge intentionally
[16].

The PMI technique is a thinking technique to find the Plus Points, Minus Points,
and Interesting Points about the issue before forming an opinion.
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Method 6-3-5 is a group-structured brainstorming technique. It consists of 6
participants supervised by a moderator who are required to write down 3 ideas on
a specific worksheet within 5 min, this is also the etymology of the methodology
name. The outcome after 6 rounds, during which participants swap their worksheets
passing them on to the team member sitting at their right, is 108 ideas generated in
30 min [15].

In the Gallery Method the participants move past the ideas (as in an art gallery)
rather than the ideas moving past the participants. Several flip chart sheets are posted
around the room and participants circulate and record their ideas. As participants
move around the room and read the ideas of others, they often get other, related ideas
that they add to the list. The distinctive feature of the Gallery Method is that group
members are permitted to move about during the break period (incubation period)
[17].

The fishbone diagram identifies many possible causes for an effect or problem.
It can be used to structure a brainstorming session. It immediately sorts ideas into
useful categories.

Synectics is a problem solving methodology that stimulates thought processes of
which the subject may be unaware. Synectics is a way to approach creativity and
problem-solving in a rational way [12].

3.4 Ideation and Design Creativity

No matter how we understand the idea of conceptualization or generation of a set
of new solutions, it is always assumed that the solutions will represent the level
of superiority equal or outrating the current state of technology. In development
works of complex systems, a certain innovation level of development works is usu-
ally assumed. Typical division of designing process locates the process of concept
development after the elaboration of engineering specification and before product
development (Fig. 3.6).

However, development works are not carried in a single process but in a repet-
itive way for different degree of technical development of a newly created system,
especially if we deal with a complex, interdisciplinary technical system.

The formal division into industrial research and experimental development which
has been introduced for product development allows to state what kind of innovation
we can expect at a given phase of development (Fig. 3.7). Technology Readiness
Level, which has been introduced, forms an additional way of formalization of this
level. It can be generally stated that for earlier level of commitment and lower level of
technology readiness and at the initial phase of industrial research it ismore important
to create a more innovative concept. Nevertheless, at the consecutive phases, where
key solutions have been verified, more detailed solutions are valued which rely more
in improvement and choosing the best out of the known solutions. In other words,
engineering skills are more important than innovation or creativity.
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Fig. 3.6 General structure of design process [18]
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Fig. 3.7 The dependence of ideation process on technology readiness level

Where a topic description refers to a TRL, the following definitions apply [19]:
Fundamental research

• TRL 1—basic principles observed.

Industrial research

• TRL 2—technology concept formulated
• TRL 3—experimental proof of concept
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• TRL 4—technology validated in lab
• TRL 5—technology validated in relevant environment (industrially relevant envi-
ronment in the case of key enabling technologies)

• TRL 6—technology demonstrated in relevant environment (industrially relevant
environment in the case of key enabling technologies).

Experimental development

• TRL 7—system prototype demonstration in operational environment
• TRL 8—system complete and qualified
• TRL 9—actual system proven in operational environment (competitive manufac-
turing in the case of key enabling technologies; or in space).

The expected design creativity at different phases of system maturity changes
its meaning depending on the level of product development. At the early stages of
development it is of innovative character but gradually with its growth it evolves
to improvement or adaptation. The methods and techniques of ideation should be
chosen accordingly to this.

Regardless of the generation of the concept for the correct evaluation of this con-
cept in the case of a simple system sophisticated methods are not necessary to apply.
On the other hand, in the case of a multidisciplinary complex system, the influence of
a fragment of this system on the operation of the whole is difficult to determine. Typ-
ically, computer methods are used in this case, and Model-Based Design (Fig. 3.8)
is a common solution [20, 21]. The MBD assumes the development of numerical
simulation models of the designed multidisciplinary system from the very beginning
of design concept. Additionally, it presumes elaboration and current development of
this model in accordance with the development of the system and with the increasing
level of detail of the designed system. At each stage of design, the model reflects
the state of knowledge about the designed system. The use of MBD allows to make
a quantitative assessment of the solution proposed in the Ideation phase or system
evaluation of the whole set of Concepts not only at the stage of conception but

Fig. 3.8 Model -based design and model-based optimization diagram
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also at any stage of iteration in the product development process regardless of the
TRL degree. This is especially important for complex and multidisciplinary systems
whose operation is difficult to predict. The simulation shows if the model (developed
system) works correctly according to the assumptions (Fig. 3.8).

What’s more, the same method can be used to optimize the features of the pro-
posed solution in the context of a complex multidisciplinary system by integrating
into the simulation the model the system used in MBD optimization methods. Then,
simulation numerical model together with optimization methods are used directly
for calculating optimal design features and the method is called Model-Based Opti-
mization (Fig. 3.8) [21–23]. Optimization criteria are described in objective function
and they are implemented by optimization algorithm for the sake of evaluation of
simulation results and to introduce proper changes in optimization variables. As a
result, optimal set of design features is obtained. This method is used for subassem-
blies optimization however, with complex objects due to the difficulty of defining
objectives function and complexity of calculations it is usually not used.

3.5 Assessment of Methods in Context of Systems
Engineering

For the assessment of Ideation methods it is important to clarify the notion of Idea
Generation model. Researches indicate [5] that the inspiration for new ideas can
appear at any stage of designing. IR3 Idea Generation Model is mentioned where
additional three stages are differentiated i.e. researching, representing and refining.
Each of the existing methods supports these stages in different degree.

In order to apply the various creativity techniques effectively, a creative process
needs to be obeyed. A very simple model of the creative process has been known
for a long time [24]: preparation, incubation, illumination, and verification. In the
preparation phase the problem is defined. During the incubation phase, the problem
is left and attention is focused on other more demanding aspects. In the illumination
phase a start is (suddenly) found, from which an approach is developed to deal
with the problem immediately. During the verification phase the idea is tested and
evaluated. Tassoul [25] has modelled the creative problem-solving process in a more
elaboratedmodel, called the CPSmodel popular. Thismodel consists of three phases:

1. problem statement,
2. idea generation,
3. concept development.

In these stages divergence of problem, clustering ideas and convergence into
concepts take place.

Cognitive scientists have identified a set of generative and exploratory processes
which occur in various combinations during the creative process.

Generative processes [26] include: memory retrieval, association, mental synthe-
sis, mental transformations, analogical transfer and categorical reduction.



70 W. Skarka et al.

Exploratory processes are as follows: attribute finding, conceptual interpretation,
functional inference, contextual shifting, hypothesis testing, and searching for lim-
itations. These processes are supported by mental representations called cognitive
structures, such as: visual patterns, object forms and category exemplars. These
cognitive structures often have the conflicting properties of ambiguity and direct
meaningfulness.

It is not possible to determine out of many Ideation methods, which of the given
methods are suitable for designing and developing complex technical systems will
be used especially in interdisciplinary field of engineering. The cause of that can be
found in the following features of the process, namely:

• Complex systems are usually developed by multi actions which result in a system
in the consecutive phases of maturity

• Subsets and subsystems are usually developed individually and independently of
the whole system

• Development actions are carried in teams which are technically, organizationally
and even culturally different andwhich realize their tasks basedon their experience,
tools and tradition and imposing other methods on them can be in many cases
pointless

• Atvarious stages of development different ideationmethods are necessary, depend-
ing on the number of members in the team, the results, used assets or expected
results.

Taking these into consideration different Ideation methods can be used in the
process of Concept development, and in particular in concept generation.

Having the table (Table 3.1) and basing on the assets and expected features of
the method and its results, it is possible to choose the most suitable method. It is
also possible to rely on the usage frequency of the used method. However, the table
includes only the most important and the most commonly used methods, since the
number of Ideation methods is too big to analyze them all.

Takahashi [27] indicated that more than 300 idea generation methods have been
invented, but only a few are applied regularly. Smith [28] identified 172 idea generat-
ing methods additionally he put these methods into a smaller set of active ingredients
that represent the core functionality behind eachmethod. Thoughmanymethods have
been identified, there is a limited number of research that have dealt with the fre-
quency of use of idea generation techniques and their applicability during constrained
situations [29].

Knowledge of the importance of these techniques is the key for choosing Ideation
method for specific application and creativity support tools design, because only
a few of them are often used in practical design situations. Therefore, in the pro-
cess of Concept development and in particular concept generation, different Ideation
methods can be used and first of all the ones which are used and developed in compa-
nies with good practices. Depending on expectations and the stage of development,
the general table below which shows particular methods can be used to choose the
appropriate one. It is also advisable to take into account the frequency of usage of a
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given method and their applicability in different contexts. It is very noticeable that
the TRIZ/TIPS method significantly differs in this matter (Fig. 3.5).

In order to evaluate Ideation methods, the types of features mentioned below will
be helpful as they can assist the choice.

For preliminary evaluation it is good to put the method in a suitable class. Accord-
ing to the descriptions presented in the introduction the following classes and sub-
classes of methods have been distinguished:

Size of the team (Group, Individual), Purpose (General, Specialized), Inven-
tive level (Inventive, Routine), Approach (Heuristic, Systematic)

Promoters (suspended judgment, detachment/abstractions, change of the frame
of reference, making unexpected connections, provocative action or stimuli, friendly
representation, emphasis on quantity)

Short names: SJ/DA/CFR/MUC/PAS/FR/EQ
Blocks (Design fixation, Representation (textual, mathematical), Premature

judgement, Goal orientation, Imposing fictitious constraints)
Short names: DF/R/PJ/GO/IFC
The various idea generation methods have some constituents that are common in

other methods. These parts are embedded in these methods since they are thought
to assist the idea generation process. These ingredients are Promoters and Blocks.
Promoter are defined as components designed to aid in the idea generation process.
Blocks are defined as conditions that work against the idea generation process.

Following groups of promoters have been identified:
Suspended judgment, detachment/abstractions, change of the frame of reference,

making unexpected connections, provocative action or stimuli in [6] and friendly
representation, emphasis on quantity in [15].

Whereas the following groups of Blocks have been identified [15]: Design fixa-
tion, Representation (textual,mathematical), Premature judgement, Goal orientation,
Imposing fictitious constraints).

Representation form
(text/matrix/sketch/diagrams/trees/charts/mindmaps)
Short names: TX/MX/SK/DI/TR/CH/MM/
In particular methods different forms of record are used, which is important for

evaluation of the method as well as easiness or difficulty of application and ability to
generate associations. It has been proved that higher efficiency of Ideation methods
where visual form of record is used, especially drafts [15], have greater stimulation
efficiency and also play an important role in designing [18]. Other graphical forms
of record are also beneficial such as diagrams or maps, while charts and matrixes
offer great ease at processing. However, difficulties can be expected with text form
of record and the use of mathematical formulas. They are called Blockers of these
processes and they significantly reduce the number of associations and achieved
concepts.

Additional assetsSoftware/Database (S/DB)Necessary (N),Available (A)Desir-
able (D)

It may happen that for a given Ideation method no additional assets are required.
There are cases where the key to the method is the access to additional assets for
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example the data base of solutions. Naturally, the quality of the assets influences
the result of the method. Having the access to aiding software e.g. software, which
aids elaboration of a proper representation such as matrix, mindmap etc. can be an
additional facilitation. In some cases such an access is a must for task realization.

Idea generation phase support (inspire/research/represent/refine/)
Short names: I/RE/RP/RF
Studies show that [28] an inspiration for new ideas generation can come at any

stage of designing. What is more there are three phases in Idea generation Model
which are: research, represent and refine and each of the existing methods supports
them.

Specialized personnel (Designers/Multidomain Experts)
Short names: D/ME
Apart from the division into individual and group methods it is also important

which requirements must the staff meet while realizing a given Ideation Method.
With some methods it is necessary to have many various specialists from different
branches which are far-off from the designing domain. It has great influence on the
quality of the obtained results and hinders realization of a given method.

Referencing
The number of references and actual frequency of use constitute a very important

factor in choosing a suitable method. The assessment presented in Table 3.1 covers
the results of our own research carried on the basis of scientific publications in
Web of Science from 2000 to 2016. The striking majority of TRIZ method is the
most commonly referred to as Ideation method in these types of scientific papers.
Additionally, the second discriminant based on the research was given [13, 15, 28,
29]. The quality evaluation gives the frequency of references of specialists surveyed
on the use of methods. High frequency (High—H) of references covers the range of
100–60%, medium (Medium—M) covers the range of 60–30%while low (Low—L)
covers the range of 30–0%. The evaluation does not take into account the results of
applicability due to big differences in methodology and the scope of research as well
as relatively small number of results which makes it impossible to compare.

Independently to official scientific classifications, interesting results can be
achieved in researching popularity of IdeationMethods. If a question refers to a used
method the terminology differs from official methods in [5]. 19 methods of Idea
Generation were given with the most popular referred to by over 50% of the sur-
veyed specialists, namely Active Search (100%), Sketching (100%), Expert Opinion
(90%), Critique (90%), Brainstorm (80%), Empathy/User Research (80%), Proto-
typing (70%), Collaborate (60%), Documenting (60%), Passive Search (60%) and
Reflect (60%).

It should be noticed that the categories were set in the process of interview and
they were called Ideation Techniques although they refer to methods.

In [29] the top 10 techniques selected are in the decreasing popularity in Taiwan:
brainstorming (44%), checklist (27%) 1H5W (12%) 5Why (8%)mindmapping, Del-
phi, TRIZ, SCAMPER, KJ method and NGT. It should be noticed that according to
the research each method is of particular suitability for a given context. In particular
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brainstorming is considered as a “very applicable” technique when the idea gener-
ation process is characterized by differences among participants, knowledge back-
ground of participants, opportunity of try and error, democratic process in meetings,
lively intercommunication, or variety of ideas. It is also considered as a “passable”
methodwhen the process is characterized by availability of information, constructive
dialogues, positive phrasing, thoroughness of ideas, or elaboration of ideas. How-
ever, TRIZ method which has been particularly popular in recent years, is identified
as an “applicable” technique when the idea generation process is characterized by
knowledge background of participants, opportunity of try and error, thoroughness
of ideas, or elaboration of ideas. It is considered as a “passable” method when the
process is characterized by time constraint, differences among participants, avail-
ability of information, democratic process in meeting, constructive dialogues, lively
intercommunication, positive phrasing, or variety of ideas. Lower general evaluation
of the use of the TRIZ method contradicts its great popularity in the recent years. It
can be explained by different time and area of the research i.e. earlier time and area
limited to Taiwan.

Various methods can be simultaneously used for Idea Generation at different
stages of Ideation Process and at different stage of product development. It is also
quite common to use hybrid methods which combine two or more methods. It allows
exact usage of properties of assets and in particular facilitates unlimited search for
ideas and systematic adjustment of valuable ideas. It can be seen from the evaluation
in Table 3.1 that there is a tendency for favoring some kinds of methods such as
Brainstorming, C-Sketch, Gallery method [13] but on the other hand methods from
Logical group such as TRIZ/TIPS or Axiomatic principles also share great interests.
All in all, based on these results it is difficult to evaluate decisively the efficiency of
the methods since in majority of cases the quality was assessed based more on the
level of its familiarity [28], number of generated Ideas or its expert evaluation at the
concept level. Nevertheless, evaluation of these methods based on commercial result
or ability of patent protection seems to be more adequate. The last issue results in
noticeable popularity of TRIZ/TIPS method in publications in Web of Science.

TRIZ/TIPS method relies on some noticeable principles which form a base of
patent solutions. Altshuler [30] by means of his research on patent solutions noticed
that 40 rules identified by him form the base of a set of analyzed inventions. It seems
to be enough to follow these rules and, in analogy to already existing inventions,
make a discovery which would constitute a base for a researched problem. This
method is mainly used for bridging designing contradictions which unable elabora-
tion of satisfactory solutions. This course of actions becomes an inspiration for novel
elaboration of solutions with great potential since it was created based on methods
used in previous inventions. As we know from practice it guarantees in many cases
elaboration of groundbreaking solutions. Moreover, a method which is constantly
developed gains big support in a form of software tools and data bases and in their
latest versions it is supported by more inspirational graphical representations of a
concept.

Popularity of Brainstorming results from both its great potential of results and
vast familiarity with it. In layman’s terms any meeting of a few people trying to
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solve a problem is called brainstorming but the correct Brainstorming procedure
requires obeying some important limits which significantly increase possibilities of
the method as compared to a casual meeting.

In the evaluation process of usefulness of particular Ideation methods, decision
and selection process of methods from the given elaborated Ideation set of methods,
has not been taken into account since this part of the process is not so important.
Depending on the chosen method, the process itself can vary since the result of
Ideation can be a set of many concepts or just a few. The selection process will also
be of different course of actions. There are many methods which aid the decision
making on the choice of correct concept with [31]. Weighted Objectives Method, C-
Box, Itemised Response and PMI, vALUe, Harris Profile and Datum Method being
at the top.

3.6 Use Cases

In order to bring various aspects of the selection of the method of Ideation closer,
two use cases were presented. In the first one, the case of selection of the method
of Ideation for a specific complex device for medical therapy for which the context
of many disciplines, also those far away from each other, is particularly visible. For
the assumed Design Thinking methodology, the selection of alternative methods for
Ideation of an innovative device design has been analyzed. In the next use case, a
design task regarding the automotive application was implemented. Two different
methodologies were used and different methods were compared in the same appli-
cation, paying particular attention to the use of the Artificial Specialist Team (AST)
and its suitability for Ideation in group work. The conclusions include a discussion
taking into account additional aspectswhich can decide upon the suitability of a given
method, which can not be easily taken into account in tabular form (Table 3.1). The
presented discussion together with previous information systematizing the approach
to Ideation significantly simplifies the task of choosing the proper Ideation method.

3.6.1 Place of Ideation in Physiotherapeutic Devices Design
Process

In the following section a draft of methodology aimed at supporting the design
process of physiotherapeutic devices is presented. The goal of this short description
is to present the universalism of ideationmethods in terms of applying them at various
design process stages. This approach was referred to design thinking matter.

Physiotherapeutic systems

Complexity of nowadays constructions make it crucial to analyze not only their
usability and reliability, but also the way they interact with the environment. This
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includes: how they support operators in performing their tasks correctly or mini-
mize the adverse effects of tasks performed incorrectly. It is particularly crucial for
physiotherapeutic engineering domain, where device incorrect use and errors usually
imply that patient’s health is at risk. This is why, when searching for an optimum
design solution, one needs to consider the whole systemwhich the designed device is
an element of and, therefore, make use of knowledge of the problem characteristics
taken from various domains perspectives. Such an approach enables to consider not
only the device construction itself but also a whole range of human and environ-
mental factors that influence the course of design application which are a part of
physiotherapeutic system. These factors shall not be ignored by device designer, as
many of them can be influenced by the design and can lead to its improvement.

Ideation in systems design

Currently, one of the most popular strategies for searching for novel and creative
solutions is design thinking. It is assumed, that the strategy distinguishes five stages,
repeated iteratively: empathizing, defining, ideation, prototyping and testing. It can
be concluded, that ideation considered here is an act of generating ideas understood
as specific solutions e.g. constructional. There is also another meaning of term design
thinking though, introduced by R. Buchanan is Wicked Problems in Design Think-
ing [32]. Here, the discussed term expresses a broader view of design thinking as
addressing intractable human concerns through design. In the following considera-
tions we want to return to the original meaning of design thinking, which includes
ideation as an approach to searching for solutions to problems which are difficult to
define through design. This is the reasonwhywe deviate here from five-stages design
thinking scheme, placing ideation right at the earlier stages of strategy—stages of
defining problems. Such an approach is connected to specific kind of purpose of a
designed device and to the nature of the design improvement process (in opposite to
searching for a completely new solution). In case of physiotherapy, device design can
have crucial influence on patient health, both positive and negative. Early identifica-
tion of potential hazards of using physiotherapeutic device is crucial for preventing
an occurrence of treatment adverse results.

Searching for such hazards cannot yet base only on a designer elicitation of
implicit knowledge on treatment. It must also enable performing hypothetical consid-
erations—considerations of events, that cannot be anticipated just yet, and gathering
tacit knowledge about system operation. In other words, we aim to elaborate ideas
and assumptions of possible adverse results of applying physiotherapeutic device.
This means, that the subject of ideation in this case should be the searching for
adverse results itself, not the solutions for problems they entail. Therefore, ideation
must be conducted as early as empathy stage of currently adapted design thinking
model.

Object

The structure, that is discussed here, is a triaxial spine traction table (Fig. 3.9). The
research goal was to identify potential adverse results of using the table, thus defining
the problems that need to be solved at later design process stages.
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Fig. 3.9 Spine traction table

Ideation session participants selection

As the knowledge required for designing physiotherapeutic device extends across
many various disciplines, naturally it is hardly possible for an engineer him-
self/herself to be able to perform a complete analysis. In [33] Hall mentions an
Ideal Systems Engineer that has specialist knowledge of multiple domains, as a
mean to find a perfect solution. Buchanan, on the other hand, highlights the need
for multidisciplinary communication in early design stages [32]. This approach we
found much more feasible. We assume, that reaching for collaboration methods and
using the knowledge and ideas of specialists in various domains, enables to create a
complete understanding of physiotherapeutic system.

Following this assumption, we defined the first step to build a collaborationmodel,
namely identification of knowledge and ideas sources. These are the kinds of spe-
cialists, and from their contribution the design could benefit (Fig. 3.10).

It can be seen, that we find essential to go beyond the physiotherapeutic sys-
tem and reach for knowledge of each participant of the design process. Important
source of knowledge on potential adverse results are specialists and experts, including
contrarians. Knowledge sources that could share their insights on potential hazards
originating from technical characteristics of the device are people responsible for
construction, manufacturing and service of the device.

Ideation methods choice

Having defined knowledge sources one can consider ideation methods possible to
be applied. Methods selection can be based on classification presented in previous
sections of this chapter and particularly in Table 3.1 which integrates and compares
main features of the most popular methods (Figs. 3.1, 3.2, 3.3, 3.4). Referring to,
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Fig. 3.10 Sources of important knowledge for potential adverse results identification process

it must be assumed, that to the set of considered methods following types would
belong: both group and individual, specialized, inventive and routine ones. The lack
of possibility to predict the outcome of ideation makes it sound to focus on heuristic
methods.

Considering the goal of ideation process—identifications of potential adverse
results and therefore design problems to be solved, it can be treated both as routine
task and inventive. In case of routine-task approach, effective methods would be
transformational methods. In other case, it is recommended to reach for organiza-
tional methods. An effective method would be e.g. storyboarding, as a method that
enables gaining deep understanding of researched process (in this case—physiother-
apeutic treatment process) and by that identification of moments of potential adverse
results occurrence. Due to the abstract form of the ideation outcome (an assump-
tion of an adverse result), it would be impossible to apply progressive methods, that
involve graphical representation of a solution such as Gallery or C-Sketch.

Conclusions

Whendesigning physiotherapeutic devices, one should think of themas parts of phys-
iotherapeutic system. Going even further, we propose an analysis that goes beyond
the system itself. One of the elements of such analysis should base on collaboration
of specialists in various domains. The domains should be determined as a result of
system and systems environment analysis. Goal of specialists collaboration would
be to build a complete understanding of physiotherapeutic system and therefore to
give a possibility of foreseeing potential hazards and adverse results early enough to
include preventive measures early at the design process.
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3.6.2 Approaches to Ideation in Context of Automotive
Design

Automotive design concerns complex objects and systems. In order to acquire a
full spectrum of their complexity and design possibilities, it is required to adopt
a multidisciplinary approach at the very first stages of the design process, namely
research and ideation [34, 35]. This will enable to use knowledge from different,
seemingly not related domains. That is a big challenge though, as it requires gathering
and integrating information, requirements and constraints frommany scientific fields,
which sometimes happen to be ruled by conflicting priorities. Important is also the
aspect concerning situation, in which during preparation to the ideation process there
is a lack of specialists of specific domains. These are cases that require a specific
approach. In this subchapter two approaches to ideation are discussed.

Object and methodology

During the preparatory work of the teams for the development and modernization of
racing electric vehicles [36–38] it was decided to investigate the usefulness of the
IdeationMethods in multidisciplinary design issues. The study consisted on carrying
out the design process in two separate groups in a strictly moderated way. Each group
was divided into two design teams for increasing the set of data gathered during the
research and differentiation of the kind of considered object. In the first group the
method of profiling of the project team has been used. In the second group the design
process was freely. At the earlier stages, before the ideation process, some elements
of Pin Card Technique and Gallery Method have been used. The ideation process
was based on the C-Sketch method [15].

The C-sketch method was selected due to the specificity of the problem (design
problem), group type of work on the project, the need to combine knowledge from
different fields, clear representation of the developed solution and the need for a high
level of stimulation for innovative thinking andmodifying emerging concepts. Taking
into account the specification of the method (Table 3.1) as well as the possibilities
and existing limitations, it was decided to choose the C-sketch method.

To ensure the correctness of the process, the selected object should have a sig-
nificant complexity, allow to generate a wide field of possible solutions and require
a multidisciplinary approach. Because of that the vehicle and the airplane were
selected. The airplane is not directly associated with automotive matters, but the
problems of airplane design can be considered as similar to problems of automotive
design. It was decided, that the attention will be focused on the door and the door
will be considered in context of the whole system (vehicle or airplane).

Specialized approach

The first approach to the design process which was adopted was to compare and
at the same time to test the elaborated method is the manner called specialized
approach. In many cases of design of the new solutions, specialization can give
a good effect. Having an in-depth domain knowledge allows to develop advanced



84 W. Skarka et al.

solutions that meet the complex criteria. In particular, the complex monodisciplinary
issues require a specialist knowledge, without that finding a solution to the problem
becomes extremely difficult. Due to these arguments, the authors decided to develop a
method that allows the use of quasi specialist knowledge at the time, when the project
team lacks specialists. The method was called AST (Artificial Specialists Team) and
it consists in assigning defined specialization to each member of the project team.
This manner gives a large flexibility and allows to match the team profile precisely
to the considered issue. Each artificial specialist focuses on his own field and collects
knowledge from a narrow range of limited specialization. The number of artificial
specialists should be related to the number of the main areas of knowledge, that are
the subjects of exploration.

In this case, the C-sketch method allows for great opportunities to innovate and
modify, considering the specialist view of a specific project area. This method is very
flexible in this respect, allowing smooth changes without the need to interfere with
the basic layers of the project.

Dispersed approach

The second approach, used for research and comparison of the achieved results, is
the way called dispersed approach. In this case, the project team is moderated to
work together without a clear and intentional division of specialists. Team members
are encouraged to approach the issues in a multidisciplinary way, and explore many
fields of knowledge in a limited range. An important difference compared to the AST
method is the pursuit of a broad perspective on the problem by each team member.
In addition, dispersed approach aims to provoke overlap of gathered knowledge to
confront generated ideas.

Regardless of the approach, the stage before the correct ideation phase was the
search for useful information at the stage of generating ideas, collecting data to
formulate design assumptions and analysis of the state of the art. Multidisciplinary
nature and significant complexity of considered issue create a need to analyze many
areas of knowledge.Their elements tend to be opposites of eachother or are connected
with the necessity of solving the existing contradictions. In principle, the process of
gathering knowledge and generating initial ideas about the considered object or
system is different for each of the mentioned approaches to the design process. The
specialized approach focuses on a specific area, without more substantial analysis of
the links between the different areas. This approach guarantees good organization
of work, it allows to minimize the risk of missing important aspects during the
step of generating design assumptions and ensures having in-depth knowledge in
specific fields. In the dispersed approach, knowledge acquisition takes place in a
less structured way. The designers are responsible for certain areas of the project and
gather information frommanyfields at the same time, not focusing specifically on any
of them. This results in the acquisition of knowledge, that is more superficial than in
the case of specialized approach, but on the other hand allows to diagnose at the earlier
stage the risks and to avoid them in further process steps. In this case, the C-sketch
method enables the integration of the work of many designers with multidisciplinary
knowledge. They have the freedom to supplement solutions created in the iterative
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process with their ideas and modify solutions with “joint forces”. Thanks to this, the
C-sketch method becomes a highly inventive tool.

Conclusions

According to the conducted research, one of the most important aspects of the design
process concerning the multidisciplinary issues, is the management of the team,
profiling tasks for individual team members and knowledge management at every
stage and, in particular, at the stage of generating ideas and design assumptions. In
the case of projects where the impulse to define the needs is a very general external
factor, the impact of the organization of the project team is visible already at the
stage of needs recognition. In the experiment a general need existed and the project
team was created. It formalized and clarified the need and directed the stage of
defining the assumption and directed them to the established group of recipient. or
realized step of defining a set of assumptions on their audience. Therefore, the stage
of defining needs and indirectly determining the direction of development of project
assumptions depend on the findings of the project team. Most of the following steps
are directly determined by the method of defining the project goal and objectives.
Therefore, it the influence of team organization and selection of the profile of duties
and responsibilities of the team members on the development of the whole design
process may be noticed.

The applied approach to profiling the project team, in many cases, may be difficult
to implement due to social engineering factors. It should be associatedwith the natural
specialization of obligations of the participants of the project and evolve on the basis
of natural personal characteristics. In practice, it is difficult to retain a complete
specialization of team members. This is due to personality and mental factors as
well as the multidisciplinary nature of the considered issues. Typically, the team
members have multidirectional interests and overlapping areas of knowledge related
to the analyzed problem are difficult to separate. This results in a limited possibility
of division of knowledge into specific domains. There is no doubt that introduced
specialization of team members resulted in a more detailed analysis of issues. This
causes the concepts to bemore refined and feasible. The responsibility for a particular
area of specialization creates the need for expert opinion on the appearing ideas. It
is a good solution at the stage of refining the concepts.

Nevertheless, a disadvantage of the specialized approach is a narrow way of
thinking. The ideas generated by artificial specialists and modifications made by
them were much less diverse than in the case of dispersed approach. It can be a
weakness of the solution, particularly at the early stages of ideation when a large
variety of ideas is desired.

Last aspect worth mentioning is the natural inclination and desire to quasi-
specialization for dispersed approach. Specific areas of knowledge explored by each
team member create the need to focus on specific domains, resulting from the nec-
essary division of work.

Based on the above conclusions it seems desirable to include AST method in
the second step of ideation after achieving a large variety of ideas. This gives an
advantage over the design team using real specialists who naturally are burdened in
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a positive and negative sense of the word. They have knowledge that gives them an
advantage over other designers but also limits the scope of the sought concept.

It can also be said that the C-sketch method works well both when used by
a project team consisting of specialized professionals, as well as by people with
broader, though not so deep knowledge. This is due to the specificity of the method,
which can be called “interactive” and giving the possibility of close and natural
cooperation over a given problem. This conclusion coincides with the conclusions
drawn from the specification set out in Table 3.1.

3.7 Conclusions and Further Work

Currently Ideation Methods meet new challenges due to multidisciplinary character,
complexity and magnitude of the realized projects. Systems Engineering imposes
adaptation of Ideation Methods to work in complex technological problems solving
environment which extends in time and different phases of design development as
well as many complex interdependent relations from various domains. Results of
traditional methods are not quite reliable or they fall behind SE methods. As a result
we have the lack of diversity of final products and their mimicry. It is also caused by
intensive use of formal optimization methods which with similar scope of space lead
to similar solutions. Proper attention paid at the ideation phase improves diversity
of solutions and can result in surprisingly positive results, which explains great
interest in TRIZ/TIPS methods. Great potential of these methods also increases
their development and adaptation to different design stages and also elaboration of
simplified version of the method. Due to big differences in the methods themselves it
is essential tomatch potential of themethodwith expectations and the character of the
problem. The chapter presents the analysis and a list of most popular methods which
can be useful inmaking proper choice of amethod to solve a given problem. The huge
number of methods and their variations (about 300) is not conducive to the ease of
application of these methods, especially that there is no comprehensive comparison
of themost important of thesemethods. Therefore, the presented comparison together
with the descriptions of these methods and a summary table with the features of the
Ideation Methods makes it very easy to choose methods for a given application.
This is important because in multidisciplinary design tasks, the assessment of the
concept is significantly impeded and their impact on the whole system is difficult to
determine. The proposedmethod of assessingMBDandMBO facilitates quantitative
assessment of the concept and selection of the best of the proposed set of concepts.

Next important tendency which can lead to improvement of Ideation effects is
to conform well-chosen methods to current usage. However, it requires particular
attention so that advantages of a given method are not diminished. As an example
we can look at the use of AST (Artificial Specialist Team) which aids Ideation in
multidisciplinary project which is described as one of use cases.



3 New Challenges for Ideation in the Context of Systems Engineering 87

The choice of proper Ideation Method systematically carried improvement of the
method and adaptation to current project conditions can enhance the result. Correct
use of the method can lead to interesting and innovative results which can be the key
to the market success of a product.
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Chapter 4
System of Systems Modelling

John P. T. Mo and Ronald C. Beckett

Abstract The design, manufacturing and through-life support of modern engineer-
ing systems such as an aircraft or a frigate are complex, multifaceted andmay change
over time. These engineering systems areworking in an environment that hasmultiple
individual users, complicated supply chain, many government and socially affected
stakeholders. In essence, these systems are working as a system of interacting semi-
autonomous systems each of which are governed by their individual set of rules and
could operate with different enterprise structures. Engineers trying to apply the the-
ory of systems engineering to “design” a system of systems find the outcome often
unpredictable and uncontrollable, as the linked systems operate with high degree of
independence. System operations are embedded in business networks that are evolv-
ing and changing all the time. Individuals and organisations participate voluntarily
in the networks. They can come and go at any time without warning. This highly
uncertain relationship requires a different approach. This chapter will address the
modelling requirements to design, develop, implement and operate a complex sys-
tem that interacts with many socio-technical systems. The methodology is illustrated
by two case studies.

Keywords System of systems · Network · Socio-technical system ·
Network-centric approach · 3PE model

4.1 Introduction

The emergence of systems of systems (SoS) has been recognized by theUnited States
(US) Department of Defense (DoD) at first to fulfil their user capability needs. The
DoD Guide for Systems Engineering of Systems of Systems (SoS SEG) provides a
definition of SoS as a “collection of systems, each capable of independent operation,
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J. Stjepandić et al. (eds.), Systems Engineering in Research and Industrial Practice,
https://doi.org/10.1007/978-3-030-33312-6_4

89

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-33312-6_4&domain=pdf
mailto:john.mo@rmit.edu.au
https://doi.org/10.1007/978-3-030-33312-6_4


90 J. P. T. Mo and R. C. Beckett

that interoperate together to achieve additional desired capabilities” [1]. The “in-
dependence” characteristics of individual systems in the “collection” distinguishes
from the traditional systems thinking that the sub-systems in a system will have cer-
tain dependency relationship with the overall system.While a sub-system has certain
autonomy in its operation, its inputs and outputs need to be tightly integrated with
sub-systems so that the totality of the system can achieve a predicted outcome. A
SoS doesn’t necessarily have this level of coupling requirement.

SoS doesn’t comprise only technical aspects of integrating systems as such and,
furthermore, considers also the economic, social, and political aspects. Subsequently,
while many complex systems are working in concert there to satisfy user needs, the
field of defense always was the favourite application domain of SoS.

Due to the fact that the constituent systems (that build up an SoS) are in service
before the SoS is either built or recognized, SoS ideation is an evolutionary process
running from the bottom up, by developing systems that can interoperate with other
systems, or less preferred, by treatment of interoperability issues (e.g. the authority
relationships between the constituents and the SoS can overlap considerably) after
the systems are fielded. SoSs differ from traditional systems in ways that require
tailoring of systems engineering (SE) processes. The distinctive characteristics of
SoS have implications for the application of test and evaluation (T&E) to SoS [2].

SoSs tend to have distributed control and component systems tend to choose by
themselves to participate or not in a SoS (i.e. they decide to consume resources
to achieve the goal of the SoS). Thus, SoS architecting tends to be dynamic and
focuses on interactions between component systems. Subsequently, SoS architecture
is one of the main problems for developing SoS. This assertion comes from the
classical system architecting that is really far from SoS architecting. In SoS, the
emphasis on SoS concerns interface architecting to foster collaborative functions
among independent systems and the concentration is on choosing the right collection
of systems satisfying the requirements. So it can be noticed that contrary to classical
systems, SoS architecting focuses on collaboration between component systems to
get the right organization [3].

4.1.1 Complex System Support

Complex systemsupport requirements canvaryover the life-cycle of the systembeing
supported, and the total cost of ownership can be many times the initial acquisition
cost. Systems of systems life cycle is an evolution with time of an SoS. A recent
trend around the world among the owners of complex engineering systems such as
an aircraft or oil refinery is to include consideration for the sustainment of the system
at the very early stages of system development. According to the Defence Materiel
Organisation in Australia [4], the asset acquisition project is considered a continuum
of four phases, which can be generalised as a capability systems lifecycle as shown in
Fig. 4.1. The goal is to ultimately attain desired capability levels that can bemeasured
as a performance outcome of systems in-service.
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Fig. 4.1 Capability systems lifecycle

There are two different contracting regimes displayed in Fig. 4.1:

1. System acquisition agreements including functional and performance specifica-
tion of the final system, with associated training arrangements—i.e. the tendering
and contracting activities in the Acquisition phase.

2. Sustainment agreements specifying outcomes and performance requirements for
in-service support, i.e. linked owner responsibilities and in-service support con-
tracts in the Sustainment phase.

Type 1 contracts are normally handled by systems engineering lifecyclemodelling
methodology [5]. However, type 2 contracts involve not only the original equipment
manufacturer (OEM). Suppliers of consumables and services to support operation
of the system are essential partners to deliver this type of contracts.

4.1.2 System of Systems Engineering Lifecycle

Traditionally, management of sustainment services after commissioning of the sys-
tem is the responsibility of the asset owner, after the product is commissioned. Most
asset owners simply take the recommended schedule of the manufacturer, either by
in house service department or by a maintenance services contractor [6]. However,
the application context and operating environment may change over the long service
life of the asset. Many service decisions on assets are therefore made on rules of
thumbs rather than using analysed system performance data [7].

A representation of the essential characteristics of the System of Systems Engi-
neering (SoSE) life-cycle process is depicted in Fig. 4.2 [8]. It consists of steps that
are implemented in an iterative fashion, with each step providing feedback into the
ongoing, evolutionary process. The key features of this life-cycle model reflect the
nature of systems of systems and its impact on systems engineering [9]:

• Multiple Overlapping Iterations of Evolution reflect the fact that most systems
of systems leverage developments of their constituent systems, and consequently,
systems of systems are characterized by incremental development.
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Fig. 4.2 Essential characteristics of the SoSE life-cycle process lifecycle

• Ongoing Analysis provides an analytic basis for each iteration of SoS evolution.
Unlike traditional systems engineering in which upfront analysis drives develop-
ment, engineering of systems of systems requires continuous analysis to address
the dynamic nature of the SoS and its context.

• Continuous Input from External Environment is key for SoSE, since any man-
ager or engineer of an SoS has control over only a small part of the environment
that affects the SoS.

• Architecture Evolution is also important.While the architecture of an SoS ideally
provides a persistent framework for the SoS evolution over time, the planned SoS
architecture is typically implemented incrementally and may itself evolve.

• Forward Movement with Feedback drives the evolution of an SoS, which typ-
ically adopts a “battle rhythm” driven by elements in the SoS context (e.g., the
development plans of a key constituent systemor the unit fielding schedule) that are
not under the control of the SoS. These external driving events effectively “pace”
the SoS evolution.While theremay be feedbackwithin an evolution,many systems
of systems adopt a “bus stop” approach, where they deliver those changes that can
be implemented during an iteration and defer the rest to subsequent evolutions (or
the next time the bus stops).
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4.1.3 Lifecycle of Service Systems

Traditional systems engineering lifecycle management theory is an essential con-
stituent in the design and development of component systems. However, operation
and maintenance of these systems are amalgamated into a single phase that is in fact
at least 10 times longer than all design and development phases combined. Changes
in the regulatory rules, environment, technology and culture of the SoS all point to
the need for the SoS to adapt to new and ever changing circumstances. An adaptive,
interactive, agile approach to development and evolution is the proper choice in today
even changing world.

The design, manufacturing and through-life support of these systems must be
flexible and adaptable to suit the environment of individual user requirements, com-
plicated supply chain and many other stakeholders influencing ongoing level of
performance. In essence, each of the entities in the supply chain is designed as an
autonomous system that can operate in specified conditions and procedures. How-
ever, these systems are also working within a larger socio-technical system that is
governed by a different set of rules and operates with different types of structure.
Engineers trying to apply the theory of systems engineering to “design” a system
of systems find the outcome often unpredictable and uncontrollable, as the linked
systems behave in their own way. Last but not least is that these systems are con-
strained by the business and sociological environment in which they are operating.
The environment includes regulatory and institutional requirements, and their oper-
ation must make business sense. Some of these constraints are not visible until later
in the system’s lifecycle.

To understand the complexity of the interactions among the component systems,
a new model of system of systems that orients towards adaptable network thinking
is required. Furthermore, the processes and procedures are managed as soft systems
that can be readily changed, modified and refined. Operation of a system of systems
depends on the understanding of people and roles in the component systems as
well as their interaction within the system of systems. This chapter will address the
modelling requirements to design, develop, implement and operate a complex system
of systems that encapsulates many engineering and socio-technical systems. The
outcome of this new modelling concept for system of systems can enable engineers
to design and integrate systems more suitably for both types of system acquisition
contractual regimes. Taking the even higher importance of services into account, the
remainder of this chapter will have a particular emphasis on service systems.

The outline of the chapter is as follows. Section 4.2 contains characteristics of
service system thinking. Section 4.3 offers a value proposition in services and support
of systems. Section 4.4 describes network-centric modelling. In Sect. 4.5 The 3PE
Model is introduced. Section 4.6 discovers system of systems modelling using 3PE
with 2 use cases from practice. We conclude and plan some future works in Sect. 4.7.
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4.2 Characteristics of Service System Thinking

Users and owners of complex engineering systems are demanding more value out
of the system. Availability, readiness, sustainment, cost savings and many other
attributes are valued. Most system owners consider the maintenance function as sim-
ply following the recommended schedule of the manufacturer, either by in house
service department or by a maintenance services contractor. Therefore, classical ser-
vices and maintenance plans are designed on the principle that mean time between
failure is a constant and hence the focus is to replace components before it is expected
to fail. Typically, service activities including inspection, adjustment and replacement
are scheduled in fixed intervals [10]. Due to multifaceted relationship between oper-
ating context and characteristics inherent in the complex system, these intervals may
not be optimised [11]. In addition, many other factors are also influencing the opera-
tions of the system [12]. These changes quickly render the initial design of services
and support system ineffective.

New industry practices such as performance based contracting force some fun-
damental changes required in the manufacturing and service operations of complex
engineering systems in terms of tangibility, perceptions of performance and qual-
ity, the lag between production and consumption, capacity for storage, the nature of
customer contact, and geographical proximity considerations [13].

Enduring systemsmay change over time in response to re-purposing or technology
change, but these changes are likely to be slow comparedwith changes in the business
networks their support systems are associated with. Political agendas, world events,
competitive pressures and various kinds of enterprise re-organisation can change
what makes business sense on both the demand and supply sides. At a more local
level, the incorporation of new technology can enhance product capabilities, and
people and procedures can change norms and priorities [14]. Likewise, Teece [15]
described the concept of a business model as an articulation of the logic and provides
data and other evidence that demonstrates how a business creates and delivers value
to customers. It also outlines the architecture of revenues, costs, and profits associated
with the business enterprise delivering that value.

One of the key questions emerging from this approach is how to adapt to the
uniqueness of service system requirements. Every complex engineering product is
different. The same product may operate in different environments. Hence it is fair
to say that each service system is customised. Johansson and Olhager [16] examined
the linkage between goods manufacturing and service operations and developed a
framework for process choices that enable joint manufacturing and after-sale ser-
vices operations. Other studies showed that moving into services oriented business
could have significant financial implications to the company [17]. In a performance
oriented service system, decisions for optimization can be quite different frommain-
tenance oriented service concepts. For example, in order to reduce time to service to
customers, Shen and Daskin [18] suggested that a relatively small incremental inven-
tory cost would be necessary to achieve significant service improvements. Hence,
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to develop service systems that can handle this type of business requirements, com-
panies should build common business functionalities as shared services so that they
can be reused across lines of business as well as delivery channels [19].

The Product Service System (PSS) concept extends, on the basis of an existing
complex product, the provision of support services when the product is in operation
[20]. It is obvious that there are commercial benefits for companies to move into
continuous services and support operations of complex products utilising both their
knowledge and physical assets. A PSS comprises people and technologies that adap-
tively adjust a system’s value of knowledge while the system changes in its lifecycle
[21].

When compared to traditional support arrangements, the PSS concept changes
contractor roles and responsibilities, requiring a stronger customer focus. Under
service oriented arrangements, the service providermay carry awide range of respon-
sibilities, possibly including ownership, sustainment and operation of assets. Further-
more, contracting arrangements may include incentives and penalties against levels
of support service or delivery, influencing bothwhat has to be done and how it is done.
The service provider will need to think differently and design the output solutions
that deliver the desired performance as well as generating profit [22].

4.3 Value Proposition in Services and Support of Systems

Development and delivery of an engineering system to customer does not neces-
sarily involve many partnering companies. Many large scale projects are done by
international conglomerates with a few companies only. However, provision of after
commissioning service (type 2 contract) is a different story. A service contract often
requires active interaction of local service providers with the customer. A new service
enterprise is required to be formed from the multi-international companies as well
as several local specialist companies. The local companies act as the front line, on
the ground partners maintaining or carrying out engineering change with the support
the multi-international companies.

There are many risks in this strategy, for example, risks exist in collaboration,
confidentiality, intellectual property, transfer of goods, conflicts, opportunity loss,
product liability and others. To minimise the risks for the new service enterprise,
enterprise engineering researchers have introduced the concept of an enterprise archi-
tecture framework as a common starting point. The study of enterprise architecture in
the last couple of decades has been on how enterprises can be designed and operated
in an environment when the missions and objectives of the enterprise are clear. In
that case, the enterprise can follow well-established common engineering practice:
from design, implementation, operation to decommission phases [23].

However, the operational and business requirements of the system may change
over time. The enterprise architecture approach promotes planning, reduces risk,
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Table 4.1 Categorised service domains

Service Characteristics Example

Professional service High degree of direct contact or customisation of service
and high labour intensity

Consultant

Service shop High degree of direct contact or customisation of service
and low labour intensity

Restaurant

Service factory Low degree of direct contact or customisation of service
and low labour intensity

Airline

Mass service Low degree of direct contact or customisation of service
and high labour intensity

Call centre

implements new standard operating procedures, controls and rationalizes manufac-
turing facilities [24], but the approach is too rigid to be used in the dynamic environ-
ment like through-life-support.

Several research attempts have been made to understand how enterprise archi-
tecture methodology can be adapted to engineering services. Bernus and Nemes
[25] postulated a generic enterprise reference architecture framework after extensive
research of the state-of-the-art enterprise architecture in the 1990s. Chattopadhyay
and Mo [26] modelled a global engineering services company as a three column
progression process that was centred on human engineering effort. Mo and Nemes
[27] introduced the concept of enterprise DNA to enable a more flexible enterprise
architecture that could adapt to changing modelling requirements in different stages
of the system’s development.

Although many companies, particularly the financial sector, like to summarise
all activities and procedures into a package and call it a “product”, services are not
products. Services can’t be stored for later use. Services have to be consumed together
with the user in real time. Bessant and Tidd [28] categorised the nature of the service
domain influences in operational sense as in Table 4.1.

Provision of services need partnering with many companies and depends heavily
on the supply chain. A service contract will be delivered to the customer in a less well
defined set of conditions, and these conditions are always changing due to different
people and time, irrespective whether the same “product” (the service definition) is
offered.

The unpredictable nature of service demands frequent innovations in service offer-
ings. Miles [29] suggests four focus areas applied singly or in concert may charac-
terise a service innovation as in Table 4.2.
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Table 4.2 Innovation characteristics

Innovation Example

A service new to its particular market—a new
value proposition

New information services

Changes in the client interface Self-service takeaway fast food restaurant

Changes in the service delivery
system—changes in the ways service workers
perform their jobs

On-line supermarket, order picking and home
delivery

Application of a new technology to facilitate
the way service is delivered and/or what is
delivered

Home security system connected to police
station

These service innovations have inherent impetus to change the system while the
service is being delivered. Frequent system adaptation and changes in value propo-
sition, plus other characteristics that are not aforementioned, impose the need to
consider the system of systems approach to design such systems.

The concept of system of systems offers the prospect of improved performance,
however they exist in a broader ecosystem where seemingly simple changes in one
part of the system can have an unintended impact elsewhere. Peruzzini et al. [30]
proposed a new methodology to support ideation and preliminary design of service
and support systems. The methodology captured customer needs and allowed evo-
lution of industry networks for sustainable operations. It has been suggested that the
dynamic capabilities of an enterprise can influence its ability to adapt to change, and
that this is a set of “specific and identifiable processes such as product development,
strategic decision-making and alliancing” [31].

To be sustainable, a system of systems must represent a good value proposition,
but theremay be differing stakeholder views about what ismost important. Figure 4.3
outlines the functional relationships between stakeholders (who is the target benefi-
ciary), system architecture (how is value delivered) and rationale (what is the value
proposition).

Systems of systems can be designed and evolved if they are viewed as configurable
multi-level networks like the internet where operating rules and procedures can be
recognised and used for controlling the interaction of functional elements. This leads
to the notion of ‘architecting’ as a design process where key system architecture
elements are identified, along with how they fit together. The value proposition of
these configurations is a better promise.
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Fig. 4.3 Functional relationships leading to the value proposition of the system

4.4 Network-Centric Modelling

Systems of systems (SoS) are constantly evolving to address new user needs. This
type of systems no longer has a single controlling authority. The component systems
are developed independently and changed continuously over their operation lifecycle,
typically extending a long period of time.As a result, system engineers cannot specify
the system of systems at its formation phase by a top-down set of requirements. The
methods for designing and operating the system of systems need to be modified
from the methods for engineering traditional systems. Based on their observations,
Lewis et al. [32] identified the characteristics of SoS and proposed a SoS lifecycle
for analysis. An initial set of requirements for engineering the systems in an SoS
environment was also suggested. Their observations promoted the development of a
new modelling approach that does not rely on tightly coupled connections and fixed
enterprise architectural constructs.

Gezgin et al. [33] designed large scale systems of systems which were collabo-
rative and distributed safety critical systems. The systems participating in a system
of systems follow both global as well as individual goals, which may be contradict-
ing and change over time. There are parallels in the business world of marketing
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and procurement, where researchers have found it convenient to frame the business
ecosystem as interlinked networks of actors, activities and resources [34]. In this
world view, actors may be individuals, groups or enterprises (people); activities are
commonly generic functional activities (processes); and resources may be any ele-
ment of supporting infrastructure (product/platform). Bondar et al. [35] found that
the supplier networks could be triggered to work concurrently. On the operational
level, the main pitfall was the complexity of communication rules and system could
be a barrier to system transitioning.

Researchers have observed that whilst the actor, activity and resource elements
relating to a particular situation may not change very fast, the connections between
them can. The international standard ISO/IEC 42010:2007 provides architecture
description advice for software intensive systems. The international standard has in
concert with a business model view as a tool for framing service system concepts that
blend both tangible and intangible components. A representation of the standard is
shown in Fig. 4.4. The standard calls for the integration of multiple viewpoints, and
different models can help tease these out. In practice, we have used enterprise archi-
tecture models referred to earlier along with any existing representation of related
systems to prompt consideration of different viewpoints (see lower part of Fig. 4.4).

Maier [36] postulated five key characteristics of Systems of Systems:

Fig. 4.4 A representation of ISO 42010
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(a) Operational independence of component systems
If the system-of-systems is disassembled into its component systems the com-
ponent systems must be able to operate independently otherwise they are not
“systems” by themselves.

(b) Managerial independence of component systems
The component systems are managed separately by different authorities. The
management of one component system does not rely on or come under control
of any other component systems.

(c) Geographical distribution
The geographic extent of the component systems is large such that the require-
ment for communication is critical to the operation of the systemof systems. The
extent to which the component system are separate is large such that exchange
of substantial quantities of mass or energy is difficult.

(d) Emergent behavior
The system of systems performs functions that do not normally reside in any
component system such that these behaviors could not be characterized to any
component system.

(e) Evolutionary development processes
The formation of system-of-systems is an eventual process in which functions
and purposes are added, removed, and modified with experience.

Using a transportation system as the case study, De Laurentis [37] added three
more characteristics:

(f) Inter-disciplinarity
The system of systems consists of component systems that are combining or
involving two or more professions, technologies, departments, or the like, to
cover a broad spectrum of requirements in its operation.

(g) Heterogeneity of the systems involved
Heterogeneity signifies diversity. The component systems in a systemof systems
come from lots of different backgrounds so every component system plays a
non-replaceable role in the contribution of the mission.

(h) Networks of systems
The component systems are not fused together. They are linked in networks
such that they are free to change their interface relationships or re-configure to
form new networks for fulfilling new requirements.

These characteristics drive an interplaybetween three themes thatmaybeobserved
in both military and in business operations:

• The shift in focus from the platform to the network.
In the business world, we see a change from linear supply chains to more complex
supply nets. Möller and Arto [38] proposed that the effective management of
different types of business net was dependent on their underlying value creation
logic. Based on this notion, they proposed a value creation framework of three
generic net types—‘current business nets’, ‘business renewal nets’, and ‘emerging
new business nets’.
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• The shift from viewing actors as independent to viewing them as part of a
continuously adapting ecosystem.
In the business world, this may require cooperation between enterprises that nor-
mally operate at arm’s length. Osborne discussed a number of frameworks for the
evaluation of the management of business system of systems [39]. Bengtsson and
Kock [40] even suggested that the relationships between systems in the system of
systems could be both cooperation and competition simultaneously.

• The importance of making strategic choices to adapt or even survive in such
changing ecosystems.
In the business world these strategic choices may be influenced by the introduction
of new competitors, downsizing or mergers and acquisitions. In many cases, the
interaction among systems within a system of systems could lead to unpredictable
results [41].

It is our experience in working with groups of industry practitioners trying to
develop a representation of system of systems that particular interpretations of the
ISO 42010 standard were needed in a system of systems context, and that requisite
capability requirements were not considered in the ISO standard. Combining use of
the standard with a business model view helps overcome these shortcomings.

In order to support decisions on business opportunities, the system of systems
modelling approach should have the following characteristics:

(a) Metrics are available to measure the system’s performance

The system of systems will be operated in parallel with the complex engineering sys-
tem. Service is qualitatively different to the familiar product-based approach where
hard artefacts are delivered to the asset owner. Service is a negotiated exchange
with the asset owner (and operator) to provide intangible outputs that are usually
co-produced with the asset owner. A service is usually consumed proximate to the
time of production, if not coincident with it. Services cannot be transferred to other
asset owners in the same way that products can. Hence, the development of appro-
priate performance metrics is essential and most of these are supported by advanced
information and computational technologies.

(b) System design based on proven system architectures

A system of systems incorporates system design knowledge that draws upon prin-
ciples derived from a wide range of engineering disciplines including systems engi-
neering, logistics engineering, project management, information systems and many
others. The knowledge helps the system support engineer to take into account as
many constraints as possible during the system design phase. These constraints are
imposed by the environment in which the complex system and the business are
operating.

(c) Sustainability capability built in the system design

The performance based services are characterised by the need to create value for both
asset owner and the service provider. As such both sides are treated as co-innovators
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in the design of the service support solution. Many decisions are made based on
incomplete data rather than fully analysed data set. There are a lot of risks, both from
the point of view of data availability, as well as subjective human judgement and
communication.

4.5 The 3PE Model

Extending from traditional enterprise modelling methodology, Chattopadhyay et al.
[42] developed a businessmodel for virtualmanufacturingwith particularly emphasis
on the need for intense collaborative network for a variable-variety, variable-volume
and manufacture-to-order situation with provisions for recycling and reverse logis-
tics. The concept was further developed as an aggregated model resembling nature’s
atomic and molecular interaction after studying the supply chain in China [43].
These new attempts to incorporate human participation in modern global enterprises
have highlighted the effect of new information and communication technologies in
bringing the human dimension in enterprise architecture to a dominated position.

Figure 4.5 shows that the physical element of a system as the “product” that is
built from fundament engineering sciences. This is the common view of most users
and society in general. The “product” is the tangible element that can give the “touch-
and-feel”. An example is the ear implant system that enables patients who have lost

PEOPLE

PRODUCT

ENVIRONMENT

PROCESS

People dimension, 
Human reliability, 
Training, Health

Time dimension, expanding 
services, renewal, change 
of usage patterns, social 
influences

Fundamental 
Engineering 
Sciences

Systems 
Engineering, 

Operations, Project 
management

Interaction

Fig. 4.5 Elements of a system within an environment
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hearing capability to be able to hear sound again. This case is obvious because the
implant is the “product”. Even in software system, the “product” is the program that
sits in the computing device. In commercial sense, this is what the customer feels
that he/she pays for.

Product is the element that is normally regarded by engineers as the “system”.
It consists of the hardware and software, supposed to be integrated together as a
working system. However, the common system concept does not include the other
two important elements. Without trained operators (people), the “product” will not
work by itself. Even if the “product” is already highly automated, it still needs
someone to set up and plan for its actions before it is going alone. In any case, there
are always customers and the public involved in its operation.

The element “people” in the system’s point of view does not limit to the user.
It includes all human participants involved to enable successful operation of the
system. In ear implant example, the user is obviously the patient. However, who puts
the device into the patient’s body?Who provides regular checks and training, or even
system upgrades?

To use the “product” properly, a set of procedures, i.e. “process,” should be defined
and followed. A defined set of procedures not only allows the “people” (remember
there could be many people) to synchronize with the reactions of the system at
different inputs during operation, but also ensures the system to be used safely,
reliably, smoothly and continuously.

Needless to say, these elements are interacting among themselves as shown by the
double arrows. Without these interactions, the “product” is not used by “people”, the
“people” do not follow the “process”, the reaction of the “product’ is unpredictable
without a defined “process”.

The “process” element governs the proper use of the “product” by “people”, and
proper management of the whole operation within the boundary of the overarching
“environment”. Within the boundary of the “environment”, the three elements are
interacting among themselves in various ways to achieve the goal of the system, i.e.
expected performance.

Hence, from the above point of view, a functional system is a collection of ele-
ments “product”, “people” and “process” interacting among themselves as a system
within a defined “environment”. The elements can be arranged within the system’s
boundary as a hierarchy of functional elements. Modelling of these interactions can
be done with standard system modelling tools such as function model, functional
flow diagram, data flow diagram, process model, data model, etc.

The world is always changing. Changes affect the environment in which the
system operates. This is represented in Fig. 4.5 as the expansion (theoretically, this
change can be contracting too) of the environment. The change in “environment”
affects the system both in terms of the size of the elements and the interactions among
them. In other words, some or all of the elements have to be changed to adapt to the
new “environment”. If nothing is done to the system while the “environment” has
changed, the system can become out-of-date and obsolete.

The 3PE model represents a logical way of describing system relationships with
elements in the system. By carefully analysing the evolution and interlinks between
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Fig. 4.6 3PE models in a transition trajectory

different functions, data and processes, a development continuum could be mapped
out to form a trajectory as shown in Fig. 4.6. The new (future) architecture covers
the additional “changing” aspect of service system by integrating the concepts of
product, process, people to changes in environment over time.

To manage the changes in the system evolution process, system modelling and
representation should be done in a way that can be traced throughout the system’s
lifecycle consistently, for benchmarking and knowledge management purposes. The
3PE framework can be applied to transition of a system over time.

4.6 System of Systems Modelling Using 3PE

It was noted that in network-centric operations actors may be viewed as part of a con-
tinuously adapting ecosystem. The extensive nature of this interaction is illustrated
in Table 4.3, which shows a different representation of the ISO 42010 model. The
highlighted areas indicate where interactions take place and numbers can be used to
link with descriptions of the nature of such interactions.

When these interactions are implemented to the participating organisations, the
resulting system of systems can become a chaotic structure [44]. Figure 4.7, which is
a representation of complex mining equipment support considerations mapped onto
the top half of ISO 42010.

Two case studies are described and their key features are highlighted. The cases
are earlier forms of service and support system representing various degree of success
in creating new system of systems. The ad hoc systems of systems established at the
time of these cases provide good examples for benchmarking current thinking of the
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Table 4.3 Example interaction matrix

Fig. 4.7 ISO/IEC 42010 mapping of interactions in a particular organisation

design and implementation of this type of systems. These cases are chosen because
the parties in the cases have tried to apply a defined enterprise infrastructure that
links different parts of the service system working in conjunction with the product.
Subsequently, the service system has to be designed and tailored to characteristics
of the product or the enterprise.

The products in the cases are complex engineering systems. Case 1 is a computer
controlled plasma cutting machine that can cut steel plates up to 50 mm thick. The
machine has been sold over the world. Case 2 is a chemical plant that is designed
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and built by a Japanese engineering company. In order to support the customer with
minimum costs, the design of the service support system used the Internet, which
was evolving at the time when the project was done.

4.6.1 Case Study 1: Signal Based Condition Monitoring
System

System health monitoring plays a critical role in preventative maintenance and prod-
uct quality control of modern complex engineering products. The effectiveness of
management can directly impact their efficiency and cost-effectiveness. A condition
monitoring system monitors the products using various classical methods of signal
analysis such as spectrum or state-space analyses [45]. Maintenance decisions are
then made according to the prediction of system performance.

Using time based signals available from normal machine sensing mechanisms, a
CNC machine manufacturer in Australia developed a remote condition monitoring
system for plasma CNC cutting systems with the aim of servicing the customer
anywhere in the world via the Internet. Figure 4.8 shows the network structure of

ROSDAM 
Client1 

The Internet

ROSDAM Server
On Machine 

Global Master Server

Company Company 2 Company n…
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Shop floor 
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ROSDAM 
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Client2 

ROSDAM Server on 
Machine of sub-

Fig. 4.8 Signal based condition monitoring service system network structure
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the system known as ROSDAM [46]. The nature of metal plate cutting varies from
very large pieces like bridge and buildings to very small pieces such as mechanical
parts casing. All ROSDAM enabled machines were configured as servers that had
functionality communicating with the global master server. Information about the
operation of themachines was captured through individual companies’ database. The
significantly improved sources of information enabled the product manufacturer to
decide the best option that supported operation andmaintenance of the plasma cutting
machine from a distance.

In this case study, the 3PE inter-enterprise interactions could be identified and
modelled. These elements are mapped to the 3PE model as shown in Table 4.4.

The new service system significantly increased the efficiency of service and sup-
port of the new machines and reduce the cost of operation of the OEM.

4.6.2 Case Study 2: Global Operation Support System

Complex assets are normally built from a large number of components and involving
a large number of engineers and contractors. In the past, customers as plant owners
usually maintain their own service department. However, the increasing complexity
of the plant and operating conditions such as environmental considerations require
service personnel to have a higher level of analysis and judgment capability.

In managing the design and manufacture of a chemical plant for their customer,
Kamio et al. [47] established a service virtual enterprise (SVE) with several partner
companies around the world providing after-sales services to a customer (Fig. 4.9).

Each partner in Fig. 4.9 was an independent entity that had its own unique capa-
bilities and competencies, assuming responsibility to perform the allocated work.
The SVE was designed as a “hosting service” which had a broad range of services
including plant monitoring, preventive maintenance, trouble-shooting, performance
simulation and evaluation, operator training, knowledgemanagement and risk assess-
ment. Participants of the virtual enterprise hadwell-defined roles and responsibilities.

An essential element in the design of a service enterprise is to develop efficient
system architecture and provide the right resources to the right service tasks. By
synchronising organisational activities, sharing information and reciprocating one
another’s the technologies and tools, each partner in the service enterprise will be
able to provide services that would have been impossible by individual effort. The
support solution therefore requires properly designed systems to support the use of
technology in the provision of support services to customers.

It should be noted that the engineering product remained the same as it was
designed initially. There was no noticeable engineering change required on the prod-
uct itself in order to implement the support service offered by SVE.

This case has four types of companies participating in the network: OEM, Service
Provider, Supplier and Customer. Table 4.5 shows the interaction matrix among all
four types of enterprises. It should be noted that the diagonal interactions occur
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Table 4.4 Mapping of service elements to 3PE in case 1—two companies network model, OEM
to client

OEM

People Process Product

Customer People Peer to peer relations:
Knowledge
sharing/transfer—transform
customer data to knowledge
New data processing
algorithms were developed
as software modules that
were required to process
data on machine to
knowledge useful to
enhance operational
efficiency

Adaptation:
Engineering information
integrated for supporting
more effective customer
service
Engineering information
such as bill of material,
machine configuration
management, parts
inventory and resources
planning were integrated
from different sources
including CAD, MRP and
various manufacturing
sources to create seamless
operation database for the
machine

Training:
Communication networks
and IT systems based on
client–server model
The controller of the
machine was significantly
changed from a normal
standalone operating
system to one that can act
as a server in a network
environment

Process Negotiation:
The interaction in this case
is primarily a procurement
process interaction. The
customer tries to negotiate
for a value-for-money
purchase to get the most
suitable machine, whereas
the OEM tries to maximize
the opportunity to receive a
favourable purchase order

Exception
handling/Customisation:
Customised database for
customer’s machine
The new system design
requires upgrade of field
products
Field upgrade for machines
that were already installed
at customers’ location was
progressively rolled out
according to contracted
maintenance schedules

Product Engineering change/New
R&D:
New signal based
processing theory to
support on machine signal
based diagnostics capability
A new diagnostics software
module based on chaotic
theory and digital signal
processing was developed
to assist identification of
faults
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Fig. 4.9 A globally service virtual enterprise

within companies and the lower half triangular cells are repeating the upper half.
Cells with hatching do not have interaction.

Interactions in Table 4.5 are:

[A] Peer to peer relations:
The relationship within a SVE was definitely different from a totally authori-
tative company structure. A much more flexible human organisation structure
was established. Peer-to-peer relationships betweenOEMand service providers
are mostly cooperative and knowledge sharing, while there is little interaction
between OEM and Suppliers, OEM and Customers. There are interactions
between service providers and customers because the service providers are in
fact front end of the type 2 contracts.

[B] Adaptation:
New IT and communication systems were installed to enable inter-company
exchange of information as well as personal interaction. The new SVE is basi-
cally a specially developed communication infrastructure for supporting the
type 2 contracts. The service providers had to adapt their system to interact
appropriately with the OEM’s IT system in order to obtain latest service infor-
mation of the products. The SVE had a customer interface to support the cus-
tomers’ operations. This interface was also used by the service providers. The
suppliers made use of the SVE to manage spare parts and consumables for the
service providers and customers.
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[C] Negotiation:
The SVEwas implemented on the Internet allowing global access by customers.
The SVE helps the customer to negotiate the most relevant service and support
packages to form the contracts. Negotiation on different combination of service
provisions and warranty terms could be carried out on SVE among the OEM,
service providers and customers.

[D] Customization:
Access to the product at customer location was enabled by SVE for the OEM
and service providers. Work items were analysed individually so that the link
from individual level to group level can be streamlined ensuring minimum
duplication of work and conflicts.

It can be seen from the two case studies that the inter-enterprise interactions have
certain generic characteristics that form the basis of modelling a system of systems.
These characteristics have been labeled in the corresponding cells in Table 4.5.

4.7 Conclusion

The design, manufacturing of modern engineering systems such as an aircraft or
a frigate can be handled effectively using traditional systems engineering approach
which focuses on single system and single product development lifecycle modelling.
For through-life services and support,manymore enterprises and organizational units
are involved and the “system” becomes complex, multifaceted and may change over
time. These engineering systems are working in an environment that has multiple
individual users, complicated supply chain and affecting their performance by many
other stakeholders. In essence, these systems are working as a system of with many
autonomous systems that are governed by their own individual set of rules and pos-
sibly operate with different architectures and system processes.

Engineers trying to apply the theory of systems engineering to “design” a system
of systems find the outcome often unpredictable and uncontrollable, as the linked
systems operate with high degree of independence. The system of systems approach
is evolved from the demand of many large engineering system owners that require
services and support contract, which is identified as type 2 contracts in this chapter.
These contracts can’t be handled by systems engineering methodology alone.

System of systems concept assumes multiple systems working in a network-
centric arrangement. System operations are embedded in business networks that are
evolving and changing all the time. Since the system agents voluntarily participate in
the network, they can come and go at any time without warning. This highly uncer-
tain relationship requires a different modelling approach. This chapter addresses the
modelling requirements by extending the people-process-product in environment
(3PE) modelling methodology. The 3PE can represent networks in a more logical
and orderly way allowing easier analysis of the interactions. This new modelling
method for system of systems is demonstrated by two case studies in this chapter.
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Chapter 5
Traceability in Engineer-to-Order
Businesses

Fredrik Elgh and Joel Johansson

Abstract A rapidly growing strategy in product design and manufacture, with great
potential to improve customer value, is mass-customization. The main idea is to
divide the product into modules that can be shared among different product variants.
This will support a wide range of options for the end customer to select among,
while an internal efficiency, similar to mass-production, can be achieved. This has
been a success for many companies acting on the consumer market. However, many
manufacturing companies are engineer-to-order (ETO) oriented, such as original
equipment suppliers (OES). They design a unique solution, often in close collab-
oration with other companies. The solution can then be manufactured in different
quantities depending on the client’s need. For these companies, there is a strategic
need for developing high quality engineering support to further utilize and exploit
the information and knowledge produced during product development and to suc-
ceed with a strategy influenced by the principles of mass-customization. This has
to include the implementation and management of systems enabling highly custom-
engineered products to be efficiently designed and manufactured. One challenge
when introducing such flexible support is to enable traceability of decisions taken,
tasks executed, knowledge used and artefacts developed throughout the whole life-
cycle of an individual product. In this chapter, it is shown that traceability can be
achieved by introducing support for capturing, structuring and mapping between
decisions and resulting outputs, such as geometrical building blocks, knowledge
implemented as rules, and the argumentation for the selection, design and specifica-
tion of these. Three examples are presented where the concept Design Description
has beenmodelled based on an item-oriented, a task-oriented, and a decision-oriented
perspective which show the generality of the Design Description concept. The three
examples demonstrate how to use the Design Description to enable traceability in
platform design, product design, and manufacturing development processes.
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5.1 Introduction

A rapidly growing strategy in product design andmanufacture, with great potential to
improve customer value, is mass-customization [1]. The idea is to strive for a broad
offer of products and at the same time ensure mass production efficiency. To succeed
with such a strategy, it is necessary to make effective and efficient use of information
and knowledge-rich systems (e.g. configuration systems, KBE-systems and design
automation systems) supporting thewhole product realization process from customer
specification through design and manufacture of individual customized products.
From a scientific viewpoint, most research concerning these systems has focused on
the functionality and, to some extent, system development methods, whereas ques-
tions concerning what characterizes and how to support efficient implementation
and management of these engineering support systems are less well understood. The
problems and challenges of bringing a principle technical system solution into oper-
ations and support its management have been clearly stated by original equipment
suppliers (OES) as key issues [2].

In addition, highly custom-engineered products require the adoption of an
engineer-to-order approach in development, quotation preparation and order pro-
cessing. This allows products to be adapted to large variations in the customers’
specifications, which bring more value to the customer and profit to the company by
efficient utilization of material and manufacturing resources. However, to quickly
go from answering a request for quotation, engineer the product and move it into
production, while maintaining the most competitive pricing, is based on the exer-
cising of a very rich and diverse knowledge base of the products, their production
and the required resources for design and manufacture. This requires the utilization
of systems for efficient design of product variants with associated specifications for
automated manufacturing and entails a significant investment in time and money for
system development, implementation and maintenance. The complexity and scope
of these systems can vary from applications to be used as a support in the design
process, to fully automated systems for the design and production preparation.

Regardless of the complexity and scope, the experience is that problems often
arise when a system is to be implemented in current operations as well as in its
management. Of central importance are issues relating to methods of generating and
managing documentation such as engineering calculations and simulations combined
with the principles of traceability from the product to the underlying knowledge and
vice versa, and versioning of rules, models and systems. Many OESs are engaged in
development of complex products and their systems are sub-systems of an overall
system. A specific sub-system interacts, affects, and is affected by, other sub-systems
developed by other suppliers. An OES can deliver solutions to different original
equipment manufacturers (OEM) for a wide set of different products.
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A methodology to master development projects of complex products is Systems
Engineering (SE). A thorough description of SE can be found in [3], among others.
Traceability, from requirements to detailed design and throughout the whole product
lifecycle, is important in SE [3]. It is well known that it is a challenge to efficiently
enable traceability, while different approaches are required for a multidisciplinary
system across stakeholders throughout its whole lifespan [4]. Support for a stan-
dardised approach to enable traceability in traditional product development has been
discussed to support knowledge sharing in dispersed organisations [5]. However, the
specific circumstances in which engineer-to-order-oriented companies operate are
not addressed.

This chapter presents results from two research projects focusing on howengineer-
to-order businesses can work both strategically and practically to increase traceabil-
ity. The chapter is organized as follows. First, the business environment in which
engineer-to-order companies act is described. The state-of-art in related areas is then
presented and followed by a theoretical foundation for working with traceability.
Three case studies, focusing on enhancing traceability in three businesses, are then
described, evaluated, and compared. The chapter ends with a summary including
conclusions and areas for further research.

5.2 Business Environment for Highly Customized Products

There is an increasing interested in industry to support customization and individu-
alization. It is common that customization is achieved by combinations of standard
parts and a limited number of unique parts. The authors of this chapter have more
than 25 years of experience in improving engineering processes in this area, and have
worked in close collaboration with several companies throughout the years. One of
the companies, a large international supplier of tooling solutions and know-how to
the metalworking industry, can serve as an illustrative example of an engineer-to-
order business that has automated their engineering processes to an extreme level.
The company has worked with rule-based design for about 30 years of which ten
years in collaboration with the authors. The organization for development at the
company includes departments across the globe for product design, design space
development, automated design, automated process planning, CAD-method devel-
opment, and development of special IT-support systems. The company is a pioneer
when it comes to total automation and the business processes require advanced sup-
port. At the company, executable product platforms are developed which contrasts
with the more common approaches targeting single one-of products or the utilisation
of a modular system from which alternative solutions can be derived. Even if the
product individuals generated from the executable product platforms do not include
many parts, they are not predefined and are all unique (in fact even if two identical
orders are place they will be treated as if they were not identical). The company
can represent the target condition for other companies as a major challenge in cus-
tomization concerns the efficiency in design andmanufacture of the unique parts. The
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Fig. 5.1 The development process with information carriers and repositories at a large international
company

need for improved traceability in a complex environment is shared with many other
companies adopting a product platform strategy, regardless of level of automation.

The development process at the company includes three steps: product devel-
opment, engineering design, and design programming (see Fig. 5.1). The product
development process is the process of converting identified market needs to a set of
requirement ranges. The requirement ranges include all identified needs of the cus-
tomers and can be of size and performance dimensions. The product development
continues in a traditional way with the main difference that instead of developing one
single product, a set of product instances are developed. The instances are selected
to be in the extremes of the requirement ranges. In the second step of the process,
engineering design, the product instances from the first step are used to define a con-
tinuous and complete design space that will make up a product platform that includes
not only the initial product instances but also any instance that can be derived from
requirements in the requirement ranges. Finally, the design space is computerized
with specially developed programming tools so that it is possible to automatically
create cost calculations, generate product documentation and manufacturing data for
any point in the design space. The result of the process is a product platform defined
as a space with implicit solutions, which are generated based on individual customer
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requirement. Theoretically, it is an infinite design space. A single unique solution can
be automatically generated, manufactured and shipped to a customer within hours
after an order has been received.

In Fig. 5.1 the process is modelled at the top. In the mid-section, the different
documents and files produced through the process, including amongst other lists of
requirements, CAD-models and test reports are illustrated. At the bottom of Fig. 5.1
it is schematically shown that these files are stored in various repositories, including
databases, individual computers, post-it notes, binders, and in themind of individuals.

5.2.1 General Development Model

The development process at the company described above can be generalized as
shown in Fig. 5.2. The process starts with the identification of needs and demands
on the market, which are transferred into product requirements. During that step
there are many decisions to be made based on the knowledge of the market experts.
They need to make good decisions when requirements are to be presented as ranges,
defining minimum and maximum values for the different requirements. Based on
the requirements ranges, many decisions are made based on the knowledge of the
engineers. A number of tests are done to gain the knowledge required tomake correct
decisions. The result is a platform from which individualized product instances can
be derived, manually or automatically depending on the company strategy.

When a customer submits an enquiry to the company, a sales person uses its
knowledge to make decisions regarding what products in the product portfolio is
suitable for this specific customer and converts the needs of the customer into a
list of requirements. Based on engineering design knowledge, new decisions are
taken during the process of deriving a unique design from the platform that fulfils
the specific customer requirements. Subsequently, manufacturing knowledge is used
when making decisions on how to manufacture the individualized product.

As seen in Fig. 5.2 there are five types of decisions that are based on five sets of
knowledge. The possibility and benefit to fully formalize and completely automate

Market Need Decisions Requirement 
ranges Decisions Pla orm

Customer 
Requirement Decisions Design Decisions Individual 

Product

KnowledgeKnowledge

Knowledge Knowledge

Customer 
Need Decisions

Knowledge

Fig. 5.2 Generalized development process
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the knowledge and decisions differs from product to product and for the business
case. In some cases, a combination of manual work and automated task is to be
preferred.

5.2.2 Traceability in Practice

From an industrial perspective, the implementation is a critical process and of high
importance for the actual use and consequently the benefits achieved and future
return on investment. User acceptance is of high importance and strongly related to
the access and understanding of the underlying knowledge, which requires a high
level of system transparency and traceability. In addition, the long-termmanagement
is ofmajor importance for system longevity. Two life-cycle perspectivesmust be con-
sidered when addressing management, a knowledge perspective (on the executable
product platform description) and a product perspective (for every single delivered
product variant).Management concerning knowledge includes the adaptation of rules
and models to changes in production technology, new product knowledge, new mar-
kets, changes in legal requirements, etc. Issues related to flexibility, stability, quality
assurance, traceability and documentation of a system’s different constituting parts
and underlying knowledge can be critical unless adequate measures have been taken
in the development phase. Management concerning the product focuses mainly on
documentation, traceability, and version control. As the governing framework and
models are updated and refined due to shifting prerequisites, the system and hence
the solutions generated for a single specification will change over time. This affects
product management and the ability to meet legislation and customers’ requirements
regarding documentation and traceability, as well as the company’s ability to provide
services, maintenance and supply spare parts.

The implementation and management of systems enabling highly custom-
engineered products is challenging. A key enabler is traceability, i.e. the ability
to describe and follow the life of a conceptual or physical artefact [6], including
decisions taken, tasks executed, knowledge used, and artefacts developed through-
out the whole lifecycle of an individual product. There are several reasons why an
engineer-to-order business would benefit from this ability, such as:

• Controlling spare parts (what parts were used in a specific product individual, and
what were the manufacturing circumstances)

• Tracking which parts are in use by customers and in which product individuals
• Analyse change propagation to see what parts and customers are affected due to
changes in technology

• Persistently understand why certain relations, parameters and values are used in
the platform

• Maintain products
• Maintain knowledge
• Support the work to adapt products to include new technologies
• Knowledge and solutions reuse.
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Fig. 5.3 Traceability in an engineer-to-order business

Traceability in engineer-to-order businesses includes the ability to trace all the
decisions and their underlying knowledge for production, design, customer require-
ments and needs, platform development, requirement ranges and market needs for an
individual product instance. In an engineer-to-order business it is hard to achieve such
functionality on a very fine level as it implies that links are created in and between
every part in Fig. 5.2. These links will enable backtracking, as shown in Fig. 5.3,
which proactively requires measures to be taken in each and every step on a fine
level of granularity. The big challenge is the vast number of variants, versions, file
formats, and data storage repositories together with a project-based working method
(commonly engineer-to-order companies close the project databases when a project
is finished and it can be hard to get access to historical information stored within
them).

5.2.3 The Need for Design Rationale

What is it that must be done proactively to enable traceability? When studying the
documentation of products and platforms in industry it can be concluded that it is
mainly directed towards describing the final results of the different activities, answer-
ing questions what the product is and how it is to be manufactured. These questions
are answered as the development progresses, as in Fig. 5.2. When moving upstream
to trace the decisions and underlying knowledge, as in Fig. 5.3, the questions to be
answered are instead why the product is constituted and produced the way it is, and
what other solutions were tested but rejected. The answers of these questions are easy
(often too obvious) to give during the development project but are not persistently
stored and soon forgotten by those making the decisions. Even if persistently stored,
the vast amount of information regarding why the product is constituted the way it
is will soon become overwhelmingly large and hard to navigate [7].

In one of the case studies (see Sect. 5.5) the identified documentation was clas-
sified as either process related or product related. Process-related documentation is
associated to a specific product development project including documents for project
management, meeting protocols and other documents used for sharing information
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between project members. Process documentation is stored and managed using a
project database. Product documentation, on the other hand, includes object doc-
umentation describing the result of an activity (e.g., a description of a parametric
CAD model), and object process documentation, which describes the work related
to the object (e.g. considerations, tests, analyses, decisions, assumptions etc.), and
guidelines regarding the product design considering some specific aspect (e.g., man-
ufacturing and environment). Object documentation and guidelines are stored, man-
aged and published in a company internal portal. The design engineers provide the
material regarding the product design that is to be published on this portal. However,
no central system for storing and managing object process documents existed. Some
individuals make notes in documents or in programming code for personal use or to
be used by other group members. An overall summary of in-depth interviews with
decision-making personnel pointed out that [8]:

• The purpose of documentation in general and project documentation in specific is
not seen by all company employees.

• The quality of the documentation is quite varying.
• The corporate project database is used for finding work prerequisites and to learn
from earlier projects.

• It is perceived hard, by the respondents, to find project documents for non-project
members.

• The information in the corporate project database is coarse andnot easily accessible
for non-project members, especially when the project has been closed. The system
is mainly used to find specific individuals for consultation regarding, by example,
reuse of product descriptions.

• The documents are weakly connected to the different product families.
• Specific geometries, CAD models, are reused to some extent but design rules and
principles are seldom reused.

• It is difficult for individuals who have developed good solutions to share these
solutions. The reason given for this is that there is no present system for such
documentation.

• The access to information is seen as most difficult by design engineers and design
programmers.

• A general view is that reuse could be augmented at the company and improved
documentation could support this. However, it is important that documentation
can be easily done.

These issues and needs call for the development of methods for increased trace-
ability making it possible to get answer to questions not only on how an individual
product instance is constituted or how it was manufactured but also why, i.e., the
design rationale. Traceability, in the meaning to navigate and search for decisions,
is not enough; the rationale of decisions are required if changes or reuse is to be
supported. In the next section, research and development concerning traceability and
design rationale from a product perspective (answering questions of what and how),
and from a knowledge perspective (answering question of why) are introduced and
discussed.
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5.3 Fundamentals and Existing Support

The previous sections have introduced the business environment for companies that
deliver unique solutions for each customer. Furthermore, the need to trace decisions
and knowledge for these companies to support development, maintenance, re-use
and management of individual products has been described. This section presents
and discusses fundamental concepts and existing support that could be considered
as candidate means in a framework that would aid companies in the development of
solutions and practices that tackle the challenges of traceability. This includes the two
concepts of traceability and design rationale as well as methods for development of
means for customization together with methods and tools for knowledge modelling.
Finally, to what extent the methods and tools can provide support for traceability is
discussed.

5.3.1 Traceability and Design Rationale

The development of a support system for customization of products is preferably
a part of, or integrated with, the development of the product platform that it will
represent, such as the example in Fig. 5.1. Fourmajor outputs can be identifiedwithin
such a development process: the product design, the design space, the system-adapted
definition of the design space, and the system implementation. Traceability, defined as
the ability to describe and follow the life of a conceptual or physical artefact [6], across
and within these outputs, is essential. The main artefacts of concern in this context
are product platform and the support system for customization where the product
platform is described and can be executed for creating a new product variant. A new
support system is designed for every new product platform. The system encapsulates
product knowledge that has been expanded and transformed into different levels
of completeness and generalization throughout the four sub-processes. Traceability,
both forward and backward, across different knowledge levels would support the
identification of affected objects when changes occur in the premise of a design or
support the redesign of an existing solution to be used under new circumstances by
identification of the original design decisions; i.e., knowledge traceability, defined as
the ability to follow the life of a knowledge component (i.e. a fragment of knowledge
from a specific source) from its origins to its use and vice versa [6], is required.

Design rationale is the set of reasons behind the decisions made during the design
of an artefact (e.g., a product or an application system). The access to a design ratio-
nale can support the development of new artefacts, modification of existing artefacts
(design changes) or the reuse of an existing solution in a new context. The realization
of a design rationale system includes methods and tools to capture, structure, manage
and share information across organizations, processes, systems and products. The
requirements concerning the scope and the granularity of a design rationale to be cap-
tured depend on future needs. These needs can be difficult to predict. A limitation
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must be set as is not feasible to capture every action taken during the design pro-
cess. Two different approaches to represent design rationale are argumentation-based
and template-based [9]. Argumentation-based representation uses nodes and links
whilst Template-based representation makes use of predefined standard templates.
The selection of an approach affects the scope, the granularity, and the structure of
the captured design rationale. However, the key factor for successful implementation
of a design-rationale recording tool is the simplicity of using it [10].

5.3.2 Methods for Development of Customization Support

There are numerous examples in industry where systems supporting the ability to
provide custom-engineered products have been applied with varying methods and
degree of sophistication. Themost commonapplications in industry are various forms
of configuration systems [1, 11], but there are also many applications regarding para-
metric component design [12, 13], structural analysis tasks [14] and systems of a
more generative nature [15, 16]. There are mainly three classes of systems, either
based on the configuration of a set of predefined product modules and attributes
(i.e., retrieval of valid combinations of discrete sets), design automation executing
different engineering tasks generating a product definition, or knowledge based engi-
neering, (KBE) where set of rules representing engineering knowledge (combining
discrete and continuous domains) are integrated with a pre-defined parametric geom-
etry model. The two latter are best suited to support engineer-to-order processes and
the first is best suited for configure-to-order processes. Despite all examples of suc-
cessful implementations in industry and prototypes in research, a limited number of
methods for systematic development have been reported.

In the area of configuration, Claesson has introduced and developed the concept
of configurable components [11]. The concept is built on function-means modelling
and focus on as-is modelling of a (existing) product platform. A more extensive
work is by Hvam et al. [1]. They describe a complete and detailed methodology for
constructing configurable product platforms supported by a configuration system in
manufacturing companies. They suggest an iterative process including the following
activities: analysis of product portfolio, object-oriented modelling, object-oriented
design and programming, among others. Every activity results in a description of the
problemdomainwith different levels of abstraction and formalisation. The analysis of
a product portfolio results in a Product VariantMaster (PVM) and Class Relationship
Collaboration (CRC) cards.

A general method for how to plan a design automation system is described in [17].
A top-down approach is suggested starting from the specification of system require-
ments and a description of the problem characteristics followed by a mapping to
appropriate methods for system realisation. A set of criteria of system characteristics
is defined in [18] including transparency, knowledge accessibility, flexibility, ease
of use and longevity. Most likely, these characteristics affect system implementation
and management. The criteria are to be considered and weighted in the planning of
a design automation system.
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Stokes describes a methodology called MOKA (Methodology and software tools
Oriented to Knowledge Based Engineering Applications) [19] for the development
of knowledge based engineering applications. La Rocca et al. have developed the
Design andEngineeringEngine,DEE, approach [20–22]. This approach partly builds
on the principles of MOKA and consists of three major elements: The first element
is concerned with the design process, which includes multidisciplinary optimisa-
tion. The second major element is the Multi-Model Generator (MMG) that uses
the product model parameter values in combination with formalised domain knowl-
edge to generate product models. Report Files are generated and fed to the third
major element, the detailed analysis modules. These modules calculate the design
implications. Finally, the loop is closed by analysing the data files using conver-
gence and evaluation checks. Curran et al. [23] extends the DEE approach to the
Knowledge Nurture for OptimalMultidisciplinary Analysis and Design, KNOMAD,
methodology. The KNOMAD acronym highlights method process of: (K)nowledge
capture; (N)ormalisation; (O)rganisation; (M)odeling; (A)nalysis; and (D)elivery.
These implementation steps are taken and repeated as part of the knowledge life
cycle and in this context.

5.3.3 Methods and Tools for Knowledge Modelling

The development methods for customization support focus mainly on specifying
the requirements of a system implementation, different activities for conducting the
work and the representation of the final solution, both the product platform constructs
and the system realisation. They provide little support when it comes to capturing
and structuring knowledge. However, there are methods and tools that could be used
for this. One method for knowledge modelling, applicable in the domain of design
automation systems, is the Systems Modelling Language (SysML) [24]. SysML is
a general-purpose modelling language for systems engineering applications. It sup-
ports the specification, analysis, design, verification, and validation of a broad range
of systems and systems of systems. These systems can include hardware, software,
information, processes, and facilities. The language provides graphical represen-
tations with a semantic foundation for modelling system requirements, behaviour,
structure, and parameters, which are used to integrate with other engineering anal-
ysis models. CommonKADS is a method to document and manage engineering
knowledge [25]. It acts as a baseline for system development and research projects.
CommonKADS originates from the need to support development of industry-quality
knowledge systems on a large scale, in a structured, controllable, and repeatable way.
CommonKADShas a predefined set ofmodels (organisation, task, agent, knowledge,
communication, and design), each of them focusing on a limited aspect, that together
provides a comprehensive view. Product VariantMaster (PVM) is an operational tool
to model and visualize a product platform [1]. In general, a product platform in PVM
can be modelled as a Part-of structure, which shows the components included in the
product, and a Kind-of structure that shows the variants available.
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Several readily available tools supporting knowledge modelling (of which some
are free and open source) exist with functionality suitable for the purpose of cap-
turing and structuring a design rationale. PCPACK includes different functions that
provide user-friendly graphical interfaces to structure knowledge [26]. By example,
categories, sub-assemblies, and sub-components can be represented and visualized
in PCPACK. Another use of this software is for defining and presenting relationships
and properties associated to pieces of knowledge. Ten tools are defined to make the
knowledge modelling more easy and flexible; five acquisition and modelling tools
and five specialized tools. In order to support re-use of knowledge, PCPACK uses
XML, which is fully compatible with modern web technologies such as the semantic
web and provides a formal machine-readable content. Another application is Design
Rationale Editor (DRed) [10]. DRed allows designers to record their design rationale
at the time of its generation and deliberation. The design rationale is displayed in a
document as a graph of nodes linked with directed arcs. The user creates the nodes by
choosing from a predefined set of element types. The functionality is based on four
main applications for: diagnosing a problem (problem understanding), designing a
solution (solution synthesis), completing a standard checklist template, and com-
municating the final design and its rationale. A third application is Product Model
Manager (PMM). PMM is a tool built upon the principles of Haug et al. [27]. PMM
has a user-friendly graphical interface tomodel a product structure including its parts,
assemblies, interchangeable modules, variables, and rules. The main purpose of the
tool is to support modelling activities and documentation of configurable products.
Finally, there is SemanticMediaWiki (SMW) [28], which is a free open-source exten-
sion to MediaWiki that enables querying data within a wiki’s pages. The purpose of
SMW is to allow users to improve the structure and organization of the knowledge
in a wiki by adding simple, machine-readable information to wiki articles. With this
additional information, searching, browsing, and sharing the wiki’s knowledge can
be improved, both within the wiki’s pages and from external computer programs.

5.3.4 To What Extent Can Traceability Be Supported?

The previous two sections describe methods for development of means for cus-
tomization and methods, as well as dedicated tools, for knowledge modelling. In
this section, the means, and to what extent these provide support, for traceability are
discussed.

The configurable component concept [11] includes a function-means model to
provide design rationale for the encapsulated design solutions, which could support
the understanding of the system and thereby support system implementation and
maintenance, however, this is not described in detailed or exemplified. In the work
using PVM and CRC-cards [1] it is suggested that the maintenance is to be organised
by introducing Model managers. The Model managers are responsible for the del-
egation, coordination, collection, and documentation of domain-expert knowledge.
The programmers then use this documentation to update the system. Haug et al. [29]
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have developed a prototype system for the documentation of configuration systems
founded on the PVM concept that can support the Model managers. The documen-
tation system is separated from the implemented product configuration system.

The general method for how to plan a design automation system [17] does not
include aspects such as user-friendliness, maintainability, or documentation despite
the author’s statement that they are of significant importance for success in industrial
praxis. The authors argue that implementation and management issues are to be con-
sidered only when the fundamentals of the problem at hand have been solved. The
criteria for system characteristics [18] do not give concrete answers to implementa-
tion and management issues as stated in the reference. However, a possible means to
support the management of a systems’ incapsulated knowledge base is to strive for
an implementation that allows for continuous revision and documentation.

Two central parts of the MOKA methodology for knowledge-based engineering
development are the Informal and Formal models [19]. The Informal model is used
to document and structure knowledge elicited from experts, handbooks, protocols,
literature etc. The Informal model can be regarded as paper-based with text and
illustrations. The Formal model is derived from the Informal model with the purpose
to model and structure the knowledge in a fashion suitable for system specification
and programming. The Formal model is described by an object-oriented annotation,
MML, based on the UML standard. The importance of maintenance is stressed but
detailed practical support is missing [30]. KNOMAD [23] is argued to support the
whole Knowledge Management across the product lifecycle. It includes an approach
formultidisciplinary design (optimization) and for knowledge capture, formalization,
delivery, and lifecycle nurture. Exactly how this is to be achieved is not described in
detail.

SysML provides support to model and visualise the rationale, requirements, con-
straints and rules by using the concept of block diagrams [24]. In CommonKADS
[25], all information from design to delivery can be included and clearly visual-
ized. Storing experience, geometry and data that are related to a product and present
them within different classes and views are supported by MOKA [19]. Regarding
the three specific applications, it can be concluded that PCPACK [26] provides an
integrated suite of ten knowledge tools designed to support the acquisition and use
of knowledge. Support in analysing knowledge from text documents and structur-
ing knowledge using various knowledge models makes PCPACK an extensive sys-
tem. DRed [10] is a software tool that allows engineering designers to record their
rationale during the execution of design process. It supports the capture of issues
addressed, options considered, plus associated pro and con arguments (arguments
for or against an answer), in the form of a directed graph of dependencies. PMM
[27] is a tool considered to be easy to learn with an intuitive structure and graphical
notation. However, support for advanced queries, revisions, and authorization are
not included. Improved data structures by using categories and access to information
according to user’s specific queries are the advantages of SMW [28]. Support for
revisions and authorization are also supported by SMW.

When it comes to reducing costs, risks and lead-time in a KBE project as well as
providing a way of developing and maintaining applications, MOKA provides the
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most sufficient support. Product variantmaster (PVM)gives a general overviewof the
product according to sub or super parts with relations between different components,
which all can be seen on a big piece of paper.

Despite the methods described above, and the numerous applications describe
in scientific publications, a number of issues and challenges to be addressed still
exists. For example, the major shortcomings of KBE have been identified in an
extensive review by Verhagen et al. [31]. Four of these, that most likely impact
implementation andmanagement, are: system transparency, knowledge sourcing and
re-use, semantics of knowledge models and traceability. The authors’ experience is
that this is also the case when it comes to configuration and design automation
systems.

In summary, it can be concluded that development methods and associatedmodels
mainly focus on the development phase and the delivery of product/process models
that can be executed based on different requirements to generate a specific solution.
The ability to maintain, expand or reuse constructs of these models is not in focus.
This is commonly pointed out as important but little support and guidance can be
found. In some cases, it seems to be taken for granted that support for maintenance,
expansion and reuse are inherently integrated parts of the proposed methods whilst
others acknowledge the challenges to achieve this in an industrial setting but lack in
advice or support of counter measures. Documentation is an important enabler for
efficient management, but there is no support enabling back-tracking throughout the
development process. It must be possible to navigate among, across andwithin differ-
ent collections of information. The specific decisions, knowledge and requirements
supporting an individual product’s design as well as the decisions, knowledge and
requirements forming the product platform from which the product variant design
was derived must be traceable. It is essential that the collected information is of
value. Otherwise, it is a complete waste of resources.

5.4 A Foundation for Traceability in Engineer-to-Order
Businesses

The tools andmethods presented in the previous sections are either generalmodelling
languages or tools developed to describe the product and its related knowledge. It
is difficult to make use of these tools and methods without an overall framework.
Such a framework should be based on a holistic view for the work with traceability
in engineer-to-order companies. The framework should make it possible to (adapted
from [8]):

• Facilitate capturing and structuring decisions, design constructs (e.g., geometry
and rules), their related knowledge and essential design rationale

• Enable persistent storage in a way that easy retrieval of the relations and content
is possible

• Support visualization
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• Enable versioning control
• Include authorization control
• Preferably reside upon existing available tools.

A foundation for such framework is presented in the following sections where
the key concepts are defined based on a case study at the company introduced in
Sect. 5.2 (more details, see Sect. 5.5.1).

5.4.1 Key Concepts

When investigating the geometrical building blocks of a product platform and espe-
cially ways in which rules regarding these building blocks relate to the concept of
knowledge, lead to the conclusion that rules implement a kind of knowledge. In
this case, knowledge is an intentionally defined element that systematically trans-
forms input to output. Rules can implement computations, actions, consequences,
and relations but they do not encapsulate the argumentation for their existence or
the reasons behind their constitution. The definition process of a product platform
includes decisions, which constitute another kind of knowledge that, if captured,
provides a deeper understanding of the knowledge implemented through the rules.
Such knowledge answers to questions: why the rule is defined the way it is, when to
use it, valid ranges of input/output of the rule, the origin of the rule and its supporting
theories, and what simplifications it is based on. Since that knowledge constitutes
knowledge about knowledge it is referred to as meta-knowledge.

To support reuse, expansion and maintenance of the building blocks and con-
nected knowledge, it is required that the focus in the product development process is
not limited to the definition of geometry and rules exclusively, but also includes the
definition and collection of associated meta-knowledge. Potential and relevant meta-
knowledge can appear in different contexts (e.g.meetings, coffee table discussions, or
directed thinking) stored in different formats (e.g. text-documents, CAD-models, or
hand-written notes) in different repositories (servers, e-mails, memory sticks, white
boards), see Fig. 5.1. These pieces of information, that we label Meta-Knowledge
Carriers, occur throughout the development process while defining the geometrical
building blocks and connected knowledge. But, the focus during the development
activities is not on the Meta-Knowledge Carriers. No mapping between used Meta-
Knowledge Carriers, the resulting building blocks and other supporting knowledge
sources is done. No descriptions are added that provides the reason for the decisions,
the context, and the meaning. As there is no mapping, traceability is not supported.
To enable traceability, the concept of Description is introduced [8]. A Description is
an object intended to carry both knowledge and meta-knowledge that typically occur
during the development process in an engineer-to-order business. The concepts of
Design Definition and Design Rationale are also introduced [8]. The main focus of
the Design Definition is the construction and the function of process output objects
implicitly defining the design space by a set of rules to be executed to generate
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the specifications for a product variant. These process output objects form a set of
Knowledge Objects [32–35] that transform a set of input to output using formalized
engineering principles. The definitions of rules can be based on heuristics, physical
laws, simulations or testing [33]. The main focus of the Design Rationale is the argu-
mentation and supporting descriptions unfolding and justifying the object’s design
(meta-knowledge). Both the Design Definition and the Design Rationale provides
essential meta-knowledge about the process output object and together they consti-
tute the foundation for the Design Description. The Design Descriptions serve as
containers with the following main function and properties:

• Support capturing of Design Definition and Design Rationale
• Links to supporting documents, models and items
• Links to preceding Descriptions
• Written for a clearly defined purpose and potential users
• Based upon templates with predefined headings, keywords and fields
• Simple and visual
• Continuously updated
• Versioning control
• Authorization functions
• Has an owner.

The intention with Descriptions is to facilitate the work of documenting and
to support high quality documentation. The content of a Description includes, by
example, an explanation of the overall product, its building blocks at different levels
(e.g. product, assemblies, parts, features and geometrical entities), relations between
building blocks (e.g. functional structure and assembly sequence), parameters (input,
internal and output), and rules describing the design space. This will constitute the
Design Definition of a Description. By adding information and links concerning
aspects such as calculations, analyses, field test, underlying principles for design,
assumptions, constraints, context, valid ranges of parameters and aspects for valid-
ity of rules, together with statements regarding what to consider when changing,
ideas not yet implemented and workarounds, the Design Rational of a Descrip-
tion is completed. Means for information representation include tree models, text,
illustrations, pictures, tables, formulas, links and meta-data. Process output objects
(e.g. Knowledge Objects), different Design Descriptions, Knowledge Carriers (e.g.
project documents, models and items), meta-data and links are stored in a database
managed by a Database Management System. System functionality includes means
to enter, structure, map, store, retrieve, search and visualize information, together
with versioning and authorization control and of essential importance is the underly-
ing information model. The Description concept has been used in the three real case
examples presented in the following section.
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5.5 Real Case Examples

Three case examples from industry will show the potential of the design description
approach. The first case adopts an item-oriented approach, the second one a task-
oriented approach, and the third one a decision-based approach. These three perspec-
tives affect the information models derived from the design description approach.
The case specific information models together with short descriptions of the case
companies and screen shots from the implemented systems are presented in the
following subsections.

5.5.1 Case 1—An Item-Oriented Approach

Company A is a world-leading supplier of tools, tooling solutions and know-how to
the metalworking industry. The company is active in an internationally very compet-
itive market and needs to constantly cut development lead-time by seeking means to
improve their processes and system maintenance. The company has a longstanding
tradition in automation of quotation and order processes and has adopted an engineer-
to-order business model supported by systems for automated design and production
preparation of customized product. A request for quotation of a custom engineered
product is replied within hours including detailed design drawings and a final price.
All the necessary documents and manufacturing programs are automatically gener-
ated when the bid has been accepted by the customer.

The representation of knowledge, incorporating both the design definition and the
design rationale, in the Design descriptions repository is based on the information
model depicted in Fig. 5.4, which also acts as a template. Of central importance is the
Rationale class that connects to all other classes except the Product Family1 Descrip-
tion (PFD) class, individually or in combinations. The Rationale class also enables
specification of relations to Rationale classes in the Product Instance Description
(PID) and Design Module Description (DMD) domains and relations to supporting
documentation. The central concept of the information model as seen in Fig. 5.4 is
Item. An item can be any representation of a physical artefact or parts of it but also
rules regarding it.

A system, labelled Design descriptions repository, founded on the presented
framework for modelling and management of product knowledge together with the
functionality provided by Semantic Media Wiki (SMW) [28] was developed. A pre-
viously developed product platform was selected for setting up a PFD, which is a
type of design description. When setting up the PFD, the concept of classes has been
used and the product platform is explained according to these classes. By example
in Fig. 5.5, the PFD is described by linking to seven articles. For each article a wiki
page is created. The documentation of knowledge relevant for the class is placed

1The company used the term product family for their product platform and in this case description
these two terms have the same meaning.
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Fig. 5.4 Item-oriented design descriptions for product families [36]

Fig. 5.5 Main page of the design descriptions repository [36]
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within that page. An article can contain supporting documents such as Microsoft
Excel workbooks and Microsoft Word documents. These can be added to a page by
uploading the specific files and then create links to them. Current documentation
at the company of product families focuses solely on the design definition and in
order to set up a PFD, design rationale should be recorded as well. During several
meetings and discussions with the designers, the rationale behind every rule and
the knowledge applied were discussed and documented. The design rationale was
recorded and then entered for storage in SMW. The information and knowledge was
described by using text, figures, tables, rules, schemas and tree structures. A page
describing a component contains both the design definition and the design rationale
to form a complete description. The text describes different parameters that are used
to design the component. It also includes the principle for designing, the function of
the component in the product, the rules and their validity for the product platform.
It is important to prevent multiple records of the same information and knowledge.
For example, in the documentation of the test product platform, some information,
tables or values are general for a range of parts and have previously been stored for
each of those parts separately. In order to prevent duplication, documentation can be
done in two categories; (1) a general category, containing general information which
is valid for a range of parts; (2) a specific category for the knowledge which is valid
just for the specific part.

5.5.2 Case 2—A Task-Oriented Approach

CompanyB is a global supplier of products to the automotive industry. The company
acts in the business areas Interior, Driveline, Fluid Transfer and Driver Control.
Mostly all products have to be adapted to the specific requirements of the OEMs
for different car models and variants. One example is a seat heater system that has
to be adapted to the specific performance requirements as well as the geometry of
the seat where it is integrated and the systems it interacts with. The company has
the technology and a concept solution. However, the requirement specification is not
complete when an OEM calls for quotations. If a contract is signed, the company
joins a development project of a new car model, including its different variants in seat
options. The project can last for years and the requirement specification is frequently
changed. Is very important to be able to quickly assess what a change implies; if
there is a solution, if any trade-offs have to be made affecting other systems and the
implications on cost, lead-time, quality, risk etc.

The structure of the information and knowledge entered into the system for doc-
umentation and knowledge management is based upon the principle information
model presented in Fig. 5.6, which is a derivate of the design description approach.
The main page of the prototype system is depicted in Fig. 5.7. The principle of struc-
turing the knowledge and information was to sub-divide the process into different
tasks and functions at different levels to be able to support both a contextual meaning
and the access to detailed descriptions. The Rationale class can be used to describe
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Fig. 5.6 Task-oriented design descriptions [37]

Fig. 5.7 Main page of the system [38]

why a Process/Task/Function exists or in detail describe the set of Input, the set of
Output, and the transformation associatedwith a specific Process/Task/Function. The
Supporting Object enables traceability to reports, protocols, guide-lines, standards,
legalizations etc. by introducing relations between concepts. The information model
also specifies the content of the wiki pages, i.e. it defines a template.

Wiki pages for the electric calculations, process planning and cost estimation
were developed together with documentation of a macro generating wire lay-outs.
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The documentation of the macro required a lot of effort due to its size and the
amount of internal relations. To sub-divide the design process into design tasks and
use existing applications to define executable files that automate each and one of
these tasks was one fundamental principle of the system for automatic design of seat
heaters. The applications used should preferably provide means to enter text and
illustration for the purpose of, in natural language, describing the principles of the
defined algorithms and rules. The macro was however programmed in CATIA VBA
with no support to sub-divide the code into separate files and no support to attach
illustrations to the code. The macro was, however, divided into modules that were
copied into separate wiki pages and annotated with descriptions and figures.

The front page of the system, showing its architecture, is depicted in Fig. 5.7. On
top is the entry page describing the principle design process fromwhich the individual
pages for each task/function can be reached.All input and output parametersmanaged
by the design automation system are listed on two separate pages. A relation between
output and input represents the use of an output parameter from one task as an
input parameter in the execution of another task. One section is used to describe the
principal transformation of input to output as implemented in the knowledge database
together with a link to the file for its implementation. A page for a task/function also
includes a section describing its rationale with references tomore detailed documents
stored in, for example, a database for documentation of development projects. Links
are one of the most powerful tools in SMW and they were extensively used to create
relations between different pages allowing formapping between concepts. The search
facilities also provide means to find and track knowledge and information in the
domain which supports both detailed selection and aggregation of information.

Traceability is in focus, especially targeting the design automation system and it is
suggested that a design automation system is to be founded on the principle that tasks
or functions drive a parametric product model and that the associated knowledge is
structured according to a process view. The reason for selecting this approach is that
it allows for grouping of relations and statements, which operate across the product
structure, at different levels. If those relations and statements were to be structured
according to product items (i.e. parts or assemblies) they have to be placed on a level
where the affected items are all included. For some design problems, this would
lead to a very coarse subdivision where portions of the knowledge would be put on
assembly levels and very high up in the product structure. This would counteract the
objective of fine granularity and context. However, if traceability between reasoning
(i.e. tasks and functions) in the knowledge base and product constructs (i.e. items
and features) are required, it can be included. To achieve this, the Wiki database is
suggested to be expanded with pages for each product item including its features that
are affected by the Knowledge database. Traceability is then supported by declaring
relations between individual Task/Function pages and the Item pages representing
the product constructs that the task/function operates upon.
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5.5.3 Case 3—A Decision-Oriented Approach

Company C is a global manufacturer of a wide assortment of products for transport-
ing equipment by car; including roof racks, bike and water sport carriers, and roof
boxes. There is a strategic need to considerably cut time and cost in development and
manufacture of roof racks for cars. Every car model requires an individual adapted
attachment consisting of a footpad and bracket. The ability to quickly launch a roof
rack for a new model is considered as very important as it is common that a roof
rack with accessories mounted is included as additional equipment when a new car
is bought. The company is currently working on the development of a system that
enables reuse of existing attachments. Parts of the system are used in operation glob-
ally at the company and have proven to reduce the development lead time, reduced
the number of new designs and significantly reduced both the development and the
tooling cost. The development has up till now focused on system development and
technical aspects. Now, when the system is about to be fully integrated into the devel-
opment process and become a strategic important tool for business success new needs
have emerged concerning maintenance, expansion and traceability. In this setting the
design descriptions were modelled as shown in Fig. 5.8.

The Design Rationale and the Decision classes are central in the model. Design
Rationale objects carry general information (text and picture based descriptions)
regarding a concept or an idea and is connected to a set of Decision objects. The

Design Rationale 
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Fig. 5.8 Decision centred design descriptions. Adapted from [39]
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Decision objects carry information regarding decisions taken during the design pro-
cess such as date, who took the decision and, importantly, the argumentation behind
the decision. The decision object also contains pointers to the information the deci-
sion and its argumentation was based upon. Since that information is scattered, these
pointers have to be very specific, yet since that information is of many different
types the pointers has to be very general. In the information model, pointers to doc-
uments that are not related to CAD-models are called Statements. Statement objects
capture information typically found in test-reports, lists of requirements and FMEA
documents and are not necessarily connected to items as presented in the first case
example but can also regard processes as in the second case example. (Note that the
pointers target sub-sets of the supporting documents, not entire files.) Since decisions
made during the product development process affects the geometry of the product
to a large extent it is possible to make the Decision objects point to Assembly, Part,
Feature, Parameter, and Entity objects in CAD-models. A decision may also affect
the material selection of components of the product or the tooling and in such cases,
there are pointers to Material objects.

Decisions can be made throughout the entire product life-cycle and Design ratio-
nale should be captured at its origin using the proposed class diagram. This can be
supported by providing an integrated digital environment. In such an environment,
the tools for capturing design rationale as well as representing it are integrated to
software already used by the engineers. The designers can perform design tasks in
different software and applications and concurrently capture design rationale which
is a great advantage of such an environment. Design rationale can be captured and
represented in formats that the designers are already familiar and would prefer to
work with. A prototype system was developed using the information model above
and is based on the integration of SolidWorks, Microsoft Word, Microsoft Excel,
and wiki pages. The reason of choosing this software was to that design rationale
and design definitions are represented in different formats. SolidWorks was chosen
as representative for 3D modelling, Microsoft Excel for rules definition and draw-
ing tables, and Microsoft Word for specifications and textual content were selected.
Besides the software, wiki pages delegating the explicit description as the fourth part
of the system, was chosen. The system has been tested in product development and
on tooling design. Figures 5.9 and 5.10 show how the design rationale system was
integrated with SolidWorks and Microsoft Word.

5.5.4 Evaluation and Comparison

The three different cases presented in the previous sections have different scopes
(see Fig. 5.11). Cases one and two focus on the documentation of a product platform
consisting of different assets from which derivate solutions are generated. Traceabil-
ity and access to design rationale are required to maintain and develop the platform
over time. Case three, on the other hand, focuses on documentation of individual
products. Traceability and access to design rationale supports re-use of solutions and
change management throughout the product lifecycle.
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Fig. 5.9 A tooling in a CAD-software together with the design rationale management system as
an add-in visible to the right [39]

Fig. 5.10 A document in commercial software and wiki page addressing the design decisions made
and failure effect ranking. A view of the design rationale management system as an add-in is visible
to the right [40]
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Fig. 5.11 The scope of the tree different industrial cases

Evaluations by practitioners have been done for case one and three, see [36, 39]
for detailed information. Regarding case one, the evaluation was done qualitatively
using a questionnaire with open-ended questions. Four stakeholders participated
in the evaluation; the design automation manager, a project leader, an engineering
designer, and a system developer. In summary, both the design automation manager
and the project leader were convinced that the Description concept will be used for
product families at the company. The system developer considered the concept as
essential for traceability, knowledge reuse and a streamlined parametric and rule-
based process. The use of the Description concept for product families was judged,
by the engineering designer, to be more efficient than the existing support for doc-
umentation. Concerning the semantic part of SMW, there were different opinions
regarding the cost-benefit. In a further investigation, the design automation manager
wanted a focus on theway of documenting and storing information using theDescrip-
tion concept for product families while the project leader preferred to investigations
on how the designers can manage such information in an efficient way.

Case three was evaluated through an evaluation session. Three stakeholders par-
ticipated in the evaluation session; a product development manager, a chief engineer,
and, a production engineer. The session started with a presentation of the system
after which open-ended questions were individually answered by the participants. In
summary, the method of linking the related information (statements) across software
was judge as important and essential for tracing the effected knowledgewhen updates
across the product documentation in the company are required. They all were opti-
mistic that the benefits would outbalance the efforts. However, the prototype system
has to be tested on a broader scale and then fine-tuned to turn it into an operational
tool. Finally, the issue of maintenance of an additional system where pointed out as
an important aspect not to be overlook.

In Sect. 5.4, a set of criteria has been stated. These criteria have guided the
work of the overall framework that supports the development and implementation
of tools and methods enabling engineer-to-order companies to work systematically
with traceability. The three different cases are evaluated based on the criteria and
individually compared in Table 5.1.
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Table 5.1 Evaluation and comparison of the three cases

Case 1 2 3

Potential scope Platform and
upstream to market
need

Platform and
upstream to market
need

Individual product
and upstream to
platform and
customer need

Criteria

Facilitate capturing
and structuring of
geometrical building
blocks, related
knowledge, and
design rationale

The core class is Item
to which other
classes are
associated. All
classes have a set of
attributes. These
classes, attributes and
associations act as
templates that
facilitates capturing
and structuring of
information and
knowledge

The core class is
Task to which other
essential classes are
associated. All
classes have a set of
attributes. These
classes, attributes and
associations act as
templates that
facilitates both
capturing and
structuring of
information and
knowledge

The core class is
Decision to which
other essential
classes are
associated. All
classes have a set of
attributes. The
information model
can capture a vast
number of
information formats,
on different levels of
granularity

Persistent storage
and easy retrieval of
knowledge

SMW is based on a
server acting as a
central storage
container. Content
can be browsed or
searched for by
queries

SMW is based on a
server acting as a
central storage
container. Content
can be browsed or
searched for by
queries

XML files were used
in the prototype but
can be migrated to
database

Support visualization Figures are supported
by SMW

Figures are supported
by SMW

Captured information
is interactively
highlighted in its
resident software

Versioning control Supported by SMW Supported by SMW If implemented in a
database

Authorization control Supported by SMW Supported by SMW If implemented in a
database

Reside upon existing
available tools

SMW is an extension
to MediaWiki. Both
are free and
open-source. Links to
files with supporting
content can be
included

SMW is an extension
to MediaWiki. Both
are free and
open-source. Links to
files with supporting
content can be
included

XML is a
standardized way of
structuring data. The
underlying
information model
can be implemented
in PostgreSQL, a
wide-spread
open-source database
system
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Onemain difference between the cases is constituted by the principles of capturing
and structuring information and knowledge to support traceability and design rational
management. The origin of the different principles are the characteristics of the
product, the problem domain, and the design process. However, independently of the
main approach used, the others can be supported by introducing additional concepts,
if required. Another difference is the scope of the methods. Neither of them covers
the whole meta-domain from a single product to individual needs and platform assets
to market need. However, as they share the concept of platform assets it would be
possible to merge them. A major part of the criteria depends on the foundation on
which a system is implemented. A database has some essential functionality that
can be used for structuring data, secure persistent storage, and manage versioning
and authorisation. Case three has limited support for versioning and authorization,
however, an information model exists which supports an implementation using a
database.

5.6 Conclusions and Further Work

Traceability enables engineer-to-order companies to adapt their products to chang-
ing customer requirements, regional legacy, and new technologies. It also makes it
possible to maintain and evolve the corporate product and process knowledge. To
achieve traceability, i.e. the ability to follow the life of a knowledge component from
its origins to its use, proactive work is required in each step of the product realization
process. The work has to be expanded to not only focus on the product and manufac-
turing definition but also on the capturing of rationale. This proactive work includes
answering questions regarding why the definitions are constituted the way they are,
and what solutions were rejected and why.

5.6.1 Conclusions

A set of conclusions can be drawn upon the work presented in this chapter. One is
that the product realization process in ETO oriented businesses commonly includes
some kind of platform model with different assets that are used in the development
of a single solution. However, this platform model may not be explicit, coherent, or
systematically managed. The process also includes a number of stages where deci-
sions are taken to deliver a perceived output based on available input and knowledge.
Traceability is needed for many purposes, e.g. maintain products, provide unique
spare parts, and tracking of parts. Decision is a core concept enabling links to be
created between sets in different outputs. Traceability will then be supported and it
would be possible to track all the decisions and their supporting knowledge of pro-
duction, design, customer requirements, platform development, and market needs
for an individual product instance. It can also be concluded that traceability must
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include design rationale to enable the understanding of why things where designed
the way they are. When it comes to support in the existing development methods,
the methods for knowledge modelling and the specific tools for knowledge manage-
ment, the support is limited for traceability covering the scope that from a single
individual customized product trace the specific decisions and knowledge used in
the development process. The Design Description concept described in this chapter
can be used to support the work of capturing and structuring the design rationale.
Three examples were presented where design descriptions were modelled based on
an item oriented, a task oriented and a decision-oriented perspective which show the
generality of the design description concept. The three examples demonstrate how
to use the design descriptions to enable traceability in platform, product design, and
manufacturing development processes. Neither of three examples covers the whole
meta-domain. Based on the fact that they share the concept of platform assets, the
conclusion is that they can be merge and thereby create support for traceability from
a single product to individual needs, and through platform assets to market need.

5.6.2 Further Work

Further work in this domain is required and an area of significant importance is meth-
ods that enable decision makers to easily capture design rationale in their daily work
and map preceding decisions and knowledge sources independently of their digital
environment. Another challenge is to facilitate the work of capturing and structur-
ing of design rationale so it won’t hamper the creative work and cause extension of
lead-time or require additional resources. Design is of experimental character and a
process of synthesis-analysis where solutions are rejected from one day to another.
How to minimize the effort in the solution seeking and at the same time ensure that
essential detailed information is not lost? Complex products are not the result of a
single engineer. Many people are involved from different disciplines, using different
methods and tools, on different sites and in different organisations. How to support
everyone in capturing essential decisions and enable cross-disciplinary mapping? To
some extent, free-text input is probably required as it is difficult to set up a system
that is prepared for everything. But the question that follows is how quality then can
be assured? In addition, the question of granularity is of importance. To create a link
between two large sets of information is valuable to a limited extent if specific rela-
tions cannot be easily identified. How can mapping on a sufficient level be supported
and guaranteed? On top of this comes security aspects. Companies are very restricted
concerning access to project databases and product knowledge as it is a valuable com-
pany asset. Especially during development when it concerns products for the future
business. How can the need for a complete map and detailed design rationale be
combined with very limited access in the individual case? This touches upon the
need to involve practitioners in an industrial setting even more in future activities. At
this stage, the focus has been on the more technical side of the problem were issues
concerning organisational structures, company processes, legacy systems, upscaling,
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and maintenance have been considered but not completely investigated, and this has
to be done to ensure applicability and usefulness in practice.

Finally, to efficiently support traceability is balancing act betweenupstreamefforts
and downstream return on investment. However, it’s hard to know what can be of
value in the future and creativity should not be hampered by administrative work. On
the other hand, building and sharing knowledge across individuals will support the
relay race for new innovations and preventing the same mistakes to be repeated. This
might be of even more importance with the increased deployment of value driven
design that will lead to optimized individual solutions, the change in business models
from providing artefacts to functions, and the increased focus on sustainability values
and the utilisation of scares resources that undoubtedly will increase refurbishment,
upgrading, and remanufacturing of products.
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ran R, Wognum N, Borsato M, Stjepandić J, Verhagen WJC (eds) Transdisciplinary lifecycle
analysis of systems. Advances in transdisciplinary engineering, vol 2. IOS Press, Amsterdam,
pp 327–336

36. Elgh F, Poorkiany M (2012) Supporting traceability of design rationale in an automated
engineer-to-order business model. In: DorianM,Mario S, Neven P, Nenad B (eds) Proceedings
of DESIGN 2012, the 12th international design conference, Dubrovnik, Croatia, pp 23–132

37. Elgh F (2014) Automated engineer-to-order systems: a task-oriented approach to enable trace-
ability of design rationale. Int J Agile Syst Manag 7(3–4):324–347

38. Nan J, Li Q, (2012) Design automation system: supporting documentation and management.
Master thesis, Jönköping University

39. PoorkianyM, Johansson J, Elgh F (2016) Capturing, structuring and accessing design rationale
in integrated product design and manufacturing processes. Adv Eng Inform 30(3):522–536

40. Poorkiany M, Johansson J, Elgh F (2014) Supporting tooling design of customized products
by instant access to design rationale. In: Stahre J, Johansson B, Björkman M (eds) The 6th
international swedish production symposium, Gothenburg, 16–18 Sept 2014



Chapter 6
Decision Analysis and Interface
Management in Systems Engineering

John C. Hsu

Abstract The crosscutting technical management process facilitates both the sys-
tems design and product realization processes. The eight sub-processes within the
crosscutting technical management process are: technical planning, requirements
management, interfacemanagement, technical riskmanagement, configurationman-
agement, technical data management, technical assessment, and decision analysis.
The technical management processes make the link between project management
and technical team. Subsequently, individual members and tasks are integrated into
a functioning system that meets cost and schedule pre-requisites. The crosscutting
functions serve to execute project control on the apportioned tasks. In this chapter,
we will put our focus to explain decision analysis and interface management. Deci-
sion analysis is the process of making decisions based on research and systematic
modeling of tradeoffs. The objective of a decision analysis is to discover the most
advantageous alternative under the circumstances.Decision analysismay also require
human judgement and is not necessarily completely machine driven. In detail, we
show how to conduct the trade study.While interfaces are connection points between
parties or elements, interface management provide a systematic methodology to han-
dle with multiple parties or technical elements. Implementing an interface manage-
ment process on a project identifies critical interfaces, streamlines communication,
and monitors ongoing work progress while mitigating risks. Under interface man-
agement, we provide interface definition, identification and interface management
tools.
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6.1 Introduction

The technical management processes are used to establish and evolve technical plans
for the project, tomanage communication across interfaces, to assess progress against
the plans and requirements for the system products or services, to control technical
execution of the project through to completion, and to aid in the decision-making
process [1]. The technical management processes are the bridges between project
management and the technical team. In this portion of system engineering, eight
crosscutting processes provide the integration of the crosscutting functions that allow
the design solution to be realized. Every member of the technical team relies on
technical planning; management of requirements, interfaces, technical risk, config-
uration, and technical data; technical assessment; and decision analysis to meet the
project’s objectives. In this chapter, we will put our focus to explain decision analysis
and interface management.

6.1.1 Backround of Decision Analysis

The term decision analysis was coined in 1964 by Ronald A. Howard, professor
of Management Science and Engineering at Stanford University. Decision analysis
(DA) is an systematic, quantitative and visual approach to supporting decisionmakers
conduct rational decisions [2]. In opposite to descriptive view of decision-making,
it is the normative field, called also decision engineering, and looks like a calculator
to make a decision [3]. It incorporates systems engineering and decision theory,
enhanced by the ability of modern computation to build value-based models and
accomplish computations needed to deal with complexity in the number of factors,
uncertainties, and dynamics [4]. It also includes the processes for reaching good
decisions with real people and organizations, and gaining their commitment to carry
them out. Furthermore, it comprises a systematic procedure for transforming opaque
decision problems into transparent decision problems by a sequence of transparent
steps.

DA is not a single approach, but a discipline with underlying principles and pro-
cedures that are adapted to diverse situations. The decision problem is structured by
identifying alternatives, one of which must be decided upon; possible events, one of
which occurs thereafter; and outcomes, each of which results from a combination
of decision and event [1]. DA uses a variety of tools like decision theory, influence
diagrams, system dynamics, game theory, to generate good decisions in new product
development, business strategy, space system safety, etc. [4]. Such tools aim to eval-
uate all relevant information to aid in the decision making process and incorporates
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aspects of psychology, management techniques and training, and economics. DA is
often used to assess decisions that are made in the context of multiple variables and
which have many possible outcomes or objectives. It can be used by individuals or
groups attempting tomake a decision related to riskmanagement, capital investments
and strategic business decisions. A graphical representation of alternatives and pos-
sible solutions, as well as challenges and uncertainties, can be created on a decision
tree or influence diagram. To better understand the components of decision analysis,
it is important to recall the six elements of decision quality [3].

The core of the decision analysis process is the elicitation or synthesis of the
decision basis. The basis has three parts: the choices or alternatives the decision-
maker faces, the information that is relevant, and the preferences of the decision-
maker (Fig. 6.1) [2]. The alternatives may be readily apparent or may be generated as
amajor activity of the formulation using tools. By information, wemean anymodels,
relationships or probability assignments that may be important in characterizing the
connection between decisions and outcomes. The models could be complex and
dynamic, or very simple. The uncertainty that remains would be characterized by
probability assignments. The preferences of the decision-makerwould be represented
in at least three dimensions. The decision-maker would have values on one outcome
as opposed to another, and time preference considerations on outcomes now versus
outcomes later. Finally, the decision-maker would have a risk preference governing
outcomes with different degrees of certainty.

As a typical transdisciplinary methodology [5, 6], decision analysis combines
social, engineering, and natural science knowledge to support complex real world
decision processes in almost all areas of the human life [7]. The frequent application
of DA can be found in the following areas: decision analysis networks [8], engineer-
ing management [9], life cycle sustainability assessment [10], critical infrastructure
vulnerability [11], and interactive visualization for group working processes [12].
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Fig. 6.1 Elicitation and evaluation of the decision basis [1]
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6.1.2 Backround of Interface Management

The management and control of interfaces is crucial to successful programs or
projects. Interface management (IM) is a process to assist in controlling product
development when efforts are divided among parties (e.g., Government, contrac-
tors, geographically diverse technical teams, etc.) and/or to define and maintain
compliance among the products that must interoperate [1]. During product integra-
tion, interface management activities would support the review of integration and
assembly procedures to ensure interfaces are properly marked and compatible with
specifications and interface control documents. The interface management process
has a close relationship to verification and validation.

Interface management has been developed in 1970ties as a discipline within the
the project management: planning, coordinating, and controlling the work of oth-
ers at project interfaces [13]. Today’s systems include various types of interfaces,
such as hardware interfaces, software interfaces, signaling interfaces, service inter-
faces, data interfaces, and application program interfaces. Interfaces become more
and more critical and meanwhile connect geographically distributed systems. The
importance of interfaces requires special attention and appropriate approaches to
design, manage, and operate interfaces within a configuration management process.
So a Interface Modelling Communication Language (ICML) has been developed for
space applications [14].

Extremely large, complex projects with numerous geographically distributed
stakeholders discover substantial risks related to the interfaces among stakehold-
ers [15]. This is particularly true during project definition and design, where despite
discrete deliverables across the interfaces, decisions require some iteration. Manag-
ing interfaces has become feasible with the advent of internet and electronic product
and process-management systems to the extent that full-time interface-management
positions exist in practice. However, IM lacks formal structure, integration with
critical-path-method scheduling, and methods to identify high-risk interface points
(IPs) [15].

Specific approaches are necessary on how an integrated approach creates cross-
discipline data relationships that provide teams with better information for decision
making and progress tracking, and thus helps to improve project performance. In
particular, specific attention is paid to interface management and its impact on the
following well-established practices [16]. Poor interface management can lead to
time overruns and negatively impact the relationship between time, cost, scope,
quality, and resources. The trend of streamlined organizations with reduced staffing
often requires companies to rely on multiple parties to complete a project [17]. IM
problems lead to scope creep in which the balance between project scope, time, cost,
quality, and resources is upset.

Currently, the terms interface and interface management in the context of interor-
ganisational relationships between suppliers and customers are under intensive dis-
cussion. Central issues are the emphasis placed upon the coordination of activities at
business interfaces, and the conviction that the concept canmake business operations
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more efficient and thus more effective. That interface management in supplier–cus-
tomer relationships is discussed in various academic disciplines and characterized
by various thematic approaches makes this field complex. A study has investigated
the state of interface research, identifying select topics that promise further signifi-
cant research in the field of interfacemanagement in supplier–customer relationships
[18].

From the product management perspective, there are multiple interfaces viewed
from the perspective of the interaction between brand and stakeholders and each
interface has conflicts and other problems which affect the brand relationships. The
importance of stakeholders in the brand relationships is analyzed and the interfaces
between major stakeholders are regarded as the most influential to the brand [19].
The reasons for the conflicts are also analyzed and some brand relationship interface
management methods or strategies based on interaction of brand and stakeholders
are established. One of the best opportunities to deliver sustainable principles occurs
during the product development process. To be considered truly sustainable, a prod-
uct must be designed respecting three dimensions: economic, environmental and
societal, in a systemic approach. From this perspective, a paper gives the overview
of the sustainable product design and interfaces with its supporting processes, tak-
ing advantage of the knowledge development process [20]. Interface management
is articulated through analyzing product architecture, with a view to interpreting the
component interfaces in a more productive way to achieve better modularity [21,
22]. Experience from past single-system integration programs dictates the impor-
tance of disciplined and effective interface management in a program’s execution
of systems engineering process. System-of-systems (SoS) integrations are substan-
tially more challenging than single-systems integrations due to the complexity and
sheer number of the interfaces involved. The interfaces are recognized as a major
risk area for SoS development programs. Classical systems engineering processes
must be modified to mitigate these risks [23]. Advanced systems have common char-
acteristics of complexity as the level of their demanded emergent capability and the
resulting interfaces among their components increase. These characteristics make
it difficult to manage the interfaces and the failure of the management can lead to
the failure of development projects. Model-based systems engineering approach is
a successful way to facilitate the interface management [24, 25]. Lessons learned
allow a better understanding of the challenge to manage the diversity of interfaces
between different actors and different forms of knowledge. Examples are given in
area of plant engineering [26], tunnel enigeering [27], rail road engineering [28] and
manufacturing networks [29].

The remainder of this chapter is structured as follows. Section 6.2 Decision Anal-
ysis will explain the trade study process. Section 6.3 Interface Management leads
across in-house disciplines, supplier, and customer. Learn the interfaces, manage-
ment tools, and open system interface management.
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6.2 Decision Analysis

There are several methods and tools to assist the decision analysis. Trade Study is
the most common way. Refer to Fig. 2.6. Trade study is one of the Systems Analysis
and Management methods to support the Requirements Management, Functional
Analysis and Allocation, and Systems Synthesis. Decision Analysis is part of the
System Synthesis as shown in the figure.

The purpose of trade studies is to make better and more informed decisions in
selecting best alternative solutions and identify and execute trade-offs among require-
ments, design, schedule, and cost. The results after trade-offs is a compromised
solution. It cannot totally satisfy one criterion. Trade studies are required to support
decisions throughout the systems engineering process and project life cycle. Trade
studies can assist in selecting system concepts, designs and solutions; establishing
system, subsystemand component configurations; selecting components, techniques,
services and facilities; supporting materials selection and make-or-buy; and select-
ing proposed changes. Trade studies process is a systemization of thought. Through
the process can clarify options, problem structure, and available trade-offs. It can
also improve communication of ideas and professional judgment within the orga-
nization as well as rationale for action to others. Correct execution of trade studies
process will provide confidence that all available information has been accounted for
in a decision. A significant contribution of trade studies is to prevent program/project
management from committing too early to a design. Chief engineers and senior-level
engineers often make this mistake by making a quick decision based on their past
years of experience. But the past experience is not applicable to a new project with
new technologies trying to satisfy new customer requirements. Another common
mistake by these engineers is not making a balanced decision. They often ignored
areas, such as training, spares, and maintenance which are the major part of life cycle
cost for operators. Trade studies will helpmake a balanced decision in considerations
of design, cost, reliability, maintainability, producibility and supportability. It is a key
tool in the development of designs that meet customer requirements. Trade studies
are usually carried out by a team, rarely by an individual except it is for personal
business. A trade study leader has to be a facilitator with neutral attitude toward the
outcome of trade studies. The leader cannot be a stakeholder associated with any of
the proposed solutions since the trade study can be easily tailored.

6.2.1 Trade Study Process

There are seven (7) steps:

1. Define evaluation criteria
2. Identify weights for evaluation criteria
3. Identify alternatives
4. Define scoring criteria for each evaluation criterion
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5. Score alternatives against evaluation criteria
6. Calculate ratings for alternatives
7. Assess uncertainties.

6.2.1.1 Define Selection Criteria

The selection of evaluation criteria shall be based on the purpose of trade-off studies.
For engineering design, the evaluation criteria must reflect all design requirements.
Additionally, the criteria must also reflect business objectives. Is it for system’s
conceptual design or the component level design, such as, a valve, or a pump, etc.?
The cost and risk may or may not be considered in trade study since the result from
trade study is only a recommendation. If cost and risk are not included, they must be
considered in the final decision in conjunction with the trade study recommendation.
In reality, most of the final decisions are dominated by political influence.

Each evaluation criterion should be owned by a stakeholder. The stakeholders
of the evaluation criteria are trade study team members. All the criteria should be
independent and unique of each other. The overlapping criteria or similar criteria will
create unbalanced trade-offs since these criteria will have more weights to tip the
final score calculations in favour of these overlapping criteria. More importantly, all
the team members (stakeholders) should fully understand all the evaluation criteria,
not just the stakeholder’s own criteria.

6.2.1.2 Identify Weights for Evaluation Criteria

Trade study is a discriminative process, i.e., there are preferences among the alter-
natives to choose the most appropriate one to meet the purpose of trade studies. If
there is no preference, just like when you want to purchase a car and you like more
than one car, 2 or 3, etc., equally. There is no need to perform trade studies. You
simply buy all the 2 or 3 cars. Assigning weight to each evaluation criterion sets
the priority for each criterion. These priorities will help the trade study process to
select the most appropriate alternative. Weight assignment for each evaluation cri-
terion should be objective. Weights are determined by team members. They should
be objective including their own evaluation criteria. Weight assignments should be
agreed unanimously by all team members. Weight assignment to each criterion does
not mean the assignment of importance to each criterion. All the evaluation criteria
are important; otherwise, they should not be included. But they are assigned based
on priority. It is the assignment of precedence, ranking or giving more attention.
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6.2.1.3 Identify Alternatives

As presented in Sect. 2.4.3, several system architectures could be established through
functional analysis and allocation. These architectures are alternatives.

If there are no pre-determined alternatives, the widest range of different alterna-
tives should be selected from the widest sources including: customer, brainstorming
by all team members, experience, and suppliers, etc. One suggestion is to start with
the existing (predecessor) system, if there is one, as a baseline. Postulate alternative
concepts that replace one or more of the subsystems. If there is no predecessor, gen-
erate alternatives by using brainstorming method. Vary the chosen subsystem one
at a time or in combination of more than one subsystem. If appropriate, modifying
architectures is another way of creating alternatives.

When there are too many alternatives, we need to down select alternatives quickly
to only a few. To perform a more accurate trade study, the number of alternatives
is considered should not exceed a comfortable limit. The limiting number is most
likely to be in the range of 2–8. Some people may prefer a narrower range. If the
potential alternatives exceed the limiting number, Kepner-Tregoe method [30] can
be employed to reduce a large number of alternatives to a comfortable limit. The
evaluation criteria are classified by MUSTs and WANTs. MUSTs are Go/No Go
criteria. WANTs are criteria against which the alternatives are evaluated. Screen all
alternatives through theMUSTs. A set ofMUST requirements needs to be developed
that a large number of alternatives can be eliminated quickly. An example is shown
in Table 6.1 [31], for common tool selection at The Boeing Company. Each of
the potential candidate tools will be evaluated against these MUST requirements.
The score will be a “GO” or “NO GO” against each MUST requirement. Only
those potential tools that score a “GO” against each MUST requirement will be
qualified to be on the final candidate alternative list for further trade study against the
detailed evaluation criteria. After a large number of alternatives have been reduced
to a comfortable level, then we can apply the evaluation criteria rules discussed in
Sects. 2.5.1.1 and2.5.1.2. ForKepner-Tregoemethod, evaluation criteria areWANTs.
Compare down-selected alternatives against the WANTs.

Table 6.1 Example for
MUST requirements

The tool MUST provide complete traceability from
requirements to verification, and lower level specifications

The tool MUST be capable of allowing multiple users on
separate platforms to access requirements

The tool MUST be capable of interfacing with other software
applications
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Table 6.2 Scoring matrix

Evaluation criteria High score Medium score Low score

1 Define score criteria Define score criteria Define score criteria

2 Define score criteria Define score criteria Define score criteria

3 Define score criteria Define score criteria Define score criteria

4 Define score criteria Define score criteria Define score criteria

5 Define score criteria Define score criteria Define score criteria

More or less pending how
may criteria to be
evaluated

6.2.1.4 Define Scoring Criteria for Each Evaluation Criterion

This is the most important step in trade studies. The heart of trade study process
is scores that will determine the final outcome of selecting the most appropriate
alternative. We need to ensure that the scoring criteria against each alternative are
explicit, simple and straight-forward and will not create any ambiguities. Even a
clerical person with high school education can understand it clearly and use the
scoring criteria to score. It should not need a Ph.D. level expert to run complicated
calculations or running a computer simulation model to score. Well-defined scoring
criteria can provide consistencies throughout time by different teams with the same
kinds of experts. It means that a different team using the same scoring criteria at a
later date that could be months or years, can still select the same alternative.

There are several ways to setup the scoring criteria. A common way is to use a
scoring matrix, as shown in Table 6.2 [32]. It is a table listing the high, medium, and
low scoring criteria for each evaluation criterion.

6.2.1.5 Score Alternatives Against Evaluation Criteria

After finishing the above steps, this is a relatively easy step. Each alternative will be
presented by its creator. The creator should present his (or her) alternative clearly
with diagrams.We have to ensure that every trade study teammember understands all
the alternatives. The team members use the scoring criteria to score each alternative
against all the evaluation criteria.

6.2.1.6 Calculate Ratings for Alternatives

Use the scoring criteria to score each alternative based on the team members’ con-
sensus for high, medium or low score (referring to Table 6.2). The scoring results,
calculations, and rating are tabulated in Table 6.3 [33]. The scores obtained from
the scoring criteria matrix are called raw scores (RS), as shown in Table 6.3. The
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weighted scores (WS) are calculated by assigned weight values multiplying raw
scores. When the scoring for all the evaluation criteria is completed, the total score
for each alternative can be calculated by adding all the weighted scores (WS). The
alternative with the highest total score is the winner (chosen alternative). The scores
for alternatives can also be normalized. Normalization is each alternative’s total score
divided by the perfect score. It will be demonstrated in the example below. The high-
est (normalization) percentage is the winner. The chosen alternative from the trade
studies is only for recommendation. The final decision will be determined by the
highest key individual or group with other considerations, such as, cost and risk if
not included in the trade studies evaluation criteria, and politics if applicable.

6.2.1.7 Assess Uncertainties

When the scores between alternatives are too close to decide without any doubts,
sensitivity analysis may be needed to assess the uncertainties. One way is to change
the weight value one at a time to test the impact to outcome until an alternative is
obviously the winner. It depends on how the weight values are assigned? If it is one
to five and if there are five (5) evaluation criteria, all the possible combinations will
be 5 to the fifth, which are 3125. It is not difficult to make 3125 computer runs but
analyzing the results will be an enormous task. Another way is to use judgment to
vary the sensitiveweight(s) for the key evaluation criteria (or criterion) to evaluate the
impact. No matter which parametric studies are used, the ultimate goal is to remove
the uncertainties to select an alternative beyond any doubts.

6.2.2 Trade Study Example

A trade study example is shown in Table 6.4 [33]. A hydraulic valve was in a loca-
tion difficult to apply torque wrench. Either over-torque or under-torque will cause
hydraulic fluid leakage. Then it needs to be re-installed. To avoid the nuisance of
re-installation problem, three (3) alternative designs were proposed. A trade study
team was formed with seven (7) members. One is a systems engineer and the other
six (6) were the stakeholders of the evaluation criteria. Team members agreed that
the seven (7) evaluation criteria were important to be included for trade study eval-
uation. These criteria were clearly stated. The weight assigned values have to be
unanimously agreed among team members. As disused in Sect. 2.5.1.2, they are
priorities assignment. It is not easy to reach consensus among team members since
each member (stakeholder) wants to have his (or her) criterion higher priority.

The next major task is to determine the scoring criteria for each evaluation cri-
terion. Numerical scoring values need to be determined. The author has three (3)
suggestions: First, the scores between High, Medium and Low should have a gap
in between to give a bite to avoid the close scoring among alternatives; Secondly,
the scores distribution should be linear to avoid double awards to the high score and
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Table 6.5 Trade study example

Evaluation criteria Opt. #1 Opt. #2 Opt. #3

Wt RS WS RS WS RS WS

1. Installation impact 5 5 25 1 5 3 15

2. Design impact 3 1 3 1 3 3 9

3. Spares and interchangability impact 4 1 4 1 4 3 12

4. Weight increase 1 3 3 3 3 3 3

5. Maintainability 3 1 3 1 3 5 15

6. Supplier cost impact (to company) 4 1 4 1 4 3 12

7. Implementation risk 5 3 15 3 15 5 25

Total 125 57 37 91

Normalization 46% 30% 73%

Table 6.6 Mouse trap requirements traceability matrix

Evaluation criteria 5 3 1

1. Installation impact Better Same Worse

2. Design impact No impact Design ≤ 100 h 100 h < Design

3. Spares and
interchangability impact

No impact Impacts spares only Not interchangeable and
impact spares

4. Weight increase 0 lb 0.1 lb < Wt ≤ 1 lb 1 lb < Wt ≤ 2 lbs

5. Maintainability Better Same Worse

6. Supplier cost impact (to
company)

Zero cost 0 < C ≤ $100 K $100 K < C

7. Implementation risk Low Medium High

double penalties to the low score; and Thirdly, do not use wide gap between high,
medium, and low scores, such as, 20, 10, 1, or even 10, 5, 1. It is seen in the example
Table 6.4, the high, medium, and low scores are 5, 3, and 1, respectively.

As discussed in Sect. 2.5.1.4, we need to keep the scoring explicit, clear, and easy
to score. Let us discuss each one separately.

No. 1, “Installation Impact”—It is difficult to assign a numerical value to the instal-
lation impact. But, it is easy for team members to compare the new designs with
the existing design. If it is better than the existing design, high score is 5. If it is the
same, the medium score is 3 and 1 if it is worse than the existing design.
No. 2, “Design Impact”—Since this hydraulic valve is contracted to an outside ven-
dor, the high score 5 is for no design impact to the company, i.e., the company
engineer(s) does not have to modify the envelope drawing; medium score 3 if the
company engineer(s) has to spend 100 h or less to modify the drawing; and low score
1 if the company engineer(s) has to spend more than 100 h.
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No. 3, “Spares and Interchangeability Impact:—This scoring criterion covers two
areas: spares for the new design parts; and if they are interchangeable between exist-
ing design parts and new design parts. Both have no impacts, it is a high score of 5,
3 if only spares impact and 1 if both spares and interchangeability impacts.
No. 4, “Weight Increase”—The system is sensitive to weight; therefore, the less
weight increase caused by the new designs the better for the system. This criterion
can score numerically. 0 lb. increase is 5; greater than 0 and equal to/less than 1 lb.
increase is 3; and greater than 1 and equal to/less than 2 lbs. increase is 1. The team
members may be confident that the weight increase for the new designs is less than
2 lbs.; however, this scoring criterion implies that there is a 0 score if the weight
increase is greater than 2 lbs.
No. 5, “Maintainability”—This criterion is difficult to score numerically but it has
to be explicit and easy to score. It is similar to No. 1 scoring criterion that if the
maintainability for new designs is better than the maintainability of the existing
design, it is a high score of 5. If the maintainability for new designs is the same as
that of the existing design, it is a medium score of 3; and 1 if it is worse than the
existing design.
No. 6, “Supplier Cost Impact to the Company”—Since this valve is contracted to
an outside vendor for re-design, if the vendor does not charge any money to the
company; it is a high score of 5. If the charge is equal to/less than $100,000, it is a
medium score of 3 and 1 if the charge is greater than $100,000.
No. 7, “Implementation Risk”—This scoring criterion is like playing golf, the lower
the value the better the score. The low risk is a high score of 5, medium risk 3, and
high risk 1.

After the three (3) proposed designs have been presented clearly and thoroughly to
the teammembers, the members will use the scoring criteria to score each alternative
against each evaluation criterion. The scores are listed as RS (raw scores) and WS
(weighted score). WS (weighted score) is calculated by multiplying RS and weight
value assigned for each evaluation criterion, for example, under Option 1, No. 1
evaluation criterion: RS is 5; WS is 5 (RS) times 5 (weight value) = 25. No. 2
evaluation criterion: RS is 1; WS is 1 (RS) times 3 (weight value) = 3, etc. The total
scores for each proposed design are obtained by adding all theWSs. As it can be seen
that the scores for Options 1, 2, and 3 are 57, 37, and 91, respectively. Therefore,
Option 3 has the highest score, the winner. It can be normalized by dividing the
score of each proposed design by the perfect score of 125 as shown in Table 6.4.
The perfect score is to score the highest RS of 5 for each evaluation criterion. The
WS for each criterion is the weight value times 5, then add all the WSs. It can also
be calculated by adding all the weight values together and then multiplied by 5. The
normalization for Options 1, 2, and 3 are 46%, 30%, and 73%, respectively. The
highest normalization is, again, the Option 3.

The scores among the proposed designs have wide gap; therefore, parametric
studies to assess uncertainties are not needed. The obvious winner is Option 3.
Usually, the outcome from trade studies is only a recommendation. Cost, risk and
politics will be included for final decision. But in this example, cost and risk have
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been included as part of the evaluation criteria. There is no political consideration
for such a small item as valve. The final decision is to design Option 3.

6.3 Interface Management

Referring to Fig. 2.6, the Systems Engineering Process, interface management is one
of the Systems Analysis and Management methods to support the main processes of
Requirements Management, Functional Analysis and Allocation, and System Syn-
thesis. The interface subject has been touched in Sect. 2.4.2 elements of functional
analysis between two functional blocks with directional sequence and associated
information/data definition. It is the product from functional analysis, but needs
to implement this identified interface physically or by means of software. Once the
interface requirement is identified, it needs to be defined and controlled. Interface can
ensure clear communication between Program leadership, IPT’s (Integrated Product
Team’s), subcontractors or other divisions on system interface changes. Interface
control can reduce the probability of failure during the integration activity for the
program. It starts at the end of the initial concept phase and continues throughout the
system’s life cycle.

The objective of interfaces is to ensure compatibility between interrelated system
elements and provide an authoritative means of controlling the design of interfaces.
Interface management supports the system verification and integration processes.
The greatest leverage in system architecting is at the interfaces. The greatest dan-
gers are also at interfaces [34]. A good system is the one with fewest number of
misfits. Only seamless interfaces between the parts can insure a perfect fabrication
and assembly for verification. Successful verification of components and seamless
interfaces between components can insure successful product integration.

6.3.1 Interface Definitions

The following definitions are defined.
Interface—A boundary between two system elements.
Physical interface requirement—Requirement pertaining to the physical boundary

between two system elements, for example, physical tolerances.
Functional interface requirement—Requirement pertaining to the functional

quantity delivered by one system element and received by the other system element.
All interfaces have both physical and functional requirements.

Interface Scope Sheet—An agreement between two parties to the interface defin-
ing the interface and the scope of the responsibilities pertaining to the interface.

Interface Control Document (ICD)—A technical document defining in detail the
functional and physical characteristics of the interface.
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6.3.2 What Are Interfaces?

Interfaces are places at which independent elements meet and communicate with
each other. For examples, Support—two components bolted together, Power—one
element supplying power to another, and Command—one element commanding
another. There are two types of interfaces. One is Functional Interfaces (What It
Does), for example, Thermal Control, Command, and Structural Support. The other
one is Physical Interfaces (What Does It), for example, Cooling Water, Electrical
Signal, and Fasteners. Physical interfaces (What Does It) fulfil the functional inter-
faces (What It Does), for example, cooling water fulfils the thermal control, electrical
signal fulfils the command, and fasteners fulfil the structural support. There are also
external interfaces and internal interfaces. It depends on your reference point. Exter-
nal interfaces are the interactions occur at various boundaries of the system if you
are the systems. Internal interfaces are the interactions occur at various boundaries
between individual components within your subsystem. Both external and internal
interfaces can be functional and physical.

A functional interface is illustrated in Fig. 6.2 [33]. Side A generates the quantity
and delivers the function to Side B. Side B receives the quantity and performs a
function with the quantity. The interface boundary is between Side A and B. The
physical interface is shown in Fig. 6.3 on a scope sheet. Sketch of interface could
be engineering drawing, diagram or hand sketch to fulfil the functional interface. It
will define and control the features, characteristics, dimensions and tolerances of one
design that affect another. It could also include the material properties of the equip-
ment that can affect the functioning of mating equipment. A narrative description of
Side A transmits what information/data and Side B receives the information/data to
perform a specified function. The responsible individual or group needs to sign on
the scope sheet since this serves as an agreement paper.

Side B Side A

Delivery func onReceiving func on

Interface boundary

Generate 
the quan ty

Perform a func on 
with the quan ty

Fig. 6.2 Functional interfaces [33]
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Name of Interface 

Side ASide B

Sketch of Interface 

Signature Side B

Side A

Narra ve Descrip on 
of Interface 

Side B

Signature Side A

Fig. 6.3 Interface scope sheet

6.3.3 Interface Elements

It is convenient to distinguish three different elements:

Connectors—facilitate the transmission of electricity, fluid, force, etc. between com-
ponents.
Isolators—inhibit such interactions.
Converters—alter the form of the interaction medium.

Table 6.5 [35] lists a number of common examples of interface elements. For
interaction medium of electrical current, the connectors are cable or switch; isolator
is RF shield or insulator; and converter is antenna or A/D converter. For interac-
tion medium of hydraulic fluid, the connectors are pipe or valve; isolator is seal;
and converter is reducing valve or pump. These must be considered as important
design features. The relative simplicity of interface elements belies their critical role
in ensuring system performance and reliability. Experience has shown that a large
fraction of system failures occurs at interfaces. Assuring interface compatibility and
reliability is a particular responsibility of the systems engineer.
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Table 6.7 Interface elements examples

Type Electrical Mechanical Hydraulic Human-machine

Interaction
medium

Current Force Fluid Information

Connectors Cable switch Joint coupling Pipe valve Display control
panel

Isolator RF shield
insulator

Shock mount
bearing

Seal Cover window

Converter Antenna A/D
converter

Gear train piston Reducing valve
pump

Keyboard

6.3.4 Interface Identification

From author’s experience many organizations do not want to perform functional
analysis and allocation due to its time consuming and taking a lot of resources.
Sometimes, a legitimate justification is for small sustainment or product improvement
project due to limited budget. But skipping this important task is taking short cuts
in systems engineering process. Requirements cannot be checked for accuracy and
completeness by functional analysis. No functional flow block diagrams show the
functional sequences and data/information definitions between functions. The design
interface has to be identified through judgement and communications with other
designers or intuitively.

Interface identification methods will be presented here under the condition of
no identified functional interface. Unfortunately, most of the time this is the case
that interface is one of the notorious sources of failures reported. Refer to Fig. 6.4
showing a block with inputs and outputs. This block can represent a component, a
subsystem, or a system. If you are the designer of this block, you have been told that
there are three inputs and three outputs. If you are a conscious designer, you should be
proactively to identify the source(s) of all the inputs fromwhich system, subsystem, or
component. If one or two inputs have no sources identified, you should communicate
with the design community from which source(s) will provide the input(s). Also, if
the inputs are not enough that you need more inputs, you need to communicate with
the design community to identify which system, subsystem, or component should
provide you what kind of input. Next, you should identify all the outputs feeding
to which system, subsystem, or component. It you find out there is no taker of one
or two of your outputs; you should communicate with the design community about
the needs of this output(s). If not, do not generate this output(s) to save money for

Fig. 6.4 Interface
identification System,

Subsystem,

Component

Inputs Outputs
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the customer. Further, you could voluntarily inform the design community that you
could produce more outputs if there is a need. This design community is the Interface
Control Working Group (ICWG) that will be discussed later.

6.3.5 Interface Management Tools

1. N2 Diagram—It is a matrix method to provide an organized way to identify
interfaces.

2. Schematic—Use Block Diagram to depict interfaces.
3. Interface Dictionary—Provides an inventory of all system interfaces in the form

of an alpha-numeric listing by Interface ID.
4. Interface Control Documents (ICDs)—It is a document that details the physical

and functional interfaces between two system elements.
5. Electronic Development Fixture—Use CAD-3D software to build a 3D system

including subsystems and components electronically.

6.3.5.1 N2 Diagram

Thinking about a Square, the same systems, subsystems, or components are listed on
the top and the left-hand side of the Square. It can be used at many levels: functions,
processes, and design tools.

If you recall from Sect. 2.4.1 Functional Analysis, the directional sequence with
functional data/information flows between functions creating functional interfaces.
The N2 diagram for functional interfaces is shown in Fig. 6.5. The six (6) functional
blocks are listed diagonally in N2 diagram. Functional inputs to functional blocks
are designated as in horizontal direction; and the outputs from functional blocks are
designated as in vertical direction. This designation is arbitrarily. You could designate
input direction vertically and output direction horizontally. But once designated, the
direction cannot be changed throughout the entire life cycle of the project. As you
can see, F1 (Function 1) has input to F5 (Function 5); F6 (Function 6) has output to
F3 (Function 3), F2 (Function 2) has input to F4 (Function 4), and F5 (Function 5)
has output to F2 (Function 2), etc. Several N2 diagrams can be combined to form a
compound N2 diagram as shown in Fig. 6.6. Interface direction convention is still the
same as single N2 diagram except it is from the component, subsystem, or system of
a functional block of one N2 diagram to the component, subsystem, or system of a
functional block of another N2 diagram. N2 diagrams can only show global view of
interfaces for overview or program review. The detailed interface specification is in
the interface control document that will be discussed later.

Example 1 The physical interfaces are shown in Fig. 6.7. It is noted that the com-
ponents are listed horizontally on the top as well as vertically on the left of the
N2 diagram. The physical components can be listed either diagonally as shown in
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* Blank entry indicates no interface
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F4

F4

F6

Fig. 6.5 Functional N2 diagram

Fig. 6.5 or top horizontally and left vertically as shown in Fig. 6.7. However, listed
top horizontally and left vertically, the input direction is from horizontal physical
components to vertical physical components. Referring to Fig. 6.6, Air Condition-
ing has input to Room, but Room has no input to Air Conditioning. Electric Motor
has input to Air Conditioning, but Air Conditioning has no input to Electric Motor.
Generator has input to Electric Motor, but Electric Motor has no input to Generator.

Example 2 A more complete physical N2 diagram is shown in Figs. 6.8, 6.9 and
6.10 [20]. In Fig. 6.8, the dishwasher subsystems are listed on the top horizontally
and on the left vertically of N2 diagram. The direction of the defined interfaces
(blue colour) is from left to top subsystems. Blank blocks indicate no interface. Any
defined interfaces can have detailed functional and physical interface requirements.
Moving the cursor to any defined interface blocks can give a link to the detailed
interface table as shown in Fig. 6.9 for Water Supply/Housing Interface. There are
internal and external interfaces. Internal interfaces are the interfaces between washer
subsystems while external interfaces are washer subsystems interface with a system,
subsystem, or component outside the washer system. Normally, the interfaces are
internal. External interface is not necessary only as needed. Water Supply/Housing
only has internal interface. Internal or external interface must have both functional
and physical interface requirements. This is what shown in Fig. 6.9. It is common to
have more than one physical interface requirement to fulfil one functional interface
requirement. Water Supply/Housing Interface Scope Sheet is shown in Fig. 6.10.
Side A to Side B drawings are accompanied by narrative descriptions of both sides.
The scope sheet should be signed by Side A and Side B group or individual as a
contractual agreement.
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1 I21 I31 I41 I51

I12 2 I32 I42 I52

I13 I23 3 I34 I53
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Fig. 6.6 Compound N2 diagram

Fig. 6.7 Example physical
N2 diagram
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Fig. 6.8 Dishwasher pertinent interfaces

Internal 

Func onal Physical 

Hot and cold water supply to 
housing.

Hot water flows through a gate 
valve, hose and elbow to washer 
housing.
Cold water flows through a gate 
valve, hose and elbow to washer 
housing.

Fig. 6.9 Interface details between water supply subsystem and housing subsystem

6.3.5.2 Schematics

Schematics are mainly block diagrams. It is used to visualize and communicate
interface relationship and applicable at all levels; between major mission/system
element; betweenmajor subsystemswithin system elements; and between subassem-
blies within subsystems. It does not substitute for rigorous interface definitions and
gives only global view of interfaces between blocks. Most of the time, the block dia-
grams is used in interface control documents to augment the interface understanding.
An example, shown in Fig. 6.11, is the aircraft avionics block diagram. Each block
represents an avionics component (box). How these components are connected and
interfaced. It also shows the types of cables in compliance with what industrial stan-
dards connecting these components.

There are several block diagram types: functional with no distinction between
software and hardware required, such as the FFBD and IDEF0 diagrams, presented
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Interface Scope Sheet
Water Supply/Housing

• A user supplied 90° elbow fi ng will be 
necessary to connect from the jet intake 
to the user’s water line.

Side B: User determinant depending on 
water supply line size.  End of elbow should 
be posi oned to face the rear of the 
dishwasher.  Addi onal thread seal tape 
should be used to prevent leakage.

Side A: 3/8” NPT external thread, addi onal 
thread seal tape shall be used to prevent 
leakage.  Connects to the valve on the lower 
right hand side of the back of the washer

View of Interface

Side B Side A

Fig. 6.10 Water supply/housing interface scope sheet
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in Sect. 2.4.1 Functional Analysis; hardware as the one shown in Fig. 6.11; object
oriented relationship used extensively in software industry; electrical diagrams as in
wiring diagram; thermal diagrams showing the thermal circuit connections between
components; and system diagrams showing various levels of systems.

6.3.5.3 Interface Dictionary

A large system must have many interfaces at various levels, system, subsystem,
to component. Each interface has its own ID, name, direction of interface from
source to destination, and descriptions, etc. It contains a large database and should be
organized systematically, as shown in Table 6.6. ID I15, Fuel Tank Select, represents
the interface from Source A1 to Destination A5. A1 is in cockpit and A5 is No. 5
fuel tank. The pilot in cockpit asks the fuel level of No. 5 fuel tank via interaction
medium of electrical signal. ID I51, Fuel Level Indicator, represents the interface
from Source A5 to Destination A1. No. 5 fuel tank responds to the pilot in cockpit
the fuel level via interaction medium of electrical signal. This interface dictionary is
only notional suggestions. More interface details can be included in the dictionary
pending on the needs for more detailed information. All the interfaces can now be
collected and compiled in one place.

6.3.5.4 Interface Control Documents

This is the ultimate interface control details. All the detailed descriptions relating to
physical, functional and performance interface relationships are included in interface
control document (ICD). For software interface is usually called IDD (Interface
Definition Document). An ICD may control one or more of the following types
of design requirements, mechanical, electrical, optical, etc., operational sequence,
interoperability, installation, envelope, and interconnection, etc. This is a contractual
document between two parties. A large volume of ICD between two companies
could take several man-years to complete by expertise in different areas. ICD will
be thoroughly reviewed, commented, and concurred (signed) by experts as well as
managers of highest level of both companies. It could be 20–30 ICDs at various levels
for a large project. A typical ICD outlines is shown in Table 6.7. The outlines are
similar to system specification. Section 1 is the scope of ICD. Section 2 is the place for
references quoted in ICD. Section 3 is the main part containing all the requirements.
Section 4 addresses all the verification requirements to verify the requirements in
Section 3.

The format and styles of ICD should follow the guidance from customer. If num-
bering system is used to designate each section at various levels, as shown inTable 6.7,
the numbers of digits should not exceed seven (7).
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6.3.5.5 Electronic Development Fixtures

Use CAD 3-D models to support system design and integration rather than the more
traditional physical mockups or physical development fixtures. The CAD models
can be used to share information during the design and integration effort. Just like
the physical development fixtures, at the beginning, only system shell is built on 3-D
CAD.When each component or subsystem is designed and built on 3-DCAD, a copy
of the complete designed component or subsystem 3-D CAD model can be inserted
at the correct location inside the system shell. As design goes on more components
and subsystems are built and located inside the system shell. The designer can view
the interfaces between components or subsystems inside the system electronic devel-
opment fixture (EDF). For a new design can also reference to the inside of EDF to
insure no interference with existing components or subsystems and also a seamless
interface between components or subsystems. The EDF can share with customer and
contractors. It can provide the 3-D presentation of components or subsystems during
the design review. The customer or reviewer can travel through inside the system or
subsystem to view components, piping, and wires connection.

The problem is whether the technology can catch up with the demand with 3-D
CAD modelling capabilities and data growth. The growth of data volume is rapidly
approaching to the point to overwhelm the technology. Every user does not need the
same data fidelity or content. The good thing is to save money but the bad part is
the efforts spent for software tailoring and management. Technical data is no longer
strictly for engineers and can be shared with manufacturing, supplier management,
managers and customers. Take maximum advantage of level-of-detail and rendering
priority capabilities. Utilize role-specific markups to convey ideas. A reference EDP
is shown in Fig. 6.12 [36].

Fig. 6.12 Electronic development fixture for ARES 1-X
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6.3.6 Open System Interface Management

Before discussing open system interface management, let us understand what is
an open system? Those with engineering background, especially mechanical and
aerospace engineering would say that a control volume (or a system) is open to mass
flow in-and-out. But in systems engineering, the definition is a system that can be
opened to replace inside part(s), whether for obsolescence or improvement, readily
plug-and-play without any modifications. A close system is to replace the entire
system if any part(s) inside is obsolete or for improvement. Nowadays, electronic
components can be quickly getting obsolete. Military and commercial consumers
prefer to purchase open systems; therefore, there are guidelines from military on
open system interface management. All the parts, regardless manufacturers, have
to follow industrial standards, i.e., the parts made by different manufacturers are
interchangeable.

Open system interface management emphasizes [37] the correlation of interface
requirements between interfacing systems. The interface management effort must
control interface design such that interfaces specifically chosen for an open system
approach are designed based on the following priority (Note that these are clear
priorities, not options): Open standards that allow competitive products; Open inter-
face design that allows installation of competitive products with minimal change;
Open interface design that allows minimal change installation of commercial or NDI
(Non-Development Items) products currently or planned to be in DoD use; and last,
unique design with interfaces designed with upgrade issues considered.

The level atwhich the interface design should focus on openness is also a consider-
ation. Each systemmay have several levels of openness depending on the complexity
of the system and the differences in the technology within the system. The level cho-
sen to define the open interfaces should be supported by industry and be consistent
with program objectives. For example, for most digital electronics that level is the
line-replaceable (LRU) and shop-replaceable (SRU) level. On the other hand the
Joint Strike Fighter intends to establish openness at a very high subsystem level to
achieve a major program objective, development of different planes using common
building. The open system approach designed segments of a larger system could
have additional openness at a lower level. For example, the Advanced Amphibious
Assault Vehicle (AAAV) engine compartment is an open approach design allowing
for different engine installation and future upgrade capability. Program objectives
(such as inter-operability, upgrade capability, cost-effective support, affordability,
and risk reduction) and industry practice (based on market research) drive the choice
of the level of openness that will best assure optimum utility and availability of the
open system approach.
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6.3.7 Interface Control Working Group (ICWG)

Referring to Sect. 2.6.4, during the process of identifying interface inputs and outputs,
it has mentioned several times of communicating with the design community from
which source(s) providing the input(s) and sending output(s) to which destination(s).
The design community is ICWG which is similar to CCB (Configuration Control
Board) and could be part of the CCB depending on program/project’s execution pol-
icy. It consists of representatives from Systems Engineering, applicable Functional
Groups, Specialty Engineering, Management, Quality, Subcontractor and Customer
as required. The representatives should be assigned permanently to keep the conti-
nuity from meeting to meeting since ICWG meeting is held at least once a week or
could be 2–3 times a week. The representatives may not know all the answers, but
they can delegate to the right expertise in his (or her) organization. The represen-
tative can and sometimes should bring the delegate person to the meeting. It is the
forum for discussing interface issues. It serves two purposes: to ensure effective and
detailed definition of interfaces by all cognizant parties; and to expedite baselining
of initial ICDs and subsequent resolution of interface issues.

All ICWG meetings are chaired by the cognizant program organization by per-
forming the following functions:

1. Identify Interfaces—Each IPT (Integrated Product Team) identifies interfaces
associated with their respective system elements.

2. Generate Interface Control Plan (ICP)—The ICP is approved by the ICWG and
Program Management. Once the initial ICP is approved, this task is completed
until ICP is submitted for revision.

3. Initiate ICD/ICN (Interface Change Notice)—The ICWG authorizes the ICD
activity to proceed and designates the custodian for each ICD. Internal ICDs
within a single company will determine the owner of the ICD.

4. Prepare ICD/ICN—The custodian IPT prepares the ICD/ICN and coordinates
with affected IPTs, suppliers, and contractors. The custodian IPT should send
prepared ICD/ICN to the affected representatives for their organization’s review.

5. Analyze ICD/ICN for Compliance with Interface Requirements—Affected
IPTs review ICD/ICNs to assure completeness and accuracy of the interface def-
inition. The advance copies should be sent to the affected IPTs for their review
prior to the scheduledmeeting. The custodian IPTwill maintain a record that the
interface has been examined for form, fit and function. A new interface(s) could
be identified. If it is justifiable, the new interface(s) will be incorporated in the
ICD/ICN. Through the inputs from other IPTs or the Electronic Development
Fixture could find the interferences with the proposed ICD/ICN.

6. Approve ICD/ICN—ICWG coordinates approval of completed ICD/ICN
through the affected technical and program management organizations. Upon
approval, the ICWG authorizes ICD/ICN release.

7. VerifyDesign Compliancewith ICD/ICN—Affected IPTs verify that the design
definition is compliant with the ICD/ICNs. If the design is not compliant,
redesign will be completed under the System Design Process.
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8. Propose ICD Change Interface Change Request (ICR)—Affected IPTs, suppli-
ers, or associate contractors may request changes to the ICD as design definition
changes occur or new interface(s) is discovered. The requesting organization
will conduct pre-coordination efforts with affected groups.

9. Authorize ICDChange—Following coordination, the InterfaceChangeRequest
(ICR) is submitted to the ICWG for review of the ICR for technical content,
accuracy, completeness, and disposition.

10. Determine Scope of Change Request—The ICWG determines if the authorized
ICR is within the scope of the affected contracts. In-Scope ICRswill be returned
to the ICR originator and the custodian of the ICD for preparation and release
of the ICN. Out-of-scope ICRs are forwarded to program management.

11. Disposition of Change Request—Out-of-scope changes are reviewed by pro-
gram management to establish next actions. Out-of-scope changes to suppliers
and associate contractorsmust be coordinatedwith them.Once theOut-of-scope
changes are approved, like in-scope changes, ICN processing will proceed as
required.

6.4 Summary and Prospective

The technical management processes provide a connection between the project
management and the technical team. From eight crosscutting processes, we have
presented two in this section: decision analysis and interface management. Further
processes belong technical planning, requirements management, risk management,
configuration management, technical assessment, and technical data management.
Without these crosscutting processes, individual members and tasks cannot be inte-
grated into a functioning system that meets the Concept of Operations (ConOps)
within cost and schedule [1].

All systems engineering activities should be conducted in the context of good
decision-making. The purpose of decision analysis is to ensure credible, understand-
able, and timely views to decision makers. If a systems engineering activity cannot
point to at least one of the many decisions embedded in a system’s lifecycle, one
must wonder why the activity is being conducted at all [38]. By using decision
analysis as the mathematical foundation, opaque decision situations become trans-
parent. The intelligent decision system provides this functionality to individuals,
also to lower-level corporate decision-makers who get the possibility for very rapid
decision-making [3].

Both internal and external interfaces between the various systems are traditionally
been a source of unreliable operation for complex systems. The system-to-system
interfaces cover the whole of the range of areas in a complex system. The inter-
faces to be controlled have a wide variety of characteristics and features. Effective
management of interface requirements, specifications, and designs helps to ensure
implemented interfaces are complete and compatible. Finally, interface management
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needs to become an integral part of the industry’s culture. Furthermore, its benefits
need to be quantified compared to more direct profit-generating activities. In that
sense, interface management definitely has an essential role in minimizing risks of
mistakes, rework, slippage and extra cost.
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Chapter 7
Mechatronic and Cyber-Physical Systems
within the Domain of the Internet
of Things

Peter Hehenberger, David Bradley, Abbas Dehghani and Patrick Traxler

Abstract There has been a shift in emphasis within systems from hardware-oriented
to more software-oriented topics integrated in an overlaying communication frame-
work (e.g., cloud-based services). This chapter presents current research in the field
of the interaction between mechatronic and cyber-physical systems. It presents solu-
tion basics design methods that are illustrated by some real-world applications. The
discussed case studies (Smart Home, Bio-mechatronic Systems, Cyber-Physical Pro-
duction System, Data-driven analysis) provide illustration of applications involving
different functional distributions of activity between the 4 key elements of people,
data, mechatronics and cyber-physical system.

Keywords Mechatronics · Cyber-physical system · Design methods · Smart
home · Bio-mechatronics · Cyber-physical production system · Data-driven
analysis

7.1 Introduction

Recent years have seen the development of the concepts of Cyber-Physical Systems
and the Internet of Things, both of which impact in related but different ways on the
design, development and implementation of mechatronic components and devices,
as well as on larger systems resulting from the combination and integration of these.
In the case of Cyber-Physical Systems, individual components, often but not always
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mechatronic in nature, are combined and integrated through the use of advanced intel-
ligent software. The Internet of Things, then, provides a domain structured around
access to and exchange of information, to further aggregate both mechatronic and
Cyber-Physical Systems to create new and novel systems focused on users.

Beginning with Mechatronics, itself an interdisciplinary construct within engi-
neering science structured around the integration of mechanical engineering, electri-
cal engineering/electronics and information technology across a range of applications
and products, the chapter considers associated design issues and discusses the prod-
uct development process from both a Mechatronic and a Cyber-Physical System
(CPS) point of view, using a model-based approach within the overall domain of the
Internet of Things1 (IoT). In this context, an important requirement in both the mod-
elling and simulation of the interactions between systems at different hierarchical
levels is that the product model is consistent across all phases of the design process
and across all sub-systems considered.

Where such complex systems are concerned, achieving highly accurate system
modelling is often prohibitive both in cost and time. As such, simplified modelling
approaches become preferable. Further, an interdisciplinary model-based approach
of the system-level models needs the provision of specific methods, languages and
tools to support such a multi-view approach, as for instance multi-agent modelling
based on an engineering cloud structure.

The chapter begins by looking at the relationships between mechatronics, Cyber-
Physical Systems and the Internet of Things, including consideration on the poten-
tial impact on associated design methods and strategies in areas such as user-centred
design and systemmodelling. It then uses a series of case studies in Smart Home tech-
nologies, Bio-mechatronics, CPS-based production systems and data-driven analysis
to provide context for the discussion.

7.2 Mechatronics, Cyber-Physical Systems (CPS)
and the Internet of Things (IoT)

While mechatronics has become well established as an engineering discipline, the
more recent constructs of Cyber-Physical Systems and the Internet of Things are still
evolving both technically and conceptually as well as in respect of their relationships
with each other.

In the case of CPS a particular challenge is that of integrating design practice
to support the interdisciplinary nature of a CPS, particularly in the allocation of
functionality between software and physical elements at a level beyond that generally
associated with mechatronics [2, 3].

1“The Internet of Things refers to a state where Things (i.e. objects, environments, vehicles and
clothing) will have more and more information associated with them and the ability to sense,
communicate, network and produce new information, becoming an integral part of the Internet”
[1].
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Fig. 7.1 Cyber-physical systems and internet of things (after [3])

An important element in Fig. 7.1 is the “Digital Twin”, Digital Twin was brought
to the general public for the first time in NASA’s integrated technology roadmap and
is defined as follows (see [4]):

A Digital Twin is an integrated multiphysics, multiscale simulation of a vehicle or system
that uses the best available physical models, sensor updates, fleet history, etc., to mirror the
life of its corresponding flying twin. The Digital Twin is ultra-realistic and may consider one
or more important and interdependent vehicle systems, including propulsion/energy storage,
avionics, life support, vehicle structure, thermal management, etc. Manufacturing anomalies
that may affect the vehicle may also be explicitly considered.

In contrast, the Internet of Things is a much more abstract concept structured
around a dynamic network of system artefacts to enable these to collect and exchange
data. In 2013 the International Telecommunications Union (ITU) Global Standards
Initiative on Internet of Things (IoT-GSI) [5] described the IoT as being “the infras-
tructure of the information society.” The IoT thus supports the integration of remote
and disparate smart objects as part of a dynamic system configured according to both
context and need. In a system structured around the IoT, each individual smart object
remains uniquely identifiable while integrating and exchanging data with other such
objects through the infrastructure of the internet. From a design perspective, the
abstraction of the IoT presents a particular challenge through its ability to incorpo-
rate as required both hardware and software elements of defined functionality but of
unknown origin given that they can be autonomously selected by the system on the
basis of context and need.

7.2.1 Characteristics of Systems

Mechatronic systems integrate sub-systems and components from mechanics, elec-
trical engineering, electronics and software and constitute the basis for the design of
products ranging from domestic appliances to machine tools and vehicles [6–8].
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In a mechatronic design process the conceptual design phase is especially impor-
tant. Here, the functional interactions between discipline-specific sub-systems are
determined, and therefore have to be carefully considered. This implies that dur-
ing the phases of conceptual and preliminary design, the designer should be able to
quickly and accurately evaluate those system properties and interactions that result
from design changes to mechanical components as well as to other components. The
successful development of complex mechatronic systems is thus only made possible
by close cooperation between specialists in the different disciplines involved. Con-
sequently, design activities take place in a multidisciplinary environment involving
engineers and others with different backgrounds [9, 10]. The interactions between
product developers from these different disciplines are, however, often hindered by an
insufficient understanding of the interactions between the disciplines, and by failing
to utilise common platforms for the modelling of complex systems [11]. In respect
of Cyber-Physical Systems, these are defined by Lee [12] as resulting from the:

…. integration of computation and physical processes. Embedded computers and networks
monitor and control the physical processes, usually with feedback loops where physical
processes affect computations and vice versa.

Thus, a CPS could be considered as being structured around an aggregation and
assembly of mechatronic components and devices. Such systems can be found in
areas such as aerospace, automotive, energy, healthcare, manufacturing, entertain-
ment and consumer appliances.

For the easy validation of requirements during the overall product development
process, methods are needed for the decomposition of high-level system require-
ments into criteria for design decisions. This will in the future be an increasingly
important issue as new system architectures such as those of Cyber-Physical Systems
are introduced [13, 14]. As has been seen, the Internet of Things (IoT) then provides
access to information, context dependent and otherwise, as well as sourcing a range
of software, platforms and infrastructure services and functions. In many cases, these
will be autonomously sourced by the system on demand without necessarily any a
priori knowledge by the designer or user as to their origins or structure. Thus, individ-
ual systems may communicate with each other to establish a network and determine
optimum solutions for themselves as well as with other systems.

Referring to Fig. 7.2, within the context of the chapter the relationship between
the various system layers of mechatronics, Cyber Physical systems and the Internet
of Things can be expressed in terms of increasing levels of abstraction, to which
must then be added the user whose primary role becomes that of defining system
functionality and the context within which it operates [4].

7.2.2 From Design for All to Design by All

Design forAll (DfA) refers to a designphilosophywhich aims to support access to and
use of products, services and systems by individuals without the need for adaptation
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Fig. 7.2 Abstraction of systems [4]

[15]. Further,Design forAll is often considered as an aspect ofUniversalDesign (also
Inclusive Design and Barrier Free Design), an approach to the physical and aesthetic
design of buildings, products and environments accessible to all irrespective of age
or physical capability [16–19]. Conceptually, Design for All also forms a part of the
Digital Inclusion agenda which aims to ensure equivalent access to information [20].

Conventionally, problems of accessibility have been solved through a combina-
tion of adaptation and the use of assistive technologies. Within Digital Inclusion,
the concept of Universal Access implies access by anyone, anywhere and at any
time. Associated products and services must therefore be capable of accommodating
individual user requirements across the full range of contexts of use while being
independent of location, hardware or runtime environment, increasingly within an
IoT construct [21–25].

In the context of mechatronics, the design process conventionally encompasses
a continuum of activities ranging from needs identification and conceptual design
to the detailed design of individual components. The advent of cloud-based systems
such as those represented by the Internet of Things and its related concepts raises
specific design-related issues and questions by increasingly treating information as
a commodity whose value to the system will vary according to both context and
demand.

A particular aspect of cloud-based systems is the implied integration and transfer
between the information and physical domains, and the potential for decisions made
in relation to one domain to impact upon, define and influence decisions made in
the other. For instance, real-time information on traffic conditions may be assigned
a high value by an individual only if it affects his or her intended journey, while
that same information, when integrated with traffic flow management options such
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as traffic light sequencing, can help to mitigate problems of traffic flow within the
urban environment.

The ability to influence the physical environment is a key consideration with
Design FOR All where, as has been seen, the aim is to ensure access and facilitate
use across as wide a spectrum of individuals as is possible. However, it may be
argued that at one level, that of the system, which itself can be considered at a
number of different levels as suggested by Table 7.1, the introduction of cloud-based
technologies means that responsibility for the design of the system is devolved to the
user, opening up the concept of Design BY All.

The considerations above are in direct contrast and contradiction with a classical
approach to design which concentrates on first establishing user needs and then
transfers the responsibility for the design to an, often remote, individual or group.
With DesignBYAll, that specific expertise still needs to be present, but in a form and
format which is accessible by, and transparent to, the user. Located in the cloud, as
may bemuch of the system software andmanagement tools, this expertise then serves
to underpin decisions and to inform and guide users in relation to their choice based
around the selection of suitable components. Specifically, there is a need to support
non-expert users in achieving their goals without their being aware of the underlying
technologies and its operation. Such transparency of operation in which the user
specifies context, requirements and outcomes is increasingly a feature of CPS and
IoT based systems such as those of Table 7.1. Thus, a user seeking to control their
domestic environment to maximise comfort and minimise energy consumption will
focus, with the aid of appropriate smart tools, on the determination and confirmation
of outcomes rather than the detail of the control of individual devices.

Structurally, the resulting system is likely to be what is increasingly being referred
to as a participatory system such as that shown in Fig. 7.3. The key components of
which are:

Table 7.1 System levels

System level Notes

Mechatronic The individual components making up the physical structure of the system. In
the case of a vehicle, these would range from individual sensors and actuators to
smart sub-systems such as engine management, traction control, braking
systems and environmental control

CPS Operating under the control of the intelligent cyber component, the individual
vehicle systems are brought together as a Cyber-Physical System. This enables
the individual (e.g. mechatronic) components and sub-systems to operate
together to facilitate and optimize system behaviour, for instance by linking the
engine management, traction control and smart gear boxes to minimize fuel
consumption

IoT Supports information exchange between individual vehicles as well as with
other locations. For instance, direct communication between vehicles can be
linked to traffic light control to manage traffic flow and, if required, provide
clear path routing for emergency vehicles
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Fig. 7.3 Participatory system

• Data Capture: As its name implies, this is associated with the provision of the
source data to the system and itself comprises two components as follows:

– Automated data capture implies generic system-level data which is provided on
a regular basis from a defined sensor set.

– Prompted data capture then implies data which is not necessarily captured on a
regular basis but only in response to a prompt generated by the system user.

• Processing: Data is merged into a data stream and evaluated in relation to param-
eters such as established context and location along with being used as input to
relevant system models, as for instance the heat transfer model of a house referred
to earlier.

• Applications, Actions and Analysis: The outputs from the processing element
are taken and used as appropriate in relation to the system outputs, which may
themselves be expressed in terms of:

– Applications—As for instance the operation of environmental controls, lighting
systems or domestic security.

– Actions—As for instance the turning on or off of a heating system.
– Analysis—As for instance the refinement of the models used in processing the
data.

• User: Sets anddefines the system-level functions including context and constraints,
including issues such as the privacy and security of the user and their data.
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7.3 Methods for Modelling and Evaluation
of (Mechatronic) Systems

The role and importance of modelling in relation to the incorporation of mechatronic
components and sub-systems with Cyber-Physical System constructs and their sub-
sequent incorporation as smart objects within the Internet of Things has been intro-
duced earlier in the chapter. This section therefore focuses on two important topics
in relation to the modelling and evaluation of mechatronic systems, namely system
decomposition and systemmodelling, including integration with biological systems.

A number of methods currently exists for the modelling and evaluation of
systems, including, among others, Design Methodology for Mechatronic Systems
[8], Axiomatic Design [26], Property-Driven Development/Design (PDD) [27] and
Model Integrated Mechatronics MIM) [28].

7.3.1 Decomposition of Mechatronic Systems

To describe and evaluate complexmechatronic systems, it is necessary to decompose
the total system into ahierarchical structure ofmechatronic sub-systems andmodules.
Figure 7.4 provides an example of the hierarchical decomposition of an overall

Fig. 7.4 Hierarchical
structure of a complex
mechatronic system [29]
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mechatronic system, in this instance the braking system of a passenger car [29].
In this system, the brake-by-wire mechatronic braking system is structured into

four individual mechatronic wheel brake modules. The information from the brake
pedal to themodules is transferred electronically and power is transferred to the brake
modules via the vehicle’s electrical system. As both information and power may be
transmitted independently from one another, additional functions as for example,
ABS and traction control system can be implemented more flexibly.

The design and optimisation of the mechatronic module ‘wheel brake’ is a com-
plex task, in part because of the multi-discipline characteristics of mechatronics but
also due to the safety-critical and reliability aspects of such systems. The hierarchi-
cal structuring supports the recognition and description of internal interactions along
with the coupling and integration of all systems at all levels. In this way all relevant
interactions, interdependencies and interfaces become transparent.

These characteristics and requirements in combination with cost savings, call for
new methods for design, evaluation, optimization and specification of such mecha-
tronic modules building upon and supported by established modelling techniques
such as those mentioned in the previous section.

A mechatronic module (according to [29, 30]) invokes several different disci-
plines, e.g. mechanics, automatic control and sensors, requiring discipline-specific
components to be integrated and merged to provide the desired functionality. Thus
at the lowest level, a mechatronic module can be decomposed only into discipline-
specific (non-mechatronic) components, and not into other mechatronic modules or
sub-systems.

A mechatronic module therefore defines the lowest hierarchical level of a mecha-
tronic system and is indivisible within the set of mechatronic sub-systems. With the
mechatronic system design model, all couplings between the individual mechatronic
disciplines need to be described with the elements or pillars of the model then rep-
resenting a discipline-specific sub-component or assembly. This in turn is structured
into several hierarchical levels corresponding to the degree of detailing as in Fig. 7.5.

This implies that only the first or highest level has an interface to the other disci-
plines (comparewith encapsulatedmodelling) via themechatronic coupling level.All
couplings between the discipline-specificmodels (e.g. designparameters and require-
ment parameters affecting multiple disciplines) are thus captured and described at
the mechatronic coupling level.

The model structure has to be adapted if additional couplings between discipline-
specific components are detected during a design iteration (design, analysis, integra-
tion, performance check, etc.). This is also true if new or additional disciplines come
into consideration.

It should also be noted that the Mechatronic System Design Model may also be
seen as a representation of a project organization in which each pillar represents a
(discipline-)specific group or team. In this context, the Mechatronic Coupling Level
may be seen as representing a coordination function within project management.
The design of mechatronic systems is an iterative process, as designers often have
to move back and forth between steps to redesign or tune what they had previously
created. Accordingly, for the process of product modelling of Fig. 7.5, there is a
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Fig. 7.5 Mechatronic module and design iterations [29]

distinction between two qualitatively different types of iterative loops: one for the
different mechatronic disciplines (secondary iteration loops) and one for the cou-
plings between them (primary iteration loops).

Iterations become primary loops if they are characterized mainly by changes in
the coupling of the individual sub-systems. Here the requirements and dependencies
between the design parameters at the beginning of the development are specified,
from which the intersections between the different disciplines are established. It is
clear that later changes usually have large effects on the overall operational sequence,
thus it should be ensured that subsequent changes are avoided as much as possible,
leading to the smallest number of necessary iterations.

The progressive development in the individual partial disciplines is then later
characterized by secondary loops. Here, a higher number of iteration runs can be
accepted in contrast to the primary loops, as these modifications affect only the
requirements and parameters of the specific discipline, and thus have no direct effect
on other model pillars as long as the definitions at the coupling level do not need
to be changed [31]. The iterative structure of the model allows for a standardized
procedure for the development process in subsequent steps.

7.3.2 Bio-mechatronic System Modelling

As has been seen, modelling a mechatronic system is a challenging process. This is
due to the fact that such a system comprises mechanical modules (system elements or
sub-systems), electronicmodules and software to provide the required level of intelli-
gence (including control) for the system operation. The complexity of the modelling
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is further compounded by the need for the modelling to take into consideration not
just themodels for individual subsystems/elements of the system, but also interaction
between and among them.

A bio-mechatronic system such as has been developed to interact with the human
neuromuscular-skeletal system to assist with impaired humanmotor control [32] thus
consists of an integration of biological and mechatronic systems. Biological systems
are themselves inherently complex, and as a result the modelling and simulation of
bio-mechatronic systems is generally associated with a high level of assumptions and
simplifications while taking into consideration the interaction of the two systems.

There is a suggestion for themodelling of such systems using “a conceptual model
for systems design in bio-mechatronics based on the ideas of mathematics and cyber-
netics originated by systems theory”. It is argued that “…traditional mathematical
models and models of artificial intelligence do not allow describing bio-mechatronic
systems being designed on all its levels in one common formal basis” [33].

Considering a lower limb prosthetic system as a typical example where the ulti-
mate goal is to replace a lost limb of an amputee with an intelligent device to ideally
resemble a biological limb both in terms of functionality and aesthetics. Figure 7.6
shows the elements and interactions in this typical example in a very simplified form.

An intelligent prosthetic device as a mechatronic system should have the required
sensors, actuators and control to function as expected. In a bio-mechatronic system,
as shown in Fig. 7.6, the additional interaction with the biological system which
has its own sensors i.e., receptors, actuators or muscles and control (the central
nervous system) adds another layer of complexity to the whole system since static
and dynamic interactions should also be taken into consideration. This will make the
modelling and simulation more challenging. Another example of a bio-mechatronic
system is a robotic exoskeleton, which should also interact with the human body but
as a separate device. In such a system the interaction should provide some feedback
to the system for control purposes. This should also be taken into consideration in
the modelling process.

Fig. 7.6 An example of a
bio-mechatronic system
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The presented methods are only two examples for methods used in mechatronic
design processes. In the authors point of view, these play an important role in the
first (conceptual) design phases.

7.4 Case Studies

The following case studies provide illustration of applications involving different
functional distributions of activity between the 4 key elements of people, data,mecha-
tronics and cyber-physical system. In order to place these case studies into context,
each one has been evaluated (on a scale of 0 (minimum) to 5 (maximum)) concerning
their design content in respect of these four key elements as follows:

Design
content

Assessment criteria

Data The significance and importance of data in relation to function and operation of
the overall system and to the IoT

CPS The extent to which the system conforms to the general definition of a CPS
presented earlier in terms of the balance between the physical and cyber
components

People The expression of the interface between the system and its users, and the
importance of that interaction to its operation

Mechatronics The contribution of mechatronics, generally in the form of components, modules
and sub-systems in achieving overall system functionality

Once the individual case studies have been scored by the system designers, the
results can be plotted to create the web diagrams of functional distribution of Fig. 7.7
in order to provide a visual representation of the contribution of each of these four
elements to overall system functionality. In doing so it needs to be recognised that
the result is intended to be informative as to the relative weight of each element at
the system level and not definitive in terms of defining its contribution to system
operation.

7.4.1 Smart Home

Smart Home technologies and systems for home automation were introduced in the
latter part of the 20th century. The advent of the internet then supported new concepts
such as the Digital Home, eHome or iHome [34, 35] and saw traditional automation
services evolve to include entertainment and communication supported by home
networks and residential gateways as suggested by Fig. 7.8 [36–38].
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Fig. 7.7 Functional distribution

The 21st century also brought with it new paradigms such as “ubiquitous comput-
ing” [39] and “ambient intelligence”. In the case of ambient intelligence, this defines
a context in which people will be surrounded by intelligent and intuitive interfaces
embedded in everyday objects which recognize and respond to their presence inways
which are context dependent and autonomously and intelligently adapt and respond
to the user [40, 41].

This trend of adding intelligence to devices is moving to wider environments
as exemplified by the Internet of Things and Smart Cities. The resulting Web of
Everything will then integrate Smart Cyber-Physical Systems with the Internet of
Things to provide new forms of integrated service [42, 43]. It must also be recognised
that this shift brings with it a number of associated risks in relation to matters of
individual security and privacy, in particular associated with the collection and use
of personal data and the ability to draw inferences about the individual and their
personal environment from this. In considering the privacy of the individual it is
also necessary to distinguish between the hard security issues of Table 7.2 aimed at
preventing access to private information, and the soft or people oriented aspects of
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Fig. 7.8 Smart home constructs

Table 7.2 Hard security measures

Measure Notes

Cryptography Techniques such as public/private key encryption, digital signatures,
steganography, secret sharing, key management, escrow and public and private
certificates

Firewalls Establishes a logical barrier between a trusted and secure network and any
external networks

Passwords Security depends on the passwords being difficult to guess or discover
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privacy associated with concepts such as privacy by design [44] aimed at ensuring
an individual’s right to control over their own data as suggested by Fig. 7.9.

As Information and Communication Technologies (ICTs) develop, individual
devices and systems need to communicate with each other in order to support
increasingly complex services which involve both co-operation and competition for
resources. In this context, the control, multimedia and data functions can be consid-
ered according to Table 7.3.

Initially, services were specialized and strongly coupled to the technology that
supported them. As the level of embedded intelligence has increased, systems have

Fig. 7.9 Conventional and revised approaches to client privacy (after [44])

Table 7.3 Input-output transactions table

Control This provides the infrastructure for the management the home system.
Requirements include low cost, ease of installation and reconfiguration, ease of
expansion and fault tolerance

Multimedia This supports the distribution of audio and video media to televisions, HiFi
equipment and other media systems. Requirements relate to the volume of data
and the quality of service provision required

Data The data network must provide access to information from anywhere within the
home environment for all data sharing devices. Requirements include high
bandwidth and low cost
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evolved towards a distributed structure in which the gateway supports any device or
service with the necessary intelligence [45].

The most important issue is that of enabling individually intelligent devices to
communicate and interact with the other devices and actors in the environment. It
also needs to take into account the increasing volumes of information home systems
are being required tomanage, particularly within the context of the Internet of Things
where the CONNECT forum has suggested that [46]:

… the integration of ‘Things’ as actors in the Internet via massive and innovative sensors,
actuators, and real-time reactivity will cause another order-of-magnitude data explosion with
challenges that we have yet to understand and deal with.

The underlying concepts of the smart home can be expanded to that of a smart
grid environment such as that suggested by Fig. 7.10 where shared resources might,
at some future time, encompass local energy systems such as micro-CHP or fuel cells
[47, 48]. In such a scenario, the individual houses would be required to negotiate
with each other, and with external systems, to balance user requirements, for instance
with respect to energy utilization and system level efficiency.

For the user, the requirement is for effective interfaces which adapt to the user and
which integrate with context-based approaches to the programming of the system
and the requirements for the Design for All and Digital Inclusion agendas introduced
in Sect. 7.2 [49–52]. Thus the user interface has to support autonomy while learning
to perform tasks for their users and providing proactive assistance as required.

Smart Homes, and their Smart Grid extension, can be considered as constituting
a participatory system of the form shown in Fig. 7.3. In order to better understand
this relationship, consider the following scenario based around the configuration of
a domestic environmental control system for both heating and lighting.

• The first stage of the process would be to first capture the physical layout of the
environment and to display this to the user in a suitable form and format. This

Fig. 7.10 Smart grid



7 Mechatronic and Cyber-Physical Systems … 193

could, but not necessarily, be supported by information on physical properties
such as the heat-transfer properties of the walls and ceilings and access to the
physical spaces.

• Having defined the environment, then the details of each space can be established
along with the use to which that space is put. For instance, do people gather to
watch television or listen to music, to eat or to simply sit quietly? This feeds into
the modelling of resource utilisation such as heating and lighting, which is in turn
reflected into the model of the physical environment.

• Where information such as the heat transfer properties are not available, the system
could instead construct over time amodel of the profiles for the heating and cooling
of the individual spaces, and hence adjust its operation accordingly, taking into
account parameters such as the external temperature.

In the above the role of the user is that of data provision and capture, as for instance
of the physical dimensions.

• Once the user is satisfied with the needs definition and specification, the design
process then devolves to that of component selection structured arounduser defined
criteria such as cost, size, power limitations and so on. This implies an intelligent
search function based on some formof recommender system to suggest alternatives
to the user from which they can then make a selection.

• Following the selection of components, the system is then required to
autonomously generate system-level data such as the optimum location for sensors
controlling heating and lighting and the necessary system level functional coding
(software) for each device.

• System assembly then evolves to the installation of the components within the
environment on a plug, download and play basis. This applies both to individual
devices and to the system controller, which may be any combination of smart
phone, tablet PC, laptop or panel, and must support external communications for
remote operation and diagnostics.

While Smart Home and related technologies are still evolving, it is clear that they
present both significant challenges and opportunities across a wide range of tech-
nologies from sensors to actuators as well as in relation to context-based approaches
to system management structured around the concepts of ubiquitous computing and
ambient intelligence. Many of these technologies, and in particular the user inter-
face, are of significance in relation to the requirements of Design for All and Digital
Inclusion considered earlier [53–57].

7.4.2 Bio-mechatronic Systems

As introduced in Sect. 7.3.2, bio-mechatronic systems result from the integration of
mechatronic and biological systems, usually to assist or support some functionalities
of the biological system.Most commonly used examples are prosthetic deviceswhere
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they are expected to becomean integral part of the humanbody.Robotic exoskeletons,
though not becoming part of the human body, integrate and interact with the human
body externally to form a bio-mechatronic system. These robotic exoskeletons are
traditionally made of hard materials. However, more recently a lot of attention is
being given towards soft materials in the design and development of soft robotic
systems.

A robotic exoskeleton has a spectrum of applications ranging from individuals
with weak body segments or those suffering from a body part pathology, to those
involved in heavy duty work such as in the construction industry, to those involved
in search and rescue operations after natural and other disasters, and so on. This
spectrumof applications can generally be divided into assistive and enhancive robotic
exoskeletons.

Taking an overview of the population, and considering normal behaviours and
functions, it is possible to identify three core groups of individuals associated with
lower than normal physical capacity and capability:

(i) Those with some form of congenital disability from birth;
(ii) Thosewho due to illness, disease or accident lose some portion of their physical

capacity and capability and
(iii) The elderly, a growing proportion of the populationwho gradually lose capacity

and capability as a result of the ageing process.

Recent advances in technology afford opportunities for the design, development
and implementation of a range of modular bio-mechatronic systems to address a
range of problems associated with all of these categories.

The focus here will be on bio-mechatronic prosthetic systems with particular
attention on an above knee lower limb prosthetic device. For the development of a
bio-mechatronic prosthetic system, it is important to note that a key feature of human
locomotion is its adaptability and robustness to changing situations. For the cases
of standing, walking, turning, ascending and descending steps/ramps, and sitting,
the lower limb segments and body centre of mass require a sophisticated intelli-
gent sensory-motor-control system to ensure adaptability. This complex system is
non-linear with all segments affecting each other [58]. Hence, a sophisticated bio-
mechatronic system is needed to be designed and developed to provide full fidelity
for a human body segment.

The last decades have seen a technological revolution in the prostheses industry
due to technical advances in materials, electronics, sensors and actuators. Current
lower limb prostheses are divided into three groups:

(1) Purely passive,
(2) Actively controlled, and
(3) Actively driven or powered prostheses.

Purely passive devices are essentially mechanical systems and require signifi-
cant voluntary control effort from amputees. The first actively controlled prosthesis
was the C-leg, including the first microprocessor knee controlled damping with a
hydraulic cylinder. Other prostheses (Smart IP) use pneumatic swing control or the
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REHO knee using magnetorheological fluid stance and swing control. More intelli-
gent actively controlled prostheses are now available, such as the Orion and Genium
microprocessor knees. But, these do not provide positive energy for stair ascend-
ing and other tasks. Actively driven prostheses are fully actuated and are known
as Power Knees [59]. These are typically actuated using either brushless dc motors
[60] or pneumatic actuators [61]. Although these supply power, they consume more
than the human muscles because the muscles of the lower limb are not continuously
activated during normal walking. To mimic this behaviour, a hybrid hydraulic lower
limb prosthetic based on a semi-active approach was developed [62], but hydraulic
systems are inefficient.

In a bio-mechatronic system, dynamic coupling interaction between the segments
can be used to produce more efficient and comfortable walking for above knee
amputees, with power applied appropriately to the prosthetic knee. The advantage
of this is the avoidance of the stiff control of a powered knee, which is often uncom-
fortable due to the dynamic interaction between the amputee and the prosthetic.
Also, using the dynamic natural behaviour of the mechanism provides more energy-
efficient walking.

With the user-centred design approach in mind (and also to appreciate the cur-
rent short-comings in the lower limb prosthetic devices) it can be considered what
amputees expect from the next generation of such devices. The following comments
are referred to as a sample of lower limb amputees’ views:

adaptability in the foot standing and balance is more difficult than walking; adaptability and
sensory feedback in the foot shell; ankle movement is very important; current knees are
less adaptable to variable speeds; walking on uneven ground is difficult; turning towards
amputated side quite difficult; socket is extremely important; smart socket to relax or firm
up according to activity; heat sensitivity; more flexibility at joints particularly ankle joint;
shock absorbing mechanism; smart limb alignment; interaction with user feedback is defi-
nitely needed (amputees currently use visual feedback, they need to look at the foot); contact
feedback: heal, toe, rough ground, driving; do not know where the foot is; comfort of socket
fit; adaptable socket for different activities/time of the day; aesthetics are also important;
energy expenditure is currently too high; affordable prostheses; a fully integrated limb is
needed as part of the body (forgotten limb); powered ankle and knee are essential for some
activities; prosthetic leg should adapt to the patient not the patient to the prosthesis; reli-
able and easy to maintain; to be robust for different environments; learning, training and
rehabilitation issues.

Examples of challenges include:

i. In terms of the design and development of bio-mechatronic systems, modelling
and simulation is a big issue.

ii. For a lower limb prosthetic bio-mechatronic system to function towards the ideal
goal, the interaction at high level is very critical. This means that the user intent
should be captured by the system well in advance of an action. Only limited
advances have been made in this area.

iii. Static and dynamic coupling between the device and human body is another
very important parameter for proper functioning of a prosthetic system. This
requires arrays of sensors to be used at appropriate locations in the system.
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iv. Currently, there is a bottleneck in a two-way interaction between the human body
and the prosthetic device. Feedback to the user is required to allow a natural
interaction and hence proper system functionality.

v. Energy efficiency is also crucial for the next generation of such bio-mechatronic
systems to allow longer battery life.

vi. Interaction between the bio-mechatronic system and the environment could pro-
vide amuch better performance. This requires the use of appropriate sensors and
more connectivitywith the aim of achieving a cyber-physical system. Prevention
of falls could be a typical outcome of such systems for example.

In order to design and develop an intelligent lower limb bio-mechatronic device
the following processes may be used:

(a) To adopt a user-centered design approach a user community can be set up to
allow interaction with the relevant end users.

(b) Detailed biomechanical analysis of human body segment kinetics and kinemat-
ics characteristic of common locomotor tasks.

(c) Biomechanical simulation of a human body and lower limb prosthetics, ıts
control and optimization.

(d) Design of optimum prosthetic device and relevant physical experimental work.
(e) Experimental investigation into energy efficiency, recovery and dynamic cou-

pling effect.
(f) Experimental measurement of gait dynamics using appropriate sensors.
(g) Development of algorithms to predict user ıntent and self-tune to user parame-

ters.
(h) Haptic feedback and its effect on prosthetic performance and consideration of

neural connectivity.
(i) Prototype design, development and validation.

Figure 7.11 shows a block diagram of the outcome of such a development. A
typical prosthetic system designed and developed using such approach is shown in
Fig. 7.12.

Although great advances have already been made in various areas of technology,
there are still challenging aspects that require close attention. Two important areas
which could greatly advance bio-mechatronic systems including connectivity with
the user (neural connectivity) and also with the surrounding environment. Prosthetic
devices could be considered as a typical example of such bio-mechatronic systems.
User intent is crucially important for proper integration with human body. Interac-
tion with the environment could provide an additional dimension to enhance the
performance of such systems as well.
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Fig. 7.11 A bio-mechatronic system with user and environment interaction

Fig. 7.12 A prosthetic knee
during initial user evaluation
process

7.4.3 Cyber-Physical Production System (CPPS)

This section discusses improvements to the development of a Cyber-Physical Pro-
duction System (CPPS) using ontologies. Future research into the efficiency and
quality improvement of CPPS engineering faces numerous challenges [63, 64]:
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Fig. 7.13 Example of a cyber-physical production system

• Since CPPS use a multitude of systems and subsystems from many different
domains, the number of both possible and viable solutions to a particular problem
is large. Methods that generate solutions in the synthesis phase would therefore
be helpful.

• As there exits a multitude of sustainably solutions to particular design problems,
reasonably accurate methods for their evaluation are needed. Including early con-
cept optimization in the methods that support this evaluation saves time.

One solution for tackling these problems is the strict usage of models in different
degrees of detail. Since design models can be complex, and their creation and main-
tenance is often distributed across multiple disciplines, it is difficult to ensure their
consistency and correctness.

In the scenario shown in Fig. 7.13, the customers communicate their needs to the
system supplier manufacturer (final assembly) and are thus the first link in the sup-
ply chain. Depending on the percentage of modules and components manufactured
in-house, the process occurs at multiple levels and involves components, component
assemblies, mechatronic systems and their integration into the target environment.
Based on high-level customer requirements, engineers select and configure standard-
ized mechatronic modules. Building on these modules, the suppliers manage their
assembly lines including standardized and user-defined components in the mecha-
tronic module. The manufacturers have to extract internal requirements for their own
production process, and must also ensure the consistency of component and module
interfaces.

For the optimization of such processes data integration and model consistency
play an important role. The involved companies have often problems to guarantee the
correctness of data (often embedded in models and their parameters) over time [65].
The aim is now to tackle this challenge by using a semantically-based description of
the CPPS to support information and product data exchange.

The knowledge needs to be structured according to a semantic representa-
tion. Based on a mechatronic ontology (in [65]) using basic concepts (such as
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Fig. 7.14 Mechatronic ontology of the CPPS

“mechatronic system”, “environment object”, “material”, “property”, “function”,
“structure” and “manufacturing process”) and relations (such as “has-part”, “is-part-
of ”, “requires”, “interacts-with”, “has-material”, “has-property”, “has-function”,
“has-structure” and “has-process”) the relevant knowledge of a CPPS can be pre-
sented (“assembly-system”, “manufacture-module”, “order material” and “realize-
process”). Figure 7.14 shows the concept of the ontology by means of the above
example. This semantic model can be seen as the main element for the horizontal
and vertical integration within a CPPS. The wide range of information available to
the suppliers can be handled by the described meta-model in a clear and consistent
way.

7.4.4 Data-Driven Analysis of Cyber-Physical Systems (CPS)

Asset health and asset performance are essential for efficient and trouble-free oper-
ation of CPS. Modern information systems continuously communicate with CPS to
analyse and forecast their state of health and performance. In this chapter, a data-
driven approach to CPS using the example of the health management of photovoltaic
(PV) systems is described.
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The scientific foundation of health management applications are the models and
algorithms for detecting system faults (fault detection, FD), identifying their possible
causes (fault diagnosis, FDD), and the analysis of system performance (performance
analysis, PA). Current research assumes the a priori availability of exactmodels of the
target CPS (model-based or knowledge-based diagnosis [66–68]).Manualmodelling
of systems is however time-consuming in practice and of high costs. Many projects
are therefore often not realized.

One goal of data-driven analysis of CPS is thus to automate FD, FDD, and PA
and consequently to avoid the need for tedious a priori model building. Robust
learning algorithms (RLA) are an important step towards achieving this goal. Robust
algorithms learn the necessary model from available observational data. Due to their
robustness, they can learn from data of poor quality such as data that itself contains
faults. Robust learning and estimation is a current challenge in statistics and machine
learning.

The motivation or enabling technology of this research is the Internet of Things
(IoT). New technologies for the IoT facilitate the collection and evaluation of data at
continuously decreasing costs even for large amounts of data. Technology founda-
tions are cheap and accurate sensors, low-cost internet connections, geo-information
systems, cloud-based IoT services. Example applications of learning-based FD,
FDD, and PA in the IoT are:

• Faultmessage generation andprioritization. Prioritizing faultmessages accord-
ing to their relevance. This enables the monitoring of a large amount of CPS, e.g.
PV systems.

• Real-time FDD. Instantaneous identification of possible faults after sudden fail-
ures to guide maintenance.

• Performance analysis. Analyzing the performance of CPS for use in business
planning and in particular planning maintenance.

• Predictivemaintenance. Forecasting downtimes, system and component failures.

The increasing number of CPS connected to the internet raises new challenges and
possibilities. Health management is one of the major benefits the IoT enables. Health
management encompassesmere systemmonitoring and at its core the scientific, data-
analytic problems of FD, FDD, and PA. The IoT raises new scientific challenges for
data analysis research due to the following reasons:

• A large number of different system types—Frommobile devices (such as smart-
phones or tablets) through every kind of vehicle (car or a mobile crusher), house-
hold appliances (washing machine or a roof-mounted PV system), sensors for
measuring temperature and other environmental parameters and entire facilities
for industrial production.

• A large number of systems—Besides the large number of different system types,
the number of CPS of a particular type itself can be huge. E.g., all cars of a leading
manufacturer. Due to the large number of systems, a possible massive amount of
data needs to be processed and analyzed (big data).

• The variety of system configurations—CPS may exist in different configura-
tions. For example, two PV systems of the same type can have different sets of
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sensors. This problem closely relates to the problem of faulty sensors. If a sensor
is malfunctioning, its measurements are useless.

• Incomplete system knowledge—Knowledge about the system design is often
incomplete. Moreover, systems and thus the system models change over time.

• Unreliable data connections—Data is often unavailable due to unreliable or slow
data connections.

Most of these aspects are new, especially the vast number of system types. Current
data analysis algorithms and information systems are often not capable to deal with
this new situation without time-consumingmanual systemmodelling. Mastering this
situation is the major challenge for scientific disciplines such as machine learning,
knowledge discovery, statistics, and fault diagnosis.

Data-driven analysis of CPS relies on methods from machine learning, statistics,
and knowledge discovery. The choice of the method depends primary on the CPS,
available data, and the analysis task. In the use case of PV systems, the aim is to
analyze PV systems to detect and classify faults (FD) [69–72]. Figure 7.15 shows the
data-analytic parts of such a health management application. Data is collected from
a possible large amount of PV systems. The random process is the conversion of
solar energy into electrical energy. Robust learning takes historical data as input and
delivers a (linear) model of the PV system to FD. Themodel relates the system output

Random
process

Robust
learning

Detect

Diagnose

Data

Data

Data

Model
E.g. residuals

Explanation (cause)
Electrical energy
(system output)

(b) Energy conversion (random process) 

(a) Photovoltaic system (c) Data analysis process

Solar module 
consisting 

of solar cells

Solar energy
(system input)

Fig. 7.15 a Photo of a mid-sized PV system. b Schematic picture of the random process to be
analyzed. c Overview of the data analysis process based on observations of the random process
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(power) to its system input (plane-of-array irradiance) and system state parameters
(e.g. module temperature). FD takes current data and the model as input and checks
for strong deviations of the observations from the model. FDD tries to identify and
explain the faults. One way is to classify faults as melting snow, shading, etc.

The pattern in Fig. 7.15 applies to many other situations in data-driven analysis
of CPS. Robust learning assumes that all but k data samples are independent and
identically distributed. The remaining k data samples can be arbitrary faults. This
notion closely relates to the breakdown point of robust statistics [73]. Any algo-
rithm for computing an estimation with a high breakdown point is a robust learning
algorithm (RLA). Such algorithms and heuristics are known for classical statistical
problems such as location, dispersion, and linear regression [73], but not known e.g.
for decision tree learning or learning artificial neural networks. RLA are necessary
if historical data contains faults, which is usually the case in practice.

Fault detection (FD) often reduces to computing residuals, i.e. the model output
minus the observed output, and identifying large residuals. Despite some difficulties
due to randomness in the data, FD is often a simple task. Fault diagnosis (FDD)
however is more involved. The main reason is that learned models are sometimes
considerable less accurate than models enriched with expert knowledge. One reason
is the existence of critical system components that are not monitored by sensors. In
the use case of photovoltaics, a PV system behaves roughly as a linear system. It
still does so if a solar module fails. A fault can be detected but its cause cannot be
identified if the module is not monitored by a sensor. How to conduct FDD based
on learned models is a current challenge. One way is to learn subsystems or cause-
effect relations, e.g. via causal discovery algorithms [74]. Another approach tries to
include expert knowledge, e.g. learning causal graphical models [75]. Finally, it is
possible to concentrate entirely on components, assuming that the necessary sensors
are installed. This is done e.g. in [76], which is based on hybrid time automata
learning [77].

To meet the challenges of data-driven CPS, several problems had to be solved.
There is large variety of PV system configurations due to different solar cell tech-
nologies, various common circuit designs, and so on. Thus, linear system models
due to their generality were considered [69] noting that they are less accurate than
models, which capture the exact non-linear system dynamics.

Because of the large number of PV systems, a fast algorithm especially for model
learning for FD [69] was designed and analysed. FDD algorithms are only applied
if a fault is detected. This allows to invest more computation time in FDD. FDD
algorithms analyse the residuals of robustly learned models. The algorithm in [69]
locates faults in residuals, i.e. it estimates the starting time and end time of a fault.
Several fault types such as shading or melting snow have typical time patterns. For
example, a shading event may happen in the morning over a couple of months. FDD
is thus fault classification. In practice, these classifications help to explain the faults.

A common difficulty in data-driven analysis of CPS is the lack of sensors. In
the case of PV systems, a plane-of-array irradiance sensor is not present (probable
the most critical parameter besides the power output). The idea in [78] is to learn
relations (associations) between PV systems that work under similar conditions. The
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learning method is a robust alternative to correlation networks, a so-called fitness
graph. Correlation networks are an important type of associative graphical models.
The fitness graph is employed to detect and identify faulty systems. The difficulty
here is to learn enough relations to increase the accuracy and reliability of FD.

Most recently, in [79] it is showedhow to design fast and parallel RLA for the prob-
lem of linear regression, i.e. learning linear models. This method is called Median-
of-Means (MoM). MoM is a meta-algorithm following the divide-and-conquer prin-
ciple. MoM uses the fact that input data is independent and identically (i.i.d.) dis-
tributed. It can speedup algorithms. It is robust. It can boost the confidence of algo-
rithms. In addition, it can parallelize sequential algorithms. This last property ofMoM
in combination with practical algorithms for linear regression is used for analyzing
PV systems data.

7.5 Discussion and Conclusions

Mechatronics is an established engineering discipline for which proven and demon-
strable design methods and tools are available. However, with the advent of both
Cyber-Physical Systems and the Internet of Things, while these methods and tools
can continue to be used as the basis of the design ofmechatronicmodules and subsys-
tems, an extension is needed to accommodate particular requirements for integration
at the system level (characterized by the integration of components) that characterises
CPS as well as the information exchange and sharing associated with the IoT.

Starting from the fundamentals ofmechatronics design, the chapter has considered
the extension of the associated methods, and particularly modelling approaches, to
support the inclusion of the resulting mechatronics components within the larger
integrated system concepts of both CPS and the IoT. Particularly emphasis is given
to four design areas, namely data (the IoT), CPS, mechatronics and people (including
not just users but others impacted both directly and indirectly by the system) chosen
to characterise, and differentiate between, categories of system.

Building on this, four case studies have been presented, each of which focuses
primarily on one but encompasses all domains. The nature of the case studies is
such that they not only illustrate the design decisions associated with them, but
the interaction with and between the various hierarchical levels. This then allows
consideration to be given to design elements invisible to the designer of the individual
systems components, as for instance the autonomous selection at the level of the IoT
of system elements based on context and need.

Thus viewed from the perspective of both a CPS and the IoT, mechatronic design
approaches can be considered as a key driver for the development of a wide range
and variety of future systems. The concepts present designers with the challenge of
implementing structures within information rich environments where information
and communications are increasingly the drivers of the design process. This in turn
requires designers to have access to new and novel means of simulation capable of
representing such situations.
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What is also clear is that the advent of both CPS and the IoT is introducing a
new range of challenges for designers and the design process, many of which are
centred around the need to ensure the privacy of individual users whilst supporting
the integration of data across multiple users, as for instance in healthcare, to facilitate
the early detection of situations and conditions and the appropriate responses to these.
In doing so, designers are obliged to consider not only the hard aspects of privacy,
namely ensuring the security of data during storage and transmission, but the soft
or people oriented aspects of ensuring an individual’s control over their own data.
These are increasingly important consideration when considering the increasingly
distributed nature of data, and the dynamic nature of systems, particularly at the level
of the Internet of Things.
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Chapter 8
Emergence of Product-Service Systems

Margherita Peruzzini and Stefan Wiesner

Abstract Product-Service Systems (PSSs) are a new emergent way to innovate tra-
ditional products and to extend the company portfolio, by reducing time and cost
while offering high quality and meeting the expectations of both customers and
stakeholders, which have to be considered during the design and development pro-
cess (Complex systems concurrent engineering. Springer, London, pp. 321–328,
2007 [1]). A further challenge is to close loops between Product Lifecycle Manage-
ment (PLM) and Service Lifecycle Management (SLM) by providing feedback from
service delivery to the beginning-of-life phase of products, or defining a structured
procedure to coordinate product and service development activities. The objective of
this chapter is to provide a common understanding about PSSs, to deepen the Servi-
tization process and its main features, and to understand how PLM and SLM can be
integrated to define future organization of PSS-oriented companies. The final aim is
to present PSS as a new business model, which companies can adopt to innovate their
products and to enlarge their offer to the market, according to a consumer-oriented
approach.

Keywords Product service system (PSS) · Servitization · Differentiation ·
Product-service lifecycle management (P-SLM) · Business model

8.1 PSS Concept and Definition

The concept of Product Service System (PSS) came from a publication published
in 1999 in the Journal of Cleaner Production by Goedkoop et al. [2]: it was a report
concerning sustainability, where he defined PSS as “a marketable set of products and
services capable of jointly fulfilling a user‘s needs”. This work can be considered a
milestone in PSS literature, since it provided a clear evidence of a spreading trend
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Table 8.1 PSS concept in literature review

PSS concepts PSS components PSS typology Authors

Definition of extended
product

Product, services, system – [6–9]

Definition of PSS
components

Product, related services,
infrastructure, partners’
network

– [2, 10]

Integration of product and
service to reach customer
needs

Product, related services,
infrastructure, partners’
network, customers’
requirements

– [11–13]

Definition of the main
PSS typology

– PSS product-oriented,
PSS use-oriented, PSS
results oriented

[14–16]

PSS as a mean to reduce
the environmental
impacts

Product, related services,
infrastructure, partners’
network, environmental
impacts

– [12, 15]

in different industrial sectors. Furthermore, it also defined the PSS characterizing
elements, which are:

• Product, representing the tangible commoditymanufactured to be sold and capable
of fulfilling the users’ needs;

• Service, the “activity” delivered to generate an economic value by its exploitation
and often done on a commercial basis;

• System, contributing to realise the collection of the two elements after definition,
including their relations.

After this first characterization of the PSS concept, in literature, several authors
have over time discussed and extended this innovative way to join product and ser-
vice offers. Table 8.1 below gathers these contributions and tries to discriminate the
authors’ focus: if they are mostly interested in the definition of the PSS by its main
components, or in the identification of its typology according to what it is able to
deliver to customers.

According to Table 8.1, PSS concepts and relative definitions are mainly cen-
tred on the keywords of integrated bundles of products and services, and concerns
directly the customer, aiming at the achievement of sustainability [3]. This first lit-
erature review on PSS proves that even if several terms used to identify the integra-
tion between product and service exist (e.g., extended products, technical services,
product-service systems (PSSs)), they represent the same concept: a mix of tangible
products and intangible services designed and combined to increase the value for
customers [4]. The value creation is realized through the extension of the current
business network, involving different stakeholders having the knowledge and skills
required to design, develop and deliver the new PSS offer.
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The shift of interest of both industries and academia towards an integrated offer of
products and services starts from the idea of the Extended Product, where intangible
services are integrated into a core product to add value for customers and improve
company’s profits and competitiveness. Moreover, such concept is illustrated by
the Servitization process. Vandermerwe and Rada introduced a formal definition of
Servitization. They referred not directly to the concept of PSS (which was not born
yet, but it may be a consequence of this definition), but to several models specifically
designed for those enterprises that would create a new value for their products, and
having as a result the increase of their profitability and market shares [5].

Some years later, this concept was conceptualised in a paradigm of a transition
represented along a linear axis comprising four different steps. In particular, the com-
mon idea is moving from the traditional customer experience (i.e., consumers buying
products) to a new customer experience (i.e., consumers buying solutions and bene-
fits in respect to their needs). Figure 8.1 shows the Servitization process as conceived
by Thoben et al. [6] and it involves the following four steps: (1) tangible product, (2)
product and supporting services, (3) product and differentiating services, (4) product
as a service. Steps 2 and 3 are defined also as Product + Service, and they mean
the selling of product plus several services; while the fourth step Product2Service
refers to selling only the services [9]. According to this view, PSS is defined like a
combination and integration of product and services into a system to deliver required
functionalities in order to satisfy the customer needs [17, 18] and it is able to produce
synergies among profit, competitiveness, and environmental benefit. The so defined
PSS is composed by four main elements: the product, the related services, the ICT
infrastructure required, and the partners’ network to involve [10].
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Fig. 8.1 Servitization process. Adapted from [6]
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In recent years, clear evidence shows that service plays an increasingly important
role in many manufacturing industries, especially in industries that produce complex
products. The concept of servitization directs the strategy transformation of manu-
facturers in high-value-manufacturing. As an immediate consequence, most of them
have moved from selling products to delivering product-service systems. Indeed,
the Servitization process is a fundamental means for manufacturing companies that
would find new business opportunities and involve new customer segments, increas-
ing their market share [9, 19]. This process not only affects the company business
model, but also the whole enterprise, in terms of those internal processes and stan-
dard procedures that support the design, development and delivery of the new value
proposition.

As reflected in previous definitions, PSS is a business means that allows manu-
facturing companies to create a new value for those products which have become
mature. In the market, several mature products exist (e.g. household appliances,
phones, cars); they represent products that, after a period of introduction into the
market and the consequent growth in term of sales and market shares, are becoming
old for reasons of technology, aesthetics or so on. For such products, it is required
to create a new business value, in order to extend and reinvent their lifecycle trend.
The application of PSS concept to these products is a way to improve their business
value and extend their lifecycle.

In literature, several typologies of PSS have been defined by different authors.
They aim to describe different options of product-service offer within a certain com-
pany or for a particular manufacturer. For example, Wise and Baumgartner identi-
fied four types of PSSs [20]: those with embedded services, comprehensive services,
integrated solutions or distribution control. This classification is very useful for the
description of the service content but the authors do not consider the relative prod-
uct ownership. Instead, the concept of product ownership is one of the topics faced
by Michelini and Razzoli [21] who distinguish different provision forms: provision
of tangibles with included life cycle services, provision of tangibles under leasing
arrangements, provision of shared products and function delivery. Roy [22] proposed
a categorization consisting of four types of PSS:

• Result services, where the service provider is responsible of all physical aspects
of the system, providing a ‘result’ instead of a product;

• Shared utilization services, consist of sharing products among different users or a
community of users in order to increase their utilization rate;

• Product-life extension services, where the service provider is responsible of the
maintenance, repair, reuse and recycling activities related to products to increase
their useful life;

• Demand side management (or integrated resource management), which was origi-
nated in the field of energy supply in US as an evolution of the idea that it was often
more economical to reduce energy demand than build more generating capacity.

Mont [11] stated that a PSS comprises products, services or their combinations
and classified the services forming a PSS from the product life cycle perspective as:
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• Services at the point of sale;
• Services related to product use;
• Services prolonging product life cycle;
• Revalorization services, which refer to products end-of-life and consisting of
reverse logistics, reuse or recycling of products or their parts.

Oliva and Kallenberg [23] proposed the service space where different types of
services can be considered according to two drivers: whether the services are related
to a product or to end user’s process, and whether the service is based on transactions
or on relationships.

Even if other authors proposed different classifications, Tukker’s classification of
PSS and the product-service continuum is the most widely accepted by researchers
and academia [14]. This classification identifies the following three PSS models:

• Product-oriented PSS: The physical product is sold to the customer in a combina-
tion with services such as maintenance, recycling and customer trainings, which
guarantee the functionality and a long use-cycle. Main aspects in the development
of this PSS type are the creation of a durable product to minimize service costs
and optimize the product end-of-life through recycling and reusable parts.

• Use-oriented PSS: In this case the product is not owned by the customer anymore
but is made available (e.g. through leasing) for customer-usage through the pro-
ducer. High rates of usage as well as a long lifecycle of their products are the main
goals for companies offering these product-service-systems.

• Result-orientedPSS: This is themost complex type of a PSS, selling a desired result
in place of a product (e.g. the offering of washed clothes instead of selling washing
machines). The ownership as well as the decision of technology, maintenance,
disposal etc. stayswith the producer. Thus, the development of this PSShas to focus
on the changed business model for which the consumer only pays per obtained
output.

Firms can move from one type of PSS offering to another by changing the relative
share of product and service components according to user requirements. Figure 8.2
shows such classification and how the author, according to the PRODUCT and
SERVICE concepts, conceives it.

SERVICE content 
(intangible)

PRODUCT content 
(tangible)

PRODUCT-SERVICE SYSTEM

PRODUCT oriented USE oriented RESULT oriented

Value 
mainly in 
PRODUCT
content

Pure 
PRODUCT

Value 
mainly in 
SERVICE
content

Pure 
SERVICE

Fig. 8.2 PSS continuum. Adapted from [14]
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Often, researchers used Tukker’s classification, while refining it and adding fur-
ther elements, in order to describe what should be the kind of business coopera-
tion between customers and suppliers [24–27]. Nevertheless, Tukker’s classification
about PSS is not able to capture the complexity of PSS model itself; for this reason,
these categories may be explored more in depth to facilitate the most appropriate
categorization for manufacturing companies that should apply such theoretical mod-
els in practice. According to this aim, Adrodegari et al. [28] has proposed a new
PSS classification according to Tukker’s model, where five PSS configurations are
identified in two different groups:

• Ownership-oriented (Group A): the focus of this group is that the product sales
are the main source of revenue and the services are sold as an add-on to the
product, through a transactional (e.g. technical assistance without any contractual
agreement) or relational approach (e.g. maintenance contracts). Inside such group,
two main configurations are highlighted by the authors:

– Product-focused: the provider sells the product and separately it guarantees pay-
ment services during the product use phase (e.g. break-fix repair, maintenance
contract, etc.). Companies have traditional ‘tangible’ production costs and the
revenue is mainly generated from the product sale;

– Product and processes focused: the company offers services, both in the pre- and
after-sale phases in order to optimize and increase efficiency and effectiveness of
customer’s operations.Anyway, themain revenue stream still consists of product
sales: in the product price is often included a pre-sales service component.

• Service-oriented (Group B): the focus of this group is the service, strictly linked
to the usage of a product, which represent the main source of revenue. Indeed, in
this category the ownership of the product is not transferred to the customer.

– Access-focused PSS: customer does not buy the product but pays a fixed regular
fee to gain access to it. The fee is not related only to the product usage but
includes the guaranteed additional services. The company usually keeps the
product property rights and has the responsibility for its utilization during a
given period of time;

– Use-focused: customer does not buy the product but pays a variable fee that
depends on the usage of the product (pay- per-usage time, pay-per-usage unit).
The manufacturing company is responsible for all life cycle costs, stimulating
the company itself to optimize the product costs. Customers are focused on the
value-in-use, rather than on the value- in-exchange. For this reason, the company
should be able to predict the customer behaviour, since otherwise no clear cost
calculation can be made. Such configuration allows defining a new revenue
model, where the focus is the definition of new selling parameters driven by
customer perceived value instead of internal cost. The payback period of the
value delivered is often longer than the payback period of traditional product
sales.
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– Outcome-focused business PSS: customer does not buy the product but pays a
fee that depends on the achievement of a contractually set result in terms of
product performance or outcome of its usage. Here the value for the customer is
generated by the reduction of initial investment, the minimization of operational
costs and risks to achieve an expected outcome with the product usage. An
outcome-based contract could be contracted on a fixed payment basis tied to
performance measures.

At the same time, Benedetti et al. [29] proposed an alternative Energy Services’
classification proposal based on the definition of three different dimensions:

• axis x, represents the “intangibility”, which basically corresponds to Tukker’s PSS
classification;

• axis z, represents the “scope” as defined in Sorrell’s classification (Sorrell 2007);
• axis y, represents the “risk” accepted by both the client and the service provider.

Table 8.2 contains the main PSS classifications defined in literature by several
studies and shows correspondence of meaning between the different classes, when
possible. With respect to the Tukker’s classification, other authors added a fourth
class of PSS as highlighted in Table 8.2, while other authors reduced the number of
classes.

Table 8.2 PSS classifications in literature

Source PSS classification in literature

[14] Product-oriented Use-oriented Result-oriented

[28] Ownership-
oriented

Service-oriented

[29] “Intangibility”
(Tukker’s
categories)

“Scope” (Sorrell’s
classes)

“Risk” (from
client and service
provider)

[20] PSS through
embedded services

PSS through
comprehensive
services

PSS through
integrated
solutions

PSS through
distribution control

[21] Provision of
tangibles, included
life cycle services

Provision of
tangibles by
leasing
arrangements

Provision of
shared products
and function
delivery

[22] Result services Shared utilization
services

Product-life
extension services

Demand side
management

[11] Services at the
point of sale

Services related to
product use

Services
prolonging
product life cycle

Re-valorisation
services

[23] Services related to
a product or end
user’s process

Service is based on
transactions or on
relationships
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The results of this first literature analysis about PSS proved that it is a new emerg-
ing trend for manufacturing companies, where the focus is proposing a solution and
no longer selling a product (based on its ownership), but rather selling its usage (e.g.
renting, pay-per-use, etc.) and performance (e.g. pay-per-performance). This phe-
nomenon concerns the evolution from a “traditional” product-centred businessmodel
to a new service-oriented business model. According to this trend, several authors
have conceptualized the shift from products to PSS through various concepts: “servi-
tization” [3], “transition from products to services” [23], “going downstream in the
value chain” [20], “product-service systems” [14], “moving towards high-value solu-
tions, integrated solutions and system integration” [30, 31], “manufacturing/service
integration” [32] and “service infusion in manufacturing” [33–35]. All these authors
converge into the concept of solutions defined as innovative combinations of prod-
ucts and services leading to high-value and unified responses to customers’ needs.
The common factors and the main novelties are synthetized in Table 8.3. It critically
compares the proposed PSS classifications and highlights the common factors and
the main differences of the different concepts proposed in literature. It considers in
particular the models able to represent PSS for industrial manufacturing companies,

Table 8.3 Common factors and novelties in PSS from literary review

Source Common factors Main novelties

[14] • Need to define PSS categories in
manufacturing

• Different strategic drivers (e.g.,
economic optimization, sustainability
improvement, energy efficiency) to
categorise the PSS

• New strategies in product service
system design

• Business model analysis to identify the
successful manufacturing solution

PSS categorization according to the
customers expected outcomes
(product-oriented, use-oriented,
result-oriented)

[28] Revision of the PSS typologies defined
by Tukker, according to the business
model adopted by industrial companies
(ownership-oriented, service-oriented)

[29] Proposal of a new PSS classification to
map different types of energy services,
based on the existing Tukker’s PSS
categories

[20] Proposal of four different successful
business models in manufacturing and
highlighting of servitization trend

[21] –

[22] Definition of four type of PSS according
to the sustainability driver

[11] Discussion about the applicability and
feasibility of PSSs in manufacturing. The
main uncertainties are the companies’
readiness to adopt them, the consumers
companies to accept them, and their
environmental implications

[23] –
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because they are able to define if a proposal is more product- or service-oriented.
Along the years, this classification has been adopted by other authors and revised
according to different strategic drivers (e.g., economic optimization, sustainabil-
ity improvement, energy efficiency) for better understanding all the PSS solutions’
potentialities. This brief literature review has demonstrated that the main barriers
to develop and adopt PSSs in manufacturing are the company readiness to adopt
them, the consumers companies to accept them, and the PSS environmental impli-
cations [11]. These represent the main challenges in PSS manufacturing application.
Indeed, several discussions and approaches exist for PSS design, but only at a con-
ceptual level. Instead, concrete examples of their application in manufacturing are
still missing.

8.2 Product Lifecycle Management (PLM) and Service
Lifecycle Management (SLM)

According to the innovative trend to develop aPSS, a change in the innovation thought
of manufacturing companies was realized. Indeed, the innovation concept has moved
from the manufacturers’ needs, complying the production costs and constrains, to
the users’ satisfaction. For a long time, producers have been regarded as the principal
source of innovation and their motivation to innovate is driven by monetary profit
expectations from selling products and services. Within the last decades, users are an
important complementary source of innovation, and their motivation to innovate is
driven by their own needs and expected benefits fromusing the innovation themselves
rather than monetary profit expectations. In this context, PSS has moved to the
forefront.

Talking about PSS, it is noteworthy that Product Lifecycle Management (PLM)
and Service Lifecycle Management (SLM) must be combined together. Currently
service development might not be identified as similar to product development, due
to the differences concerning product lifecycles and service lifecycles. Therefore,
the link between product and service activities is possible through the application of
a lifecycle management approach. Stark defines the lifecycle of an offer (tangible or
intangible offer) as follows: Imagine, Define, Realize, Support/Service, Retire [36].
This model enables to define a first distinction between product activities and service
activities, but it does not show up the interactions between PLM and SLM. For this
reason, it is worth to analyse both PLM and SLM separately, in order to understand
what main intersections should exist to develop a PSS.

Product Lifecycle Management is defined in literature as a holistic approach to
manage the product information along its lifecycle [37] supported by Product Data
Management (PDM) applications, which focus on designing and engineering data
[38]. Moreover, PLM is able to exploit the interoperability with other IS of an indus-
trial company to manage the product information. Indeed, the final aim of a PLM is
managing information in an integrated manner in a digital chain [39, 40]. Usually,
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PLM covers the whole lifecycle of a product, from the first idea and concept to its
recycling and disposal. There are many different lifecycle models found in literature.
However, the majority is based on three main life cycle phases:

• Beginning of Life (BoL);
• Middle of Life (MoL);
• End of Life (EoL).

Service Lifecycle Management is involved in the Service Science, Management
and Engineering (SSME) [19], which is a young research field that addresses the
open questions and challenges coming from the servitization process. Indeed, service
lifecycle concern appears in the literature often correlated to PLM. Service Lifecycle
Management aims to create a link between Management and Engineering. Despite
this topic being quite newand innovative in the literature, some approaches are arising
to also manage service information. According to Freitag et al. (2013), the Service
Lifecycle Management framework consists of four parts:

• Phases of Service Life Cycle Management;
• Role Model for Service Life Cycle Management;
• Methods and Tools for Service Life Cycle Management;
• Interactions between product and service lifecycle management.

The main model to compare PLM and SLM involves three Service Lifecycle
phases [41]:

• Service creation, which consists of two main pillars: provision of conditions and
ideation;

• Service engineering, which consists of four phases: service requirements, service
design, service implementation and service testing;

• Service operations management, where the first task is to acquire customers. After
this, the service needs to be delivered to the customers.

In Fig. 8.3 both PLM and SLM lifecycle phases are identified and displayed
according to the most widespread idea that considers services and their lifecycles as
aligned to the product, in order to be assessed and designed together. Nevertheless,
currently, with the increasing interest in PSS approaches and methodologies, there
is the need to have a strong interaction between PLM and SLM, in a systematic way
and in both directions.

In the literature, amethod named Product Service LifecycleManagement (PSLM)
exists, able to unify product and services under one common approach, allow-
ing also an effective collaboration of product and service actors. PSLM enables
effective collaboration between all the stakeholders of products and services life-
cycle management. It provides both services information management through a
service-centred approach (i.e. SLM), and product information management through
a product-centred approach (i.e. PLM). At the same time, this approach allows hav-
ing a strong interaction between the two main entities (product and service), in both
directions. Indeed, its final scope is to provide to and share with product and ser-
vice stakeholders all the information required. The management of products and
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services activities requires a transversal collaboration among partners that should be
supported by a collaborative framework.

In order to identify the interactions between PLMand SLM, different models have
been developed by researchers. Mahut et al. [42] starts from the definition of PLM
and SLM given by [36] and proposed two main categories to identify the possible
interconnections between product and services:

• Major links, which represent the substantial link between product and service
activities. It reveals the necessity to construct products and services in a very
strong collaboration;

• Minor links, which are necessary but not predominant interactions (they can iden-
tify a purpose).

Such approach does not assume how PLM and SLM should be managed and
what is the typology of their interconnection. Indeed, in literature four alternative
typologies exist and have been formalised [43]. Figure 8.4 shows them, which rep-
resent how the interactions between Product and Service Lifecycle Management
could be identified. This categorization has manifested itself inside the development
of a European project, namely Manufacturing SErvice Ecosystem (MSEE), which
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Fig. 8.4 PLM and SLM interactions proposed by the MSEE European project
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has the scope to design and develop several tools able to support product-oriented
manufacturing companies to design a new PSS.

According to Fig. 8.4, the possible configuration of PLM and SLM are defined in
the following:

A. Direct interconnection,which is themost common situation in themanufacturing
industry, where SLM is triggered by PLM and depends on it. The management
of the service lifecycle is driven by changes of the PLM;

B. Indirect interconnection,which is completely opposite to the previous one,where
PLM depends on SLM (the management of the product lifecycle is driven by
SLM);

C. Parallel interconnection, where product and service lifecycle are managed at the
same time. Mostly, the product and the according service lifecycle are the same
length but the interactions take part only if they are necessary;

D. Coordination, where both lifecycles are managed in a highly integrative way and
the managerial boundaries between PLM and SLM disappear. Decisions always
have influence on both components of the integrated life cycle, until the highest
degree of integration is reached, where products and services do not looked at
separately anymore but treated as integrated PSS. This interconnection is the
best desirable, thinking to a PSS offer.

Peruzzini et al. [44] proposed a first example of Product Service Lifecycle Man-
agement (P-SLM), which fits a different definition of PLM and SLM interactions and
shows how Product and Service Lifecycle can be managed concurrently. Figure 8.5
shows the comparison between the different PLM, SLM and P-SLM models pro-
posed in literature. Defining a new approach as P-SLM to manage the integration of
PLM and SLM with the aim of proposing a PSS instead of a traditional product, a
new challenge is to identify the methods and tools able to support each phase inside
the P-SLM.
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8.3 PSS: A New Business Model

ABusinessModel (BM) describes the rationale of how an organization creates, deliv-
ers, and captures value [45]. According to this definition, BMs in the manufacturing
industry have focused on the fabrication or assembly of more or less customized
products and have generated revenue from their sales. The required machines, mate-
rials and qualified personnel cause high fixed costs, so supply chain organization and
efficiency have a high influence on competitiveness. The levels of standardization,
automation and the technological advance have been important indicators for the
success of a manufacturing company [46].

The shift from providing only physical products to integrated solutions, able to
increase market share and customer satisfaction, expands the role in the value chain
by seeking to innovate and design new products and services in order not to compete
on the basis of cost alone [47]. Product-Service Systems lead to a new businessmodel
definition that aims to sell not only goods, but also value added service propositions
like training, system integration and consulting. The PSS business model, instead of
traditional products, changes the manufacturer’s perspective about the costs and rev-
enues arising during the PSS lifecycle. This issue represents a challenge for industrial
companies and offers opportunities for investigation [48].

Asmanufacturers often lack the competencies needed for the provision of services,
the development of a PSS necessarily requires the creation of a structured network of
partners and stakeholders, able to exploit the necessary tangible and intangible assets
and create valuable solutions to share among all partners [49]. This means moving
from the traditional concept of manufacturing enterprise to a new idea of Global
Production Network (GPN), which represents an aggregation of several partners
with different knowledge and capabilities, focused on the realization of a specific
PSS value proposition.Moreover, theGPN implies the definition of a properBusiness
Model in order to recognize the strategic factors for each partner as well as the key
resources and activities and mechanisms for risk and profit sharing to involve in the
new PSS scenario to develop [46].

According to the aim of designing, configuring and developing a new PSS,
business-modelling techniques are the most appropriate to analyse the scenario to
develop. They can be considered as conceptual tools able to support industrial com-
panies to identify, understand, design, analyse, and change their current Business
Models (BM) [50]. In literature, several research studies identify the same method
to develop a new BM for a PSS; it involves four main research steps [27]:

• Identification of PSS characteristics and typology;
• Investigation of business model concepts;
• Development of the framework;
• Application of the developed framework by means of a case study.

In this context, the Business Model Canvas [51] is a well-defined concept that
allows the company to easily describe and configure business models to create new
strategic alternatives. The model consists of nine elements or business areas, shown
in Fig. 8.6.
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Fig. 8.6 Canvas business model. Adapted from [45]

Amanufacturing enterprise that changes from the fabrication of products to offer-
ing PSS solutions and transforms its supplier base into an ecosystem of network
partners will have to analyse and adapt the elements in all model parts to create a
new and competitive BM.

• Value proposition, that is the definition of the offer proposed to customers (what
the manufacturing company would offer to market). The product as output of the
manufacturing process is replaced by a guarantee of the functionality, availability
or outcome of the product usage [52];

• Customer segments, that represent the groups of expected people or organizations
to reach through the defined value proposition (who the manufacturing company
would reach). For a successful BM, it is important to identify and address potential
customer segments outside the current boundaries of the manufacturing industry;

• Channels, which are the company’s interfaces with its customers (how the man-
ufacturing company reaches its customers). Pure physical delivery of the product
has to be extended with new channels for service provision;

• Customer relationships represent the types of relationships themanufacturing com-
pany establishes andmaintains with specific customer segments. The selling trans-
action has to be replaced by a permanent relationship to the customer to generate
constant streams of value and information;

• Key resources, that are the assets required to offer and deliver the value proposed.
Additional human, financial, physical and intellectual resources are required. This
includes competencies in service development, product-service integration and
collaboration;

• Key activities, those involved in offering and delivering the value proposed have to
change frommanufacturing to service provision and the creation and management
of a suitable network of partners for each customer demand;

• Key partners (i.e. network of suppliers and partners that support the businessmodel
execution) must be complemented by service providers and other stakeholders of
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the PSS. An ecosystem has to be created, in order to be able select the appropriate
network partners for the realization of each value proposition;

• Revenue streams, that represent the revenue that the manufacturing company is
able to generate from each customer segment. Revenue then will not be generated
by a one-time sale of a product, but it should be concentrated on generating a
constant revenue stream through service or usage fees;

• Cost structure, that represents the costs incurred when operating a business model.
PSS are value driven. The focus should not primarily lie on reducing the costs for
manufacturing the product, but to combine products and services in away to deliver
the largest possible value to the customer.

This business model has been applied in several organizations widespread around
the world (e.g. IBM, Deloitte, Ericsson, etc.) and it is adopted both by industrial
companies to identify, design, analyse, and change their current business models,
and by researchers, as an empirical analysis. The main challenge for manufacturing
enterprises is to integrate the new and unknown value proposition of a PSS and the
associated collaborative arrangements into their BMwithout experience in this field.
Building networks with unconventional business partners is difficult and can bring
incalculable risks [53]. New information and communication technologies (ICT)
have to be utilized for service provision and to develop closer relationships to the
customer. New stakeholders in the ecosystem affect the cost structure and require
new kinds of revenue models, which are currently not elaborated in manufacturing
industries.

The Canvas model alone is not sufficient to understand the transition towards
a more service-oriented business model. It is necessary to integrate this business
approach together a technical approach able to design the value proposition. A new
practical methodology, which helps manufacturers to adapt their strategy and BM
according to a vision of servitization and collaboration, has been developed by [41].
The methodology has been instantiated in a workshop concept and evaluated in four
manufacturing case studies.

During the first phase (Fig. 8.7), the current strategy and BM of the manufac-
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Fig. 8.7 Methodology for business model development
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turer are analysed in detail, based on the generic strategy framework of Porter [54].
Additionally, a competitor’s analysis makes potentials and market boundaries visible
[55]. The analysed manufacturer needs to identify the relevant strategic factors of its
industry, which can be mapped out directly on a Strategy Canvas as an analytical tool
[56]. The current BM is analysed in the next step and is mapped out on the Business
Model Canvas [51].

Phase 2 consists of a creative process to identify opportunities for new strategies
and BMs based on trends and environmental changes. Therefore, a simplified Social,
Technological, Economical, Environmental and Political (STEEP) analysis [56] is
used to capture future trends. Based on the Six Paths Framework [57], company
representatives discuss in a creative process how to change the business according
to the STEEP factors. The next step of the methodology is to create a new Strategy
Canvas, using the Four Actions Framework [57] as a tool to eliminate, reduce, raise
and create strategic factors.

In Phase 3 a new strategy and BM were developed, based on the superior vision
of servitization and collaboration. Out of the new Strategy Canvas, a new Business
Model Canvas is created. The new BM can rely upon results of the STEEP-Analysis
and the Six Paths Framework as well. The company vision of providing a PSS
through collaboration with partners is now visualized and becomes comprehensible.
The creation of the new strategy and the BM is interrelated and is understood as an
iterative process. Finally, the practicability of the new BM is evaluated.

The implementation of PSS BMs requires disruptive changes in the existing orga-
nization of a manufacturer. This includes the company structure, business processes
and IT environment, as well as changing themindset from a product-centric to amore
collaborative, service-centric perspective. However, as the organization consists of
many different stakeholders, it is difficult to transform. Thus, to overcome internal
resistance to the implementation of a new PSS BM, a suitable change management
approach is critical. It is necessary to analyse the changes required for the implemen-
tation of the new BM, define actions for servitization and collaboration and execute
them in a structured process.

8.4 Approaches to Support PSS Innovation

Innovation is one of the main features of successful PSS and should be properly
analysed and supported by design methodologies. In particular, innovation of PSS
requires on the one hand a better understanding of the customer requirements, and
on the other hand additional competencies for the integrated design and provision of
the product and services, from idea generation to realization and commercialization
[58]. Thus, the involvement of the customers as partners (e.g. to identifymaintenance
needs) and collaborative arrangementswith other enterprises (e.g., localmaintenance
service providers) becomemore andmore important [59].Manufacturing enterprises
do not only have to support service innovation and provide the required physical
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resources, organizational structures, as well as IT tools. They have to furthermore
ensure the interoperability of their products to existing and newly developed services.

There are not just services that are developed specifically for the physical product.
Rather, the PSS can make use of services that already exist independently from the
particular physical product. However, some of these services need adaptations to
work with the physical product. There are for example existing service centres that
monitor data from sensors and take defined actions in case of alerts or if the received
sensor data show critical values. If the machining centre mentioned above should be
monitored by such a service provider, it is necessary to establish the data connection
and to define threshold and corresponding actions.

Another category of services is based on available standard services that are
applied without further adaptations. However, it may be necessary to prepare the
physical productwith interfaces according to the correct standards tomake the service
work. In the machining centre example, such a standard service could be express
spare part logistics that enable the exchange of components and modules within
24 h, 365 days per year. To apply the service, it could be necessary to align the
size and weight of machine components to the standards of the specialized logistics
provider that offers the service.

According to this view on PSS, there are different options for service innovation.
Usually, it is assumed that service innovation leads to new services. For instance,
Toivonen and Tuominen defined service innovation as “a new service or such a
renewal of an existing service which is put into practice and which provides benefit
to the organization that has developed it” [60]. However, in the context of PSS this
does not cover all options of service innovation: additional possibilities are new
combinations of existing services with a certain physical product. Innovation also
includes new adaptations of universal services or of the physical product to enable the
application of standard services. This leads to certain challenges for manufacturing
enterprises, if they are aiming at innovative PSS:

• they need competencies in service development if they want to develop new ser-
vices for their product or new products with related services;

• for new combinations of existing services with their products, they need to get
to know potential service candidates. This means that they have to “look beyond
their own backyard” into branches that are not yet related to their product;

• in both cases it could be necessary to have competencies in equipping the already
existing product with standard interfaces to services. Therefore they need some
“service thinking” that they can obtain from cooperation with services providers.

In the past, approaches towards innovation inmanufacturing enterprises have been
focusing on the physical product, as their outcome has been rare in services [13].
Manufacturing and distribution as well as maintenance, repairs and recycling (in case
such services are offered) were organized in linear deterministic supply chains. A
new approach to support service innovation in manufacturing enterprises will have to
overcome these rigid structures and address the challenges identified in the previous
section. Innovation can be defined as: “the implementation of a new or significantly
improved product (good or service), or process, a new marketing method, or a new
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organizational method in business practices, workplace organization or external
relations” [61]. The following attributes were mentioned in most definitions for
innovation [62]:

• New: it defines something that did not exist before or has changed fundamentally.
Even if the solution is already established in one branch or country it can be
regarded as new in another branch or country [63];

• Improved: it usually defines an added value, in comparison to what was already
available before;

• Beneficial: it refers to the creation of a benefit for the “creator” of the innovation,
the innovator. In businessmarket success is usually regarded as the decisive benefit.

This first attribute “new” has an essential impact. The higher the degree of novelty
the higher is the uncertainty and therefore the risks. On the other hand the degree of
novelty could contribute significantly to the added value perceived by the customer.
So the enterprise that is aiming at innovations has to decide if they choose a high
degree of novelty that could lead to strong competitive advantage but bears also a
high risk or if they “play safe” and choose a low level of novelty. For PSS there are
three general levels of novelty [62]:

• Anewcombination of existing serviceswith an existing productwithout adaptation
and virtualisation of physical value components, this means the substitution of
physical components by IT-based services;

• Either product or service is new or adapted (the other part stays as it is). This could
be based on virtualization of physical value components;

• Both product and services are new or adapted, including virtualization of physical
value components.

The degree of novelty is not a “quality criteria” for an innovation. Even the
combination of existing product and existing service can lead to a success on the
market and disrupt other solutions. But the tussle is not only addressing the money
that is needed for investment. A sometimes even more important aspect is the effect
the introduction of newPSS could have on existing business. Generally the PSS could
be competitive, complementary or neutral to the existing business. These effects can
occur externally on the market, e.g. if the PSS and the existing products compete for
the same customer budgets (“cannibalization” effects), or internally if they apply the
same resources, a situation that could produce conflicts or synergies.

Traditionally innovation processes are regarded as critical processes taking place
“in the 4 walls” of a company. The intention was to protect intellectual property and
to build up internal knowledge that creates advantage over competitors [64]. There
are a lot of examples for companies that were successful with this approach in the
past. However, several changes require a different approach today from companies.
Customers require solutions that are in many cases so complex that the required
knowledge cannot be provided by one company alone in an efficient way. In addition,
there is a shift from “one-timemarket launch of a fixed product” to amore continuous
development and improvement of products and/or services that requires an almost
permanent investigation of developments on the market regarding technologies and
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corresponding fast reactions. This is hardly accomplishable by a single company. As
a consequence, many companies open their “4 walls” to obtain external input and to
involve partners in the innovation processes. Awell-known and established approach
of inter-organisational innovation is the approach of Open Innovation brought up by
Chesbrough and described as follows:

Open Innovation is the use of purposive inflows and outflows of knowledge to accelerate
internal innovation, and expand themarkets for external use of innovation, respectively. [This
paradigm] assumes that firms can and should use external ideas as well as internal ideas, and
internal and external paths to market, as they look to advance their technology. [65]

This definition shows that Open Innovation is not a one-way. This means that
a company is not only receiving input but is also willing to provide impulses and
input to partners that can use this for their own innovation processes. The wall
of the “classical innovation funnel” that describes the way from a big number of
ideas to a new innovative product that is successfully introduced on the market
becomes permeable. Gassmann and Enkel [66] described three ways of exchange
with partners:

• Outside-in process is the process of internalizing external knowledge, e.g. when
a company involves research institutes or when customers are involved to obtain
their feedback and their ideas.

• Inside-out process is the process of exploiting internal knowledge through opening
of organizational boundaries, e.g., the commercialization of IP.

• Coupled process is a cross-over of an outside-in and inside-out process. It describes
collaborative research and commercialization with an external community. Inno-
vation networks and joint ventures are typical examples for this approach.

The Internet provides important opportunities to follow the approach of Open
Innovation and exchange knowledge and impulses with others. Keywords are for
example Netnography [67], that is an online ethnography in particular to analyse
customers and how they act by using the internet, and Crowdsourcing [68], where
delegate tasks to a big group of users in the internet to receive their contributions as
input for the innovation process.

To identify opportunities for new, innovative combinations of products and ser-
vices it is necessary to clarify where to look for these opportunities. Due to limited
resources it is necessary to focus on promising search areas. The Method to define
Search Areas should help SMEs to look beyond well know domains that are already
served (“looking out-of the box”) and do this in an efficient way. There are dif-
ferent strategies an enterprise can choose to search for servitization opportunities.
Figure 8.8 gives an overview of these strategies.

The differentiating aspect between the strategies is the potential “distance” from
the own existing product and the “home market” that is served:

• Same business area: Same or comparable customers, overlapping of Value Chains;
• Other business area: Different customers, different/independent Value Chains;
• Comparable physical products: Products that are serving the same purpose, offer-
ing the same functionality or that are based on the same technology;
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Fig. 8.8 Different search areas for servitization opportunities

• Different physical products or no direct product relation: There could be stand-
alone services that are not related to a physical product yet. Or there are products
that serving a clearly different purpose.

8.5 Summary and Outlook

This chapter introduces the concept of PSS and describes the different forms by
which a product-service solution can be handled and managed by industry. A lot of
factors need to converge to order to make a PPS appreciated by the market; among
them, innovation is a key factor. At the same time, however, the PSS strategy appears
also as one of the main drivers of innovation in modern companies. Furthermore,
a PSS can be used to easily differentiate the company portfolio and to improve the
market share [69].

The creation of PSS is based on a deep understanding of the customer require-
ments, and the capacity to collect additional competencies, usually outside the com-
pany, to design and provide both product and services and support the overall process,
from idea generation to realization, commercialization and after sales [70].

The strategies resulting from the combination of product and service aspects
can be different: from “home market”, to analogous products, related markets und
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unrelated markets. The selected method offers, for each strategy, a set of questions
that help to identify and clarify the business goal and the business model [71].

In this context, the first step is starting with the right questions to define robust
requirements for the new PSS. This concept can be easily explained by an exam-
ple in the field of analogous products: the requirements upon hygiene are the same
for devices in food industry as for equipment in the healthcare sector, so it could
be interesting to analyse corresponding services in healthcare to trigger ideas for
food industry, and viceversa. Relevant questions to identify analogies are as follows:
What are essential functions and characteristics of the own product? What products
are comparable according to aspects that are essential for the considered product
(comparable functionality, used under comparable conditions, etc.)? Can the PSS
exploit existing channels? Which is the related business? On the basis of these ques-
tions, a successful PSS can be conceived and designed. Chapter 10 will provide a set
of methods and tools for the systematic design and development of PSSs.
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Chapter 9
A Meta-Model for Intelligent
Engineering Design of Complex City

Fabien Pfaender, Egon Ostrosi, Alain-Jérôme Fougères and Bin He

Abstract A city is a complex system, requiring the input of multiple disciplines for
its (re)design. It shares some properties of two kinds of objects: empirical objects as
well as theoretical objects. As city emerges as a complex object formulti-disciplinary
studies, it is of the highest importance to adopt a systemic and global approach in
order to bring new knowledge to this field. To master the growing complexity of
cities and to consider in the same spot heterogeneous ways of thinking of city, we
need intellectual tools and models. The goal of this paper is to propose a model for
describing engineering modelling knowledge with relationships and transformations
between four domains: (1) citizen, (2) functional, (3) physical and (4) process. The
proposed model is structured on four levels of modelling: (1) conceptual (2) mathe-
matical (3) computational and (4) experimental. These network of models should be
necessary intelligent for managing the engineering design of a smart city. For over-
all city design, the paradigm should change from planner-centric to citizen-centric.
However, while these models are potentially relevant, data that may feed these mod-
els is lacking most of the time. Moreover, filling and detailing each of the models,
requires additional input fromdifferent experts and theories. In this chapter smart city
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J. Stjepandić et al. (eds.), Systems Engineering in Research and Industrial Practice,
https://doi.org/10.1007/978-3-030-33312-6_9

235

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-33312-6_9&domain=pdf
mailto:fabien.pfaender@utc.fr
mailto:egon.ostrosi@utbm.fr
mailto:alain-jerome.fougeres@ecam-rennes.fr
mailto:mehebin@shu.edu.cn
https://doi.org/10.1007/978-3-030-33312-6_9


236 F. Pfaender et al.

engineering design will focus on three interrelated approaches: (a) data that should
be gathered, (b) models that can be used by means of these data, and (c) interpre-
tation methods and tools to elaborate knowledge and decision from the results these
models can produce. The paper presents some findings from the application of the
proposed meta-model.

Keywords City modelling · Complex city · Smart city · Holon city

9.1 Introduction

The rapid urbanization of the world and the increasing complexity of urban sys-
tems make it necessary to study the cities by engineering sciences approaches. Gen-
eral inquiries about climate change, urban sprawl and the necessary densification
of present cities, as demands for energy savings, better mobility, better information,
or protection against disasters, have transformed the city into a physical problem of
major concern [1, 2]. However, as a multi-physic, multiagent and multiscale system
interacting with soil, atmosphere, biosphere and global networks, the city remains a
rather unknown and poorly predictable object.

Structurally, the world’s cities are more and more similar, day after day, through
the convergence of construction techniques, streets adaptation to modern forms of
mobility, comfort standards in housing, and an increasing amount of tertiary activi-
ties. They differ, however, in climate, and in the historical, institutional and cultural
context of their long evolution.

The Brundtland report raised the issue of sustainable city development, which
has been the focus of the planning community. Seeking a sustainable city form
has become the goal of the planning community [3]. With the development of city
informatization, the complexity of the city has increased dramatically. It has brought
valuable opportunities and brought newchallenges, such as “information islands” and
design discontinuities. In addition, as the size of the city continues to expand, city
systems are increasingly demanding information sharing, system interoperability,
and software reuse. These relatively independent and standard different systems
are no longer sufficient and have exposed more and more short-comings, and an
integrated city system is urgently needed.

A city is a complex system. Engineering design and planning of the city is also a
complex problem. This complexity results from the conjugation of a huge amount of
heterogeneous data, from the area of natural, technical, human and social sciences,
interacting with each other. Three key properties of the city as a complex system can
then be drawn [4]:

Property 1 City is a multi-physic, multi-agent, multi-stratified and multi-scale sys-
tem.

Indeed, city is a multi-physic object because it is characterized by multi-flux of
energy, materials, information and human activities behavior [5]. City is a multi-
agent object because it is formed by the populations (of citizens) and different actors
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of the urban scenery. City is a multi-stratified object from historical, institutional
and cultural context of its long evolution. Cities is a multi-scale object because it is
a whole system, that is part of a vaster whole, and which at the same time contains
subsystems, of which it is composed and which provide its structural and functional
meaning, interconnected by networks as well as characterized by social, cultural,
political and economic aspects.

Property 2 City can be considered an evolving living system in complex interac-
tion with its citizens, its artificial physical environment, and its natural physical
environment.

Indeed, city is a living complex geometrical and topological object, limited by its
artificial physical environment, and its natural physical environment. It is lived by its
citizens and therefore is constrained by sociological, societal, political and economic
parameters.

Property 3 City is also an intersecting system. It shares some of properties of two
kinds of objects: empirical objects as well as theoretical objects.

Indeed, we face now objects that share properties of these two kinds of objects:
empirical and theoretical. They are called the intersecting objects. These objects are
empirical entity: they are not the result of a conceptual construction. These objects
are also ameeting point for several scientific disciplines and so can be studied theoret-
ically. City satisfies these characteristics. Therefore, it is an intersecting engineering
design object.

The city as an intersecting object requires interdisciplinary research, where each
discipline may potentially be reconfigured thanks to its consideration of inputs com-
ing from the other disciplines. By reformulating problems raised by other disciplines
in this interdisciplinary perspective, a research managed in a discipline will be led to
think differently its basic concepts in order to take into account those problems. It is
the reason why city as an intersecting object is a good spot to elaborate a paradigm
shift by proposing additional dimensions that are able to account for its complexity
and globality. Thus, a transdisciplinary research is needed which can lead in the elab-
oration of a new discipline, which considers the city, an intersecting object, as its own
reality. Now, a new scientific community is emerging, strongly multidisciplinary [6],
bringing together physicists and geographers, city planners, sociologists, economists
and policymakers, congregated around computer sciences and various engineering
disciplines (civil, electrical, materials, mechanics, systems…). As cities emerge as
an intersecting complex object, it is of the highest importance to adopt a systemic
and global approach in order to bring new knowledge in this field as well as to build
the bridges between the disciplines. Coping with complexity in its conceptualization,
in its modelling, in building up theoretical and practical arrangements to intervene
and modify certain aspects, implies first to enlighten the representations generally
hidden in the frameworks that gave birth to the methods and tools.

Thus, city offers exceptional scope for original engineering research and appli-
cations, with critical impact for the well-being of its citizens. Developing better
strategies for the engineering design of the smart cities can be considered a global
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imperative [7]. The goal is to propose new models, tools and bridges between these
models and tools either to lead to a better design and planning of cities or to give a
better predictive approach for a better decision-making process.

Sustainable city modelling is a key issue discussed in the planning circle in the
21st century. In recent years, the development and application of sustainable city
system design have become a hot spot. As far as the whole world is concerned,
due to the lack of unified norms and standards, it is not uncommon to see system
development fails in operation and fails to achieve the design effect [8].

With the development of computer technology as the core of the comprehen-
sive technology, city planning management information system will be integrated,
networking, multimedia, intelligent and directly oriented to decision-making devel-
opment [9]. Sustainable urban modelling needs to be based on large-scale graphical
information database, with a variety of city information, how to accurately obtain,
comprehensive statistics, analysis and application, has become a top priority. Its sus-
tainable development is mainly reflected in the following three following aspects:

Process sustainability. According to the current status of many urban construction
and planning, it is necessary to define the entire urban design modelling system from
multiple fields [10]. By designing some conceptual models and specific models to
cross-analyze various fields, the material and function of the constituent elements
are highly integrated to achieve sustainable development in the application field.
Data sustainability. The advent of the era of big data has brought opportunities for
data sustainability research, but also brought new challenges such as problem com-
plexity and computational efficiency. City modelling is a comprehensive technology
that relies on computer technology for information acquisition, storage, display, anal-
ysis, and conversion. It provides decision support for various user coverage, includ-
ing system integration, advanced networks, and large databases [11]. However, the
system’s core content data determines that the construction of the data informa-
tion system will be a long-term and arduous process with sustainable development
characteristics.
Technology sustainability. Technology has penetrated into every aspect of people’s
production and life, and they are at the core of sustainable development [12]. How
to use technology to play a sustainable role in the current design to improve the
efficiency of resource allocation becomes the most important issue. Throughout the
history of technological development, we can see that the driving force for the con-
tinuous development of technology lies in demand, and the demand for spatial infor-
mation in cities is driving the continuous development of city modelling.

This chapter presents a model for describing the engineering modelling knowl-
edge in the design of smart cities in light of a detailed understanding of “what wewant
to achieve” and “how we want to achieve” relationships and transformations. It is
based on the principles of axiomatic design theory structured here on different levels
of modelling. Axiomatic design provides a scientific basis for the design of engi-
neered complex systems [13]. The complexity of the systems can be reduced based
on axiomatic design based complexity theory [14–16]. Axiomatic design approach
considers design as the interplay between what we want to achieve and how we



9 A Meta-Model for Intelligent Engineering … 239

want to achieve it [13]. Engineering design progress through interplay and iterations
between “what we want to achieve”, representing functional modelling, and “how
we want to achieve”, representing structural modelling. This model can be applied
to great advantage in the design of the complex city, considered as an intersecting
object. The proposedmodel can better capture the engineeringmodelling knowledge,
scientific and empirical, because it provides: (a) a disciplined way of thinking, (b) a
disciplined way of modelling and (c) modelling tools and techniques.

However, when models have been identified with the help of axiomatic design
theory, each of them need to be detailed and specified for the purpose for which
it is meant. For this detailing and specification additional expertise, disciplines and
accompanying methods and tools are needed. This process also requires a transdisci-
plinary approach [17]. In this paper, the initial model will be identified, while some
of them are further detailed.

The remainder of the paper is organized as follows: In the second section, the
model for engineering modelling analysis is proposed. The third section describes
the engineering models. The fourth section proposes an application of the proposed
model. In the last section, the conclusions show the interest of the proposed approach.

9.2 Meta-Model for Engineering Modelling Analysis

Science usually considers empirical objects as well as theoretical objects. While
the first is real, given through scientific experience, the second ones are ideal and
given through formal reasoning or conceptual argumentation. Empirical objects are
those that drive our interest for practical purposes. While any knowledge on them is
potentially useful, they lack rigour and precise formalisms to understand them and to
validate our knowledge. On the contrary, theoretical objects may be known thanks to
rigorous demonstrations and precise concepts. Examples of theoretical objects are the
individual in the economy, the concept in psychology, an electron in physics. Empir-
ical objects are any object of our real environment, for example, people, animals etc.
This tension between these two kinds of object relies on the traditional legacy of
an ideal epistemology (what we can know does not exist) and empirical ontology
(what exists cannot be known). However, we face now objects that share some of
the properties of these two kinds of objects: the intersecting objects. These objects
are an empirical entity: they are not the result of a conceptual construction. They
are intersecting insofar as they are a meeting point for several scientific disciplines
and so can be studied by theoretical objects proposed by those disciplines. However,
intersecting objects have a double transcendence: an empirical transcendence and
an epistemic one. According to the first transcendence, intersecting objects exceed
any experience we may have of them. While they exist, it is not possible to circum-
scribe them through empirical or scientific experience. According to the epistemic
transcendence, intersecting objects exceed any conceptual characterization we may
propose of them which even cannot be used as a reasonable approximation to study
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them. Intersecting objects are objects of special interests since they require relying
on many disciplines while they exceed the sum of them.

The city is as well an empirical and theoretical object [4]. By reformulating
problems raised by other disciplines, a research managed in one discipline in an
interdisciplinary perspective will be led to think differently about its basic concepts
to take into account those problems. However, this reconfigured discipline will be
still incomplete regarding the city as an intersecting object. It is the reason why a city
as an intersecting object is a good spot to elaborate a paradigm shift by proposing
a new concept, an additional dimension that is able to account for the city in its
complexity and globality. An engineeringmeta-model for describing the engineering
modelling knowledge can help the multidisciplinary teams to adopt a systemic and
global approach in order to bring new knowledge in this field as well as to build the
bridges between the disciplines [18].

Engineering design of the city of the future for its citizens of all ages with its fast
and dynamic evolving structure is a complex problem. Our first claim is that engi-
neering design theories and practices can successfully be adopted in the engineering
design of the complex city [4]. The second claim is that modelling knowledge plays
an important role in enhancing the rationality and usability of engineering models in
the engineering design of smart cities like Shanghai. Engineering design can be anal-
ysed, synthesized and validated through dynamic engineering models. Developing
models for describing the engineering modelling knowledge can improve the quality
of complexity management in the practice of the engineering design of smart cities.

In the past, there were many attempts to draw up models to handle the complexity
management of design process in systematic steps [13, 19–23]. Both functional
modelling and structural modelling have been investigated [24–27]. The goal of
engineering design is the conversion of a perceived need or a technical problem into
information from which a product can be built with sufficient quality and reasonable
cost to meet the needs or to overcome the problem [28]. A design process usually
starts with the identification of a need, proceeds through a sequence of activities to
seek for a solution to the problem, and ends with a detailed description of the product
or the technical system.

From the axiomatic design point of view, engineering design of city can be con-
sidered as a process of transformation of abstract models into concrete models from
citizen domain to process behaviour domain. The analysis of the design from the co-
evolution function/structure point of view is a central point for reflexive management
of design activity [29]. In this research, the city, an intersecting object, is considered
and conceived as an evolving living system in complex interaction with its citizens,
its artificial physical environment, and its natural physical environment in a time.
Indeed, the size of the evolution of a city is not only measured in terms of space
but also in terms of time. Time is a determining marker. In addition, to systematize
the engineering design knowledge for the design of a city, the concept of domains is
used [13]. The world of design modelling of a city as a living system can be defined
in four domains: citizen domain, functional domain, physical domain and process
domain.
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The citizen domain is characterized by attributes a citizen desires. With this view-
point, a city is seen forwhat it gives to the citizen,without orwith very fewknowledge
on the life of the city or how the city, as a living system, works. For instance, a citizen
does not necessarily know which type of energy is more comfortable and efficient.
But he or she can describe the characteristics he or she wants considering its effects
on the pollution of the city. The citizen domain includes attributes related to acoustics
and noise, heat transfer and ventilation, daily and artificial light.

The functional domain specifies functional requirements. In the functional
domain, desired performances are specified for the city as a living system. This
domain refers to the actions and interactions that the city as a living system has with
its environment during its life. These interactions aremultiple, complex and dynamic.
They define the behaviour and functions of the city. Functions are abstractions of
behaviour which is coherent with Yoshikawa’s concern on the notion of abstraction
[30].

To satisfy functional requirements, designers and engineers imagine and define
design parameters in the physical domain. Design parameters are physical variables
in a physical domain. Physical components of the city, physical fields in the city
and the structure of the city as a living system (metabolism) represent these design
parameters. The structure of the city is a strategic element in the development of
renewable energies.

Finally, the process domain is characterized by process variables. Process vari-
ables describe the process developed to realize the city as a living system specified
in terms of design parameters.

Two cross-referencing modelling levels with four domains are proposed: (1)Con-
ceptualmodels and (2)Concretemodels. The latter is decomposed intoMathematical
model, Computational model and Experimental model (Table 9.1). Thus, engineer-
ing design of a complex city is seen as a process of building engineering models from
citizen domain to process behaviour domain. The matrix of engineering modelling
analysis (Table 9.1) classifies 4 × 4 types of engineering models corresponding to
the intersection of the four levels of modelling with the four engineering domains.

A conceptualmodel refers to designer’smodelswhich are represented by concepts
or related concepts for city modelling. A conceptual model for city modelling is a
model of designer’s qualitative understanding and predictions of some knowledge
of the city as a living system. A conceptual model can exist prior to building a
mathematical model [31]. It is formed after a conceptualization process and can be
used for representing interplay and iterations between domains. Conceptual models
offer flexible and adaptive tools for discussing and representing qualitatively designer
intentions and semantics by using more formal languages. Conceptual models can
also use natural language. They obey semantic rules and are codified.

Concrete models give a fine and accurate description of the knowledge for city
modelling. Quite systematically, they used a formal description with a codified and
specific language quite different from the natural one. We can distinguish three
subclasses of such models: (a) mathematical models; (b) computational models and
(c) experimental models.
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Table 9.1 Matrix of engineering modelling analysis

Citizen domain Functional
domain

Physical domain Process domain

Conceptual
model

Conceptual
model of citizen
domain

Conceptual
model of
functional
domain

Conceptual
model of
physical domain

Conceptual
model of
process domain

Mathematical
model

Mathematical
model of citizen
domain

Mathematical
model of
functional
domain

Mathematical
model of
physical domain

Mathematical
model of
process domain

Computational
model

Computational
model of citizen
domain

Computational
model of
functional
domain

Computational
model of
physical domain

Computational
model of
process domain

Experimental
model

Experimental
model of citizen
domain

Experimental
model of
functional
domain

Experimental
model of
physical domain

Experimental
model of
process domain

A mathematical model represents empirical objects, phenomena, and physical
processes encountered during citymodelling in amathematical or logical way.Math-
ematical models can take many forms such as dynamical systems, statistical models,
differential equations, game theoreticmodels, category theory ormathematical struc-
tures.

A computational model is the representation of a mathematical model in a compu-
tational way. Like in engineering design, analytical solutions are not readily available
for the design of the complex city. Therefore, design engineers use computational
models by computer simulation. When a computational model is available, experi-
mentation with the model is possible by adjusting design parameters in the computer,
and by studying the differences in the outcome of the simulation. Often, computa-
tional models are used as “black box” models.

An experimental model represents empirical objects, phenomena, and physical
processes encountered during city modelling in an experimental way. It is concerned
with the observation of phenomena, social and physical, in order to gather data about
the design of the city. Experimentation can be done on the city itself or on a physical
model representing part of its characteristics for accessing ad hoc interactions with
the designer, with external actions or with the citizen. Even if the experimental
model tends to disappear, experimental models in city design offer the possibility to
represent interactions that have not been modelled, and even not been identified. It
has a wealth of discovering new problems and can build on considering the city as a
living laboratory.
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9.3 City System Engineering Design Models

This section describes the 4×4 types of engineeringmodels corresponding to the four
levels of engineering in the intersection of four domains (Table 9.1) in relationship
with data. Indeed, one of the main issues in today’s city sciences relies on the ability
to get enough high-quality data to enable scientific and engineering modelling.

The data methodological focus is central for urban studies that aim to give an
enlightened response to city complex issues. Data necessary for city sciences are
typically heterogeneous with a spatial and temporal component and in a very large
scale. This is especially true nowadays as the scale of cities is increasing together
with the availability of city digital data and the growing need of it. Hence, data is a
key aspect for the laboratory aiming to study the complexity of cities and tackle its
various issues. The data problem can be divided into three complementary fields of
interest: collecting data, exploiting them, mining and exploring them.

– First, data need to be collected, as broadly as possible, and methods should be put
forward to reduce uncertainty these data are subject to. Already identified sources
of data are existing databases (open data), data that can be explicitly obtained
from sensors, simulation or serious gaming, and finally, data built or captured
from online resources from the website and smartphones enabled services to the
social network.

– Second, data need to be exploited in built models. In order to allow researchers
to make use of the data in optimal conditions, it is necessary to investigate the
two basic functions that are high performance and non-destructive data storage
along with high performance and distributed computing. The effort in this field
is essential, given the complexity and the size of datasets that inhibit classical
techniques from working accordingly. Moreover, mining should enable a rich
collaborative approach in an international decentralized context.

– Third, data need to be selected, synthesized mined and explored with different
methods and models. The specificity of these data makes it essential to design
new ad hoc indicators with their associated estimators and to propose innovative
data interfaces. The ability to represent and visualize the on-going investigation
through custom open multi-purpose platform or specialized software constitutes
a strong research interest.

9.3.1 Conceptual Models

Smart cities are based on smart communities whose citizens can play an active part in
their design. Citizen science is thought to provide a powerful participatory context to
the future development of the smart city [32]. The conceptualmodel of citizen domain
is thus a qualitative representation of citizen attributes or desired city characteristics.
The conceptual model of citizen domain is crucial to the kind of citizen science that
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should provide a powerful participatory context to the future development of the
smart city. Today, city characterized by multi-flux of energy, materials, information
and human activities, should be design for emotional satisfaction of citizens [33,
34]. Thus, from emotional engineering design point of view [35], the main focus for
overall city design should change fromplanner-centric to citizen-centric.When using
oral language, citizen requirements should be expressed with the citizen’s ownwords
and other abstract terms [36]. The language used shows that there is an uncertain
determination of citizen attributes or desired city characteristics, the citizens relying
on qualitative linguistic information. Nevertheless, a more formal language could be
useful here. The notion of affordance [37] offers such a language if we restrict it to
the citizen domain. An affordance, in the context of the design of a city, is the abstract
expression of what a city, as a living object, offers to its citizens. As for functions, a
codified language for expressing affordances could be developed, in space and time,
in the form “the city offers X to Y”, where X is an ability/capability and Y the citizen.

The conceptual model of functional domain captures qualitatively the intended
functionality of the city, as a living object. Sky, atmosphere and orography gen-
erate variable meteorological conditions over the city (solar, wind, rain…). Urban
structures affect the induced fields (masks, reflections, absorption and re-emission,
rainwater runoff…). Human activities produce new issues (heat, noise, pollution…).
People receive these flows through the filters of their perceptions (hearing, visual,
thermal…). They implement controls and protections, at the individual level (cloth-
ing, umbrella, parasol…), at the architectural one (heating, cooling, sunshades…)
and at the urban one (orientation and length of streets, shading, sewers…). The con-
ceptual model of the functional model represents the desired functions of the city
and theirs decompositions. There are many different interpretations of the notion
of the function in engineering design [38, 39] which can be extended in the design
of a city. Functions can be defined as the abstracted behaviour [40, 41] of a city,
considered as an artefact, that is intended by its citizens. Functions are described in
terms of the logical flows of energy, material and signals. Functions and subfunc-
tions can correspond to well-defined basic operations on well-defined basic flows of
materials, energies, and signals leading to a taxonomy of functions [42–44]. Func-
tional architecture of a city is a form of a conceptual model of the functional domain.
A conceptual model of the functional domain is a qualitative representation of the
physical behaviour of the physical structure of a city. The physical structure in inter-
action with a physical environment gives rise to the city’s behaviour. For instance,
“the amount of heat to be dissipated per square meter in summer is on a par with the
amount of heat required for heating in winter when high levels of thermal insulation
are realized” is a qualitative representation of the behaviour of physical structure at
a particular instant. Behaviours are related to structural-physical descriptions of the
city. Behaviours come out in some way the city’s functions. For instance, how to
improve crisis management (before, during and after the crisis) in an urban context
[45], especially to preview and anticipate risks associated with middles-size or major
natural risk phenomenon? Since catastrophic events cannot be completely avoided
by prevention and mitigation policy, authorities also have to prepare and manage cri-
sis situations, both for the immediate security of the population but also to make the
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city resilient to such events, which means the capacity to recover an acceptable state
and normal activity in a limited time [46]. Thus, such crisis situations can be viewed
as collaborative multidisciplinary ones, where highly stressed actors are managing
and sharing a huge amount of knowledge in conceptual modelling.

To study all flows of energy, material and signals at the urban scale, it is necessary
to have a geometric model with adaptive levels of detail and a semantics describing
the main physical properties of urban surfaces. The conceptual model of the physical
domain is a qualitative representation of design principles and physical principles in
the design of a city. It represents structural-physical descriptions of the city. Rough
drawings, drafts, schematic representations, etc., can also be considered as conceptual
representations of a physical structure providing they do not contribute to the fixation
of the city description, leaving a place for some interpretation. As for affordances
and functions, conceptual models of physical domain obey to some semantic, for
instance, conventions used in drafts and diagrams. Conceptual physical models are
often used for discussing possible options for solutions. Especially, the first goal in
the conceptual phase is to find as many concepts as possible that can provide each
function identified in the conceptual model of the functional domain. Since many
models are currently necessary, they have to be “cheap” and easy to produce and
transform. Often, simplifications are necessary for study different functions of the
city and its city topology (Fig. 9.1).

The second goal is to configure these individual concepts into an overall concept.
The laws of TRIZ [29, 47, 48] can be used to determine the city structure satisfying
its functions and evolutions. Big cities around the world are more and more sensitive
to numerous natural and man-induced risks, especially with the impact of climate
change that will increase the number and the intensity of extreme events (floods,
drought, storms….). Making the city sustainable implies integrating risk prevention
policy in long-term urban design and planning.

The conceptual model of the process domain is a qualitative representation of
process variables that can control design parameters. As for the other conceptual

Fig. 9.1 Simplification of a very sinuous city: Saint-Paul of Réunion Island (France) with open
library policosm
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models, the use of flexible languages such as verbal language and drawing is useful.
However, one can also use classes of processes such as the classification of processes.

9.3.2 Mathematical and Computational Models

In recent years, considerable progress has beenmade in data acquisition, in handy 3D
models development, in the dynamic modelling of physical phenomena and human
behaviour, and in the simulation of complex large-scale coupled problems. Giving
way to strong interactions with the issue of data, computational modelling involves
different scientific domains and various potential applications. Therefore, it is highly
relevant to the broadfield of smart and sustainable cities.As amatter of fact, computa-
tionalmodels are developed and used inmanyfields such as economy, social sciences,
geometry and geography, urban and building physics, environment, transportation,
construction life cycle and management, energy consumption, greenhouse gas emis-
sion, the impact of climate changes, evacuation of population in case of emergency.
Computational models are requiring pertinent data and are used to produce indicators
for decision support by architects, urban planners, economists, city authorities and
managers through simulation software. In addition, computational models and their
associated software are necessary for optimization, improved design and decisions
of various kinds.

Computational modelling is strongly related to mathematical modelling. A math-
ematical model of citizen domain is a formal representation of citizen attributes or
desired performances of design. For instance, the definition of linguistic values and
their transformation into a degree of membership or a degree of belief is still an open
question in the real world of design. It tolerates imprecision, which can be exploited
to achieve tractability, robustness, low solution cost, and better rapport with reality
[49]. The quantification and categorization of semantic similarities between linguis-
tic items based on their distributional properties in this large sample of language data
allow finding semantic similar towns and cities from the description with language
dependent bag of words. A similarity graph useful for understanding the similarities
of towns of France in the web of photographers Flickr using the computational model
Word2vec is shown in Fig. 9.2.

A mathematical model of functional domain represents functions formally. A for-
mal representation of functions is a prerequisite for representing functions in com-
puters. A mathematical model of the behaviour represents formally the behaviour of
the physical model. In engineering science, many models are available. The mathe-
matical model of the physical domain is a formal representation of physical variables,
design principles and physical principles in the design of a city. Figure 9.3 shows the
eleven kinds of graphlets [50] for studying the topology of the city. For instance, for
physical objects, the topology of a city can be described using formal representations.
Related to the output of the previous model, the mathematical model of the process
domain represents formally process variables and process physical principles.
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Fig. 9.2 Building the similarity graph of the towns of France

Fig. 9.3 The set of graphlets of the degree 4
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The computational model is based on grounded mathematical models. Computa-
tion is nomore than away to achieve results whenmathematical solutions are difficult
to obtain, either impossible or too long in the case of the design of a complex city.
They can use some simplifications and approximations of mathematical models, for
instance using a discrete model approaching a continuous one.

The computational model of citizen domain represents citizen’s requirements
computationally. Computing with linguistic values is a necessity when the informa-
tion is subjective, hence imprecise [49]. Users of large cities must continuously adapt
to a range of urban systems of which they perceive only partially performances and
issues. To model these systems, it is necessary to produce statistics describing the
uses (transport, energy, water,…), which can vary greatly from one city to another,
depending on the installed systems, the urban density, geography and climate, but
also habits, education, land ownership and activities of people. Some of these data
can be collected automatically, as for example, smart meters for electricity final con-
sumption, or dynamic property prices in the different area of a city (Fig. 9.4). But
other data require very careful field surveys to prevent bias. These become impor-
tant when it is intended to predict responses to changes (e.g. the introduction of a
new mode of transport, with potentially systemic consequences, such as a redistri-
bution of the habitat). To gather such information, one way is considering the use
of online serious games techniques. This should help to refine the scenarios used in
functional and physical modelling (for example, predict the combined effects of the
installation costs, regulatory incentives and education for sustainable development
on the options chosen by users in terms of energy efficiency and the introduction of
renewable energy).

These techniques can be used to resolve two main problems in innovating in
smart solutions: (a) gathering collective intelligence of a great number of people

Fig. 9.4 Automatic extraction of property prices (RMB/m2) in Shanghai city on 8 December 2017
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Fig. 9.5 Comparison of a set of cities in France. Blue colour represents small cities; white colour
represent middle cities and red colour represent big cities

collaborating; (b) producing trustable data frombottom-up information and inductive
approach instead of top-down categories checked by very restricted empirical polls.

The computational model of the functional domain represents functions compu-
tationally [51]. It offers a solution of mathematical representation of functions. A
computational model of the physical domain is a computational representation of the
corresponding mathematical model. It is a computational representation of design
principles and physical principles. Figure 9.5 shows the results of a Principal Com-
ponent Analysis of the shortest path kernel applied to the road network of a range
of French cities of different sizes. The clusters are colour highlighted and reveal a
strong relationship between the city size in term of population and its road network
considering the shortest path property [52]. The first three axes explain 95% of the
inertia. Axis 1, axis 2 and axis 3 represent, respectively, 63%, 25% and 7% of inertia.
Axis 1 represents the size of cities. The bigger a city is, the greater is its coordinate
on this axis. Axis 2 represents the frequencies of the shortest paths and finally, axis
3 represents the diversity of the nature of the shortest paths.

The computational model of physical domain represents structural-physical
descriptions of the city in computers. Computational modelling at the city level
is three dimensional and also time dependent. It requires to visualize space items
with advanced GIS (2D and 3D), providing several scales for editing and repre-
senting dynamically objects, events, logistical data and interaction data, according
to several actors’ viewpoints. These computational models are needed to study the
built environment to better understand and quantify the complex phenomena in inter-
action and, in the end, to help architects and town planners to satisfy the goals of
conceptual modelling as for instance sustainable development and better quality of
life for cities inhabitants in the context of worldwide increasing urbanization. How-
ever, cities present very difficult multi-physics phenomena and multi-scale aspects,
(from individual buildings to the urban territory), with strong interaction between
soil and atmosphere and involving fluid mechanics, thermal sciences, or solar radi-
ation effects. The applications of advanced models and simulation tools are urban
acoustics, diffusion of pollutants, fire propagation, flood simulation, urban tempera-
ture (heat island), urban comfort, among others. Therefore, simulation tools involve,
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in general, large computer resources, dedicated algorithms and solvers. Not only
physical models are difficult to build and to represent a city or even a small part of it,
but the geometrical representation is also requiring different levels of details (LOD)
depending on the precision and type of the problem to be addressed.

A computational model of the process domain is a computational representa-
tion of process physical principles. These computational models are needed for the
evaluation of the building and infrastructure life cycle and management. The elab-
oration of domain-oriented models based on a set of concepts, their properties and
their relationships can help describe the complex city as a systemic model on which
it becomes possible to implement diagnosis and decision support process includ-
ing experts’ heuristic knowledge (expert systems) and agent-based reasoning [53,
54]. This kind of approach can be applied for example for crowd behaviour in case
of emergency (flood, cyclone …) and mass evacuation, and also to a lot of varied
domains in engineering design and diagnosis such as holon city [55], infrastructure
design, maintenance design.

9.3.3 Experimental Models

The experimental model of citizen domain is an experimental representation of
attributes that citizens desire. The involvement of citizens in a design process is
a way to obtain information, and experimental models can offset the lack of math-
ematical and computational models of citizen domain. Tests with effective citizens
or representatives of them are necessary as soon as the acceptation or the differenti-
ation of components of a body of a city as an evolving living system is a key feature
for innovation. Feedbacks from effectively used components are also a means for
capturing the information from the citizens.

An analysis carried out on the usage of microbloggingWeibo by women and man
showed that different patterns of behaviour were detected [56]. It was found that
women tend to use more frequently the microblogging Weibo than men and their
distribution of the usage in the same area is different (Fig. 9.6).

The usage of the microblogging Weibo by men is more concentrated in some
area. Otherwise, the usage ofWeibo bywomen is more distributed. Some remarkable
overlapping of usage by two genders is also found. The switching from a pattern of
behaviour to another by women and men is also interesting. This remarkable finding
bears the gender issues in the design of microblogging service.

A method for collecting reliable and pertinent data for complex issues is
researched through engaged scholarship fostering shop floor participation. In such
tools, one should notice that subjective evaluation and real behaviour in real time
are taken into account. However, this is seldom the case in traditional quantitative
studies which aims at measures of objective and purely physical data. Intangibles
such as care, trust, taste, friendship, cooperation, tolerance, appropriation of tech-
niques and apprenticeship in learning are important variables that have been largely
underweighted in urban equilibrium and achievements.
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Fig. 9.6 Distribution of usage of microblogging: women versus men

The experimentalmodel of functional domain represents the behavior of functions
of a body of a city experimentally. The test in real or simulated conditions or tests
of parts of a body of a city can be used. Feedbacks from effectively used can also
give technical information in real conditions. In order to improve the information
extracted from citizens, the experimental modelling can also host more fundamental
studies on the representations of the city formed by the populations and different
actors of the urban scenery. Indeed, the quality of the information is part of the
engineering design of urban systems, as it leads new habits, new uses and new
ways to experience the functional city together. The experimental model of physical
domain is an experimental representation of design principles and physical principles
encountered or applied in the design of the city. A physical mock-up is such a model.
It can be manipulated by designers in order to have a concrete representation of
the structure of the city. This experimental domain is related to the experimental
model of the process domain. The experimental model of the process domain is an
experimental representation of process physical principles applied in the building of
the city or in the interaction of the citywith different products like cars, bicycles…etc.

For instance, the maintenance and managing of the city–car system should deliver
the right the services right all the time. This is typically a City–Car System Service
engineering scenario [57] (Fig. 9.7). The interaction between the user and mixed
space of the city (for instance: circulating space, intelligent road), the interaction
between the artefact (for instance: non motor vehicles, motor vehicles, etc.) and
user, and the interaction between the mixed space and the artefact can been identi-
fied (Fig. 9.8). The purpose is then to co-design the city–car system. The intelligent
decision of what is acceptable by the city–car system involves striking a balance
between traffic capacity, the environment, speed, safety and city–car user com-
fort. The city–car system should resolve conflicts and accommodate the competing
demands made upon it.
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Fig. 9.7 Architecture city–car service system

Fig. 9.8 A view of a virtual simulation of the city–car service system
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9.4 Application—Complex City of Shanghai

This section describes the usability of proposed engineering models in the engineer-
ing design of complex city like Shanghai. Understanding of “what citizens want”, its
progress and advancement can be achieved by observing the dynamics of interactions
between different citizens in real time. Within the engineering design of a complex
city like Shanghai, large quantities of information and knowledge are widely dis-
tributed across citizens. Therefore, in this application, it is assumed that Shanghai
is a living laboratory. This living source of information on citizen interactions can
allow design researchers to develop richer models of designing which in turn will
provide the basis for a better understanding of engineering design problems of a
complex city and developing intelligent tools to support this process.

9.4.1 Citizen Problem Space and Citizen Models

The definition of the design problem in terms ofwhat citizens like is an important part
of the design process. The rapidity of densification and growth of city, changing and
the evolution of different actors of the urban scenery makes the problem definition
as never final. Therefore, the movement of the problem in time depends on the
movement of populations (citizens) and different actors of the urban scenery. The
space of problem defined from the citizens is called Citizen Problem Space.

The experimental model of citizen domain is the first model developed in this
application. The goal of our research presented in this study, consists in discern-
ing, from the real interactions, the different citizens’ problems on one side, and the
dynamics of citizen organizations to these problems on the other. In the frame of our
research, the experiences with citizens are used as a situation of observation.

The interaction between the citizens and different objects considering the task of
citizens and the roles of these objects is also carried out (Fig. 9.9).During interactions,
citizens communicate their thoughts verbally or inwriting. Experiences show that the
majority of real problems appear through verbalizations and writings. Therefore, the
verbal and written communication offers us a direct path to the citizen requirements.
For that reason, we consider a message as being a form of the representation of
a problem. It can be characterized by a set of syntactic elements with a specific
semantics to a domain of knowledge. The category of these elements is called analysis
entities [58].

Computationalmodel of citizendomain andMathematicalmodel of citizendomain
are used to study both citizen and automated organization as computational entities.
Interactions have been viewed as inherently computational. Every interaction can
be filtered by means of analysis entities. Clustering the entities of analysis can be
considered a principle for citizen-problem discovering. Clustering permits to identify
families of analysis entities (Fig. 9.9).
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Fig. 9.9 Real interactions between citizens on popular social network Sina Weibo

Mathematically, the search for interaction families and analysis entities families
is a problem of search for simultaneous partitions of the two sets, the filtered interac-
tions set and analysis entities set in correspondences or in the quasi-correspondences
of a class of partition to a class of partition. Hence, this correspondence allows char-
acterizing an interaction family by the corresponding analysis entities family that is
by the corresponding citizen problem. If the families of state-problems are mutually
exclusive, it is clear that the state-problems are completely independent. In prac-
tice, depending on the particular nature of the citizen problems, some or all of the
state-problems result in either being mutually independent or not being as such. This
means that interactions create “state-problems within a state-problem”.

The conceptual model of citizen domain is developed from the interpretation of
the results of the computational model of citizen domain. Computational analysis
permits a better understanding of the interactions between citizens, the nature of
problems, the emergent patterns and structures of the organization during interac-
tions. The distribution of services and shops for a district allows to recuse or validate
the hypothesis of availability of daily life services in the 500 m radius (health, food,
schools, entertainment, etc.) (Fig. 9.10). The design for configuration of the city
should consider the optimal distribution of services inside the city of inside a district
like in Fig. 9.10 for Shanghai downtown Jing’An district.
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Fig. 9.10 Distribution of services according to crowd-sourced platform DianPing.com website in
Jing’An district in Shanghai (2016)

9.4.2 Agent-Based Computational Models

The Citizen Problem Space is bridged to Functional Problem Space. The functional
problem is formulated in response to the citizen problem. The functional problem
is reformulated also in response to intermediate solutions and co-evolves with the
design solution. Design solution belongs to the Solution Space. Process Space also
interacts with Solution Space. The solution problem is formulated in response to the
process problem (for instance, the maintenance of city). Thus, the design solution
can only be consensual: satisfying both functional problem and process problem.
This model of design depicts an evolutionary system composed of four evolutionary
spaces. The evolution of each space is guided by the most recent population in the
other space. It is a co-evolution. It provides the basis for a multi-agent computational
model of engineering design of the city.

From the field of Distributed Artificial Intelligence, agent-based systems are char-
acterized by the distribution of knowledge and information needed to solve a problem
on a set of interacting agents, able to continue and reach a global goal. An agent-based
system is a society of autonomous agents cooperating to achieve a global objective

http://DianPing.com
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through interaction, communication, or transaction. Different kinds of agents have
been proposed to respond to the varied patterns of behaviour of entities making up
complex systems [59]. This is the case of fuzzy agents. Fuzzy agents emerged as
a tool to model uncertain behaviour problems in engineering design [53, 54, 60].
Fuzzy agents mean that agents have fuzzy behaviours, their interactions are fuzzy,
their roles are fuzzy, and the resulting organizations are also fuzzy [61, 62]. Fuzzy
agents are also used in fuzzy reasoning situations, where agents interpret a situation,
solve a problem, or decide with fuzzy knowledge.

A fuzzy agent-based system ˜Mα is defined by (9.1):

˜Mα = 〈

˜A, ˜I , ˜P, ˜O
〉

(9.1)

where ˜A is the fuzzy set of fuzzy agents, ˜I is the fuzzy set of interactions defined in
˜Mα , ˜P is the fuzzy set of roles that fuzzy agents of ˜A can play, and ˜O is the fuzzy
set of organizations defined for fuzzy agents of ˜A.

Many agent structures are inspired by the cycle 〈observe, decide, act〉
(Fig. 9.11). Thus, a fuzzy agent α̃i is described as follows (9.2):
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Fig. 9.11 The behavioral architecture of fuzzy agents
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α̃i = 〈

Φ
˜Π(̃αi )

, Φ
˜�(̃αi )

, Φ
˜Γ (̃αi )

, ˜Kα̃i

〉

(9.2)

where:

Φ
˜Π(̃αi )

: ˜Σ × ˜Σα̃i → ˜Πα̃i is the function of perceptions of α̃i : ˜Σ is the fuzzy set of
states of ˜Mα; ˜Σα̃i ⊆ ˜Σ is the fuzzy set of states of ˜Mα that α̃i knows, ˜Π is the fuzzy
set of perceptions in ˜Mα , and ˜Πα̃i ⊆ ˜Π is the fuzzy set of perceptions of α̃i ;
Φ

˜�(̃αi )
: ˜Πα̃i × ˜Σα̃i → ˜�α̃i is the function of decisions of α̃i : ˜� is the fuzzy set of

fuzzy decisions defined in ˜Mα , and ˜�α̃i ⊆ ˜� is the fuzzy set of decisions of α̃i ;
Φ

˜Γ (̃αi )
: ˜�α̃i × ˜Σ → ˜Γα̃i is the function of actions of α̃i : ˜Γ is the fuzzy set of actions

which can be performed in ˜Mα , and ˜Γα̃i ⊆ ˜Γ is the fuzzy set of actions that α̃i can
process;
˜Kα̃i ⊆ ˜K , with ˜Kα̃i = ˜�α̃i ∪ ˜Σα̃i , is the fuzzy set of fuzzy knowledge of α̃i : ˜K
is the fuzzy set of fuzzy knowledge defined in ˜Mα . Knowledge of α̃i is composed
of decision rules, values on the domain, acquaintances and dynamic knowledge, as
observed events or internal states.

The proposed platform to assist the problem of complex city intelligent design is
called F-ACCID (Fuzzy Agents for Complex City Intelligent Design). This platform
(Fig. 9.12) is composed of three levels:

Function 
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Requirement 
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For instance: 
{mobility, 
ecology, 

sustainability,
… }

Citizen
domain

Solution     agents

Functional
domain

Physical
domain

Process
domain

Fig. 9.12 Agent-based architecture of F-ACCID platform
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(1) Communication and cooperation level. It implements services of communica-
tion and cooperation for fuzzy agents of F-ACCID (interface agents and design
agents).

(2) Design fuzzy agents’ level. It is divided into four fuzzy communities of agents:

(a) fuzzy community of citizen requirements agents that interact with the fuzzy
community of function agents, in response to requests from the citizen
requirements agents,

(b) fuzzy community of function agents that interact with each other and with
fuzzy communities of citizen requirements agents and solution agents,

(c) fuzzy community of solution agents that may interact with each other and
with fuzzy communities of function agents and city constraints agents, and

(d) fuzzy community of city constraints agents that interact with the fuzzy
community of solution agents, in response to requests from the city domains
agents.

(3) Interface level. It supports the connection of different human actors involved
in complex city design (experts and customers) through the use of collabora-
tive software like micro-tools [63]. These micro-tools communicate the orders’
actors to associated city domains agents, who might transmit them to the fuzzy
communities of citizen’s requirement agents and fuzzy city constraints agents.

9.4.3 Multi-scale and Holonic City

From the second property, the city is a multi-levelled hierarchy of semi-autonomous
sub-wholes, branching into sub-wholes of a lower order, and so on to form a holon.
Each sub-whole within the hierarchic tree has two properties: it is a whole relative
to its own constituent parts, and at the same time a part of the larger whole above it
in the hierarchy. A city cell is defined as a holon entity [55]. All city functions must
be performed and completed in their entirety as independently as possible. One of
the essential requirements of the city cell is the capacity for independent actions.
Each city cell must itself be a city cell. This means creating “city cells within a city
cell” [55]. The city cells largely structure themselves and together serve the whole
system of the city. Reference can bemade to the principle of regulating city functions
and/or city solutions that can control the behaviour of independent city cells. Thus,
the internal relationships within a city are closer andmore intensive than the relations
with the outside. City cells are self-similar also. Here, the city functions are grouped
so they are performed and completed in their entirety as independently as possible.
The relationship between city solutions in different levels of the “city cells within a
city cell” (Fig. 9.13) allows finding regulating function or solutions that can control
the behavior of autonomous city cells.

Consensus, first mentioned in social and sociological sciences [64] can be used
for working out an agreement and solving conflicts in complex city engineering
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Fig. 9.13 City cell-within-city cell

design. Consensus in functional requirements is assumed and consensus in configu-
rations fulfilling consensual requirements is sought [65]. Figure 9.14 shows the fuzzy
solutions agents of F-ACCID platform during the seeking the consensual configu-
rations [4]. A context of exchanges between Citizens agents and the “Ecology” and
“Mobility” domains is shown in Fig. 9.15. Then, the city cells can largely organize
themselves in consensual configurations.

Fig. 9.14 Fuzzy solutions agents of F-ACCID platform during consensual configurations seeking
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Fig. 9.15 Exchanges of messages in F-ACCID

9.5 Conclusions

The city is an intersecting engineering design object. A model for describing the
engineering modelling knowledge in the design of a complex city is presented in this
paper. A complete engineering modelling analysis is necessary for understanding
and discovering the problems. The framework captures the knowledge of design
engineers through the building models. Furthermore, honouring a transdisciplinary
approach, the collaboration between different disciplines from various scientific and
practical fields facilitates the final result. The application shows that considering the
city as a living body, the experimental model is key to discovering the problems
in the design of the city. The application has also demonstrated in practice, that
iterative developing citizen model, from concrete to abstract, permits to establish
and to evaluate the conceptual model. The proposed framework can be used also for
the diagnostic of the engineering design process. Finally, the proposed model draws
the way how engineering design theories and practices can successfully be applied
in the future engineering design of the complex city. Assessing the importance of
the roles of citizens, how the citizens’ differences can be considered and how these
differences can be integrated into the proposed approach are some relevant issues.
The dynamics of the fuzzy behaviour of citizens for consensus seeking in different
problems is the subject of further research. It will comprise knowledge of and input
from social-science disciplines. The task of modelling, in particular dynamic, these
problems and relating them to each other would be a challenging endeavour which
requires more powerful theory. Managing the complexity in its conceptualization,
in its modelling, in building up theories, experiences and best practices for building
strategy, management and operations in complex city design implies also to give
priority in projects that could increase and innovate in the following domains:

(a) Screeningof convenient information amongbiddatasets throughnew techniques
(data mining, mapping of digitalized and geolocalized information) in order to
build up pertinent data.
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(b) Construction of permanent banks of data available for better governance in some
points of the city.

(c) Construction of data suitable for complex issues and sustainable growth (for
example product life management; building life management through bottom-
up techniques and collaborative platforms like online serious gaming.
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Chapter 10
Systematic Development
of Product-Service Systems

Margherita Peruzzini and Stefan Wiesner

Abstract Main problems occurring in Product-Service Systems (PSSs), are due
to an inadequate requirements analysis and lack of a strong PSS conceptual design.
Problems vary from exceeding budgets, to missing functionalities, unsuccessful mar-
ket launch, or even project abortion. Furthermore, the special characteristics of a PSS
have to be considered already at an early stage of the development process. Require-
ments Engineering (RE) and design methodology as well as supporting Information
and Communication Technologies (ICT) need to establish a common perception of
the targeted PSS. At the same time, the inner complexity of PSS leaves requirements
analysis, design activities and development tasks fragmented among many disci-
plines and sometimes conflicting, unstable, unknowable or not fully defined. In this
context, a concurrent, transdisciplinary and collaborative design of PSS is required
to create feasible and successful solutions. The objective of this chapter is to present
a structured approach to face the specific challenges of PSS development in detail,
to elaborate a general framework that features a systematic approach for PSS devel-
opment, and to consider the effects of changes in specific product and service design
on a systematic PSS development process.
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10.1 Introduction

Design and development of Product-Service Systems (PSS) is a complex process,
mainly due to the transdisciplinarity of the activities to be carried out and the cross-
disciplinarity of input and output data. As a consequence, a concurrent, transdis-
ciplinary and collaborative approach is required to promote the exchange of engi-
neering knowledge about user and system requirements, design specifications and
processing instructions between different stakeholders. In particular, this chapter pro-
vides and discusses a general overview of the design and requirements engineering
(RE) methodologies, and proposes a high-level integrated model for P-S lifecycle
management. Furthermore, a systematic PSS development framework is offered to
manufacturing enterprises to determine their own position on the PSS maturity sce-
nario and to plan future developments. It is based on a set of models determining the
different aspects of servitization [1]. An Innovation Potential model describes the
level of novelty of potential servitization approaches and gives the enterprise and its
partners an impression of the general options for product service combinations, the
required development work and the expected uncertainty. An Opportunity Potential
model identifies the opportunities for innovative combinations of products and ser-
vices and formulates a challenge to ask for ideas and trigger idea generation. Finally,
a Search Areas model helps manufacturing enterprises to look beyond well-known
domains that are already served (“looking out-of the box”) and do this in an efficient
way.

10.2 Design Methods for PSS

Usuallymanufacturing companies havewell-defined and structured product develop-
ment processes, but they lack a sufficiently definition of the service development pro-
cesses as found in traditional service companies. Therefore, they are poorly equipped
with appropriate approaches, methodologies and tools for supporting the develop-
ment of PSSs in an efficient way. With manufacturer business models increasingly
being extended to include the service phase of the product lifecycle, this poses a
significant issue.

In literature several methodologies have been proposed to design a Product-
Service System along its entire lifecycle [2]. Some of them are very theoretical
and hard to implement in practice, while others are very specific and have a limited
applicability range. The most significant existing PSS design methods to be applied
to manufacturing contexts usually come from service design and engineering. Some
of them are characterized by a transdisciplinary approach. The most significant are
listed below:

• UML 2.0 model: this approach allows to concurrently conduct a systematic
technical-services design and the corresponding product design process, as pro-
posed by Aurich et al. [3];
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• Model-based approach to allow Industrial PSS (namely IPSS) design modelling:
it fosters functional behavior and modelling of PSS artefacts (Welp et al. [4]);

• Service Computer-Aided Design (CAD): this is able to support decision-making
evaluation through the concepts design, prompting different alternatives scenarios,
but it needs a structured Integrating Service CAD Lifecycle simulation (namely
ISCL) to also allow a quantitative and probabilistic PSS design as suggested by
Komoto and Tomiyama [5]. It is transdisciplinary because it merges technical
issues and economical sciences;

• Software tools for designing service activity and products concurrently: these
usually have to be adopted in a collaborative way from the early phase of PSS
design. Different simulation tools have been recently proposed [6, 7], including
service availability prediction [8]. They all consider a variety of aspects with a
transdisciplinary perspective;

• Service Engineering based on StructuredAnalysis andDesign Technique (SADT):
SADT represents the PSS by its technical specifications by fully describing the
object-service system, considering the different combinations of the two main
aspects of total core products, from system architecture (i.e., hardware and ser-
vice support system) to business issues (i.e., markets, risks, partnerships, business
chains, agreements, sales and distribution) [8–12]. All mentioned studies report
valuable examples of transdisciplinarity, thanks to the combination of technical
and business aspects;

• Knowledge-sharing network: the traditional knowledge management systems
adopted in the majority of manufacturing industries are product-oriented and can
hardly be applied to PSSs, due to the wide set of competences required. In this
context, the role of Web 2.0 technologies is a key factor in managing knowledge
along the PSS life cycle in a transdisciplinary way [13];

• Lifecycle-oriented PSS approach: it implies a new definition of the product lifecy-
cle phases, from ideation to delivery, use, and disposal in order to be in line with
the service proposal. Indeed, the PSS lifecycle approach involves both the product
and the service development in order to align designers and providers in delivering
of the same solution that is more sustainable along all the lifetime [14–17];

• Layer-based DevelopmentMethodology for PSS: it is a new development method-
ology for Industrial Product-Service Systems (IPS2) that aims to integrate both
products and services into a unique solution for creating innovative business mod-
els able to generate an added value for the customer. Such a method involves
several models to support early PSS development phases, i.e. the PSS planning
and requirements engineering [18].

On the basis of industrial case studies, a list of design guidelines have been defined
in the current state of the art:

• Requirement Elicitation (RE) is a crucial method to identify themain requirements
according to the targetmarket. Indeed, offering PSS instead of a traditional product
requires additional competencies to identify the service functionalities to enhance
the product, and a better understanding of the customer requirements which must
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be reached [19]. REhas to be properly addressed for PSSby adopting user-centered
approaches;

• Design Structure Matrix (DSM) can be used to define the main PSS functions,
combined with Business Use Case (BUC) analysis, which defines the use-case
model and a goal-oriented set of interactions between external actors and the
involved system [20]. It is a transdisciplinary engineering tool since it merges
technical, economical and social aspects;

• Serious Games are useful to investigate the PSS lifecycle and human-system inter-
actions during the design stages [21];

• Quality Functional Deployment (QFD) technique allows mapping the customer
needs with the PSS functions in order to elicit the final PSS requirements for the
solution to be developed [22];

• UML 2.0 can be used to easily carry out PSS process modelling to define the main
activities to achieve the process tasks, identify the enterprise’s ability in capturing,
sharing and transferring the involved knowledge. The main common techniques
for process modelling come from static models, focusing on the information flow
(i.e., UML, Petri-Nets, flowcharting, IDEF0, etc.) and dynamicmodels for process
evaluation (i.e., Event-Process Chain), to provide a high-level technical view.

The combination of RE, DSM, QFD and Serious Games can assure a robust
user-centred design process and the definition of reliable design specifications. Fur-
thermore, the combination of process modelling techniques assures a deep process
analysis to achieve a comprehensive mapping of PSS tangible and intangible assets.

However, existing research focuses on the description of PSS technical solutions,
embedded technologies to enable product-related services, methods of data acqui-
sition and elaboration, and software interfaces. However, the focus on technology
often neglects the final customer needs. Applying a rigorous User-Centered Design
(UCD) approach to PSS has the potential to create customer-oriented and adapt-
able services and, finally, more effective and efficient models to identify usability
problems at the different stages of PSS design. A first example of an integrated trans-
disciplinary method to support technical and business issues in PSS design process is
presented by Peruzzini et al. [23], which tries to provide a QFD approach that drives a
designer along both axes of evaluation. Such a method is based on collaboration and
knowledge exchange between practice and science, in particular between technical
and social sciences (attention to social sustainability, human wellbeing, ergonomics,
work organization, etc.).

In order to achieve a transdisciplinary view, UCD techniques (such as interview,
questionnaires and role-playing) allow for directly involving users into the design
process. In particular, role-playing highlights the PSS users’ needs and tasks to be
created to satisfy thembydirectly considering a set of “personas” representing sample
users [24]. Role-playing is performed by experts in the specific PSS domain, who
play as characters into the real context of use simulating the actions and moods of
the consumers. Personas are widely used in the investigation of user experience as
fictional characters representing different user types and experiences. Indeed, the
combination of user-centered issues has been proven to benefit the final PSS by
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including the user needs and demands from the early design stages. It is an important
issue to develop successful PSS, but it is still not deepened in existingmethodologies.
In particular, the analysis of human-system interaction is fundamental to predict the
relationship that will be created between the user and the PSS and to optimize both
product and service functions to have a higher business impact. In order to do that,
functional prototypes enhanced with interaction features should be created. In this
direction, Mengoni and Peruzzini provide a methodological design framework to
support the design of PSS by adopting a UCD approach to involve end-users during
the different stages of PSS development, using interactive virtual prototypes [25].

By adopting thesemethods to industrial cases, some problems still occur. They are
mainly related to the definition and evaluation of the user experience generated by the
PSS, the complexity to predict the PSS behaviour during the design stage, and finally
the assessment of the human-system interaction. When interactive prototypes are
used, by exploiting different software tools (i.e., CADmodelling, virtual prototyping
developing platform, system simulation) to involve sample end-users to test PSS
usability and performance, time and cost for PSS prototyping and optimization can
be reduced. However, the creation of proper PSS simulation is still a hard taskmainly
due to system integration, proper interfacing with service provider platform(s), and
reliable data analysis and service behaviour prediction on small test data samples.

10.3 Requirements Engineering for PSS

Understanding the customer and other affected stakeholders expectations, i.e. their
underlying needs, and linking information from all phases of the product-service
lifecycle to the development process is a prerequisite for successful solution engi-
neering [26–28]. Inadequate RE is a main source for failure of development projects
and leads to exceeding budgets, missing functionalities or even the abortion of the
project [1]. Often the relevance of appropriate requirements is underestimated, which
in turn leads to errors in the requirements specification, not to mention foregoing
completeness, consistency, verifiability etc. of requirements. Such errors are mostly
discovered late in the development process, thus substantially contributing to higher
costs in order to compensate for and correct the errors [29].

Requirements are used to define the needs of stakeholders, such as organizations
or individuals along with their environment and specify what a solution must provide
to satisfy those needs. Their record, documentation and management are the main
objectives of RE. It is “a process, in which the needs of one or many stakeholders and
their environment are determined to find the solution for a specific problem” [30].

In traditional development approaches, mainly from the manufacturing domain,
RE is seen as a discrete development phase. This has substantial disadvantages
when dealing with the increasing complexity, dynamics and time constraints of PSS.
Change requests in later phases will not be included in the requirements specifica-
tion, so it is often insufficiently documented which parts of the original specification
are really implemented at the end and which not. Thus, it is difficult to use the
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requirements specification for change management and testing. Furthermore, each
development project will have its own RE phase, with no focus on requirements
re-usability [31], increasing the overall development time. An example illustrating
this challenge is that in traditional RE scenarios for simple products, the stakehold-
ers are generally aware of their needs. Often, a specific functionality is requested
and the product development is based on formalized requirements through a single
enterprise. In contrary, a Product-Service System is expected to solve a particular
customer problem without prescribing a specific functionality, allowing alternative
usage. In addition, cross-linking with other systems and integration into the system
environment increases the complexity of the system development even more. Sys-
tem integration leads to a fuzzy problem description which again influences the RE
process [32].

PSS require temporary collaboration of different stakeholders in Systems Engi-
neering, which increases the complexity of the RE process. Besides the customer
and user of the system, actors like the project manager, product designers, software
developers, service engineers, marketing experts, suppliers, quality assurance and
many more have to be involved, often being spatially distributed. This induces a
change in RE from a quasi-stable and simple environment to a more complex and
dynamic variation, making the RE process more challenging, due to both different
cultural issues, but also organizational issues like organization of meetings [33] and
conflicts as well as interdependencies have to be assessed for a larger number of
requirements.

10.3.1 RE Process for Products, Services and IT

In order to select or develop a suitable RE approach for PSS, it is necessary to
identify the specific characteristics of such systems. The analysis of some widely
used definitions of PSS found in the literature [34–36] reveals some characteristics
that seem to be specific for PSS in general. These characteristics are listed below:

• Integration of product and service shares, including software components
• Mutual planning, development, provision and use of product and service shares
• Fulfilling an end user need by delivering value in use
• Provided by either a single company or by an alliance of companies
• Dynamic adoption of changing customer demands and provider abilities
• Enabling innovative function-, availability- or result-oriented business models.

As far as product development, RE approaches have already been implemented
with a high degree of formalization. Structured fundamental models exist that pro-
vide a general development procedure including RE. However, they focus almost
exclusively on requirements development as the main process, which is only con-
ducted at the beginning of the development approach, e.g. by specifying the product
requirements document [37]. Sometimes, also aspects of requirements management
are adopted, but without explicit instructions for implementation [38].
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The following fundamental contributions regarding product engineering
approaches have been taken into account:

• RE for PSS—A State of the Art Analysis [39];
• Vorgehenszyklus für die Lösungssuche (i.e., Procedure Cycle for the Solution
Search) [40];

• Engineering Design [37];
• Product Design and Development [41];
• Erfassen und Handhaben von Produktanforderungen (i.e., Capture and Manage
Product Requirements) [42];

• Entwicklung technischer Produkte (i.e., Development of Technical Products) [43];
• Collaborative Product Design [44];
• New Product Development [45].

The analysis of the future development environment is commonly discussed
among the analysed approaches. Possible influences on the product development are
identified and the “overall objective of the development” is established. The stake-
holders are identified in order to elicit the requirements. The elicitation of require-
ments is addressed in product engineering approaches; however, procedures for the
elicitation of requirements for product-related services are not described. Moreover,
the authors state that there are weaknesses in the derivation of requirements from
the customer’s value chain processes, and cross-domain knowledge is not considered
[46]. Thenecessity of requirements translation of initial stakeholder’s requirements to
design requirements—concretized and in the language of the developers—is men-
tioned in the analysed approaches. However, procedures for the concretization of
requirements are not mentioned explicitly. Quality Function Deployment is applied
in product engineering, but the authors state that “it cannot be employed for new
development or for the derivation of design requirements from customer require-
ments” [39]. Furthermore, the procedures described are not applicable to services
due to focus on quantification of requirements. In source [42], the author analysed the
approach of [37] and comes to the conclusion that the translation of initial require-
ments to design requirements is lacking the provision of concrete methods and pro-
cedures. However, the concretization is supported by a guideline of characteristic
product features helping the developer to elicit the requirements systematically. The
guideline is adaptable to varying problems. To derive the priority, the requirements
are differentiated between wish and demand [42].

The product engineering approaches provide procedures for identification and
resolution of conflicts (e.g. influence matrices). However, the proposed procedures
are domain-specific and do not discover conflicts between requirements of differ-
ent domains. Negotiation with stakeholders and developers is commonly mentioned
to resolve conflicts. In source [43], the author proposes two methods to solve a
conflict—either to find a compromise between the conflicting goals or to avoid the
conflict by changing the concept. Procedures for the documentation of requirements
are provided by product engineering approaches. However, cross-domain documen-
tation is not considered. Influence or link matrices are used to trace the requirements
to its origin. Interdependencies between requirements of different domains are not
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captured. Change management is not described in detail; only the necessity of it is
observed [39]. Ahrens [42] argues that procedures are provided to structure require-
ments lists either by thematic affliction or alternatively by the product structure in
the methodology of Pahl und Beitz [37]. Requirements validation is mentioned in
the analysed approaches but not discussed in detail. Generally, validation is done
through evaluation of design drawings by the customer. The authors stated that “the
customer plays a central role during the entire development process” [46]. How-
ever, the integration of the customer and stakeholders is restricted to the early stages
of the development—the requirements elicitation and agreement. The dimension of
collaboration between domains is not covered by the state-of-the-art research.Modu-
larization, specification of interfaces and the re-use of modules for different products
are mentioned in the product engineering approaches [39]. The authors argued that
manufacturers are attempting to reduce costs by “increasing the use of the same parts,
or modules, across different products” [45]. Procedures are not explicitly mentioned.
Liu et al. described the state-of-the-art on collaborative engineering design systems
utilized in the collaborative design process—web-based CAD systems, and propose
a new system including tools to resolve conflicts [44]. The web-based collabora-
tive engineering design systems enable the developers from different locations and
businesses to share and integrate design models, e.g. via collaborative modelling or
multimedia tools such as online chat and meetings. Collaboration during the first
phases of the product development is not mentioned explicitly. The utilization of
collaborative networks is not mentioned in the analysed methodologies.

In the service area, numerous models for the systematic development of services
have been proposed [47, 48]. However, no systematic procedures for the effective
implementation of RE in industry have been established yet, because the charac-
teristics of a service (e.g. its complexity, pose greater challenges). Thus, Service
Engineering procedures do not integrate a holistic RE until now, but focus more on
methods like “trial and error” [49].

The following literature discussing the service engineering state-of-the-art and
approaches has been analysed:

• RE for PSS—A State of the Art Analysis [39];
• Design and Management Service Processes [50];
• Key Concepts for New Service Development [51];
• Ein Rahmenkonzept für die Entwicklung von Dienstleistungen (i.e., A Framework
for the Development of Services) [47];

• Dienstleistungsproduktion (i.e., Service Production) [52];
• Anforderungsanalyse für produktbegleitendeDienstleistungen (i.e., Requirements
Analysis for Product-related Services) [38];

• Service Engineering [47];
• Collaborative Service Engineering [53].

The elicitation process in service engineering comprises the tasks of identifying
essential information—e.g. service ideas, possible customers and their expectations,
and the sources of the requirements—and determining the goals, chances and risks.
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The procedures are service-domain specific; cross-domain knowledge is not con-
sidered. Furthermore, no precise methods for the elicitation are provided. To this
end, van Husen analysed the elicitation process of conventional service engineer-
ing methodologies in detail and comes to the conclusion that procedures for the
requirements elicitation are described on a relatively general level [38]. The initial
requirements are concretized “by assigning them to quantifiable attributes related to
the implementation” [39] and classified into three dimensions—potential, process
and result. Consequently, the activities and resources needed for the development as
well as the result of the service provision can be derived. According to van Husen
[38], only Ramasway provided a detailed design process procedure including the
activities of prioritization of requirements according to their importance, specifica-
tion of attributes which are required to fulfil the needs, and creating a link between
the attributes and requirements [50]. The identification and resolution of conflicts
is not described explicitly in the service engineering approaches. In the analysed
approaches it is suggested to use the procedures known from software and prod-
uct engineering. The approaches analysed by Berkovich et al. [39] provided a set
of procedures to document requirements in natural language without giving detailed
information about creating a requirements specification. Traceability of requirements
and change management are only mentioned briefly according to the authors. It is
argued that the validation of the requirements is described as a comparison of the ser-
vice conceptwith the initial stakeholder requirements. The validation is not discussed
in detail.

Furthermore, the customer requirements are captured by the elicitation proce-
dures. However, the procedures are only vaguely mentioned. From the analysis it
can be derived that the customer and stakeholders are actively involved in the RE
processes. Explicit procedures for the collaboration are not described. The modular-
ization of services and re-use is recognized by the approaches analysed by Berkovich
et al. [39].

A third aspect to consider in PSS is the IT system. For the development of software
systems, standard procedures have been increasingly established. Besides generic
process models, specific methods for RE exist. According to the scope and risk of
the project, a suitable development model can be selected. In direct comparison with
product and service development, RE is integrated deeper and more comprehensive
into software development [38]. The following literature discussing the software
engineering state-of-the-art and approaches has been investigated:

• RE for PSS—A State of the Art Analysis [39];
• Requirements Engineering Framework [54];
• Requirements Engineering Process [55];
• Requirements Engineering Process [56];
• A Generic Process for Requirements Engineering [57];
• Engineering and Managing Software Requirements [58];
• Requirements Engineering [57];
• Collaboration in Distributed Software Development [59];
• Collaboration in Software Engineering [60].
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Requirements and their sources are identified in the elicitationphase and customer-
integration is emphasized in the software engineering approaches. Consequently, the
focus is laid upon the software domain—interdisciplinary requirements are not con-
sidered. Similar to the considered product engineering approaches, the necessity of
requirements concretization is recognized in the software engineering approaches.
The procedures are not described explicitly and are not suitable for the develop-
ment of new products or services. The procedures provided for the identification of
conflicts focuses solely on the software domain; interdisciplinary conflicts are not
discovered. Negotiation with stakeholders is suggested to resolve conflicts and find a
compromise [39]. The description of requirements, changes and responsibilities are
specified and documented. Model-based requirements documentation is commonly
used in software engineering; however, Berkovich et al. [39] state that “there are no
procedures and models for the representation of requirements on services, nor for
the relationship between the requirements of different domains”. Traceability proce-
dures are provided, specifying the affiliation of the requirement towards the different
layers of concretization (e.g. a requirement assigned to a component), and linking
the design requirements to the initial requirements. The authors describe the utiliza-
tion of traceability in detail [57]. Interdisciplinary traceability is not considered. It
is recognized that requirements can change during any lifecycle phase and changes
have to be captured and analysed to “check them for their feasibility by determining
their costs and impacts on other requirements, to prepare them for further stages of
development, as well as to ensure appropriate documentation” [39]. Change man-
agement is described as important during the whole lifecycle including the use phase
of the product [57].

Finally, requirements validation is an important part of the RE process to check
the requirements for ambiguity and falsity. The design requirements are validated
against the initial (stakeholder) requirements to determine the fulfilment of the stake-
holder needs. Validation procedures are discussed in detail in the software engi-
neering approaches. The validation focuses solely on software engineering [39].
Customer integration is restricted to the requirements definition stage; integration
in other phases such as the utilization of the software is not explicitly mentioned.
Modularization is recognized in software engineering approaches. Li et al. state that
“requirements encapsulation means organizing requirements into a set of clusters
along with external interfaces such that each cluster can be ultimately implemented
by a functional module” [61]. Moreover, Lanubile described the state-of-the-art of
collaboration in the software domain, focusing on the collaboration between soft-
ware engineers [59]. Collaboration in software engineering is taking place in various
ways during the whole lifecycle of the development, e.g. collaboration with stake-
holders to elicit requirements, identification of errors and collaborative working on
the software design. The author mentioned knowledge centres as web-enabled tools
to share knowledge and argued that “the quality of programmers is themost important
factor in software work” and thus, developers are hired regardless of their location.
Competencies from non-software domains are not explicitly mentioned. Further-
more, software companies outsource development work to programmers in low-cost
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countries to reduce development costs. The collaborative environment presented by
Lanubile and Whitehead referred solely to the software domain [59, 60]. Neverthe-
less, collaborative networks are created.

10.3.2 RE Approaches for PSS

RE for PSS has to be conducted for a growing number of tangible and intangible com-
ponents from a variety of distributed, multi-disciplinary stakeholders. Consequently,
only robust and transdisciplinary RE approaches that can deal with the complexity
of PSS, its openness and dynamics are suitable. Due the inherent complexity, the
direct involvement of the end user and information exchange between the different
stakeholders has to be enabled during RE. Thus, the domain specific formalisms and
tools have to be made interoperable or substitutable. In this context, the following
literature discussing the state-of-the-art and approaches of integrated product and
service development has been analysed:

• RE for PSS—A State of the Art Analysis [39];
• Integrated Product and Service Engineering versus Design for Environment [62];
• Solution Approach in the Hybrid Product Development [49];
• Life Cycle Management of Product-Service Systems [63];
• Framework for Development of Product-Service Systems [64];
• Systematic Translation of Customer-specific IT Solutions in Integrated Product-
Service Building Blocks with the SCORE Method [65];

• Review of PSS Design Methodologies [66];
• State-of-the-art in Product-Service Systems [35];
• PSS Design [67];
• Developing new product service systems [68].

According to Berkovich et al. [39], the literature about PSS development and
design discusses the process of development only abstractly without going into
detail. Firstly, the “organizational conditions are created in order to enable an inte-
grated development of services and hardware/software”. The stakeholder needs—in
regard to products and services—are identified. Concrete techniques or methods are
not mentioned. During the concretization the initial requirements are analysed and
assigned to the respective domains; a requirements model representing the product
structure is created and updated during the entire development. The development
process focuses on the single components of the PSS. However, concrete procedures
for the translation of initial requirements to domain-specific requirements are not
provided. They argue that identification and resolution of conflicts is only mentioned
briefly in the selected approaches.

Procedures for the documentation of requirements are provided; model based
requirements documentation is not applicable to PSS due to missing procedures and
models for the representation of service requirements. Furthermore, there are no pro-
cedures to capture the interdisciplinary relationship between requirements. Change
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management is not deepened in detail in any of the approaches [39]. The validation
of requirements “is not discussed in detail” in the analysed approaches. The impor-
tance of customer integration in all lifecycle phases is recognized. However, specific
methods or procedures are not specified. In addition, modularization is widely men-
tioned in literature to create standardized solutions [65]. Integration of the involved
domains is neither supported in the first phases of the development (e.g. elicitation)
nor in later phases such as requirements validation. The necessity of integration is
recognized; concrete procedures are not examined [66]. Due to the nature of inte-
grated products and services the necessity of additional competencies is recognized.
Aurich et al. noted the “importance of extended value creation networks” [63]. Addi-
tionally, the authors argue that the importance of collaboration is only mentioned and
“not detailed enough to understand the uniqueness of this process [the collaboration
between stakeholders] and how to implement it in real-time” [66].

Engineering of PSS, in contrast to a centralized development process for simple
products, requires the orchestration of distributed products, services andbusiness pro-
cesses for a common purpose. Therefore, organizational, technical and managerial
interoperability is a prerequisite for the realization of the system. The REmethodolo-
gies of the product, service and software disciplines focus on the respective domain,
neither consider the methodologies interdisciplinary requirements nor are interfaces
for the handling of interdisciplinary requirements specified. In addition, procedures
and methods are solely applicable to the respective domains, making it impossible
to apply them to other domains, let alone PSS as a whole. The elicitation procedures
in the product domain focus on technical requirements. The methods used to elicit
requirements such as checklist are not suited for the elicitation of service require-
ments.As the concretization of requirements ismainly done by assigning quantifiable
attributes, this is not applicable to the intangible part of the EP. Collaboration and
integration of development processes with other business partners are not explicitly
mentioned. In general, the lack of an interdisciplinary view and thus missing inter-
faces towards other domains, as well as the insufficient requirements documentation
complicate the adoption of product engineering methodologies.

The service engineeringmethodologies display weaknesses—the procedures pro-
vided focus solely on the service domain; interdisciplinary requirements are not con-
sidered. The service engineering methodologies are not detailed enough to be used
as a basis for PSS development. For example, for the identification of conflicts only a
reference to the already existing methods and procedures of the software and product
engineering ismade. Indeed, the software engineeringmethodologies do not consider
other domains and interdisciplinary collaboration. The procedures described for the
prioritization of requirements are not suitable for the development of new products or
services. Furthermore, the representation of service requirements is not possible with
the provided procedures and modelling techniques. Collaboration is strictly within
the software domain, e.g. through networks of companies spread worldwide.

The integrated approaches state the necessity of cross-domain knowledge, inter-
faces and interdisciplinary requirements. However, the RE methodologies of the
integrated products and services are too vague and do not provide the procedures
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necessary in order to realize a PSS. The procedures are not explained in detail or
similarly to service engineering, procedures of other domains are referenced.

To summarize, the adoption of existing requirements engineering methodologies
of the product, software and service domain to the development of PSS seems to not
be possible as they do not fulfil the requirements for a successful realization of such
a complex solution. Especially the lack of a holistic, interdisciplinary view and the
corresponding interfaces must be highlighted. A holistic view of the development
process of the PSS is necessary. Thus, integration of the development processes
of the individual components is mandatory. Missing interfaces to other domains
make it difficult to apply domain-specific requirements engineering methodologies
to the respective component of the PSS. Moreover, the methodologies of the product
domain do not cover all the lifecycle phases required to realize a PSS. For example,
change management is not intended after the product has been realized.

The requirements engineering methodologies of the individual domains do not
cover the collaboration across domains and the integration of development processes.
The requirements engineering methodologies of integrated products and services
cover all phases of the PSS, however they do not provide the required integration
interfaces. The selection of collaborative business partners depending on the config-
uration of the PSS and formation of business networks is not described in any of the
methodologies.

Thus, two main aspects will have to be supported by a suitable transdisciplinary
RE framework:

1. Collaboration and interoperability between stakeholders and PSS components
from different domains, especially products, services and software;

2. Management of unstable and unknowable requirements, taking into account
information from all PSS life cycle phases.

Integrating PSS components from different domains, like manufacturing and
service, requires collaboration between previously separated stakeholders. These
stakeholders needed for the realization of PSS typically have their own specific
development methodology, standards and even “language”. Thus, the “translation”
of requirements between domains needs to be supported by the RE framework to
enable a common understanding of the PSS. In order to be adaptable to changing
requirements throughout the lifecycle, the value chains have to be flexible even in
the PSS usage phase. To support interoperability between PSS components from
different domains, new methodologies are needed, also to describe emergent system
behaviour. Conflicting, unstable and unknowable requirements have to be identified
across the different PSS domains. Methods and tools need to anticipate dynamic
changes over the PSS lifecycle and environment. The interdependencies between the
tangible product and intangible service components as well as between the stake-
holders have to be described. In such a way, the PSS specification and stakeholder
information needs could be comprehensively identified.
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10.4 Roles in PSS Engineering

Pahl and Beitz defined a number of roles along the product lifecycle, from product
origination to disposal or recycling [37]. The following roles are relevant for the
product engineering process:

• TheMarket/Customer delivers information about the requirements and constraints
in order to generate and select product ideas and create a requirements specifica-
tion. Furthermore, he/she is the user of the product and gives feedback about
product quality.

• The Product Planner defines the product portfolio of the manufacturer according
to the information from the market (market pull) and the available technology
(technology push). The aim of the strategic product planning is the development
contract, specified by requirements and justified by a promising business plan.

• The Product Designer is responsible to specify the to-be product according to
the customer requirements within the necessary documents for prototyping and
production. He/she may also be responsible to create and review prototypes.

• The Production Planner allocates the necessary employees, materials and produc-
tion capacity in order to realize the product portfolio created by the Product Planner
and Designer. Thus, he/she plans the production and manufacturing processes for
the OEM.

• The Suppliers deliver the necessary materials, components and missing compe-
tencies to realize the product portfolio together with the OEM.

• The Product Development Team is comprised of representatives from several of
the roles defined above and deals with the coordination of the product development
process. Therefore it is responsible for the projectmanagement for specific product
lines and information exchange between the actors.

Moving to Service Engineering, Freitag et al. described a schematic role model
for Service Engineering, with the different role owners in seven phases, from the
idea contributor in the ideation phase to the service facilitator during market launch
[69]. The role model aligns the specific, function-oriented roles from Scheithauer
et al. to the service lifecycle [70]. As an example the owner of the role “Service
Manager” is responsible for a set of tasks in the role model. He/she has to decide
quickly on proposed service ideas on a strategic level, then allocate resources for the
service development project and control the execution of the decision. This role can
be fulfilled by an individual person as well as a team or department. Furthermore,
the PSS Engineering process is characterized by the inclusion of competences in the
form or various actors during the development phases [71]. During a PSS project, the
involved actors are determined, and development teams are established and assigned
to several PSS specific roles that can be found in literature [3, 71–74].

The application of agile development methods like scrum leads to the definition
of additional roles for the model:
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• SEProjectManager: Comprehensive and frequent communicationwith customers
about Service Engineering results; monitoring of the project’s economy regarding
development efforts and added value for customer/revenues;

• SE Project Team: Shared aim of highly flexible reaction to short-term changes of
customer demands, even in late development phases;

• SE Project Moderator: Control of the group members meeting working standards;
taking care of personal relations in an interdisciplinary team;

• The PSS Provider is the focal point of all involved stakeholders and is responsible
for the whole PSS lifecycle. The tasks of the PSS provider include the coordination
and execution of design, development and production of the product, as well as
planning and development of complementary services [75];

• The Production Network comprises various PSS suppliers who are responsible
for provision of materials, parts and components or system modules for the PSS
Provider;

• The ServiceNetwork contains distributors, subsidiaries and service partners,which
are mainly material and service specialists. The main task of the Service Network
represents is the PSS distribution, which includes the market-specific adaptation
of the integrated service shares and the handling of client orders including the
individual PSS configuration;

• The Customer plays another key role next to the PSS Provider. Especially in the
early stages of development, he/she is considered as the initiating part, because
demands towards the PSS will be drawn up and implemented based on the deter-
mined customer needs;

• The PSS Project Manager acts in various phases of the PSS development process
and performs management activities. The main tasks of the PSS Project Manager
include the establishment of the connection between the PSS project manage-
ment and the PSS development process. In addition, it is a task to coordinate the
PSS actors and their communication and networking over the phases along the
development process;

• The PSS Architect can be defined as another PSS specific role. The role is char-
acterized by its PSS specific knowledge and the overarching effectiveness in the
PSS development process. The duties of a PSS Architect include, among others,
the PSS idea generation, documentation and management of PSS concepts and
making the link to the PSS project management. Thus, the activities of the PSS
Architect also span over several phases of the development process.

All actors involved in the PSS development process need to communicate with
each other in different phases for different reasons. According to the respective
phases, thus there is a different distributionof tasks, competencies and responsibilities
as well as changing communication needs [75].
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10.5 Knowledge Management in PSS

The design phase in the lifecycle of products and services is characterized by an
intense exchange of engineering knowledge [76]. This even increases if an inte-
grated PSS shall be designed in a collaborative way, where the tangible and intan-
gible components are entangled and dependent on each other [77–79]. Explicit and
tacit knowledge for the engineering process, like user and system requirements,
sentiments, competences, design specifications or processing instructions has to be
exchanged between the involved stakeholders from different domains [80]. To this
end, both knowledge from the product side as well as the service side must be
shared in an appropriate way, combined and utilized, in order to create an attractive
product-service bundle for the customer. On the one hand, it has to be elaborated
which process steps are typically conducted in PSS design [79, 81, 82]. On the other
hand, the involved stakeholders have to be identified and described as the relevant
knowledge sources and targets [79, 80, 83]. Based on the results, the relevant types of
knowledge and appropriate exchange mechanisms and standards have to be defined
[79, 84, 85].

In the scientific discipline of Knowledge Management (KM), several approaches
to capture, develop and apply knowledge effectively during product design have
been developed. Knowledge-Based Engineering (KBE) for example is aiming at
establishing engineering knowledge models, for application in product design and
along the whole product life cycle [86]. First attempts have also beenmade to include
service knowledge into aKM framework for PSS aswell. These attempts are however
focusing on using service knowledge for product design and service operations only.
Furthermore, most approaches have been focusing on explicit formalized knowledge
inside an individual organization [87].

In order to identify the knowledge exchanged in PSS design and develop an appro-
priate Knowledge Management approach, it is necessary to identify the stakeholders
involved in the underlying processes, as they are the relevant sources and targets of
knowledge. As the kind of stakeholders depends strongly on the products, services
or industrial sector, a more generic classification is necessary. Thus role models are
applied, which have shown to be useful for orchestrating the contributions of various
stakeholders in innovation processes [88].

Aligned with the process models, role models describe a set of roles, which can be
assigned to role owners, which can be internal or external stakeholders. Assignment
of roles and tasks should thus be related to the underlying processes, organizational
structure, and competences of stakeholders, respectively. The roles define the divi-
sion of work between the stakeholders. They contain one or more tasks and can be
assigned to one or more individuals or organizational units. The following sections
will describe existing role models for product, service and PSS engineering.

In order to raise awareness, where relevant design knowledge can be found
(“knowing who knows”) and who might be interested in a specific knowledge asset
(“knowing who should know”), it is required to define distinctive roles for a PSS
design project. Such roles can be derived from the PSS lifecycle. Possible roles are
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Fig. 10.1 Outline of roles in PSS lifecycle

illustrated in Fig. 10.1. The roles of the PSS Provider (in blue) act as coordinators
and are responsible for the execution of design, development and realization of the
PSS. The PSS Architect generates documents and manages PSS concepts. The PSS
Project Manager coordinates the development team and their communication over
the phases along the development process. The PSSDevelopment Team is comprised
of representatives from the different domains and deals with the coordination of the
product and service development process.

The roles of the Production Network (in orange) are responsible for provision
of materials, parts and components or system modules to the PSS Provider. The
Product Planner defines the tangible portfolio for the PSS according to the informa-
tion from PSS Architect. The Product Designer is responsible to specify the product
components according to the PSS requirements. The Production Planner plans the
production and manufacturing processes for the products. The roles of the Service
Network (in green) include the market-specific adaptation of the integrated service
shares and the handling of client orders including the individual PSS configuration.
The Service Manager conducts comprehensive and frequent communication with
customers and the PSS Provider about Service Engineering results; monitoring of the
project’s economy regarding development efforts and benefit for customer/revenues.
The Service Designer reacts flexibly to short-term changes of customer and PSS
Provider demands, even in late development phases. The Service Implementer plans
the implementation of the services. The Customer plays another key role because
demands towards the PSS will be drawn up and implemented based on the deter-
mined customer needs. Furthermore, he/she is the user of the PSS and gives feedback
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about quality. Finally, the Suppliers deliver the necessary materials, components and
missing competencies to realize the product and service portfolio together with the
PSS Provider.

About knowledge exchanges in PSS, it is worth to consider that PSS engineering
is a dynamic process with fluctuating actors [80, 89], where the knowledge residing
in individuals has to be combined with knowledge assets that are essential for creat-
ing the intended (customer) value and have to be shared between the roles, as centred
in the so-called “2nd wave of knowledge management” [90]. While in “traditional”
product development knowledge assets aremostly explicit and formalized in the form
of documents, specifications and design etc. managed by applications such as CAD,
PDM or PLM, during PSS engineering when the intangible aspects come into play
knowledge is usually tacit, like skills, know-how, emotions and the like [84]. Explicit
knowledge for PSS engineering includes market needs and customer requirements,
product specifications and concepts, as well as the detailed product design or model
[81]. This knowledge can be formalized in text documents, spread sheets, diagrams,
CAD drawings and the like. However, only about 4% of organisational knowledge
is formalized [91]. Recent studies on open innovation, e.g. in the form of applica-
tion of crowdsourcing techniques [92] or implicit feedback leveraging from social
media [93], have established the important role of open, crowd-oriented opinion and
sentiment in enhancing products and services. This knowledge is mostly informal
and unstructured, consisting of individual posts and discussions, ideas, comments
and other interactions. Thus, it is difficult to codify and share, as it requires indi-
vidual interaction to transfer. It is however equally important as knowledge for PSS
engineering.

With respect to the ability to merge explicit knowledge from different domains,
ontologies are capable in terms of multi-domain knowledge (e.g. Web Ontology
Language—OWL [94]). Tacit knowledge, in the form of personal opinions and sen-
timents regarding PSS, poses extra challenges for the design and implementation
of knowledge sharing. The informal nature of the relevant data and the inherent
lack of formalization create additional issues [95]. The aspect of sharing explicit,
formalized knowledge during PSS design is well covered with concrete approaches
and frameworks in literature. Nemoto et al. described a framework to manage PSS
design knowledge represented by five elements (core product, need, function, entity
and actor) [79]. Zhu et al. and Zhang et al. formalized knowledge from previous PSS
cases in a physical and a service model [81, 82]. Furthermore, Baxter et al. defined
a KM framework for PSS design process knowledge, manufacturing knowledge,
service design and service operations knowledge [31].

Concerning tacit or unstructured knowledge, some approaches can be found in
literature, mainly on a conceptual basis. For instance, Bertoni emphasizes the impor-
tance of “bottom-up” knowledge sharing in PSS design and suggests Web 2.0 tools
such as blogs, wikis or social networks to capture tacit and unstructured knowledge
and tap into the “wisdom of crowds” [84]. This idea has been extended by Larsson
et al. [77] into the concept of “Engineering 2.0”, applying easy to use technolo-
gies for knowledge sharing, while Chirumalla explored the use of Web 2.0 tools for
knowledge sharing [78]. Also Natural Language Processing (NLP) has been validly
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adopted to enable formalization of tacit knowledge, according to a transdisciplinary
approach [95]. A balance has to be found that supports a “bottom-up” knowledge
sharing without sacrificing an efficient way to search and identify relevant knowl-
edge. Bertoni and Larsson have identified seven barriers for knowledge sharing in
PSS design, which have to be overcome: acceptability and self-censorship, commit-
ment and reward, resignation, time loss, awareness, language and models, and trust
[96].

Furthermore, it is important that all members of the development team have access
to the same knowledge in the right form [97]. For explicit knowledge sharing, SysML
seems to be appropriate to be extended for the purpose of modelling and exchanging
PSS design knowledge, as it is an established standard for systems engineering. A
key advantage lies in its extendibility. The needed meta-model layer is provided by
default in the specification of UML itself. Hence, an adaption to domain specific
needs can be performed. As it is not feasible for all stakeholders to use a common
standard for knowledge representation or work with models from other domains,
ontologies can be used to share knowledge across domains. However, modelling a
proper ontology can become very complex, in particular if a generic ontological
representation of a PSS is envisaged. The ontology needs to be filled with product
and service related knowledge from different domains. To define service features
and software elements demands for specific expertise not only from the field of
product design but informatics, service etc. The interface to the knowledge base has
to become user-friendly to ensure an acceptance by the end-user.

10.6 PSS Evaluation in Industrial Contexts

For manufacturing companies, the measurement of PSS performance is a crucial
aspect to identify the best solution to provide on the market and able to satisfy the
customer needs, improving the product value proposition. Moreover, identifying the
best PSS offer allows improving the company business model, its business perfor-
mance, and thus its revenues. In order to promote PSS performance measurement,
two main principles must be taken into account: “what cannot be measured can-
not be improved” [98] and the Plan-Do-Check-Act (PDCA) approach [99], since a
continuous monitoring is required during the entire P-S lifecycle.

According to the authors’ perspective, PSS performance evaluation involves both
the preliminary evaluation and the validation of the scenarios that will be imple-
mented by the company. Indeed, the evaluation is determining whether the process
in its entirety can yield an output that meets the desired requirements, while the val-
idation is determining whether the process as implemented can yield an output that
meets the specifications with acceptable capability. For validation, the process must
be challenged using verified measurement systems. The areas investigated refer to
the definition of a set of key performance indicators (KPIs), and the PSS assessment
according to the performance achieved referring to the global system sustainability,
according to its threemain dimensions: economy, environment, and social well-being
[100].
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In literature, four different kinds of performancemeasures canbe identified:Result
indicators (RIs), Performance indicators (PIs), Key performance indicators (KPIs),
and Key result indicators (KRIs). (K)RIs quantities the degree the company achieved
its defined goals (they are measured over a long time period), while (K)PIs recog-
nises the actions to do or that should be done in the future to increase the current
performance and achieve the defined objectives (they usually are evaluated daily
or at least weekly). KPIs in particular measure a current or future situation able to
encourage the stakeholders to adopt any strategy in order to face up the scenario that
arises. According to the aim of this research, KPIs are able to provide the guide-
lines to drive the company in the right business direction. Indeed, KPIs measuring
the company performance regarding a certain business give information to company
stakeholders during the decision-making process. Moreover, they are involved to
discover what are the non-adding value activities (that approximately represent the
60% of a company’s activities) inside a specific business [101]. Therefore, in order to
identify the right KPIs to adopt for evaluating a certain business, literature proposes
the adoption of the SMART principles, which are Specific, Measurable, Attainable,
Realistic, and Time sensitive [102]. KPIs that comply with these five criteria allow
companies assessing their real time performance, defining measures early enough
before problems occur, and collecting the appropriate KPIs for PSS evaluation during
the Design phase. This last one is a crucial aspect in PSS assessment, because the
evaluation and validation of a new PSS offer during the design phase allows both
reducing the time to market and successfully addressing the customers’ needs. It is
important to notice again that PSS assessment is different from product assessment,
as in PSS, product characteristics and service functionalities influence one another.
Currently in literature, few works about performance assessment in PSS exist; thus,
it is an open issue. An interesting research was conducted by Mourtzis et al. [103],
which classified KPIs with respect to the main PSS Design methods. Those classes
involved in this paper are the following: Customers (C), Business (B), and Sustain-
ability (S). Figure 10.2 shows how the KPIs classes refer to the related PSS design
methods explained in the previous chapter. They are groups into three classes: B if
referring to Business aspects, S if relating to Sustainability, and C if relating to the
Customers. The main KPIs involved and the relative classes are listed in Table 10.1.
Beyond the advantages that KPIs measurement offers to assess a PSS offer during the
Design phase, some weaknesses remain. KPIs measurement demands lot of effort
due to a frequent evaluation. For this reason, a critical aspect in the performance
measurement system is to compare the value of an indicator with the effort required
for its evaluation [104]. Furthermore, the number of indicators should be limited to
ensure a meaningful overview of the current situation.

Generally a PSS will provide not only a higher customer satisfaction, but also a
great advantage on the sustainability in respect to traditional products [105], accord-
ing to its threemain dimensions: economy, environment, and social well-being [100].
From the environmental viewpoint, PSS provides a more conscious product usage
thanks to the service functionalities delivered, increasing resource productivity and
a close loop-chain manufacturing. Moreover, because the PSS requires the involve-
ment of different partners and stakeholders, they will deliver a solution able to create
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Fig. 10.2 Design and development framework for PSS

a sustainable supply chain, according to the service provided. From the economic
viewpoint, PSS is able to create newmarket potentials and higher profit margins, and
can contribute to higher productivity by means of reducing investment costs along
the lifetime as well as reducing operating costs for the final users [35]. Finally, from
the social viewpoint, PSS can build secure knowledge intensive jobs and contribute
to a more geographically balanced distribution of wellbeing.

The PSS and the relative Servitization process extend the responsibility of the
PSS provider to the whole lifetime of the product [106]. For this reason, it is required
to perform assessment from a lifecycle perspective. In the manufacturing industry,
product sustainability is calculated by adopting a lifecycle design approach: it allows
quantifying product impacts and providing tangible commercial values in terms of
efficiency and costs [107]. They are based on the definition of several indicators to
assess the lifecycle performance and support comparative analysis. The technique to
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Table 10.1 KPIs list for PSS performance evaluation

KPIs Class KPIs Class

Customer satisfaction C Overall equipment effectiveness B

Acceptability C Technical availability B

Acceptance rate C Flexibility B

Availability for production plan C Stability B

Number of customer needs C Machine reliability B

On-time delivery C Service reliability B

Efficiency C Service assurance B

Quality B, C Team qualification B, C

Customer needs rate C Knowledge management B

Requirement inconsistency C PS maintenance efficiency B

Efficiency of collaboration C Development cost B

Privacy C Service delivery costs B

Product flexibility C, B Environmental quality cost function S, B

Expansion flexibility C, B Energy efficiency S

Sustainable product-service efficiency S Lease/reuse S

support this described lifecycle design approach is defined as Life Cycle Assessment
(LCA) according to ISO 14040:2006 (2006) [108] and it allows evaluating the envi-
ronmental impacts on the product.Moreover, another lifecycle approach to assess the
economic impact is LifeCycleCosting (LCC) [109],which has the scope to recognize
all the economic impact during the product lifecycle. More recently, also the social
impacts have been included in the lifecycle design approach by the so-called Social
Life Cycle Assessment (SLCA) [110]. Such methods defined for product assessment
could be “extended” and applied also to PSSs. However, the common indicators that
assess economic, environmental or social domains separately will not approach and
assess PSS sustainability in its complexity and wholeness. Indeed, the sustainabil-
ity of a system cannot be assessed by the use of a single criterion mainly because
of the intrinsic multidimensionality characteristic of sustainability. It is required to
generate and assess a unique value that is the combination of all relevant criteria.
In literature, some research calculates the sustainability of a PSS without adopting
the lifecycle approaches, while other research has proposed to translate the lifecycle
design approaches to assess the PSS sustainability demonstrating how to calculate
the sustainability impacts of an integrated PSS by considering not only the impacts
related to the product realization, usage and dismissing, but involving also the intan-
gible assets and the ecosystem actors, as reported in Table 10.2. It shows several
methods and relative indicators developed and used by different researchers in lit-
erature, which adopts a transdisciplinary approach. In the columns, the three main
lifecycle indicators are identified (i.e. Environmental Impact, Economic Impact, and
Social Impact), and also the integrated indicator to calculate the entire Sustainable
impact.
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Table 10.2 Lifecycle indicators in literature according to a transdisciplinary approach

References Environmental
impact indicator

Economic impact
indicator

Social impact
indicator

Sustainable
impact indicator

[22, 111] ENI
(ENvironmental
indicator)
measured by
Eco-indicator 99
point (EI-99)

ECI (EConomic
Indicator) refers
to all the lifecycle
costs through the
equivalent annual
cash flow
technique (EA)

SOI (SOcial
Impact) considers
separately Human
Health
contributions
according to
EI-99
methodology

SI = ENI + ECI
+ SOI (each
indicator is
normalized to
obtained a
monetary value
(e), that is SI)

[112] Total
environmental
impact along
lifetime

Total lifecycle
cost

None None

[110] Global warming
potential

Lifecycle costs QALY (measure
of well-being)

QALY as a
single-score
alternative to
direct
monetisation

[72] Life span,
efficiency of
resource
consumption,
closed cycle
efficiency, and
potentials for
improvement

None None None

10.7 An Extensive Design and Development Framework
for Industrial PSSs

On the basis of a critical analysis of the existing literature about the different aspects
of PSS development, we can conclude that the design and development of successful
PSS has to focus on the identification and interpretation of interactions between
products and services to fully reflect stakeholder requirements. Design decisions
cannot be merely technology-driven or manufacturing-related, but the user needs
have to be the main focus. In this context, UCD techniques become a driving force.
Thus, in the case of PSS, innovation relies on sharing knowledge between partners
from different domains, maintain a common understanding of the design concept
derived from customer needs and re-use experiences from other PSS projects; the
usageof “downstream”knowledge from later phases of the life cycle and the inclusion
of the customer into the design process is important as well. While in a conventional
static OEM-supplier relationship contractual obligations set by the leading company
definewhat andhowknowledge is shared, such amodel is not feasible for the dynamic
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collaboration required forPSS.Besides themissing lead-time required settingup such
an arrangement, there might simply not be a partner powerful enough to impose its
standards.

Based on this analysis, it can be stated that:

• Elicitation of customer needs is the key point and the first issues to solve in PSS
design and development. It can be done by UCD techniques (ethnography, per-
sonas, role-playing);

• Technical analysis of PSS function can be executed by Business Use Case (BUC)
analysis, which provides a user-centred investigation of the conceptual PSS model
and a mapping of goal-oriented interactions between external actors and the PSS
items;

• Design of the PSS functions by Design Structured Matrix (DSM);
• Definition of the PSS process model and system infrastructure by UML 2.0 dia-
grams and extended SysMLmodels for systems engineering. The PSSmeta-model
layer is provided byUML, and extension of SysML allows exchanging PSS design
knowledge, as it is an established standard. Tacit knowledge sharing can be sup-
ported usingWeb 2.0 tools for the PSS stakeholders on a dedicated social platform;

• Definition of the Business Model and involved stakeholders by CANVAS mod-
elling;

• Identification of the new business strategies and trends by a simplified STEEP
analysis;

• Management of the PSS knowledge sharing by formalization of explicit engineer-
ing knowledge and flexible exchange of unstructured and tacit knowledge between
the stakeholders involved;

• Creation of cross-functional teams to foster knowledge sharing during the design
phase, including people coming from the different functions, domains and organ-
isations involved (i.e., stakeholders from product, service, or system integration).
For this purpose;

• PSSmodel validation by Serious Games and hybrid PSS digital mock-ups in order
to simulate the human-system interaction;

• Evaluation of PSS performances by proper key performance indicators (KPIs),
investigating different areas such as Business, Sustainability and Customers. The
latter include also the evaluation of the user experience by tests with samples users.
Interactive prototypes can be adopted for this scope: high-fidelity mock-ups that
combines realistic visualization (e.g., high quality aesthetic rendering, realistic
environments, truthful use cases) with high level of interaction and simulation
of the PSS behaviours according to the PSS conceptual model (e.g., movements
of product parts according to some interaction with its interface or the service
functions, real-time feedback connected to the service delivery).

The overall framework defined to support PSS design and development is repre-
sented in Fig. 10.2. It integrates the above-mentionedmethods along the P-S lifecycle
management (P-SLM) and considers the actors involved, as presented in Fig. 10.1.

In addition, Table 10.3 shows the selected KPIs for an overall evaluation of the
PSS performances, according to the three identified areas: Business, Sustainability
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Table 10.3 Selected KPIs for PSS evaluation

Area KPIs PSS methods for design and
development

KPIs for business (B) Overall equipment
effectiveness

Technical availability

Flexibility

Stability

Machine reliability

Service reliability IPS2 models

Service assurance IPS2 models

Team qualification

Knowledge management Layer-based methodology

Knowledge sharing Layer-based methodology

PS maintenance efficiency Lifecycle oriented approaches

Development cost Lifecycle oriented approaches

Service delivery costs Lifecycle oriented approaches

Environmental quality cost
function

Lifecycle oriented approaches

Quality Software tools

Product flexibility Software tools

Expansion flexibility Software tools

KPIs for sustainability (S) Environmental quality cost
function

Lifecycle oriented approaches

Energy efficiency Web-based models

Lease/reuse Web-based models

Sustainable product-service
efficiency

Lifecycle oriented approaches

Sustainability assessment (SA) Life cycle assessment (LCA)
and costing (LCC)

KPIs for customer (C) Customer satisfaction Usability assessment

Acceptability Service engineering

Acceptance rate Service engineering

Availability for production plan IPS2 models

Number of customer needs Requirements elicitation

On-time delivery Service engineering

Efficiency Usability assessment

Quality Software tools

Customer needs rate Requirements elicitation

(continued)
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Table 10.3 (continued)

Area KPIs PSS methods for design and
development

Requirement inconsistency Requirements elicitation

Efficiency of collaboration IPS2 models

Privacy IPS2 models

Product flexibility Software tools

Expansion flexibility Software tools

Team qualification

Effectiveness Usability assessment

and Customers. In respect to the state of the art, Business indicators have been
extended to consider also knowledge management and knowledge sharing among
all the stakeholders, while Sustainability indicators have been expanded according
to the last researches in this field (as cited in Table 10.2) and Customers indicators
have been integrated with usability, value and interaction indicators.

10.8 Summary and Outlook

This chapter discussed the most useful methods for PSS Requirement Elicitation
(RE), design and development and proposes a structured way to manage such a
complex and transdisciplinary process, with a special attention to transdisciplinary
methods. Themost significant RE approaches for PSS and themost successful design
methods are presented, and numerous examples of transdisciplinary methods from
recent literature are discussed. After that, the chapter focuses on knowledge man-
agement, which is a key aspect in PSS due to the increased complexity and the
higher quantity of data and knowledge exchanged during PSS design and develop.
The discussion highlights how to identify the stakeholders involved in the underlying
processes, as relevant sources and targets of knowledge, and how to choose the best
role models for orchestrating the contributions of various stakeholders in the innova-
tion process. Finally, the measurement of PSS performance is presented as a crucial
point to identify the greatest solution to provide on the market and able to satisfy the
customer needs, improving the product value proposition. A set of Key Performance
Indicators (KPIs) suitable for PSS are defined according to the reference area: busi-
ness, sustainability, and customer. This overview about design methodologies and
evaluation strategies allows having a high-level view and useful tools to develop a
systematic PSS development framework, in order to help manufacturing enterprises
to determine their own position on the PSS maturity scenario and to plan future
actions toward servitization, according to knowledge exchange and transdisciplinary
view [113].
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Chapter 11
Systems Engineering for Machining

John P. T. Mo and Songlin Ding

Abstract Machining is the traditional product shaping process by removing mate-
rials from a block of original materials. Practically, the machining process itself
has not changed much in the last couple of centuries but the accessories around the
process have improved significantly, like data logging features in modern computer
numerically controlled machines. The machining process is a system, the compo-
nents of which should be considered as independent units which work harmonously
with other systems in the enterprise. In this chapter a systems approach is adopted
to examine methods and techniques that can improve five key performance indica-
tors of the machining system, i.e. sustainability, accuracy, efficiency, precision and
reliability. In particular, High Speed Machining, tool breakage prevention, thin wall
deflection, tool geometry and chatter monitoring are studied in relation to the five
performance indicators, respectively. Application of these techniques has produced
good machining outcomes showing strategic development direction leading to better
performance of the machining system.

Keywords Machining · High speed machining · Titanium alloys · Polycrystalline
diamond tools · Finite element analysis · Online chatter monitoring

11.1 Introduction

Machining is the traditional manufacturing process that makes products from a block
ofmaterial by removing some parts of it. Thismanufacturing process has been around
for centuries. A lot of research and development in machining processes have been
reported since the turn of last century. Practically, themachining process itself has not
changed much but the accessories around the process have improved significantly.
For example, modern computer numerically controlled (CNC) machines have many
data logging features that help the operator to diagnose machining problems. The
future trend of machining engineering is going to move towards more difficult tasks,
in particular, machining of exotic materials which are regarded as difficult to work
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with. Due to customer preferences, manufacturers have to find ways to complete
these manufacturing tasks.

The machining process is a system. Therefore, components of a machining sys-
tem should not be considered separately, thereby ignoring the system’s properties.
Currently, the component approach is a common manufacturing practice in today’s
environments, where different manufacturers produce the various components of the
machining system, but no one seems to be responsible for system coherency and
thus for its sustainability. Low efficiency, subpar quality, and tool failure are direct
consequences of such an approach [1].

In this chapter a systems approach is adopted to examine methods and techniques
that can improve five key performance indicators of the machining system, i.e. sus-
tainability, accuracy, efficiency, precision and reliability. In particular, High Speed
Machining, tool breakage prevention, thin wall deflection, tool geometry and chatter
monitoring are studied in relation to the five performance indicators, respectively.
Application of these techniques has produced good machining outcomes showing
strategic development direction leading to better performance of the machining sys-
tem.

The outline of the chapter is as follows. Section 11.2 defines the scope of machin-
ing system and the method of measuring its performance. Section 11.3 examines
different dimensions of machining process performance. Section 11.4 elaborates
strategies that can be used in an important machining process: high speed machining
(HSM). Section 11.5 explores themethods to prevent a critical problem inmachining:
tool breakage. Section 11.6 analyses the issues in machining along thin walls of the
workpiece where deflection of the material is excessive, causing uneven thickness
when the cutting forces are removed. Having considered the mechanics around the
machining process, Sect. 11.7 examines the geometrical shape of cutting tools. In
Sect. 11.8, the phenomenon of chatter during machining is explained. The section
outlines a method to monitor this detrimental phenomenon so as to prevent it before
its starts so that the machining process can continue without disruption. Section 11.9
gives concluding remarks.

11.2 The Machining System

The machining system consists of the components schematically shown in Fig. 11.1:
machine, holder, tool, fixture, part, control, metalworking fluid and regime. Compo-
nent and their interdependences have impact on the performance of the machining
system which must be optimized as a whole.

An example is the High Performance VirtualMachining Systemwhich consists of
a machining process simulation kernel, machine tool controller kernel and graphical
system to display the results and interact with the user. The scientific details of
the simulation algorithms for each module have been published in the literature.
The digital modeling of such an integrated manufacturing system allows simulation
and optimization of machining operations in a virtual environment ahead of costly
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Fig. 11.1 Schematic representation of the machining system [1]

physical trials. The digital models are connected to real timemachine toolmonitoring
and process control systems to further improve the productivity and accuracy of
developed models [2].

The systems consideration is supported by the implementation of AR in a CNC
machining environment to achieve an in situ CNC machining simulation system,
namely, the ARCNC system. A virtual workpiece is rendered onto the worktable of
a real CNC machine, and a virtual cutter is registered with the real cutter moving
according to given NC codes [3]. During experiments, the ARCNC system renders
a virtual workpiece being machined according to the movement of the real cutter,
as well as the machining conditions estimated by the physical simulation methods
proposed. The user is allowed to alter the parameters in the given NC codes during
the experiments and to observe the new machining process using the updated codes.
Simple collision detection has also been integrated in the system so that a warning
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message is rendered to the user when a collision is detected between the cutter and
a virtual fixture.

11.2.1 Key Performance Indicators

Most past researches onmachining focused on the techniques of the process. Tomake
a good product, the “system” in which the process occurs should be managed well.
This chapter examines five key performance indicators of the machining “system”
that are essential to be managed so that desirable outcomes from the machining pro-
cess can be achieved. These five key performance indicators (KPIs) are sustainability,
accuracy, efficiency, precision and reliability. Research on each of these performance
indicators can be explored in many directions. The researches outlined in this chapter
focus on certain aspects of the machining process that can lead to improvements of
the performance as measured by the indicator. Some good machining outcomes have
been achieved but the extent of improvement is still insufficient to cover the complete
system of machining. More researches along these investigation paths are required
to identify processes that can push the quality of the system to better performance in
the five key performance. In the next section some challenges of KPIs are indicated.

11.3 The Challenges of Key Performances

Key performances are measured from the outcomes of the machining system. To
reach the target set by the manufacturer, the machining system needs to be planned,
monitored and controlled in certain ways. More specifically, engineering analysis
aiming at improving any of the key performance indicators should be designed to
influence the machining system towards meeting the target. The KPIs mentioned in
Sect. 11.2.1 are discussed below.

11.3.1 Efficiency

In anymanufacturing environment, efficiency drives the cost of production and hence
the profitability of themanufacturing organization. Efficiency inmachining operation
can be improved by changing system parameters. One of the common methods is to
increase the speed of machining.

The concept of High speed machining (HSM) was first suggested by Salomon in
1924 [4, 5]. Owing to the high feed rate and high rotating speed, the cutting principle
of HSM is different from that of conventional machining. For example, usually as
the cutting speed increases, the amount of cutting heat increases quickly. However,
when the cutting speed exceeds a certain threshold value, less cutting heat would
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be generated. This new discovery contradicts traditional knowledge in metal cutting
and lays the foundation for HSM.

With the advance of material, control and manufacturing technologies over the
past century, the environment for the application of HSM has changed significant
compared to that of ninety years ago. The spindle speed could reach 80,000 rpm
and the cutting speed was up to 8000 m/min [6]. The technology is not only used
to achieve high material removal rate in roughing, but is also utilized to obtain high
surface quality in finishing so as to reduce the following up bench work or Electrical
Discharge Machining (EDM).

Owing to the ultra-high feed rate and spindle speed, the tool path strategies applied
in conventional CNC machining cannot be effectively used in HSM. Different from
conventional CNC machining in which tool path is not a critical factor, tool path
patterns play a key role in the successful application of a HSM system. Tool paths,
which are the trajectories the cutter, have to be smooth and the cutting load should
be constant. Without an appropriate tool path strategy HSM cannot be realized even
though the CNC machine tool employed has advanced HSM potentials. In prac-
tice, industry pays more attention to the hardware, like advanced servo systems and
balanced tool holders, instead.

Research to improve the efficiency of a machining system is aimed at developing
a tool path generation method or a CAM system to serve HSM more effectively. It
is one of the important factors in realizing the successful application of an advanced
HSM system and will be explored in the HSM section of this chapter.

11.3.2 Sustainability

A sustainable machining system should complete cutting tasks with specified qual-
ity consistently. One of the major problems in machining is tool breakage during
machining. When the tool breaks, it will ruin the workpiece (causing bad marks)
and delays the operation (change of tool as well disrupting the cutting program).
Higher costs and lower quality are consequences. This problem is more serious
when machining titanium parts from blocks of titanium material. Titanium and its
alloys are non-ferrous metals with excellent corrosion resistance, fatigue properties,
and high strength-to-weight ratios, as well as good ductility and have good ability in
harsh environments [7]. The specific weight of titanium is approximately two thirds
of steel and higher than aluminum. This property reduces the weight of products
without loss of strength and achieves lower energy consumption [8].

However, Titanium has strong chemical reactivity with almost all tool materials
available at the cutting temperature (>500 °C) [9]. High affinity of titanium alloys
contributes partially to the hardening of titanium and its alloys in addition to the
strain hardening [10]. Titanium tends to ignite during machining and sparks have
been observed during cutting in some experiments [11].

The metallurgical characteristics of titanium such as low thermal conductivity,
low young modulus, as well as high chemical dependency to cutting tool material
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Fig. 11.2 Low quality surface of titanium part after occurrence of chatter

make it more difficult to cut than other metals due to interaction between the cutting
tool and the titanium materials [12]. As a result, the high cutting force between
work piece and cutting tool causes the cutting tool to wear out quickly. More serious
problems such as low quality surface such as Fig. 11.2 and tool failure can in during
machining resulting expensive rejects.

Research in tool life is aimed at finding methods of controlling the system so
that breakage becomes predictable and can be prevented. By predicting the life of
cutting tool, the worn tool can be replaced before the next machining cycle (in which
tool breakage is expected) starts. Sustainability of the machining system can then be
maintained and productivity can be optimised.

11.3.3 Accuracy

Advancement of CNCmachining technology is enablingmore complex shaped com-
ponents to be made in one piece to replace inefficient assembly of parts into struc-
tures [13]. These components have the characteristics of a thin-wall monolithic part.
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Thin-wall machining of monolithic parts allows for higher quality and precise parts
in less time, thus impacting business including inventory and Just-In-Time (JIT)
manufacturing.

Due to poor stiffness of thin-wall parts, deformation is more likely to occur dur-
ing machining, which results in dimensional errors. In current industry practice, the
resulting errors are usually compensated through one or more of the following tech-
niques: (i) using a repetitive feeding and final ‘float’ cut to bring themachined surface
within tolerance; (ii) manual calibration to determine ‘tolerable’ machining condi-
tions; and (iii) a lengthy and expensive trial and error numerical control validation
process [14].

Accuracy of machined components is one of the most critical considerations for
many manufacturers, especially in the aerospace industry where most of the parts
use a thin-walled structure [15]. Research of machining accuracy is aimed not only
at setting on-machine system parameters, but also at predicting deformation due to
forces generated in the machining system.

11.3.4 Precision

The ability to cut exact dimensions requires more than just compensating forces in
the machining system. It also depends on the ability of the cutting tool to cut at
precisely the location that is planned by the tool path. However, precision of cutting
is determined not only by the hardness of cutting tool. The shape of the tool at the
point of cutting dictates how the material breaks away from the metal block. To a
large extent, the material deformation and cracking process in machining depends
on the “sharpness” of the tool [16]. Research has shown that some regions of the
cutter suffered from higher than detected temperature due to material diffusion and
chemical reaction on the cutting point of the tool. Results from chip morphology also
illustrated that serration frequency changed on each single chip. The shape of cutting
tool plays a critical role in determining the precision of the machining system.

In order to improve precision of machining, some companies use polycrystalline
diamond (PCD) tools to machine titanium blocks. The main advantage is that PCD
tools are much harder than normal tungsten carbide tools and hence theoretically it
will last a lot longer without deterioration of sharpness.

Polycrystalline diamond (PCD) is a composite of diamond particles sintered
together with a metallic binder. Since its development by General Electric (GE)
in the 1950s, PCD has found widespread application in numerous machining and
wear part applications owing to its outstanding wear resistance and unique ability to
machine difficult-to-cut materials.

Research to improve precision performance in the machining system is aimed
at investigating the effect of cutting tool shaping features at the cutting point on
material. This investigation involves analysis of the tool geometry and its effect on
the cutting process.
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11.3.5 Reliability

Machining is the outcome of dynamic interactions among all components of the
machining system, including the machine structure, the spindle, cutting tool, work-
piece, clamping system and the system’s foundation. One of the detrimental interac-
tions that often ends with bad product quality is vibrations in the machining system.
In practice, as long as the effect of vibration on the machining outcome is within
a tolerable limit (as indicated by the quality of the machined surface), the machin-
ing system is regarded as reliable. Therefore, to counteract the effect of vibration,
machine tools are designed with high rigidity, e.g., heavy base, strong axis structure,
tight pre-tension of mechanisms. However, a phenomenon known as chatter exists
irrespective of how heavy, strong, or tight the system has been designed [17].

Chatter is a complex phenomenon characterized by unstable, chaotic motions of
the tool and by strong anomalous fluctuations of cutting forces which cause uncon-
trollable vibration in the machining system. Due to its nature, no machine tool design
can eliminate the possibility of its occurrence. The situation becomes more serious
in the milling of titanium alloys because of their low Young modulus and extended
elastic behaviour.

Research on machining system reliability focuses on various chatter prevention
systems and presents an online chatter detection system based on the analysis of cut-
ting forces, which is one of the integrated modules of a multi-sensor chatter detection
system consisting acoustic and acceleration sensors. The signals are transformed to
another mathematical domain. By computing a key parameter as an indicator of
tendency to chatter, the online detection system will be able to predict the onset of
chatter and informs the control system to adjust machining parameters accordingly
to prevent chattering.

11.4 High Speed Machining for Machining Efficiency

High Speed Machining (HSM) puts stringent demand on the machining system
because it requires high moving speeds of all movable parts in a machine tool. It
embraces high feed rate, high spindle speed as well as high acceleration and deceler-
ation rates which are achieved through the application of advanced control and servo
systems [18, 19].

In high speed finish machining which is used to achieve high quality surfaces, the
strategy is normally to remove materials with very shallow cuts and small side step
distances between adjacent tool paths so to reduce cutting force and avoid excessive
deflection of the cutting tool. The cutting depths usually do not exceed 0.2/0.2 mm
(ae/ap). Since the theoretical roughness of the machined surface is determined by the
step-over distance in combinationwith tool radius, the surface finish can be improved
significantly by taking smaller step-overs. This, in turn, will reduce the necessity
of conducting subsequent polishing, grinding, bench work, and EDM machining,
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which are labor intensive and time consuming. Below, some challenges of HSM are
addressed.

11.4.1 Challenges of HSM

High speed in terms of high feed rate and spindle speed is not the only requirement
of HSM. An important factor that may affect the machining efficiency and the final
quality of workpieces in NC programming is the pattern of the tool path in addition
to the selection of a suitable tool and the setting up of proper cutting parameters.

To cater for different shapes of workpieces, the cutting tool may be expected
to move in any direction. If there are sharp changes in the moving direction, in
order to maintain machining accuracy, the machine has to decelerate before the
change and accelerate again after it passes it. However, frequent deceleration and
acceleration in NC machining reduces the average machining speed, and the forces
required to quickly decelerate or accelerate moving components may increase tool
position errors, increase wear of moving parts of machine tools and decrease motion
repeatability. Depending on the type of controllers and machine tools employed,
errors of different natures may emerge.

To control the feed rate more accurately and reduce possible machining errors,
modern CNC controllers are normally equipped with a “look ahead” function, with
which the controller is able to pre-calculate the overall feeding speed hundreds of
program blocks before the actual cutting position is reached so that the acceleration
and deceleration could be arranged ahead of time to reduce the acceleration force and
the possible overshot and undercut. The average feed rate is thus always lower than
the programmed one and the machine can never achieve the programmed feed rate
as the adaptive control system can decrease feed rate automatically before the tool
reaches the cutting position and resume the previous one after the moving direction
has been changed over. For systems without “look ahead” function, the force caused
by the sharp change in moving directions may cause errors in the machining process.

To increase machining accuracy and reduce cutting force, the tool used in HSM is
usually small. The large force caused by the abrupt change in material removal rate
or sudden local overload may break or shorten the life of the small tool. One example
is when cutting walls with solid carbide tools where the cutting edge is the side rather
than the tip of the tools. These tools run at high speed and work best when taking
deep cuts with a small stepover. This means that the tool only has a small angle of
engagement. The risk of tool damage increases as soon as the angle of engagement
increases. To minimize tool damage the angle of engagement should be minimized
and the cutting load should be maintained as constant as possible.

The sharp change in moving directions is one of the main causes of acceleration
anduneven cutting force.To reduce errors andminimize feed rate losses, conventional
tool paths or paths that have sharp changes of feeding directions can no longer be
used for HSM. Smoother tool path patterns with new requirements are required.
Cutting strategies must be changed for the successful application of HSM.
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11.4.2 Smooth Engagement and Retraction Tool Path
Strategy

Feeding into material at full depth with fast feed rate incurs large cutting forces to
the cutting tool. This force may mar the surface and shorten tool life. In HSM it
is important to have control over the way the tool enters and leaves the workpiece
to minimize the cutting force. At the starting stage of cutting an effective way of
minimizing cutting force is to make the tool cuts into the workpiece smoothly. Con-
ventional methods of plunging straight down into a part could cause the tool to snap.
Proper engagement and retraction (lead in and lead out or entry/exit) is in the tangent
direction of the profile or the surface to be machined.

The tangent engagement and retraction may occur on the horizontal plane, the
vertical plane as well as the surface normal plane. For HSM of closed regions the
tool has to cut into the workpiece from the top of the part. To achieve smooth tool
engagement and ease the load up, the tool may contact the part in single ramping,
zigzag ramping or a helical motion, as illustrated in Fig. 11.3a–c. These continuous
motions reduce the possible scratches on steep surfaces of the closed regions and
avoid sudden load being applied on the tool. They are especially suitable for high
speed machining of cavity, pocket or slot when entry must be accomplished from the
top of the closed area.

The parameters used to define a helical tool path include the radius of the helix,
lead in angle and height of the helix. As for the ramp, the defining parameter is the
tilt angle which determines the cutting direction (Fig. 11.3d).

(a) (b) (c)

(d)

Fig. 11.3 a Single ramp entry, b zigzag ramp entry, c helical entry, d parameters to define a ramp
entry
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11.4.3 Smooth Connections Between Adjacent Tool Paths
Strategy

Iso-planar machining is predominantly used in conventional metal cutting [20]. It
provides the ability of continuously machining multi-surface (compound or com-
posite) models. However, as the connection between consecutive passes is usually
short, it tends to produce sharp step-over movement, which makes it not suitable for
HSM. To take advantage of this machining strategy, improvements can be made by
connecting two adjacent tool paths with an arc or a segment of curve that is tangent
to the two consecutive passes so that smooth transition could be achieved. As shown
in Fig. 11.4a, the radius of the transitional arc is determined by the distance between
two neighboring passes. The transition of cutting direction is tangent to both passes,
so smooth motion is ensured.

This strategy is proved effective when the step-over is large enough and the cut-
ting is conducted at a moderate feed rate. However, when the side step is small or
the feeding speed is particularly high, which is quite common in high speed finish
machining, transiting arcs with larger radii can be used to generate smooth transi-
tions. The simple roundedmove is too sharp and the original fluid transition becomes
non-smooth. To deal with this type of cases, more advanced connection strategies of
using 3D arcs other than 2D curves are developed recently. As shown in Fig. 11.4b,
the transit bridge is a 3D arc. In this way, the radius of the transitional arc is no
longer restricted by the stopovers, and a reasonable value can be assigned to it. For
example, when the step-over is 0.5 mm, the radius of the 2D arc could be only 0.25,
but that of a 3D arc could be of any value, for example 3 mm. With this large radius,
smooth transition motion is no longer a problem.

“Golf club” is a special 3D connection method. As shown in Fig. 11.4c, the “golf
club” is a simple 3D loop that has the geometric shape of a golf club. It can be seen
clearly from the figure that the momentum of the high speed tool can be maintained
with this shape.

In addition to the smooth connection between adjacent paths in the formation
of zigzag tool paths, smooth transition between layers or loops of tool paths is
necessary as well to ensure smooth tool motions in “layer machining” or “contour

(a) (b)

(c)

Fig. 11.4 a 2D Arc connections in zigzag tool paths, b transition with 3D arcs, c golf-club con-
nections [2]
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offset machining”. The smooth transition could be a single arc, spiral curve, “S”
shape, helical and looped curves.

11.4.4 Rounded Corners in Tool Paths Strategy

Abrupt change in moving directions may result in the controller to reduce feed rate
in order to avoid possible overshot and undercut, or may cause large acceleration
force at the changing points which is detrimental to the cutter and machine tool if
the controller has not the “look ahead” function. To maintain consistent feed rate
and constant cutting load, sharp corners in tool path should be smoothed. When a
tool cuts along a straight line with a constant radial depth of cut, the load on the
tool is constant. However, when the cutting tool enters a concave corner or curve, it
engages morematerial and the load on the tool may be increased. Therefore, from the
perspective of constant cutting load, sharp corners in tool paths should be eliminated
as well [21].

Figures 11.5a shows the corners after being rounded, not limited to the corners
exist in the tool path for material removing. To obtain smooth tool motions in the
overall machining process, sharp corners in rapid feeding (or air cutting) should be
rounded as well. In addition to these directly smoothing methods, there are some
other types of advanced rounding algorithms in practice. In these algorithms, rather
than adding the user defined rounding angles at sharp corners, overshot loops are
utilized to absorb the momentums of the fast moving tool. Figure 11.5b illustrates
this type of roundingmethod applied in CAM systems like Cimatron andMastercam.

Spiral tool path, race line tool path, trochoidal tool path, curvilinear tool path,
constant load tool path and NURBS (Non-Uniform Rational B-Splines) tool path,
etc. are examples of these new developments.

Fig. 11.5 a Rounded tool paths, b looped tool path at corners [22]
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Fig. 11.6 a Step over in spiral tool path, b mixed mode [23]

11.4.5 Spiral Tool Paths

Applying arcs and loops to corners is only an improvement on conventional tool
path patterns so to make them applicable in HSM. It works very well when the
tool load variation is less severe. However, HSM is much more than just taking
out sharp corners and rounding them off. When parts become more complicated and
machining requirements becomemore aggressive, this approachmay not be effective
and more advanced tool path patterns catering to HSM are needed. This stimulates
the development of completely new tool paths from first principles.

The characteristic of spiral tool path uses a spiral curve as tool path to ensure
smooth toolmotions.With this type of tool path, there is no lifting or downingmotion
on the milling path that may affect the surface quality. It is especially applicable for
cutting workpiece with features of circles or round shapes.

Spiral tool path can be generated by projecting an initial spiral curve defined
on a plane (Fig. 11.6a) to the workpiece surface. Geometrically the initial spiral is
defined by the center point, maximum radius and stopovers on the plane. Figure 11.6b
illustrates the tool paths with user-defined off-centered entry points. Considering the
spiral direction, the cutting may be performed clockwise or counter-clockwise. Like-
wise, considering the cutting direction, operations may start on the inside boundary
and cut outward, or start on the outside boundary and cut inward. The difference in
machining directions results different tool paths.

11.4.6 Curvilinear Tool Paths Strategy

Curvilinear tool path follows a gradually evolving spiral curve.As shown in Fig. 11.7,
this type of tool path shares some similarities with above spiral tool path. By using
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Fig. 11.7 Curvilinear tool
paths [24]

a user-specified maximum width of cut, the curve morphs from having low, nearly-
constant curvature at the pocket center to one that is geometrically correct at the
pocket boundary. However, unlike spiral tool path, the generation of such a curve
was achieved mathematically by solving a scalar elliptic partial differential equation
(PDE) boundary value problem on an entire pocket.

11.4.7 Trochoidal Tool Paths Strategy

Trochoid is the trajectory of a point at a distance l from the center of a circle of radius
r rolling on a fixed line. Geometrically, it is the locus of a point fixed to a curve which
rolls on another curve without slipping. As shown in Fig. 11.8a, the curve becomes
smoother with the increase of l/r.

Trochoidal cutting is a milling method that uses trochoidal curves as tool paths.
There are two obvious advantages with this strategy:

1. The cutting tool moves in a cycled circular looping pattern while the center of the
circle moves along a path. This produces smooth tool motion even at corners and
allows a consistent feed rate to be maintained throughout the machining process.

2. Since the machining is carried out in a cycled motion, the tool cut into workpiece
when it moves forward in each cycle and cool down when it moves backward,

Fig. 11.8 a Trochoidal curve, b trochoidal milling in Cimatron [22]



11 Systems Engineering for Machining 311

this enables chips to be expelled in an easy manner. The cutting edge could be
in contact with the material through only about 5% of the cutter’s revolution.
Therefore, the tool is never buried in materials, full-width cut is avoided and
longer tool life can be achieved.

Trochoidal machining is well suited for high speed machining of open pockets,
slots and grooves. It is very effective in controlling excessive stepover to prevent the
tool from breaking when it is fully embedded in the cut [25]. Trochoidal cut pattern
may have a larger width and a smaller path width (Fig. 11.8b).

Trochoidal strategy minimizes sharp changes in tool moving directions, and the
small-radius, overlapping circles relieve the tool from burying inmaterials. However,
there exist some other disadvantages:

1. The extra circular motions offset some benefits of fast feed by extending the total
length of tool path.

2. Because there are no cutting actions when it moves backward in the cycle, based
on a stricter criterion, Trochoidal is not a method of constant cutting load.

11.4.8 Constant Cutting Load Tool Paths Strategy

In the machining of free-form surfaces geometries of workpieces may vary widely.
If feed rate and parameters such as cutting depth, stepover and spindle speed are all
constant, varying chip loads may be formed due to the unevenly distributed stock
materials. This may result in large variations of cutting forces that are detrimental to
the cutting process. As shown in Fig. 11.9a, when the tool approaches corners with a
constant speed, the chip thickness as well as the tool engagement angle (TEA), which
is the central angle describes the portion of the tool buried in materials, increases
dramatically. From Fig. 11.9b, it can be seen that half-width cut becomes full-width

Fig. 11.9 a Change in chip thickness when cutting corners, b full-width cut in the corner [26]
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as the tool enters the corner. These excess materials left from previous machining
process cause large cutting force which increases the risk of the breakage of a fast
moving cutting tool.

In order to obtain constant cutting force, the material removal rate should be
maintained constant as much as possible. “Constant cutting load” tool path gener-
ation is such a technology that optimizes the feed rate and spindle speed based on
volume of materials removed so to keep the chip load and cutting force constant.
The CAD/CAM system analyzes and detects machining conditions automatically.
When more materials are removed and the chip load comes greater, the feed rate is
adjusted slower; when less material removed, it will return to higher feed rate. To
accomplish this task, it is important for the CAM system to understand what changes
in surface geometry have taken place in current and previous machining processes.
This is often referred as the “knowledge of machining process”, “knowledge of stock
remaining (KSR)” or “In Process Workpiece (IPW). With this knowledge, after ana-
lyzing the in-process state of the workpiece, the system can determine where the
machine should make its next cut and what the appropriate feed rate is to keep the
cutting load constant.

11.5 Tool Life Prediction for Machining Sustainability

Although there have been great advances in the development of cutting tool materials
which have significantly improved the machinability of a large number of metallic
materials, including cast irons, steels and some high temperature alloys such as
nickel-based alloys, no equivalent development has been made for cutting titanium
alloys due primarily to their peculiar characteristics. Ezugwu and Wang [27] found
that the straight tungsten carbide (WC/Co) cutting tools continue to maintain their
superiority in almost all machining processes of titanium alloys, whilst chemical
vapour deposition coated carbides and ceramics have not replaced cemented carbides
due to their reactivity with titanium and their relatively low fracture toughness as well
as the poor thermal conductivity of most ceramics. There are researches in special
machining methods, such as rotary cutting and the use of ledge tools, which showed
some success in the machining of titanium alloys [28].

The high temperature generated in machining titanium is the principal reason for
the rapid wear of tools. Apart from the poor thermal conductivity, the contact length
between the chip and the tool is less than one-third the contact length of steel with the
same feed rate and depth of cut [29]. This implies that high cutting temperature and
high stress are simultaneously concentrated near the cutting edge (within 0.5 mm).
The temperature zone of 700 °C comes as close as 0.1 mm from the cutting edge.
Both the high temperature and the high stresses developed at the cutting edge may
cause plastic deformation and/or accelerate the wear of the tools.
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11.5.1 Finding Parameters for Machining Titanium Alloys

To find the optimum setting for Titanium machining, a series of experiments are
designed to provide the data for analysis. These experiments are designed to support
practical industrial applications byusing (1) commercial cutting tools purchased from
the market; (2) normal cooling media—coolant; (3) existing machining equipment.
The aim is to maximise utilization of the cutting tool in its tool life. Four cutting
parameters can be controlled without increasing investment of the system:

1. Feed rate F (mm/min)
2. Spindle speed S (RPM)
3. Cutting depth in axis direction Ap (mm)
4. Cutting depth in radial direction Ae (mm)

Using Taguchi approach, 27 runs of experiments are set to determine the best
combination of machining parameters as shown in Table 11.1. According to the
Taguchi-based experiment design, a L9 (34) orthogonal arrays were determined.

To create a statistical significance without the need for substantial number of
experiments, the runs are randomised as shown in Table 11.2.

The cutting tests were done on a mid-size 4-axis CNC machining centre. The
material was a Titanium block with dimension 150 × 100 × 20 mm. A total of 16
work pieces were used in the tests. Both sides (top and bottom) of the workpiece
were used to save material giving 32 cutting experiments. In order to standardize the

Table 11.1 Factors
investigated in titanium
machining and their levels

Factors Level 1 Level 2 Level 3

Vc—speed (m/min) 40 42.5 45

Fz—chip load/tooth
(mm/tooth)

0.03 0.05 0.07

Ap—depth of cut (mm) 2 3 4

Ae—side cut (mm) 0.25 D 0.5 D 0.75 D

Table 11.2 Factors
investigated in titanium
machining and their levels

Run Vc Fz Ap Ae

1 1 1 1 1

2 1 2 2 2

3 1 3 3 3

4 2 1 2 3

5 2 2 3 1

6 2 3 1 2

7 3 1 3 2

8 3 2 1 3

9 3 3 2 1
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outcome, a flat end mill of diameter 6 mm was used. The normal coolant for steel
machining was used due to its availability. All cuttings were cut on climb milling
and linear motions.

11.5.2 Tool Life Predication

Having determined the machining parameters for high speed Titanium machining, a
tool failure model for the predication of tool life can be developed. We assume:

1. Tool wear and damage is directly caused by cutting forces occurring at interac-
tions between tool and workpiece, and tool and chips;

2. Force variation in air cutting is not considered for the calculation of Root Mean
Square (RMS) in milling process;

3. The machining environment is constant.

Although the theories of tool failure are very complicated and many factors con-
tribute to the tool break, the root cause leads to tool break is the cutting force added on
the cutter. Therefore, it is the most straightforward and effective method to analysis
the cutting force on the cutter and its evolution trend so make judgement when the
tool will break.

By monitoring the variation of cutting forces (RMS values) constantly in nine
runs of the designed experiments, a set of reference values were obtained. The first
reference value is Mean Change Force (MCF). MCF is defined as the mean value of
the force variation in the tool lifespan. The second reference value ismean gradient of
cutting forces (RMS values) over time. The nine groups of cutting tests total 27.8 h
of machining were conducted to analyse the cutting force for the generation of a
predication model. The general descriptive statistical characteristics of X forces and
gradients are listed in Table 11.3.

The first row (Max) in Table 11.3 indicates the maximum forces measured before
each tool broke. The mean variation is measured as Root Mean Square (RMS) of the
cutting forces. The RMS for all tools is 277.76 N. This provides an indicator of the
magnitude of force that the tool will be subjected to over its life. The other important
factor resulting in tool breakage is the rate of change of force. This can be measured
by average force gradient in row 5 of Table 11.3. Since the actual force gradient
changes during the cutting process, detection of breakage is detected from setting
a warning level at the upper quartile of the force gradient. This tool life prediction
model is illustrated using a test on tool no. 6 (Fig. 11.10).

It can be seen in Fig. 11.10 that there are no extreme high forces in the lifespan of
tool 6. When the force change reaches 260 N, which is bigger than 75% of the mean
change force (i.e. 277 N) and at the same time, the gradient reaches about 6 N per
minute,which is considered asmore than third quartile of the total samplinggradients,
and much higher than average gradient (0.7 N/min), then, it can be predicted that the
tool is about to break and tool replacement becomes necessary.
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Fig. 11.10 X force, gradient and decision making point (tool 6)

Based on these experiments, the extreme cutting situation is identified by deter-
mining the extreme cutting force value (Fex). If the cutting force reaches Fex, the
interruption control process will be activated. In this process, the time limit (Tex) is
set to check whether the cutting force remains equal to or above Fex during the time
of Tex. If it is so, it indicates that a tool replacement is necessary.

11.6 Deflection Compensation for Machining Accuracy

Different methods of estimating deflection of thin wall during machining have been
reported [30–35]. These methods have specific application constraints which are dif-
ficult to adapt to other uses. An integrated methodology was developed by Izamshah
et al. [36] consists of a machining load computational model from the machining
parameters, a feature based geometry model, a deflection analysis model and an NC
machining verificationmodel. The advantages of themethod are: fast design-analysis
loop and the flexibility to create complex finite element models while maintaining
association with the master design, thereby avoiding the time-consuming and error-
prone transfer of geometry.
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Fig. 11.11 Cutting force model for helical endmill

11.6.1 The Finite Element Machining Model

Thismodel has incorporated the assumption that cutting is donewith a helical endmill
tool. As shown in Fig. 11.11, the machining loads acting on a helical flute endmill
are equally discretized into a finite number of elements along the tool axis [37].

The tangential, radial and axial forces in x, y, z cartesian directions during cutting
can be derived fromFig. 11.11 by considering interaction of the toolwith thematerial.
The instantaneous cutting forces acting on the whole endmill can then be obtained,
which are used as the input for FEA to compute the deflection of the workpiece.

The structure of the thin-wall workpiece is modelled with the three-dimensional
twenty-node parabolic hexahedron solid element. The parabolic hexahedron solid
element is preferred since the wall is very thin and the change in structural properties
of the wall due to material removed is very important for accurate prediction of the
wall deflections [38]. Figure 11.12 shows the thin-wall component model for deflec-
tion calculations. The initial wall thickness ti is reduced to tc at the transient zone
where the cutter flutes enter and exit thematerial in themilling process. The displace-
ments of the whole structural component are obtained by normal three dimensional
nodal displacement equations applied to each finite element.

11.6.2 Statistical Analysis

However, the time required to run the FEA is extremely long. Practically, the system
needs to create a new finite element mesh in every simulation step. Experience shows
that it takes a couple of weeks for a simulation run of a cut along a length of 200 mm
to complete. To develop the deflection model, multiple regression technique is used
to perform the statistical analysis to determine the correlation between a criterion
variable, part deflection and a combination of predictor variables, namely speed,
feed rate, radial depth of cut, wall thickness, wall height and wall length [39]. It can
be used to analyse data from any of the major quantitative research designs such as
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Fig. 11.12 Modelling the thin-wall component

causal-comparative, correctional and experimental. Thismethod is also able to handle
interval, ordinal, or categorical data and provide estimates both of the magnitude and
statistical significance of the relationship between variables. The multiple regression
model can be expressed as:

y = β0 + βS S + βF F + βCC + βT T + βH H + βL L

where:

• y = displacement (μm)
• S = Speed (rpm)
• F = Feed rate (mmpt)
• C = Radial depth of cut (mm)
• T = Workpiece thickness (mm)
• H = Workpiece height (mm)
• L = Workpiece length (mm)

To validate the hypotheses, experiments were performed with a combination of
six variables as shown in Table 11.4.

Figure 11.13 shows the displacement values for three sensors, comparing simula-
tion and experiment. The cutter feed step is set at 30 equally spaced locations at one
side of the wall along the feed direction. Other machining parameters are wall height
17 mm, axial depth of cut 15 mm, radial depth of cut 0.3 mm and the workpiece
material is titanium alloy.

Figure 11.14 shows the instantaneous predicted and measured force Fy for one
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Table 11.4 Design of
experiment for the multiple
regression analysis

Level 1 Level 2 Level 3

Speed (rpm) 4244 4509 4774

Feed rate (mmpt) 0.02 0.05 0.08

Radial depth of cut (mm) 0.1 0.2 0.3

WP thickness (mm) 1.5 2 2.5

WP height (mm) 5 10 15

WP length (mm) 60 90 120

Upper quartile 5.40 19.25 52.24

Fig. 11.13 Forces detected

cutter revolution. As it can be clearly observed, both the values of predicted and
measured force are in a good agreement. The calculated machining loads are used as
an input for the FEA to calculate the deflection of the workpiece during machining.

The experiments showed that the displacement obtained by simulation closely
matches the displacement measured in the experiment. The agreement value between
predicted and measured results is between 80.3 and 99.9%. The criterion variable
is calculated at five different locations along the workpiece feed direction (i.e. D1
= 0, D2 = L/4, D3 = L/2, D4 = 3L/4 and D5 = L). Based on the validity of
the assumptions, ANOVA was used for the regression analysis. From the ANOVA
analysis, the R square values obtained for displacement at D1, D2, D3, D4 and D5
were 92.3%, 86.2%, 87.6%, 85.9% and 90.7% respectively, which indicated a high
correlation coefficient between the dependent variable and the predicted value. All
these evidences showed a strong linear relationship between the predictor variables
(S, F, C, T, H and L) and the predicted variables (Table 11.5).
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Fig. 11.14 Calculated cutting force for one cutter revolution

Table 11.5 The model coefficients

D1 D2 D3 D4 D5

Constant 0.0005 2.052 −0.633 1.552 0.03621

S 0.00003505 −0.000102 0.000657 0.000049 0.00002688

F 1.7070 26.624 31.672 28.746 1.5672

C 0.39878 5.952 5.503 5.618 0.29444

T −0.10834 −3.3362 −3.5850 −3.4204 −0.09039

H 0.004670 0.47683 0.54291 0.48117 0.002717

L 0.0000339 0.010356 0.001730 0.009648 −0.0000469

11.7 Tool Geometry for Machining Precision

The study of tool geometry involves understanding the mechanism of different fea-
tures on the cutting tool. Flank wear reflects the friction between the workpiece
surface and the flank face of the cutting tool. Figure 11.15 shows the worn areas
on the flank face of a PCD tool after machining for 10 min. The images (50×,
Alicona EdgeMaster) show that flank wear on the tool surface was caused by the
abrasion between PCD flank face and the surface of the workpiece. It can be seen in
Fig. 11.15a–d that tool wear developed from a narrow area around the cutting edge
into a large triangular area.

SEM images of regions near the tool nose show more detailed information about
the flankwear (Fig. 11.16). It can be seen that material adhered to theworn flank face,
and some of them was removed by abrasion and attrition, fresh PCD surface was
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Fig. 11.15 Intermittent images of flank wear on a PCD tool after machining of a 1 min, b 3 min,
c 6 min, d 10 min

exposed and led to further wear process. Results of energy dispersive X-ray spectrum
(EDS) analysis show that the accumulated material is Titanium alloy. This indicates
that serious diffusive-abrasive wear happened in this area. The adhesion of Titanium
was the main factor that contributed to flank wear. According to the theory developed
by Bhaumik et al. [40], adhesion happened frequently when there was chemical
affinity between workpiece and tool surface. This caused further material diffusion
between the work piece and cutting tools. High temperature and high compressive
stress were generated between the surface of workpiece and flank surface, which
accelerated the diffusion and attrition process. Although the temperature on flank
face was lower than the temperature on clearance face, abrasion on flank face was
constant and lasted longer, the constant and longtime contact provided sufficient time
for diffusive-abrasive reaction. Furthermore, PCD is sensitive to high temperature
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Fig. 11.16 SEM images (1000×) of rake flank face after 10-min turning

and around 36% of its hardness can be reduced when the temperature rises from
300 to 500 K. Even though coolant was applied in the machining, the instantaneous
temperature near the cutting edge and tool nose was high enough to weaken the
diamond structure on the flank face. As a result, flankwearwas formed and developed
by the continuous cycle of adhesion, diffusion and the removal of this layer.

11.7.1 Tool Nose Wear Analysis

As the landing area of flank wear, the rate of nose wear is generally higher than flank
wear. To be specific, the worn area extended nearly to the boundary between PCD
layer and the WC substrate (Fig. 11.17).

In Fig. 11.17, notching near tool nose is found along the secondary cutting edge.
On a cutting tool, tool nose suffers the maximum cutting temperature which might
cause thermal softening of material if it is high enough. Sreejith et al. [41] proved
that notching near tool nose was produced by the oxidation wear combined with high
temperature.According to the result of EDS analysis at the notching area (Fig. 11.18),
titanium and oxygen present at worn area. This indicates that chemical reaction
between titanium alloy, carbon and oxygen contributed to notching around the tool
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Fig. 11.17 Enlarged images of flank face after 10-min turning (50×, “Alicona”, EdgeMaster)

Fig. 11.18 EDS analysis of elements composited on worn clearance surface of conventionally
ground insert after 10-min turning

nose. Also, this phenomenon proved that the temperature at the tool nose was very
high although coolant was applied in the turning process.

11.7.2 Crater Wear Analysis

It is known that PCD has high resistance to crater wear under normal cooling condi-
tions. However, tool wear was found after 10-min turning on the rake face of the PCD
tool. Figure 11.19 illustrates the tool wear on the rake surface and cutting edge of the
PCD insert. The cutting edge becomes blunt owing to the loss of tool material on the
rake face near the cutting edge (Fig. 11.19d). It can be seen in the SEM images that
severe crater wear occurred in the 10-min turning process: there is titanium adhe-
sion near cutting edge and a “hollow area” near the worn cutting edge. It has been
proven that this type of wear is generated by chemical diffusion at tool/chip interface
[42]. It is thermally activated and developed by removing the adhesive material by
plucking action. Because the rate of chemical diffusion and adhesion depends on the
temperature at tool/chip interface, it is reasonable to assume that the temperature at
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Fig. 11.19 Wear on tool nose and cutting edge after each step of turning experiment after a 1 min,
b 3 min, c 6 min, d 10 min

the worn area was higher and the chemical reaction was severe in turning Titanium
with PCD tools.

11.8 Chatter Prediction for Machining Reliability

Researches to determine reliability of the cutting process have been reported [43, 44].
Somemethods need expensive equipment or highly qualified professional employees
making it not feasible to use in industry [45]. Many researches have been done to
develop methods detecting chatter off-line or in lab conditions to provide stability
lobes diagram [46], or methods on how to prevent the process from chatter, but they
are slow and time consuming [47].

There are three basic types of vibration in milling process: free vibration, forced
vibration and self-excited vibration (chatter). In particular, chatter is much more
destructive than other two types of vibration. It occurs as a result of an interaction
between the dynamics of the machine tool and the workpiece. The onset of chatter
may cause abnormal tool wear or tool breakage, damage of both tooling structure
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and spindle bearings, poor surface roughness and poor dimensional accuracy of the
workpiece.

Chatter is characterized by unstable relative motions between cutting tool and
the workpiece. Stephenson and Agapiou [48] explained that variations in the cutting
forces, dry friction, built up edge, metallurgical vibrations in workpiece material,
as well as regenerative effects are factors that produce chatter during machining of
titanium. When it occurs, it induces strong cutting forces and vibration [49].

Koohestani et al. [50] applied phase-space reconstruction method to analyse and
predict chatter. Reconstruction of phase space is a method to identify vibration and
instability from time series [51]. It does not have the issue of other methods as
described above. It does not require clearing of noise from the input signals. It can
adapt to individual cutting parameters and dynamics of machining process. The
technique is applicable for both deterministic and chaotic systems. Hence, it has
great potential of using as an on-line chatter prediction method.

The phase space reconstruction method consists of re-writing the equations as a
system of differential equations that are first-order in time and by introducing new
variables at embedded time. The original variables at time (t) and new variables at
time (t + τ ) form a vector in the phase space. The solution becomes a curve in the
phase spacewhich is parameterized by time. The differential equation is reformulated
as a geometrical description of the curve, as a differential equation in terms of the
phase space variables only, without the original time parameterization [52].

Delay-time method is used for the time series in order to reconstruct the phase
space of the dynamical system [53]. The transition of single variable X(t) is related
to other variables which corporate with the original variable and information are
contained in the history of the time series and its delays that are coordinated for the
new vector, where τ is referred to the time delay and m is embedding dimension.

Xt = {
xt , xt+τ , xt+2τ , . . . , xt+(m−1)τ

}

The new vector time series is a multiple of the sampling interval used. The embed-
ding dimension (m) is considered as the sufficient dimension for recovering the object
without distorting any of its topological properties, thus it may be different from the
true dimension of the space where this object lies [54]. Based on Takens theorem
if m is large enough, the attractors that are reconstructed by delay-time embedding
have similar mathematical properties as the original system, if provides an image
similar to the original system [55].

It is required to record vibration between workpiece and cutting tool as is the main
reasonof chatter. This vibrations are occurred in three axes and canbe recordedduring
the process time and provide suitable time series along X, Y, and Z axis in order to
use in reconstruction of phase space of cutting process. In order to ensure the quality
of data, the experiment has been setup to record vibration from the spindle, where the
signal capture is closest to the source of the vibration, the tool. Figure 11.20 shows
signals from a typical experiment.

The delay parameter can be any delay time but not all values produce a useful
outcome for analysis. The optimum time delay value of τ can be found by plotting
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Fig. 11.20 Time series recorded by cutting parameters No. 1

the autocorrelation factor for different k.

C(k) =
∑n−1

i=0

(
Xi − X

)(
Xi+k − X

)

∑n−1
i=0

(
Xi − X

)2

where−1 <C(k)≤ 1 and is the average of series, k is the delay in number of samples
in the series Xn = {x0, x1, x2, …, xn−1}. Based on the behavior of the correlation
coefficient, time delay can be considered. The first zero can be an optimum point to
consider as time delay τ.

In order to apply phase space reconstruction method, the optimum time lag is
required to be found from the autocorrelation betweenY(t) andY(t+ τ). Figure 11.21

Fig. 11.21 Determination of optimum time delay by autocorrelation method
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shows the plot of the autocorrelation vs. different values of k. The value of k, when
the plot crosses the x-axis, is approximately 10 (Fig. 11.20b).

Once the optimum time delay is determined, different sections of the phase space
reconstructed map are plotted. The method is to divide the time signals in equal
periods of time each 10 s and with overlap of 2 s. the Poincarè maps for each period
was plotted in Cartesian coordinate.

Figure 11.22a shows the Poincarè map at the period of 0–10 s, when the milling
process is in stable conditions. This map can be used as reference for other step.

Fig. 11.22 The progress of instability during the cutting process, using Poincarè maps
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Data points are so dense in the map and the shape is similar to a circle. The area of
data point has in minimum size, as well as standard deviation (SD). The standard
deviation of the section is 0.004 and the area is around 3.14.

Figure 11.22b is the next Poincarè map in the next period of 3–13 s. The system
is in stable condition and the area of data point is extended 26%. The SD coefficient
of this section is 0.004. However, data points are not as dense as the reference image
and it shows that is going to be expanded.

The start of instability is time period 15–25 s (Fig. 11.22f). The expansion of
maps has continued smoothly in average of 20% in each step. Data point area was
extended almost 120% at the onset of instability. By onset of chatter, 5 s time is to
enter completely into the instable phase or chatter.

The cutting process was instable at time period 24–34 s (Fig. 11.22i) completely.
The data points are extended five times comparing with the reference or stable map
which it was seven times bigger at the end of process. SD factor at this period of
time has reached to 0.009.

It is clear from the above that the SD factor is a measure of the onset of chatter.
Detection of chatter is visualized by the Poincare maps which are progressively
developed from time domain signals.

11.9 Conclusion

This chapter has reviewed the 5 key performances in amachining system. These 5 key
performances are: efficiency, sustainability, accuracy, precision and reliability. For
each of these performance requirements, the machining system should be enhanced
with appropriate technologies and findings.

High speed machining is the primary method to improve efficiency and increase
productivity in the machining system. In the application of HSM, one of the impor-
tant components which are often neglected is the tool path strategy. The successful
application of HSM can only be realized in conjunction with proper CAM functions.
Without a suitable tool path strategy, HSM technology includes new spindles and
tool clippers, new control theories and advanced servo systems cannot be used to
their full potentials. As a result, an enormous productivity advantage may be missed.

Tool life prediction contributes to maintaining sustainability of the machining
system, in particular, Titanium alloys are increasingly used in applications requir-
ing high strength-weight ratio. However, Titanium alloys are extremely difficult to
machine owing to the low thermal conductivity and high chemical reactivity with
many cutting toolmaterials. To improve cutting sustainability, strategies to determine
when the tool will break is essential so as to optimize cutting costs.

Associated with new CNC machining equipment is the increasing trend of uni-
tised monolithic machining resulting many thin-wall components. Due to machining
forces, many thin walls are distorted if not carefully machined. This affects the accu-
racy of the machining system. A finite element analysis (FEA) machining model has
been developed to predict the distortion or deflection of the part during end milling
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process and the result can be used to compensate the machining path to maintain a
straight thin wall.

Machining with accuracy may not immediately produce workpiece with exact
dimensions. Tool wear in the machining can affect cutting point precision and sub-
sequently precision of the machining process. Flank wear of PCD tools was caused
by chemical diffusion and abrasion between tool surface and workpiece in turning
Titanium alloy which was activated by the high temperature at tool/workpiece inter-
face. To improve cutting precision, the appropriate tool geometry for specific cutting
requirements should be applied.

Reliability of machining depends on the reliability of all components. The phe-
nomenon of chatter causes unstable, chaotic motions of the tool and bad surface
finish. An online chatter detection system based on state-space analysis of cutting
forces is able to predict the onset of chatter and informs the control system to adjust
machining parameters accordingly to prevent chattering.

References

1. Astakhov VP (2017) Improving sustainability of machining operation as a system endeavor.
In: Davim JP (ed) Sustainable machining. Springer International Publishing Switzerland, pp
1–30

2. Altintas Y (2016) Virtual high performance machining. Procedia CIRP 46:372–378
3. Zhang J, Ong SK, Nee AYC (2012) Design and development of an in situ machining simulation

system using augmented reality technology. Procedia CIRP 3:185–190
4. King RI (1985) Handbook of high-speed machining technology. Chapman and Hall, NewYork
5. Ding SL, Mo J, Yang D (2010) HSM strategies of CAD/CAM systems—part I tool path

generation. Key Eng Mater 426–427:520–524
6. Byrne G, Dornfeld D, Denkena B (2003) Advancing cutting technology. Ann CIRP

52(2):483–507
7. Dandekar CR, Shin YC, Barnes J (2010) Machinability improvement of titanium alloy

(Ti–6Al–4V) via LAM and hybrid machining. Int J Mach Tools Manuf 50(2):174–182
8. Boyer R (2010) Attributes, characteristics, and applications of titanium and its alloys. JOM

62(5):21–24
9. Brinksmeier E, Lucca DA, Walter A (2004) Chemical aspects of machining processes. CIRP

Ann 53(2):685–699
10. Ezugwu EO, da Silva RB, Bonney J, Machado AR (2005) The effect of argon-enriched envi-

ronment in high-speed machining of titanium alloy. Tribol Trans 48(1):18–23
11. Tonshoff HK, Winkler J, Gey C (1999) Machining of light metals. Materialwissenschaft und

Werkstofftechnik 30(7):401–417
12. Ítalo Sette Antonialli A, Eduardo DA, Pederiva R (2010) Vibration analysis of cutting force in

titanium alloy milling. Int J Mach Tools Manuf 50(1):65–74
13. Marinac D (2000) Tool path strategies for high speed machining. Mod Mach Shop

72(9):104–110
14. Haron CHC, Ginting A, Arshad H (2007) Performance of alloyed uncoated and CVD-coated

carbide tools in dry milling of titanium alloy Ti-6242S. J Mater Process Technol 185:77–82
15. Izamshah RAR, Mo JPT, Ding S (2011) Finite element analysis of machining thin-wall parts.

J Key Eng Mater 458:283–288
16. Wan M, Zhang WH, Qin GH, Wang ZP (2008) Strategies for error prediction and error control

in peripheral milling of thin-walled workpiece. Int J Mach Tools Manuf 48:1366–1374



330 J. P. T. Mo and S. Ding

17. Quintana G, Ciurana J (2011) Chatter in machining processes: a review. Int J Mach Tools
Manuf 51(5):363–376

18. Urbanski JP, Koshy P, Dewes RC, Aspinwall DK (2000) High speed machining of moulds and
dies for net shape manufacture. Mater Des 21:395–402

19. Field R, Beard T (1996) High speed machining of dies and molds. Modern Mach Shop
69(6):76–83

20. Ding S, Mannan MA, Poo AN, Yang DCH, Han Z (2003) Adaptive iso-planar tool path gen-
eration for machining of free-form surfaces. Comput-Aided Des 35(2):141–153

21. Ding SL, Mo JPT, Yang D (2010) HSM strategies of CAD/CAM systems—part II industry
applications. Key Eng Mater 426–427:559–563

22. Marinac D (2017) Tool path strategies for high speed machining. Available from http://www.
mmsonline.com/articles/tool-path-strategies-for-high-speed-machining, 9 Sept 2017

23. Esprit CAM software online help, Available from http://www.espritcam.com/support/
overview, 9 Sept 2017

24. Bieterman M (2001) Curvilinear tool paths for pocket machining. Seminar on Industrial Prob-
lems, Institute for Mathematics and its Applications (IMA), University of Minnesota, 16 Mar
2001

25. Ding S, Yang D, Han Z (2005) Boundary-conformed machining of turbine blades. Proc Inst
Mech Eng Part B: J Eng Manuf 219(3):255–263

26. Fallböhmer P, Rodríguez CA, Özel T, Altan T (2000) High-speed machining of cast iron and
alloy steels for die and mold manufacturing. J Mater Process Technol 98(1):104–115

27. Ezugwu EO, Wang ZM (1997) Titanium alloys and their machinability a review. J Mater
Process Technol 68:262–274

28. Nabhani F (2001) Machining of aerospace titanium alloys. Robot Comput Integr Manuf
17:99–106

29. Shivpuri R, Hua J, Mittall P, Srivastava AK (2002) Microstructure-mechanics interactions in
modeling chip segmentation during titanium machining. CIRP Ann 51(1):71–74

30. Budak E, Altintas Y (1994) Peripheral milling conditions for improved dimensional accuracy.
Int J Mach Tools Manuf 34:907–918

31. Kline WA, DeVor RE, Shareef IA (1982) The prediction of surface accuracy in end milling,
ASME. J Eng Ind 104:272–278

32. Elbestawi MA, Sagherian R (1991) Dynamics modelling for the prediction of surface errors in
the milling of thin-walled sections. J Mater Process Technol 25:215–228

33. Sutherland JW, DeVor RE (1986) An improved method for cutting force and surface error
prediction in flexile end milling system. ASME J Eng Ind 108:269–279

34. Tsai JS, Liao CL (1999) Finite element modelling of static surface errors in the peripheral
milling of thin-walled workpiece. J Mater Process Technol 94:235–246

35. Ratchev S, Huang W, Liu S, Becker AA (2004) Milling error prediction and compensation in
machining of low-rigidity parts. Int J Mach Tools Manuf 44:1629–1641

36. Izamshah RRA, Mo JPT, Ding S (2012) Hybrid deflection prediction on machining thin-wall
monolithic aerospace components. J Eng Manuf 226(4):592–605

37. Gradisek J, Kalveram M, Weinert K (2004) Mechanistic identification of specific force coeffi-
cients for a general end mill. Int J Mach Tools Manuf 44:401–414

38. Chen W, Xue J, Tang D, Chen H, Qu S (2009) Deformation prediction and error compensation
in multilayer milling process for thin-walled parts. Int J Mach Tools Manuf 49:859–864

39. Wan M, Zhang WH, Tan G, Qin GH (2007) New cutting force modelling approach for flat end
mill. Chin J Aeronaut 20:282–288

40. Bhaumik SK, Divakar C, Singh AK (1995) Machining Ti6Al4V alloy with a wBN-cBN com-
posite tool. Mater Des 16(4):221–226

41. Sreejith PS,KrishnamurthyR,Malhotra SK (2000) Evaluation of PCD tool performance during
machining of carbon/phenolic ablative composites. J Mater Process Technol 104(1):53–58

42. Liang L, Liu X, Li X, Li YY (2015) Wear mechanisms of WC–10Ni3Al carbide tool in dry
turning of Ti6Al4V. Int J Refract Metal Hard Mater 48:272–285

http://www.mmsonline.com/articles/tool-path-strategies-for-high-speed-machining
http://www.espritcam.com/support/overview


11 Systems Engineering for Machining 331

43. Gradišek J, KalveramM, Insperger T et al (2005) On stability prediction for milling. Int JMach
Tools Manuf 45(7–8):769–781

44. Ding Y, Zhu L, Zhang X et al (2010) A full-discretization method for prediction of milling
stability. Int J Mach Tools Manuf 50(5):502–509

45. Totis G (2009) RCPM-A new method for robust chatter prediction in milling. Int J Mach Tools
Manuf 49(3–4):273–284

46. Quintana G, Ciurana J, Ferrer I et al (2009) Sound mapping for identification of stability lobe
diagrams in milling processes. Int J Mach Tools Manuf 49(3–4):203–211

47. Grabec I, Gradišek J, Govekar E (1999) A new method for chatter detection in turning. CIRP
Ann Manuf Technol 48(1):29–32

48. Stephenson DA, Agapiou JS (2006) Metal cutting theory and practice. CRC Taylor & Francis
49. Wan M, Wang Y-T, Zhang W-H, Yang Y, Dang J-W (2011) Prediction of chatter stability for

multiple-delay milling system under different cutting force models. Int J Mach Tools Manuf
51(4):281–295

50. Koohestani A, Mo JPT, Yang S (2014) Stability prediction of titanium milling with data driven
reconstruction of phase-space. Mach Sci Technol Int J 18(1):78–98. https://doi.org/10.1080/
10910344.2014.863638

51. Rusinek R, Warminski J (2009) Attractor reconstruction of self-excited mechanical systems.
Chaos Solitons Fractals 40(1):172–182

52. Kautz R (2011) Chaos: the science of predictable random motion. Oxford University Press,
New York. ISBN 978-0-19-959457-3

53. Wu CL, Chau KW (2010) Data-driven models for monthly streamflow time series prediction.
Eng Appl Artif Intell 23(8):1350–1367

54. Shang P, Na X, Kamae S (2009) Chaotic analysis of time series in the sediment transport
phenomenon. Chaos Solitons Fractals 41(1):368–379

55. Kodba S, Perc M, Marhl M (2005) Detecting chaos from a time series. Eur J Phys 26(1):205

https://doi.org/10.1080/10910344.2014.863638


Chapter 12
Technology Nationalization in the Space
Sector: The Brazilian Perspective

Timo Wekerle, Luís Gonzaga Trabasso and Luís E. V. Loures da Costa

Abstract Brazil as an emerging country needs to catch upwith technology to extend
its position on the international market, especially in the space sector. The Technol-
ogy Nationalization Framework (TNF) is a strategy for nationalization and indus-
trialization of high technology products. The TNF is meant to assure that strategic
technologies, that are currently lacking, will be designed, produced, and operated in
Brazil as long as needed, without the risk of export bans or unavailability of com-
ponents. The framework is based on reengineering with subsequent transfer to the
national industry. The strategy starts with the identification of strategic technologies
in relation to technologies already present in Brazil. For the nationalization pro-
cess of these technologies a decision-making process is needed taking into account
available resources and competencies. In this chapter the TNF will be introduced
and explained, while also a pilot project is described in which the TNF strategy is
applied.

Keywords Technology nationalization framework · Design for autonomy · Design
for X · Space technology

12.1 Introduction

Brazil as an emerging country needs a technological catch-up process to assure and
extend its position on international markets. Astronautics is a base for technological,
economic and military potential of a nation. Particularly in the space sector Brazil
needs to catch-up with technologies.

This Chapter introduces a strategy for nationalization and industrialization of
high technology products called Technology Nationalization Framework (TNF). The
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objective of the TNF is to assure that certain strategic technologies, which are cur-
rently lacking and are only available abroad, are converted into national products
that can be designed, produced and operated in Brazil for a defined period of time at
a minimum risk of being dependent on export bans or unavailability of components.

The Technology Nationalization Framework is a strategy for nationalization of
foreign technology based on reengineering with subsequent transfer into the national
industry. It is a comprehensive systematic strategy that begins with the identification
of strategic technologies inBrazil and continueswith support for the decision-making
process for nationalization of these technologies. An evaluation of feasibility of
development of national domain and subsequently its coordination and cooperation
helps to stimulate the best use of resources and competencies available in Brazil.

Design for Autonomy, an integrated product development tool within the TNF
strategy, is a decision and design supporting tool that copes with high complexity
and generates alternative views for a robust national design. The application of the
TNF fosters innovation and competitiveness in Brazil and ensures non-dependence
of strategic technologies. This can be achieved by a balance between completely
domestic/national development with intrinsically high cost, lead time and risk, and
blind implementation of technology transfer with risk of failure due to never-ending-
projects, incomplete transfer, more expensive solutions and/or higher vulnerability
to embargoes. In a pilot project the TNF is successfully being applied in the Brazilian
space sector.

The outline of the chapter is as follows. In Sect. 12.1, integrated product devel-
opment and systems engineering are briefly discussed as well as their mutual rela-
tionships. In Sect. 12.2, the Technology Nationalization Framework is introduced. In
Sect. 12.3, the TNFmodel is presentedwith its eight steps. In Sect. 12.4, the processes
of each of the eight steps are presented, followed by thoughts about follow-up in
Sect. 12.5. Implementation and integration issues are briefly described in Sect. 12.6.
In Sect. 12.7, application of the processes to a pilot project is presented. Section 12.8
contains a discussion on implications for Aerospace Engineering and other sectors,
including abroad, for each of the eight steps of themodel. Limitations of the approach
are also discussed. The chapter ends with Sect. 12.9 with concluding remarks and
an outlook for further work.

12.2 Integrated Product Development and Systems
Engineering

Youmight have heard the classical sentence once: “Oh, that’s the name then. I’ve been doing
that for ages… I only did not know that was the name”. We believe that this sentence would
apply to a dialogue between amechanical/industrial engineer and an electric/electronic engi-
neer. The latter tells the former all about Systems Engineering. The former listen mindfully
and then s/he replies…
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In this introduction we give an overview of the terms Integrated Product Develop-
ment (IPD) andSystemsEngineering (SE), showing commonground anddifferences.

12.2.1 Integrated Product Development

According to Pessôa and Trabasso [1], Integrated Product Development is a prod-
uct design and development approach where the requirements of all technical areas
related to the product lifecycle are considered, weighed, discussed, and balanced at
the conceptual phase of the product development process. As a result, the outcome
from integrated product development is a product, which is designed not only to
function, but also to be easily and cheaply manufactured, assembled, tested, main-
tained, and recycled. IPD, therefore, expands the horizon of the product evaluation
by taking into account all the technical areas and phases the product goes through
during its lifecycle. Product requirements are the engineering expressions to make
the product lifecycle areas to be active protagonists at the conceptual design phase
of the product development as illustrated in Fig. 12.1.

It is usual to have conflicts among engineering requirements: a product configu-
ration that is easy to assemble might be difficult to disassemble. Consequently, it is
expected to have a number of design trade-offs to be solved within IPD. The final
product configuration yielded by an IPD program is a balanced solution that accom-
modates—the best possible way—all the requirements posed by the technical areas
of the product lifecycle.

There are, essentially, two main resources required to implement the IPD
approach, namely, a multifunctional design team and IPD tools.

IPD design team: The mission of the IPD team is to assure that the requirements
of all product development phases are evenly represented in the IPD’s conceptual

Fig. 12.1 IPD—the engineering requirements role
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design phase. All people from the IPD design team should be committed to obtaining
the best possible balanced results for the product, even if that means giving away
some of his/her technical area expectations. In a typical PD team meeting, nobody
leaves either “100% happy” or “100% unhappy.” It is the role of the project leader
to ensure the team’s focus on the mission and achieve a balanced result.

IPD design tools: A great number of design tools are available to promote the
integration of the technical areas of the product development, such as Design for
Manufacturing (DFM), Design for Assembly (DFA), Design for Recycling (DFR),
Design for Service (DFS),Design for Packing (DFP),Design forE-Business (DFEB),
Design forAutomation (DFAut), and so forth.All of themare related to somephase of
the product life cycle and have one characteristic in common: an attempt to integrate
the requirements of their product life cycle phase into the conceptual design phase of
the product development process. It’sworth stressing thewords “attempt to integrate”
because all the representatives of product life cycle phases will try to do the same—
to advocate their cause. It is quite possible that the DFM product option conflicts
with that of DFS, thus raising an engineering tradeoff whose solution might partially
fulfill both areas.

DFX versus DTX: the literature also presents DTX design tools associated to
IPD such as DTC—Design to Cost, DTW—Design to Weight, DTCG—Design to
Center of Gravity and so forth. Pessôa and Trabasso [1] pose that the DTX design
tools are related to a specific type of design variables named Integrative Design
Variables (IDV). According to the authors, costs, weight, center of gravity, and net
electric power are examples of integrative design variables. The characteristics of
these variables are the following:

There is a target value associatedwith themwithin a specific product development.
Examples: the cost of an aircraft cannot be greater than $14.5M; themaximumweight
of a robot end effector is 80 kg; the net power of a satellite is 2300 W.

These variables are affected by almost all design decisions. Examples: the choice
of a single component impacts cost, weight, center of gravity, and perhaps net electric
power if the component requires it for operation.

It is easy to grasp the concept around integrative design variables. Design people
do not need to be lectured about them as their understanding is quite straightfor-
ward. Examples of design variables that do not meet this characteristic of IDV are:
aerodynamic drag, wear, and stiffness.

12.2.2 Systems Engineering

According to the System Engineering Body of Knowledge [2], there are three types
of systems engineering, namely, (1) Product Systems Engineering—PSE, (2) Enter-
prise Systems Engineering—ESE and Service Systems Engineering—SSE. As a
matter of comparison with IPD, only the first type is addressed here. PSE is the
traditional systems engineering focused on the design of physical systems consisting
of hardware and software. ISO/IEC/IEEE 15288 [3] define systems engineering as
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the interdisciplinary approach governing the total technical and managerial effort
required to transform a set of stakeholder needs, expectations, and constraints into
a solution and to support that solution throughout its life. INCOSE [4] adds that
systems engineering focuses on defining needs and required functionality early in
the development cycle, documenting requirements, and performing the design syn-
thesis and system validation while considering the complete problem (operations,
cost and schedule, performance, training and support, manufacturing, and disposal).
The United States Department of Defense (DOD) [5] complements that systems
engineering transforms needs and requirements into a product as well as generates
information for decision makers and provides input for next levels of development
(adding value and more detail with each level). DOD [5] describes other important
characteristics of systems engineering: it is a top-down, comprehensive, iterative and
recursive effort. Mar [6] states that most systems engineering efforts are based on the
hierarchical decomposition of the system into its parts. These characteristics help to
describe the chronology of the systems engineering effort as beginning at the highest
hierarchical level and going down to lower levels by adding value and more detail
with the execution of the processes and the passage of iterations and recursions. The
Vee model depicted in Fig. 12.2 exhibits that a systems engineering effort starts from
the highest level (i.e. the system being the object of the systems engineering effort)
and flows down to lower levels that appear by decomposition; then the lower levels
are integrated and verified to realize the higher levels (Chap. 2). in contrast, Trans-
disciplinary engineering (TE) is focused on solving ill-defined and society-relevant
problems, like sustainability and environmental problems [7, 8].

Fig. 12.2 The V-model of systems engineering, after Stevens et al. [9]
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12.2.3 Common Ground and Differences Between IPD
and SE

By analyzing the IPD and SE concepts and definitions given above, one is forced to
reckon that there are a number of similarities between them, namely [10]:

• Inputs and Outputs: both take as inputs the requirements of the stakeholders.
SE consolidated the word “stakeholder” while the original equivalent word for
IPD was “customer”. Example: the QFD—Quality Function Deployment—IPD
methodhas onefield named theVoice ofCustomer. The deliverable (overall output)
of IPD is a product or service, that could be extended to systems, while the SE
counterpart is a system, that could be shrinked to a product.

• Focus on product/system lifecycle: both IPD and SE focus on the overall lifecycle
of products or systems.

• Focus on early stages of the design process: both IPD and SE reckon that is
easier and cheaper to include product/system lifecycle requirements at the early
stages of the design process, specifically, the conceptual design phase.

• Deployment/decomposition: both IPD and SE prescribe the top-down approach
to design: the overall problem is broke-down into sub problems, sub solutions
are found to them, then the overall solution is presented by integrating the sub
solutions.

• Teams and design tools: IPD explicitly requires multifunctional teams to carry
out the product development process. It also prescribes design tools to assist the
design team to accomplish its task. SE implicitly signalizes the need of a such a
team.

• Integration: is at the heart of both IPD and SE.

12.3 Technology Nationalization Framework
and DfAutonomy

The Technology Nationalization Framework (TNF) and Design for Autonomy
(DFAutonomy) are very good application examples of SE and IDP. The reader has the
opportunity to follow general aspects of SE and IPD being instantiated by practical
and down-to-earth problems and solutions. The baseline for TNF and DFAutonomy
are customer/stakeholder requirements, product/system lifecycle, early design stage
actions and most of all, the integration mindset. TNF addresses broader aspects than
DFAutonomy: this can also be found in the relative position between SE and IPD:
the organizational aspects are explicitly taken into account in SE and implicitly in
IPD (design team structuring).
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12.3.1 Reengineering: Reverse and Forward Engineering

Forward engineering is the traditional process ofmoving fromhigh-level abstractions
and logical, implementation-independent designs to the physical implementation of
a system [9]. The term “forward” is necessary to implement in order to distinguish
this process from reverse engineering. Reverse engineering can be seen as a process
of analyzing an existing system to identify its components and their interrelation-
ships and to investigate how it works to redesign or produce a copy without access
to the design from which it was originally produced. Reengineering, also known as
renovation or reclamation, is the examination and alteration of a subject system to
reconstitute it in a new form and the subsequent implementation of the new form
[10]. Reengineering is a process of modifying the internal mechanisms of a system
without changing the functionality. In Fig. 12.3 the relationship between forward-,
reverse- and reengineering is depicted. The process of reengineering initiates with
reverse engineering, an analysis of the original product that includes design recovery
originating from the implementation phase and the design phase, restructuring the
requirements of the system (data-to-data) and the design (graphical and functional).
Once the new and modified requirements are defined, the second part of the reengi-
neering process, the forward engineering continues the process with a development
in order to achieve a new system. In the last step of reengineering, restructuring
and redocumentation is applied where redocumentation is the creation or revision of
existing documentation, based on the original system.

Fig. 12.3 Relationship between the terms of forward-, reverse- and reengineering represented by
life-cycle phases [11]
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12.3.2 Technology Nationalization Framework

The Technology Nationalization Framework is a strategy for nationalization of for-
eign technologies realized by reengineeringwith subsequent transfer into the national
industry and industrialization/commercialization. The term nationalization can be
rendered by the meaning of making something distinctively national or giving a
national character to something.

The TNF is a comprehensive systematic strategy for integrated product develop-
ment that startswith the identification of strategic technologies for theBrazilian space
program and continues with support for the decision-making process for nationaliza-
tion of these technologies by an evaluation of feasibility of development of a national
domain and subsequently its coordination and cooperation, incentivizing the best use
of resources and competencies available in Brazil.

The Design for Autonomy tool within the TNF strategy allows managing high
complex products by reengineering strategic technologies applied, embedded or
implemented within a product. It includes product analysis of critical elements in
order to avoid entering in a fatal spiral of total nationalization (100% of product pro-
duced in Brazil) and represents a balanced way of reverse engineering that provides
observations beyond those perceived by the original designer, creating an innovative
scenario for straightforward engineering to prevent errors, save time and money and
add value to the new national product. Design for Autonomy is a decision and design-
supporting tool that copes with high complexity and generates alternative views for
a robust national design.

Thepolitical and economic environment of theBrazilian space sector is considered
throughout the TNF strategy, leading to a maturation of nationalized product within
the executive organizations prior to the transfer to the national industry for successive
commercialization.

The core objective of the Technology Nationalization Framework is to assure
that certain lacking strategic technologies only available abroad are converted into a
national product that can be designed, produced and operated in Brazil for a defined
period of time at a minimum risk of being dependent on export bans or unavailability
of components.

An estimated comparison of qualitative knowledge acquisition using TNF/Design
for Autonomy with classical learning and acquisition curves is plotted in Fig. 12.4.
(1) Starting a technology development from scratch is represented by the S-shaped
learning curve, a sigmoid function. The initial phasewith slow increase of knowledge
is attributed to the lack of know-how at the beginning of a project. With a certain
amount of experience and expertise the knowledgegain is approaching an exponential
growth rate, but then declines in a negative acceleration phase through the time-
spending qualification of the product/process until it reaches the state of technological
domain. (2) The knowledge gain for acquisition is represented by a flatter S-shaped
curve. Eventually, the technologywill stay a black box and technological domainwill
not be achieved. The accomplishment of operability/use of the acquired technology
is represented by a cross at the end of the acquisition curve. (3) The advance of
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Fig. 12.4 Qualitative
knowledge acquisition over
time due to (1) proper
learning; (2) acquisition of
technology; and (3)
TNF/design for autonomy

knowledge for TNF/Design for Autonomy right at the beginning can be explained
through reverse engineering with the use of original needs/mission/concept from
the technology transfer or that can be utilized as baseline configuration. By the
time, the given knowledge/data, available and accessible from the very beginning, is
being evaluated and comprehended, which is represented by the horizontal section in
green. Thereafter, careful adaptations, adjustments and improvements are required,
the process of forward engineering, which leads to the characteristic shape of the
learning curve, making the initial phase with slow increase of knowledge obsolete.

12.3.3 TNF Guidelines

For the development of new DFX tools, the DFX shell [12–14] suggests to define so-
called DFXGuidelines. For developing the Technology Nationalization Framework,
the TNF Guidelines are derived in the following. These principles or imperatives can
be organized into three categories of key characteristics, namely focus and flexibility,
functionality, and operability and are detailed in Table 12.1.

Focus and flexibility imperatives shall be included in order to achieve the right bal-
ance between functionality and operability; Functional imperatives shall be included
in order to define the purpose and utility of the Technology Nationalization Frame-
work and the Design for Autonomy tool; and Operability imperatives shall be
included in order to ease the use the TNF/DfAutonomy and to fulfill its functions
effectively.

12.4 TNF Model

The Technology Nationalization Framework model is composed of eight steps in
which each step is comprised by a function modeling methodology based on IDEF0.
The IDEF0 functional modeling is a member of the IDEF modeling language for
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Table 12.1 Imperatives of TNF guidelines

Focus and flexibility imperatives

The target product sector for the TNF shall be the Brazilian space sector

The business process of the DFX tool within the TNF shall be the variable A for Autonomy,
resulting in Design for Autonomy

The Technology Nationalization Framework shall cover the whole product development life
cycle up to verification and validation of the product. The stage of product development process
of the Design for Autonomy application shall be the conceptual phase up to the detailed design
phase

The Technology Nationalization Framework shall be used as a tool for reengineering,
comprising reverse and forward engineering. The Design for Autonomy tool shall focus on the
decision and design-making process for the design of the product

Functional imperatives

The Technology Nationalization Framework shall permit comparison to the original and
alternative technologies and tracing of changed requirements and architectural/system design

The Technology Nationalization Framework shall predict what-if effects in case of
unavailability of components or possible export controls and shall provide design alternatives

The Design for Autonomy tool shall include means for comparing the design alternatives and
may include backup alternatives

The Technology Nationalization Framework shall incentive design improvements, innovation
and added value for the national product

The Technology Nationalization Framework shall be implemented in an iterative way and shall
be applied in multiple cycles

Operability imperatives

The application of the Technology Nationalization Framework shall be pragmatic and easy to
apply

The Technology Nationalization Framework shall have a systematic procedure to follow

The collection and presentation of data shall be simple and for further processing traceable

The Technology Nationalization Framework shall create visible and measurable benefits. The
different steps of the TNF shall include performance measurements in order to evaluate the
pretended outcome of the respective step (where applicable; measurable quantity or quality)

The Technology Nationalization Framework shall encourage innovation and creativity, rather
than impose restrictions

software engineering, which has been designed to graphically model and represent
decisions, actions, and activities of an organization or system [15]. The syntax used
is illustrated in Fig. 12.5. Each function or activity is placed in a box, identified
with a number at the bottom right. Inputs are represented by arrows entering the left
side, outputs by arrows exiting the right side. Control/management is represented by
arrows entering the top of the box andmechanisms/processes by arrows entering from
the bottom of the box. In contrast to the standard IDEF0 model, the executors of the
function/activity are represented by arrows entering from the top, together with the
control of the function/activity. From the bottom, the mechanisms/processes enter,
not the performer of these mechanisms.
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Fig. 12.5 Syntax of modified IDEF0 model for TNF

The Technology Nationalization Framework, illustrated in Fig. 12.6, requires a
minimum of eight steps in order to be functional and obtain operability for the
nationalization and subsequent industrialization of technology for theBrazilian space
sector.

Thefirst step is required to define the technologies necessary to obtain and to assure
non-dependency and feasibility of a Brazilian space program within the different
space sectors of launch vehicles, space segment, applications, and ground segment.

Fig. 12.6 Model of technology nationalization framework consisting of eight steps



344 T. Wekerle et al.

The second step is necessary to evaluate the feasibility to nationalize a certain
technology, defined in the first step. This step is fundamental for the decision if the
task of nationalization should continue or not. With this step, unnecessary waste
of resources can be prevented in an early phase of nationalization. Furthermore,
the transition from a desired technology to a specified product to be nationalized is
achieved.

The third step, the start of the Design for Autonomy tool, is required in order to
analyze the product to be nationalized, to adequately represent the product for further
design decisions and to collect and categorize product information.

The acquired data from the third step is necessary to prepare the nationalization,
the fourth step, where the national industry and research sector are analyzed and the
environment for nationalization is prepared. This step is indispensable for successful
reengineering, since an inappropriate environment may cause unnecessary delays
and/or cost overruns.

Having a prepared technology and a prepared environment, reverse engineering
of the original product is accomplished in the fifth step and subsequently forward
engineering in the sixth step in order to obtain a national product.

Due to the Brazilian political and industrial environment with the Brazilian Insti-
tute of Aeronautics and Space (DCTA/IAE) and the National Institute for Space
Research (INPE) as executive organizations, and the Brazilian industry as their sup-
plier, the seventh step of product maturation within the executive organizations is
implemented. This step shall ease the challenges and prevent setbacks of the national
industry with the development of immature technologies and shall encourage the
interest of the industry to obtain a mature technology in order to transform it into a
commercial product.

The eighth step is the transfer of the product to the national industry in order to
release resources of the executive organizations.

12.5 TNF Processes

In this Section the eight activities from the Technology Nationalization Frame-
work are presented in detail, including inputs, outputs, control/management, mech-
anisms/processes and if applicable performance measurements. The processes were
developed based on the guidelines in Sect. 12.3.

The 3rd–6th step, Design for Autonomy, begins with a subsection where the
product is being modeled for product analysis that is used for process description.



12 Technology Nationalization in the Space Sector: The Brazilian … 345

12.5.1 Identification of Strategic Technologies to Be
Nationalized

The first step, the identification of strategic technologies that need to be nationalized
is a high level activity for decision-makers in business and politics. The process is
illustrated in Fig. 12.7. Coordination of and cooperation on technologies have to
be concluded by all stakeholders, namely executive organizations, space industry
and space agency in order to ensure the best use of resources and competencies
available in Brazil. The planning has to contain a strategy with short, medium and
long term vision. Besides the current demands, needs for future developments have
to be anticipated and a strategy implemented to ensure that the right technology is at
the right maturity at the right time.

The inputs for the first step are the product breakdown structures of the principal
products of the Brazilian space program, organized within the different segments of
launch vehicles, space segment (satellites and re-entry systems), applications (opera-
tion of payloads and data processing), and ground segment (control and monitoring).
The subdivision into systems and further classification by level of integration into
equipment, building blocks and Electrical, Electronic and Electro-mechanical (EEE)
components, mechanical parts and materials is adopted for the product breakdown
structures from the ESA Generic Product Tree [16].

The output are certain technologies identifiedwithin the product breakdown struc-
tures in the level of equipment, building blocks or EEE components,mechanical parts
and materials, that need to be nationalized in order to achieve the goals, prevent fail-
ures and accomplish the missions of the Brazilian space program.

A triad of the executive organizations (DCTA/IAE and INPE), the space indus-
try, (Aerospace Industries Association of Brazil (AIAB)), and the national space
agency (AEB) is envisioned by the authors to define the necessary technologies for
the Brazilian space program and to manage the identification of technologies to be

Fig. 12.7 TNF process of 1st step: identification of technologies to be nationalized
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nationalized in order to avoid deficiencies or duplications of necessary technolo-
gies. Certainly, in the Brazilian case, this triad shall be led by AEB. It could be
implemented by a commission for identification and management of technologies,
comprising all three stakeholders. This commission should define a strategy with
short, medium-and long-term vision in order to attend the current demands and to
anticipate the needs for technologies for future developments.

The identification of strategic technologies is an iterative task that shall be repeated
in defined time frames and shall include the following metrics.

A technology will be defined as strategic if the products of the PBS on the level
of equipment, building blocks and EEE components, mechanical parts and materials

1. are not available from any Brazilian source and the unrestricted availability from
non-Brazilian suppliers cannot be assured, and

2. have a clearly identified function and performance target.

At each iteration of identification of strategic technologies, the elements of the
PBS have to be re-evaluated and advances or setbacks in non-dependency, thus the
free, unrestricted access to required space technologies can bemeasured, qualitatively
and/or quantitatively. This measurement can be seen as a benchmark for the state-of-
the-art of theBrazilian space sector. This performance indicator ismore objective and
conclusive than a simple declaration that certain systems (launch vehicles, satellites
etc.) have been completed/are operational and vague statements for forecasting the
finalization of future systems.

Furthermore, this step can contribute to consistent future investments andmedium
and longterm priority choices. Petroni et al. [17] examine the basic strategic orien-
tations of some of the world’s main space agencies (Brazilian, French, European,
Japanese, Indian and Russian agencies), and conclude that these agencies tend to
express an intention to invest in many different areas and fields in a way that is often
ambiguous and rather inconsistent, without revealing the real priorities determined
by their stakeholders.

12.5.2 Evaluation of Feasibility for Nationalization

The second step, the evaluation of feasibility for nationalization of a strategic technol-
ogy, is illustrated in Fig. 12.8. Once a strategic technology is identified and decided to
be nationalized, the technology recipient, the transferee, is evaluatedwithin three cat-
egories: Technological capabilities; Infrastructure; and Technology Readiness Level.
Deficits in one or more of these areas may suggest investments in the respective areas
or may lead to the conclusion that at this specific moment it is not feasible to nation-
alize that technology. If there are sufficient competencies available, a filter will be
applied: A technology transferor has to be identified who is willing to hand over
the technology to the transferee and bi-national contracts signed that include this
technology transfer. Several methods and mechanisms for technology transfer may
be applied.
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Fig. 12.8 TNF process of 2nd step: evaluation of feasibility for nationalization

Common examples are (1) Partnerships and strategic alliances between research
institutes and industry or universities; (2) Intergovernmental cooperation; (3) Direct
foreign investment by purchasing technology via joint ventures with international
companies; (4) Licensing of systems and subsystems; and (5) Acquisition of turnkey
projects. Compliance with the regulations of intellectual property rights according to
the World Intellectual Property Organization (WIPO) standards, recommendations
and guidelines [18] is a key prerequisite.

A positive outcome of this step will assure the feasibility of nationalization of a
certain technology applied, embedded or implemented into a product. The input for
this step is the defined strategic technology to be nationalized and the output is a
specified product with the defined technology applied, embedded or implemented.

The project management/product owner of the system (launch vehicle, satellite
etc.) together with a so-called technology transfer office (TTO) may execute the
evaluation of feasibility for nationalization of a certain technology. The term TTO is
intentionally introduced to emphasize the new challenges to be addressed.A potential
candidate for the tasks of a TTO in Brazil would be the Technological Innovation
Centers (NITs). The interplay between the technical side where a technology is
transformed into aproduct to be acquired fromadifferent country and thenegotiations
with business and legal questions of the contractual partners has to be conducted by
the TTO at the best possible conditions for the transferee.

The evaluation of technological capabilities can be supported by a tool for map-
ping of human resources in the Brazilian research sector, developed by the Space
Technology Observatory (OTE) from the Brazilian Center for Strategic Studies and
Management (CGEE) [19]. This tool searches and classifies human resources accord-
ing to their scientific and technical production based on information from the CV-
Lattes system from the Brazilian National Research Council (CNPq). It identifies
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professionals and their networks of cooperation and expertise through co-authorships
and semantic analysis of the CVs of the researchers. This tool may help to give an
overview of the state-of-the-art in the Brazilian research sector in a specific topic and
to identify available human resources in Brazil for possible cooperation.

There are currently no tools for identification of available infrastructure of Brazil-
ian Scientific and Technological Institutions (ICTs), and hence, specific inquiries are
necessary.

The technology readiness level of the technology to be nationalized has to be
evaluated both within Brazil and outside, in order to identify the current status of the
technology in Brazil compared to the readiness of the technology worldwide. This
gives an important additional parameter for the decision-making process.

If the evaluation results reveal insufficient competencies that make a national-
ization substantially difficult or impossible, the possibilities of cancellation of the
nationalization attempt or recommendations for investments in order to advance in
the respective competence area are introduced.

If the TTO and the project management consider a certain technology feasible
to be nationalized, a filter is applied. A transferor for the product/technology has
to be identified and bi-national contracts for the transfer of technology assigned.
The legal questions have to be included in the contracts and financial and political
support for a national development assured. Only if these conditions are met, the
product/technology will be feasible to be nationalized.

Annotation:The2nd step is case specific and cannot guarantee completeness nor to
be exhaustive, since every problem has to be approached separately. Variousmethods
for bi-national negotiations and agreements may be pursued and the evaluation of
competences and control and management is only a representative example. The
TTO is a suggestion from the authors to reinforce technology transfer and to reduce
the burden of the project manager.

12.5.3 Design for Autonomy—3rd to 6th Step of TNF

The Design for Autonomy tool is an integrated product development instrument and
a new member of the DFX family, developed on the basis of the DFX shell [12]. It is
introduced in Wekerle et al. [20] and detailed in an extended paper by Wekerle et al.
[21]. The term autonomy can be rendered as self-rule or self-determination and is
used in this context as freedom from external control or influence.

The first activity of the product development process, the 3rd step, containsmodel-
ing of the product for further analysis including the identification of critical elements
of the product. The nationalization of the product is being prepared in the 4th step.
Having a prepared product/technology and a prepared environment for nationaliza-
tion, reengineering is carried out in order to obtain a national product (5th and 6th
step).

The process of reengineering is illustrated in Fig. 12.9, initiatingwith reverse engi-
neering, an analysis of the original product that includes design recovery originating
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Fig. 12.9 Design for Autonomy tool for reengineering including the interrelations between the
terms of forward-, reverse- and reengineering represented by life-cycle phases, after Chikofsky and
Cross [11]

from the implementation phase and the design phase, restructuring the requirements
of the system (data-to-data) and the design (graphical and functional). Once the new
and modified requirements have been defined, the second part of the reengineering
process, the forward engineering continues the process with own development in
order to achieve a national product. The term “forward” is necessary to implement
to distinguish this process from reverse engineering.

12.5.3.1 Identification of Critical Elements

The activity in the 3rd step is determined to identify critical elements of the product
and to create action lists in case of unavailability of components. Not identified
critical elements may hinder or impede the product development or may result in
delays or excessive cost. This activity is the initial step of the Design for Autonomy
tool, breaking down a complex product into manageable elements that are being
identified.

Modeling for product analysis
In order to model the product, Huang [12] suggested to determine three general
categories of product information, namely, composition, configuration, and charac-
teristics.

The Product Breakdown Structure (PBS), a technical tree, which is a structured
representation of all various elements of a system [22], represents the composition of
what the product consists of. According to the American National Standards Institute
(ANSI)/Electronic Industries Association (EIA) [23], the PBS is a hierarchical struc-
ture of the complete set of physical systems and subsystems including operational
system, training system, development support, production support, etc. which iden-
tifies the configuration items. The PBS hierarchically sorts the physical components
of the respective product top-down into manageable elements.
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The configuration is also partly included in the PBS, defining the relation between
the elements. Further information of the configuration and the key characteristics
of the elements are included in the bill of materials (BOM). The criticality of the
elements and a make, buy or make and buy decision is added to the BOM alongside
with the standard entries (hierarchical level, part number (PN), revision, description,
quantity and unit).

Mechanism of identification of criticality of elements
To identify the criticality, in the first instance it will be assessed if the respective
element has a potential to be critical for the development of a national product. For this
purpose, the questionnaire in Table 12.2 was developed, based on the TRADeskbook
from DOD [24]. This questionnaire defines (A) if the element is relevant for the
product, and (B) if this element requires development of technology. A potentially
critical element is identified only if the respective element obtains at least one ‘yes’
in both categories (A) and (B).

In the second instance, the potentially critical elements are used to determine their
criticality. Therefore, the flow chart in Fig. 12.10was developedwhich is based on the
InsightTec tool from CGEE. The input requires the following information of an ele-
ment: manufacturer, manufacturing country, majority shareholder of manufacturing
company, and export restrictions from

1. respective national institutions, e.g. EAR, ITAR and OFAC for US goods or
Federal Office for Economic Affairs and Export Control (BAFA) for German
goods, and

2. multilateral export control regimes, e.g. MTCR or the European Council Regu-
lation No. 428/2009 [26].

Four different categories of criticality can be obtained from the evaluation:

Table 12.2 Identification of potentially critical elements, after United States [24] and CGEE [25]

Questionnaire for identification of potentially critical elements Yes No

Analysis of relevance (A.1) The system to be developed depends
on this critical element in order to achieve
the operational requirements?

(A.2) The present limitations of
understanding of this element may cause
risk in the project time schedule or may
introduce risk due to excessive cost?

(A.3) Constrains/restrictions for
acquisition are existent or foreseeable?

Development of technology (B.1) This element is innovative in Brazil?

(B.2) This element is the finding of a
modified technology?

(B.3) This element is used in a different
environment than it was originally
projected for?
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Fig. 12.10 Determination of criticality of elements, after European Space Agency [16] and CGEE
[25]

• Non-critical elements: No short or long term restrictions for acquisition or pro-
duction of element in Brazil; sufficient alternatives available.

• Low-critical elements: Longterm availability for a specific element with limited
acquisition resources in Brazil or unlimited acquisition resources out of Brazil
assured.

• Medium-critical elements: No long term availability assured and uncertainty of
future acquisitions or unlimited acquisition resources for a restricted element in
foreign country. Furthermore, an element on critical project path may be classified
as medium-critical element.

• High-critical elements: Restricted access or difficulties in acquisition and avail-
ability for identified element.

The availability of elements is characterized by three different stages, namely:

1. Independence—The required technology is/was developed and the element is
produced in Brazil,
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Fig. 12.11 TNF process of
3rd step: identification of
critical elements of product

2. Non-dependence—Brazil has free, unrestricted access to the element and its
technology, and

3. Dependence—Brazil has restricted access for acquisition of the element.

Annotation: The definitions used herein have been adapted from EC-ESA-EDA
workshops on critical space technologies for European strategic non-dependence
[27].

The activity of identification of critical elements is depicted in Fig. 12.11.
The input requires breaking down a complex product into manageable elements

through a PBS. The output is a completely filed out BOM based on this PBS, which
determines the configuration and the key characteristics of the elements. The respec-
tive criticality of elements leads to the following means for further handling:

• High-critical elements require the generation of an action list. This action list is
case specific and aims at developing technological domain, utilizing alternatives
or circumventing the use of that element. This may be accomplished by a mor-
phological box for example. The action list shall be traceable and include a time
envelope for troubleshooting.

• Medium-critical elements require careful observation of availability and if possible
potential alternatives.

• Low-critical elements may be kept in mind for possible changes of criticality and
revision of analysis of criticality.

• Non-critical elements can be disregarded for further analysis.

The execution of this activity, the control and management may be realized by the
project coordinator or project manager in charge/designated for project coordination.
The processes are intentionally kept simple and pragmatic to assure low time effort.
Due to the comprehensive, reproducible processes of this step, a superior, supervisor,
funding agency etc. may inspect and audit the decisions.
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12.5.3.2 Preparation of Nationalization

The fourth step represented in Fig. 12.12, the preparation of nationalization, involves
specific preparations for the product itself and preparations of the setting in order
to generate an adequate and prepared environment for the nationalization. The
input requires general information about the product/technology itself and the BOM
obtained for the 3rd step. The output is a prepared environment with an adequate
infrastructure and the creation of organizational structures including a team buildup
with mission, commitment, skills and time envelope.

The product specific preparation provides insight into the national and interna-
tional industry for the product and its elements. Furthermore, a research of possible
patents avoids the violation of international laws and the national and international
research review gives an overview of the state-of-the-art.

The preparation of the product setting includes the creation of an organizational
structure for the Product Development Process (PDP) and themodification and adap-
tation of the necessary infrastructure.

The preparation of nationalization is an ongoing process during the whole product
development. Efforts especially for the modification and adaption of the infrastruc-
ture should be proceed until the end of the product development in order to ensure
the status quo of a prepared environment.

For the present framework, CGEE provided access and support of their Insight-
Data and InsightNet tools which assisted in the preparation for technology devel-
opment in Brazil. InsightNet is capable to identify available human resources in
Brazil working on a specific technology. This tool can be used for team buildup, to
foster scientific or technological collaborations, and to assess scientific and techno-
logical capabilities in Brazil. The InsightData tool gathers and provides information

Fig. 12.12 TNF process of
4th step: preparation of
nationalization
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that allows the assessment of the technological state-of-the-art. It collects, processes
and analyzes data from about 4.000 sources, including scientific and technological
journals, patent databases, news magazines sites.

(4a) Product specific preparation for nationalization
The product specific preparation gives insights into the national and international
industry and research sector of the product and its technologies. Furthermore, inter-
est and capability of the national industry for future industrialization and commer-
cialization of the product or parts of it is evaluated.

(4b) Preparation of the setting for the nationalization/product development
Development projects require a separate organizational structure from the basic orga-
nization since the basic organizational pattern may not fit for the required tasks to be
done for a successful product development. The organizational structure and team
buildup for the product development shall be carried out as a project. A project,
according to Andreasen and Hein [28], has the following characteristic properties:

• It runs for a defined period of time.
• It has a defined work force, the project group.
• It is executed within well-defined resource limits.
• It spans an entire organization; team members must work in a different manner
than that defined by the basic organization.

• It is interdisciplinary.
• It is characterized by development, and innovative products are expected to be
created.

• Since it is normally important for the basic organization, thus, it is controlled and
dependent on top management.

The existing infrastructure and facilities of the respective executive organization
have to be modified and/or adapted for the product development in order to be
prepared for the reverse engineering and subsequently forward engineering of the
product.

12.5.3.3 Reverse Engineering of Original Product

Reverse engineering of the original product, the first activity of reengineering is
presented in Fig. 12.13. The goal is to analyze and examine the product in order to
identify its components and their interrelationships and to obtain the know-how and
know-why. This knowledge is necessary in order to continue reengineering with the
second activity, forward engineering to redesign a national product in the 6th step.

The outputs of the previous steps provide a technology ready to be nationalized
and a prepared environment, which is required as the input for the 5th step. The
output of this step is learned knowledge (know-how and know-why) from the tech-
nology. This activity is executed by the development team andmanaged by the project
coordinator/manager.
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Fig. 12.13 TNF process of 5th step: reverse engineering of original technology

The activities of reverse engineering are case specific, depending on the product
to be re-engineered. The following items represent a first idea.

1. Procurement—The original product or at least a large part of it has to be acquired
and imported from the transferor according to the bi-national contracts.

2. Assembly and integration—The original product has to be assembled and inte-
grated in the national laboratories with the adequate equipments and infrastruc-
ture.

3. Functional and performance testing—Functional testing where appropriate with
technical staff and/or support from transferor has to be accomplished in order
to train the team and assure save handling and use and to understand form and
functionality of components and their interrelationships.

4. System identification and modeling.

Note: The reverse engineering has to be documented adequately to facilitate the
forward engineering of a national product. Besides the mentioned examples of meth-
ods and processes for technology transfer, training from the transferor could be
included into the reverse engineering.

12.5.3.4 Forward Engineering of National Product

The second activity of reengineering, the forward engineering to achieve a national
product is depicted in Fig. 12.14. This step leads to the development of a product
with national domain that has a minimum risk of being dependent on export bans or
unavailability of components. Furthermore, the knowledge of the original technol-
ogy and the identification of its strengths and weaknesses gives the opportunity for
product enhancements, leading to innovation and added value.

The input for the forward engineering of a national product is the documenta-
tion obtained from the transferor together with the generated documentation of the
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Fig. 12.14 TNF process of 6th step: adaptation for new environment

reverse engineering. The output of the forward engineering is national technology to
be transformed into a product. The forward engineering is carried out by the project
team, and if possible, supported by the transferor. Depending on the established rela-
tionship with the transferor, iterative feedback processes can be established, creating
a win-win situation. Control, in terms of intellectual property protection, depending
on the arrangements, may be executed by the transferor [29].

The reverse engineering from the 5th step brought knowledge of the design and
requirements of the original technology. For the development of a national product,
the original requirements get restructured, thus changed, modified or maintained and
a new specification is obtained. With this new specification the designs get reviewed
and, if necessary, changed or modified for the national product. Redocumentation
assures a consistent technical documentation. Therefore, the available documentation
of the transferor is reviewed, adapted, changed or modified and converted to the
national layout, norms and standards.

Theperformance ofDfAutonomycanbemeasuredduring the forward engineering
by performance evaluation, distinguished by classification of qualitative and quanti-
tative criteria. At a certain level of product maturity (e.g. preliminary design review),
this analysis can be conducted. The baseline configuration of the original product is
being compared with the forward engineered national product. A non-exhaustive list
of criteria is given as starting point:

Quantitative performance criteria

1. Number of elements which require end-user certificate or military elements.
2. Number of elements that could suffer from import restrictions.
3. Make, buy or make and buy decisions of elements.
4. Ratio of national and imported elements.
5. Lead time reduction due to acquisition of national elements.
6. Cost reduction due to acquisition of national elements (avoiding import taxes

and lower labor cost).
7. Test results.
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Qualitative performance criteria

1. National product corresponds adequately to adapted requirements.
2. Ability of reconfiguration in case of unavailability of elements.
3. Modularity.

12.5.4 Maturation of Product

The seventh step, thematuration of the national product, is depicted in Fig. 12.15. It is
introduced in order to monitor the technology progress throughout the product devel-
opment. The input for this step is the level of maturity after the forward engineering
of the national product (outcome of 6th step). The maturity of a product/technology
may be evaluated by ISO 16290:2013(en), Space systems—Definition of the Tech-
nology Readiness Levels and their criteria of assessment [30]. Evaluation of the TRL
is used to quantify the technology maturity status of an element that is intended to
be used in a mission. The assessment ranges from TRL 1, the report and observation
of basic principles, up to TRL 9, the status of “flight proven” elements through suc-
cessful mission operations. The outcome of this step is a product/technology with a
higher TRL resulting in an increased interest and feasibility of industrialization and
commercialization of the product by the national industry.

The maturation of the product is introduced due to the special political and
industrial environment of the Brazilian space sector with its executive organizations
DCTA/IAE and INPE and the Brazilian industry as their supplier.

The mechanisms/processes for TRL raising are case specific. In general, the mat-
uration of the product may be accomplished at the executive organization, however,
time, cost and risk of maturation can be lowered by the introduction of the so-called
triple helix concept [31], a triadic relationship between executive organizations, uni-
versity and industry, depicted in Fig. 12.16. It is based on the hybridization of all

Fig. 12.15 TNF process of
7th step: maturation of
product
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Fig. 12.16 Triple helix
concept for maturation of
product

institutional spheres and aims at achieving a higher potential for innovation and
economic development in a knowledge society. The DCTA campus with university
(ITA), the executive organizations (DCTA/IAE and close-by INPE) and the private
sector concentrated in the region of São José dos Campos, including the technology
parks seem predestined for such an exploration of complex innovation dynamics. The
development may use the advantageous combination of infrastructure, expertize and
know-how at the executive organizations, basic and applied sciences of universities
and the speed and flexibility of the industry. The control andmanagement of the work
packages of a defined work breakdown structure for each institutional sphere may
be accomplished by the project management, allocated within the executive organi-
zation. The legal issues of the intersections of institutions depicted in Fig. 12.16 are
not part of the current work and may be considered for future work.

12.5.5 Transfer to National Industry

Once the technology is mature enough for production and commercialization, the
technology should be transferred into the industry, the 8th step. This step is essential
for

1. to release capacities used for production within the executive organizations and
enable the focus on development,

2. to strengthen the national industry by fostering innovation and spin-offs, and
3. to transform and diversify the value chain of space technology in Brazil.
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The technological innovation centers (DCTA/NIT and INPE/NIT) of the exec-
utive organizations are responsible for generation of the institutional politics for
innovation and have, amongst other, the attribute to promote and support the insti-
tutional capacity for technological innovation, intellectual property and transfer of
technology [32].

12.6 Follow-Up of TNF: Securing of Technological Domain

A follow-up of the Technology Nationalization Framework is required in order cre-
ate a sustainable space program by maintaining technological domain on strategic
technologies already nationalized or existent in Brazil. The follow-up can be based
on the product breakdown structures of the different segments of the Brazilian space
program (see 1st step) and may be characterized by

1. an iterative identification of strategic technological domain in Brazil,
2. the support of strategic companies by maintaining technical staff

trained and avoid bankruptcy or selling abroad of these companies.
In case of no or too low demand contracts are necessary for advance-
ments/miniaturization/enhancement/optimization of technology, and

3. legal provisions to assure continuous production of strategic technologies of the
Brazilian space sector within the country, with an analog objective as Brazilian
law No. 12.598 for the military sector [33].

Brazilian lawNo. 12.598definesStrategicProducts ofDefense (PED) and requires
as strategic interest for national defense, amongst others, for national industry

• to maintain the headquarter, administration and industrial establishments within
the country,

• to assure that the foreign owners, shareholders etc. may not exceed 2/3 of the votes
in a general assembly, and

• to assure continuous productivity within the country.

An example of not sustainable development and maintenance of technology is the
production of Hydroxyl-terminated polybutadiene (HTPB), which is used as binder
for rocket propellant and was developed in the 1970s by a cooperation of DCTA
and Petrobras in Brazil. Petrobras initiated the industrial production in 1982 within
the Petroflex unit. With its privatization in 1994 the HTPB plant was acquired by
Braskem. In 2008, the production was discontinued from the new owner, the Ger-
man company Lanxess [34]. In 2014, Avibras Indústria Aeroespacial S.A. received
INOVA AERODEFESA subventions of more than 6 million Real for the develop-
ment of a new HTPB production in Brazil [35]. This example shows the necessity
of a sustainable strategy with short, medium and long-term vision for the follow-up
of strategic technologies [36].
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12.7 Implementation and Integration Issues

The involved countries/institutions/companies have to have bi-lateral cooperation
that permit the transfer of material and non-material, components, knowledge, skills,
organization, and values from the transferor to the transferee (2nd step of TNF). Since
the product is in development or already exists in the country of origin, the phases
of conception, mission analysis and feasibility can be reduced in terms of time and
cost and the development risk can be decreased. However, several barriers might
hinder the implementation of the Technology Nationalization Framework and the
integration into a product development process.

Barriers for TNF based on literature and application of TNF on Pilot Project:

• Restrictions and trade-related barriers on transferable technology may impede
technology transferor to sign bi-national contracts (Filter of 2nd step).

• Communication and coordination issues between executive organizations and
industry: Frequent design changes; Limited visibility; Lack of information and
input; and Little knowledge and access for industry to technologies at executive
organizations.
→ Strategic partnerships and collaborations required

• Technology maturation issue—Importance of level of technology when industry
is brought in:

– Too early: “TRL valley of death” for product in industry, not enough technolog-
ical capabilities or insufficient infrastructure for development. This may result
in not fully understood tasks being accomplished incompletely, inaccurately or
faulty, reducing the added value.

– Too late: Benefits from industry like flexibility and speed for resolving prob-
lems cannot be not utilized adequately. Late industrial involvement may not
adequately increase and foster the formation and training of the industry, cre-
ating a gap between research and production in the product development life
cycle. Potential for innovation and design for manufacturing and assembly are
limited for late transfer [37].

Both scenarios, too early and too late involvement of industry in the development,
may result in program stretch-out or abandonment, cost-overruns or not achieved
program goals. Careful evaluation of each case is required. In Fig. 12.17 the risk

Fig. 12.17 Risk and unknown versus TRL in the transfer of technology to national industry
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and unknownoutcomeof a transfer from the executive organizations to the industry
is qualitatively depicted.

• Intellectual property: Property-related negotiations and uncertainties may be one
key barrier for technology transfer [32].

• Funding issues: Lack and instability of funding may hinder continuous, efficient
product development.

• Qualified human resources issue: Retirements and relocation (especially for mil-
itary personal) result in loss of expertise in the executive organizations [38].
The lack of projects may lead to loss of technology fundamentals amongst new
engineers.

• Cultural Barriers: Research institutes have culture where the focus is on invention
and novelty. There are few incentives to engage in technology transfer. Lack of
interest in technology transfer on the part of research institute and their techni-
cal staff might exist. Motivations such as self realization, completing a task and
benefiting research, described by Kremic [39], might not be sufficient. Individual
motives must be determined case by case.

• Limitedwilling partners: No country wants to be philanthropic with space technol-
ogy because of the investments involved, national security and fear of encouraging
competition to its domestic space industry [40].

• Incentives: No guarantee of sales of product combined with a financial and devel-
opment risk of high technology innovative products in the space sector lead to
missing inducement and consequently involvement of industry.

• Acquisition of the product from the company by the executive organizations: Dif-
ficulties for purchase of specific product from specific company that cooperated
in development.
→Application ofBrazilianLawNo. 13.243 [41], instead of utilization ofBrazilian
Law No. 8.666 [42].

• Poor leadership, retrogressive policies and lack of political support: A solid polit-
ical and policy backing is required for a successful space sector [40].

• Uncontrollable barriers: Natural or human-made disasters; Stock market crashes;
New disruptive technology insertion; National or global market shifts due to trade
agreements or disputes between nations; and Cancellation of programs or projects
[43].

According to Bach et al. [44], three main characteristics impact the process of
technology transfer:

1. The nature of the technologies with their degree of maturity, their degree of
diversity and the extent to which they are generic or specific,

2. The nature of the R&D network of participants with the degree of mutual trust
and the existence of absorptive capabilities [45], and

3. The nature of the organizational structure of the participants.
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12.8 Application of TNF on Pilot Project

Brazilian space activities started in the 1960s with a sounding rocket program, and in
1993 the first Brazilian satellitewas inserted into lowEarth orbitwith a foreign launch
vehicle. Unfortunately, attempts to gain autonomous access to space still failed. Key
technologies for launch vehicles include the complex guidance and control systems
which are most important for proliferation prevention [46]. The challenge of the pilot
project for the TNF is to develop the technology for a national TVC system. The
technology originates from the German Aerospace Center (DLR) and is transferred
via the Brazilian Institute of Aeronautics and Space (DCTA/IAE) into the Brazilian
industry which is based on the ongoing German-Brazilian cooperation in the context
of aeronautics and space that was initiated in 1971 [47].

Thedifferentways of knowledge acquisition for obtaining technology aremodeled
in Sect. 12.2, Fig. 12.4. As an example for the knowledge acquisition, the case of
TVCactuators for sounding rockets and launch vehicles atDCTA/IAE is illustrated in
Fig. 12.18. It shows the three characteristic curves,where the blue curve represents the
acquisition of technology, the red curve represents the learning curve of development
ab initio and the green curve represents the knowledge acquisition via the Technology
Nationalization Framework.

The knowledge of the TVC actuator technology can be composed by three stages:

1. Operations—The knowledge of the technology is sufficient for operating the
actuators,

2. Design, manufacturing, identification and testing—The knowledge and capabil-
ity to design, manufacture and to accomplish system identification and perfor-
mance testing of own actuators, and

3. Qualification and flight model—The knowledge and ability, to qualify and to
produce flight models of actuators.

Fig. 12.18 Knowledge acquisition over time of TVC actuators at DCTA/IAE due to acquisition
of technology (blue curve), proper learning (red curve) and technology nationalization framework
(green curve); the black crosses represent the status; three different stages of knowledge are intro-
duced until reaching technological domain
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Fig. 12.19 Left: original actuator from technology transferor; middle: reverse engineering of orig-
inal technology; right: forward engineered actuator EM

Figure 12.9 presented the approach of reengineering of the DfAutonomy tool,
which is composed of Reverse- and Forward Engineering. In Fig. 12.19, the original
actuator EM from the technology transferor is depicted on the left side, in the middle
reverse engineered CAD model of original technology is plotted and the picture on
the right side shows the national forward engineered actuator EM on a testbench. A
qualification model is currently under development.

12.9 Discussion

According to Wouters and Hansen [48], the term dependence is a multifaceted phe-
nomenon with possible meanings of

1. determined or conditioned by another,
2. relying on another for support, and
3. subject to another’s jurisdiction.

In order to escape and/or lessen technological dependence, the Brazilian experi-
ence in the space sector of the TNF may be extrapolated and adapted to other sectors
and countries.

12.9.1 Aerospace Sector

Space faring nations like United States, Russia, Japan or China have developed a
high level of priority for full independence of technologies. Each country made
its own policies. The United States for example have strict procurement rules for
government satellites and launch vehicles for preventing dependence on non-US
suppliers. Japan only undertakes a space mission if it can be assured that it is able
to launch the spacecraft. Japanese governmental satellites have never been launched
by foreign launch service providers. The complex programmatic coordination and
harmonization of the various technology programs and roadmaps have first been
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implemented in the European Space Technology Master Plan (ESTMP) [16], which
comprises an international organization with 22 Member States.

Autonomic access to space requires to define areas of interest for strategic tech-
nologies and means how to handle them. For several of the about 70 nations with
national space agencies, a strategy like the Technology Nationalization Framework
may be an interesting foundation to build and enhance local capacities. The TNF
may be adapted, personalized or nationalized for their own cultural, political and
economic environment.

12.9.2 Other Industrial Sectors

Looking at other industrial sectors than the space industry, the identification and
handling of strategic technologies may be relevant to maintain and strengthen the
economic power and sustainable growth of a country. Not only defense and security
sectors and the high-tech industry, but also strategic sectors for a specific countrymay
be included. Especially resource-rich developing and emerging countriesmay benefit
from the ideas of the TNF to nationalize strategic technologies. The exploitation of
these resources often requires technologies that are not available on the domestic
market or subsequently exploitation is performed by multi-national corporations.
Existing policies and requirements for local content may benefit by a systematic
treatment of strategic technologies.

12.9.3 Use of TNF and Need for Adaptation in Other
Countries/Industrial Sectors

The common ground and possible changes for the adaptation of the TNF in other
countries or industrial sectors are pointed out in Table 12.3.

12.9.4 Limitations of the Research

The different steps of the TNF application were executed only by the authors on one
pilot project.What if other persons would do it?Would they follow the same path and
come to the same conclusions? Is the abstraction adequately accomplished? In some
cases, the required control of the execution of activities could not be realized, e.g. the
verification of the evaluation of competencies in the second step, or the verification
of the TRL evaluation in the seventh step. Various case studies are required for
validation and continuous improvement of the TNF and DfAutonomy. Is the level
of abstraction of the TNF sufficient/general enough for future case studies in the
aerospace sector or even in other industrial sectors and countries?
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Table 12.3 Common ground and need for adaption of different steps of TNF

1st step—identification of strategic technologies to be nationalized

The first step is required in order to define the technologies necessary to obtain in order to
assure non-dependency and feasibility of a Brazilian space program. The technologies can be
segmented within the different space sectors of launch vehicles, space segment, applications,
and ground segment. Stakeholders for the identification of strategic technologies (aerospace and
other industrial sectors) have to be adapted to the country’s political and economic environment

2nd step—evaluation of feasibility for nationalization

The second step is necessary to evaluate the feasibility to nationalize a certain technology,
defined in the first step. This step is fundamental for the decision if the task of nationalization
should continue or not. With this step, unnecessary waste of resources can be prevented in an
early phase of nationalization. Furthermore, the transition from a desired technology to a
specified product to be nationalized is achieved which includes the definition of a technology
transferor. The idea of evaluation of competencies (technological capabilities, infrastructure and
TRL) can be adopted or adapted. However, the methods and mechanisms of technology transfer
may vary from case to case

3rd step—identification of critical elements

The identification and classification of critical elements and subsequent action lists to obtain
national domain are essential procedures to quantify and qualify the technological dependence.
Regardless of the sector or the technology, this step may be applied with little alterations to
future frameworks and strategies

4th step—preparation of nationalization

The national industry and research sector are analyzed and the environment for a nationalization
is prepared. This step is indispensable for successful reengineering, since an inappropriate
environment may cause unnecessary delays and/or cost overruns. These preparations have to be
considered on case-to-case basis

5th step—reverse engineering of original product

Independent of the industrial sector, reverse engineering is inherently case specific and has to be
adapted to every single technology, product, system or subsystem

6th step—forward engineering of national product

The TNF is all about the development of national products and its transfer from a transferor.
Consequently, the forward engineering of a product which can be designed, produced and
operated within a country is the ultimate and common goal of any Technology Nationalization
Framework

7th step—maturation of product

This step is specific for the Brazilian Space Sector, which has governmental research centers
and an infant industry that predominantly supplies this public sector. Little export of space
products exists in Brazil

8th step—transfer to national industry

This step is specific for the Brazilian Space Sector, which has governmental research centers
and an infant industry that predominantly supplies this public sector. Little export of space
products exists in Brazil
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12.10 Conclusion and Outlook

This Chapter contributes to the dissemination of systems engineering best prac-
tices and Integrated Product Development approaches with the Brazilian perspective
for technology transfer and nationalization of strategic technologies. Guidelines for
developing this Technology Nationalization Framework brought the focus of atten-
tion on the right balance between functionality and operability which was accom-
plished by

1. a balance between pragmatism and formality,
2. a balance between accuracy and data requirement, and
3. a balance between focus and flexibility.

The Technology Nationalization Framework was created and compiled based
upon a real-world problem.Thepilot project of an aerospace actuation systemverified
the development of a theoretical approach for the nationalization and subsequent
industrialization of high technology products for the Brazilian space sector. This
novel framework embraces the whole cycle of technology nationalization, starting
from its identification and ending with its industrialization and commercialization. It
transfers a desired technology into a robust commercial product available in Brazil.
The objective of this Technology Nationalization Framework is to assure that certain
lacking strategic technologies only available abroad are converted into a national
product that can be designed, produced and operated in Brazil for a defined period
of time at a minimum risk of being dependent on export bans or unavailability of
components. The TNF fosters innovation and competitiveness in Brazil and ensures
non-dependence of strategic technologies by a balance between completely domestic
development and blind implementation of technology transfer.

In the pilot project, a right first time could be accomplished so far. However,
like any manufactured product, the TNF and its DfAutonomy are to be improved.
Verification is not a step that can be skipped and the framework has to be tested on
a number of case studies. The following questions should be addressed:

• What are the criteria for verification and validation?
• How to conduct the verification and validation?
• How to improve the framework and its tools?

With a wide spectrum of gained applications and expertise, TNF manuals and/or
workbooks may be compiled and disseminated. The TNF and Design for Auton-
omy tool were developed with the focus on the space sector in Brazil. Certainly, the
framework with its processes and tools may be adapted and adopted to other sec-
tors/production industries in Brazil. Thinking in even broader terms, the framework
could also serve as cause for though and example for other newly industrializing and
developing countries.
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Chapter 13
Systems Engineering for Sustainable
Mobility

Alain Biahmou

Abstract Nowadays, sustainability has established itself in the automotive industry
and has evolved to an indispensable part of it. In contrast with its initial understanding
as ecological improvement during development and production of vehicles, it has
emerged to an advanced concept that considers much more, for instance the interac-
tion of vehicles with the superordinate system they are included in. Therefore, not
only the reduction of the pollution as well as of the resource consumption, but also
the impact on the societal, economic and environmental development are of great
importance. The current product development in many companies is still character-
ized by the fact that different disciplines create several partial models of the same
product and providemany information only in documents. Periodic synchronizations
of common parameters and models are performed. Information related to sustain-
ability even when it exists is not consistent and not represented in models, which can
be used for synchronization points. Therefore sustainability is often not really taken
into account along the product life cycle. In order to master the complexity of smart
products, which arises from customer behavior and requirements, but also from legal
requirements related to sustainability, a proposal is made for Systems Engineering
to integrate sustainability to a greater extent. Based on the main research directions
over sustainability, such as innovative design concepts including alternative propul-
sions for less pollution, the safety and driver assistance for resource efficiency and
life protection, the mastery of networked vehicles for instance to control the inter-
action of car with its superordinate system, adapted and even new methods as well
as processes are needed in order to link Systems Engineering with Sustainability.
This paper presents proposals of product development processes that take Systems
Engineering methods into account as well as sustainable mobility. The prerequisites
to realize such a product development process are described, whereby the whole
product development cycle from the product concept down to disposal is taken into
account.
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13.1 Introduction

The big cities are growing more and more and it is expected that the number of
residents will continuously increase in those cities in the next years and decades.
Thus, driving cars today in those cities means to be facing many traffic jams that
in turn can increase power consumption as well as driving stress [1]. Even though
public transport often is available, many people feel restricted due to the driving
routes and departure times.

Furthermore, a high number of vehicles are available on roads, often just trans-
porting a single passenger and contributing therefore to increasing delays due to
congestions. Those congestions often can lead not only to a frustration of passengers
but also to accidents [2, 3]. Furthermore, delays due to traffic congestions can lead
also to a loss for economy as the people who are waiting in the traffic cannot realize
their economic potential. Another frustration associated with car driving in big cities
is the interminable search for parking and accidents due to human mistakes, in fact
about 90% of all accidents [4]. Besides, the amount of time wasted in traffic is a loss
of personal time that could be spent with family, with further education or even with
leisure activities, just to name a few.

From an environmental point of view, the very high amount of vehicles that are
available in dozens of cities has contributed to increase pollution, as many factories
do. Even though cars are not the unique source of pollutants, it is important to note
that pollution can significantly deteriorate the quality of life. Therefore, driving bans
have been introduced in cities in Germany in order to reduce nitrogen oxide output
[5]. In China for instance, people sometimes have to bearmasks for protecting against
smog [6].

All this calls for approaches for tackling the challenges related to sustainability,
urbanization and autonomous driving.

This chapter presents technological approaches for enhancing sustainability, based
on a holistic, transdisciplinary approach that considers the impact of transportation
on environmental and socio-economic developments [7]. Important challenges of the
automobile industry are presented in Sect. 13.2. In that section, the impact of urban-
ization is highlighted and some enablers of the Digitalization for the automotive
are discussed: Principles and technologies for Driver Assistance Systems, connected
vehicles, safety and security. The integration of those technologies to enhance sus-
tainability is investigated. In fact, sustainability should be aligned with the important
challenges of the automobile industry and considered as factor of equivalent worth
during product creation.Moreover, proposals aremade for linking SystemsEngineer-
ing with sustainability. Those proposals take further parameters into account such
as the entire life cycle of vehicles, Industry 4.0, Additive Manufacturing, Lifecycle
Assessment, to name a few.
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13.1.1 Sustainability

Sustainability can be defined as a set of environmental, economic and social condi-
tions in which all society members have the capacity and opportunity to maintain and
improve their quality of life indefinitely without degrading the quantity, quality or the
availability of natural, economic and social resources [8]. While some approaches
are giving the same priorities to society, environment and economy, some others
assign the most importance to the planet, then to the society and last to the profit that
is strived for by economy (see Fig. 13.1). From the point of view of the automotive
industry, sustainability has become a purchase criterion for car buyers, who more
and more have developed an ecological awareness. Furthermore, taking sustainabil-
ity into account is also a criteria for investors who rely on sustainability rankings in
order to decide whether they should invest in stock share of a company or not.

While the automotive industry has understood environment protection very well
and considered it in the past, the direct preservation of life and health of persons
and other living organisms is also a key factor for sustainability nowadays. Thus, the
interaction of vehicles with the infrastructure as well as with all other actors that are
involved in road traffic is one of the major topics related to sustainability in the next
years.

To reach the objectives of a sustainable mobility such as zero emission resp. low
carbon and nitrogen emission, additional efforts are needed in order to enhance the
approaches that have been presented and discussed in the last years. In fact, sustain-
ability consists of integrating environmental, social and economic considerations in
business strategy.

Even though the early concepts of the automotive industry that where related
to sustainability were focused just on the fuel consumption without taking the life
cycle of fuel into account, more and more the vehicle is considered as a sub-system
that should support sustainability regarding global issues of societal, economic and
environmental development.

Triple bo om line – Venn Diagram model
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Fig. 13.1 Graphical representation of sustainability [8]
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Therefore, enhancing sustainability ought to be apprehended as a holistic approach
that involves the whole product lifecycle of vehicles and propellant, that is, from the
product planning through manufacturing down to recycling.

In fact, there are some approaches targeting an improved fuel composition and
efficiency in order to realize a better emissions balance, while further works target
an optimization of engines in order to reduce fuel consumption. Approaches that
bear most expectations deal with alternative drives. Especially the electric vehicle
is pointing the way for the next years. However, challenges such as high charge
acceptance rate for recharging, regenerative braking and the electric driving range
are to be tackled, to name a few [9]. Thus, interim solutions are provided in the
meantime, for instance hybrid and plug-in hybrid vehicles that combine the abilities
of electric vehicles and combustion engines [10].

Furthermore, there are valuable concepts that consider the vehicle as part of a
superordinate system and therefore take the interaction of the vehicle with its super-
ordinate system (V2X) into account. For example, proposals have been provided to
use the infrastructure for supporting the introduction and operation of electric vehi-
cles, for instance through increasing the density of battery recharging stations, and
through the continuous provisioning of vehicles with electric power based on induc-
tion. Moreover, the grid infrastructure can be involved from an economical point
of view when it comes to managing electrical power for transportation. A use-case
consists of automating the energy supply of electrical vehicles, whereby a car could
purchase or sell energy depending on factors such as the actual electricity price, the
driving profile of the car owners and the expected traffic flow based on predictive
analyses [11]. Such a scenario requires the ability for cars to be connected to different
networks. Conversely, the relevant networks (e.g. electricity grid) have to be adapted
in order to align with those dynamic loads, which increase when the demand is very
high.

To sum up, sustainability includes energy efficiency of vehicles and other trans-
portation systems as well as life preservation of living beings existing in their super-
ordinate system.

In order to consider sustainability to a greater extend during car development, it is
important to align it with the challenges, which the automobile industry is facing. The
main influencing factors that will be considered in this paper to boost sustainability
in automotive are the use of alternative or improved propulsion, the use of driver
assistance systems, the exploitation of the potential of connected vehicle and the
integration of all these concepts afore-mentioned into a holistic approach. Besides,
the consideration of sustainability implications in all processes along the product life
cycle (e.g. operations optimization) will also be considered as influencing factor.
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13.2 Factors Increasing the Complexity in Automobile
Industry

13.2.1 Urbanization

Urbanization calls for concepts for shared mobility, even though individual mobility
will still be necessary. Individual mobility certainly will be required by people who
need strong personalized features or who are not willing to use shared vehicles.

The concept of car sharing is gaining more and more importance and many
research works performed in the industry aims to connect cars with people and
things. Some use cases consist of connecting cars to many people for planning pur-
poses, for instance in case of a collective transport or when it comes to notifying their
availability to a control instance (e.g. booking server). Doing this can help reducing
many individual trips. In fact, many cars carrying only the driver often shares the
same route and remain unused many hours a day, for instance after the driver is at
work. Connecting cars with people can help joining for a lift as well as reducing
individual car ownership, which yields resource saving and contribute therefore to
enhance the sustainability.

In fact, giving up personal cars thanks to car sharing can lead to less cars in cities
and therefore less parking spaces. Thus, no longer required parking surfaces can
become urban green-spaces. Besides, less cars in cities can significantly reduce the
amount of traffic jams, whereby passengers can gain more time to do their preferred
activities.

The above-mentioned calls for newvehicle solutions for car sharing and associated
services, especially Transportation on-demand resp. Transportation-as-a-Service
(TaaS) and Mobility-as-a-Service. Suitable cars for TaaS ought to be conceptualized
and manufactured for a very large customer spectrum. In Analogy to a smartphone
that can be used nowadays even by very small children without having to read user
instructions in advance, a relevant user experience is required as users should get in
and start the journey intuitively. For this purpose, user-centric as well as design-for-
sharing vehicles are needed.

The vehicles ought to be robust and to allow users plugging their personal settings
that might be provided either by a device (for instance smartphone, token) or by an
infrastructure such as a cloud, on which personal identities (IDs) are stored.

To sum up, shared mobility is a valuable approach to tackle the challenges of
urbanization. However, user-centric and design-for-sharing vehicles, which can con-
nect to people as well as to other things (e.g. infrastructure, other cars [12]) are
needed.
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13.2.2 Digitization in the Automotive

An important area that can provide appropriate methods and technology for enhanc-
ing sustainability is Digitalization. The digitalization providesmeans for bridging the
analogue gaps between service providers and customers, but also between industrial
processes, software and hardware. Thus, customers can for instance order, consume
and pay for services using a digital interface [13]. Moreover, the interaction with
consumer products (e.g. vehicles) but also with industrial machines and plant as well
as development and manufacturing processes can be organized much better than in
the past.

An obvious example of digitization in mobility is autonomous driving. Even
though autonomous driving cars, which have been presented so far are still prototypes
and yet not ready for a widespread use, autonomous driving is very promising for the
future. Self-driving cars could take passengers to destination and drive afterwards to
the next ones who have request transportation service. Such cars could autonomously
book a free parking surface, get there and park and therefore free the passengers from
long searching of parking surfaces, which can be tedious in a big city.

Autonomous driving offers new possibilities to passengers as the control is dele-
gated to the car. Thus, passengers could lay in the car during a journey, read books,
perform some office tasks or relax. Besides, autonomous driving will increase social
mobility by giving seniors, injured-peoples and handicapped peoples the opportunity
to move autonomously.

This calls for new design concepts, especially regarding vehicle architecture, body
and interior. Due to the fact that no combustion engine will be in use, the front of cars
can be shortened, paving the way for new designs. Therefore, more space is available
and can be used to enlarge the car interior. Doing this provides additional space for
introducing more features than nowadays, for instance large displays for surfing the
internet or watching movies during the journey. This can reduce the stress that often
is associated with driving in dozen of big cities world-wide.

On the other side, the new user experience (for instance laying and relaxing in
a driving car, performing office tasks, etc.) requests new and appropriate safety and
security concepts.

From an operation point of view, one of the main enablers for product digitization
in the automotive are self-driving systems, also known as automated driving systems
(ADS), which enable autonomous driving. ADS include many individual packages,
which interact together in order to identify and avoid obstacles, to steer the car, to
communicate, and so on. In fact, ADS help realizing the functions, which in case
of classical cars are performed by a driver, as well as additional functions. Thus,
ADS manage self-driving ability of cars (perception, decision and control as well
as navigation planning and vehicle manipulation). All components that contribute to
autonomous driving build anADS together. Examples are assistance systems, sensors
and actuators, cameras, connectivity devices, artificial intelligence, electronic control
units and supporting services such as safety (including redundancy) and IT-security,
to name a few [14].
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13.2.2.1 Safety and Driver Assistance

Driver assistance systems (DAS) are enablers for autonomous driving and thus a key
factor for implementing sustainable mobility goals. Therefore, they are gaining more
and more importance in new vehicles. DAS can help avoiding critical situations or
support drivers who already has got in these situations [15]. Moreover, they help
increasing the driving comfort and support also autonomous tasks such as parking
and driving. There are different types of driver assistance systems, from autonomous
systems that provide information only to other internal car components over assis-
tance systems that provide information to telematics services up to assistance systems
communicating with the infrastructure [16].

Principally, driver assistance systems can focus on vehicle driving performance
and behaviour, driver behaviour [17], input from external sources (e.g. traffic light
information [18], digital terrain-information or satellite information) or on a combi-
nation of previous factors for decision making [19].

The driver remains the focal point of the vehicle system and therefore it is impor-
tant to ascertain that s/he is able to command the vehicle at all time. Thus, driver
behaviour such as fatigue can be tracked through assessment of facial features such as
eyemovement or alternatively by head pose estimation. Especially fatigue estimation
points out the challenge of driver assistance systems to recognize in which situation
a given decision should be taken. Head pose variations, changes due to illumination
variations, hard shadow and occlusion are only a few amongst the parameter to be
tracked. Moreover, the accuracy and robustness of a head pose estimation system
against individual settings is to be ensured [20].

One of the pre-requisites for driver assistance systems to be adequately used
in a vehicle is the real-time communication with other components such as the
ECU (Electronic Control Unit) and the available bandwidth for signal transmission.
Although automotive Ethernet is bearing a very high potential to help tackling this
challenge, consequences regarding energy efficiency may arise depending on its
implementations. Thus, to reach an optimized energy efficiency, it may be necessary
to combine multiple approaches since each energy saving is relevant [21].

Furthermore, integrating driver assistance systems of different vendors in the
vehicle requires standard protocols and interfaces, which for instance are taken into
account by ADASIS-Standard [22].

Driver assistance systems (e.g. adaptive cruise control) can help reach a better fuel
efficiency, which is a goal of sustainable mobility. Furthermore, they can save live
through look ahead functions and therefore increase transport safety. However, the
adequate recognition and assessment of the driving situation even when sensor data
is not completely reliable [23] remains a challenge to be tackled by driver assistance
systems. Especiallywhen it comes to taking control of the vehicle or returning control
to the driver, decision-making is crucial. In this context, controversial discussions
are being held regarding the responsibility in case of accidents.

To sum up, a combination of driver assistance systems with relevant sensors,
actuators, cameras as well as connectivity devices are essential in order to increase
safety [24] and therefore to enhance sustainability.
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Furthermore, driver assistance systems can help tackling the challenge of energy
efficiency by improving driving style, which as is known led to a reduced consump-
tion of fuel resp. battery power. For instance, acceleration as well as braking actions
can be supported by speed regulating systems or by an intelligent speed adoption. The
ability of cars to communicate with the infrastructure as well as with other road users
serves as basis to realize the function afore-mentioned. Further advantages of driver
assistance systems can help also achieving significant results in the development of
autonomous driving vehicles [25, 26].

13.2.2.2 Connected Car

As mentioned above, Sustainability can be enhanced through resource saving by
enabling car communication in order to align resource planning and consumption.
For instance, a Vehicle-to-Infrastructure communication provides the ability to send-
ing requests regarding the repartition of recharging stations along the planned route
as well as the ability to communicate with these stations. Therefore, the route can be
continuously analysed and updated depending for instance on the maximum reach-
able distance of a car, the battery status, the operability of the relevant charging
stations and so on.

These needs for connectivity calls for solutions for connecting cars not only with
the infrastructure, but also with all actors of the ecosystem they are running in.
Therefore, Vehicle-to-X (e.g. car-to-car connection, car connection to other trans-
portation systems such as tramway, car to Business connection, car-to-service and
other necessary connections) have the potential to contribute to more Sustainability.

The applications of connected vehicles can be divided in the categories hard
safety, soft safety,mobility and convenience [27]. Hard safety applications are critical
and are destined to avoid accidents or reduce their consequences. This bears high
requirement from the involved communication systems and infrastructure.

Soft safety systems are destined to increase safety by informing drivers about driv-
ing conditions that require care (e.g. icy roads), but no immediate action is required
from the driver.

The main goal of mobility vehicle applications consists of facilitating the traffic
flow,which can be realized for instancewith traffic information service or navigation.

Vehicle convenience applications focus on enjoying the time spent on-board vehi-
cles as well as driving comfort by providing additional services to customers, espe-
cially when using an autonomous driving vehicle. Among others, video gaming and
web browsing can be provided to passengers for enjoying the trip [27].

In fact, Car-to-X facilities enable vehicles to send broadcast messages to other
vehicles that are located in their communication range. Thus, vehicles can use that
information in order to capture the behaviour (e.g. velocity, position, emergency
electronic brake light messages, etc.) of neighbour vehicles and therefore avoid
collisions. Besides, vehicle-to-vehicle communication can be realized with multi-
hop message dissemination, whereby information sent by an arbitrary vehicle are
relayed to further vehicles located in their own communication range. Assuming a
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very low number of hops, V2V multihop [28] message dissemination can be applied
for hard safety applications, however, it is suitable for soft safety applications too. An
important challenge in this case remains managing the performance especially when
a high number of vehicles are involved and thus produce an important information
overhead.

Another communication approach consists of forwarding themessages of sending
vehicles to an infrastructure dissemination server or to an infrastructure application
server that in turn would disseminate the information to neighbour vehicles [27].

In fact, many technologies are suitable for realizing vehicle communication.
Depending among others on the type of application and the performance required,
short-range radios including Bluetooth, WiFi, and dedicated short-range communi-
cations (DSRC) can be appropriate, but also Long-range radios including cellular
networks, satellite services, and digital radio broadcast networks [27].

The V2V local communication as well as the I2V local broadcast can be imple-
mented with short-range radio receivers. Additionally, I2V can be realized with
cellular, satellite, or digital radio broadcast services in order to increase the range of
reachable vehicles [27].

Many vendors are proposing solutions for connecting cars to other systems; how-
ever, most available systems are proprietary and not open for communication with
systems of competitors. The car 2 car communication consortium has been created
in order to pave the way for open cooperative and intelligent systems that support
vehicle-to-vehicle as well as vehicle-to-infrastructure communication [Car2Car].
Based on that, driver assistance systems of a specific vendor could easily request
information for instance from navigation systems of other vendors and combine that
with inputs from the infrastructure (other provider or vendor) in order to control
vehicle behaviour.

To sum up, vehicle networking impacts sustainability since it can help avoid-
ing accidents with collision detection and avoidance mechanisms. Vehicle network-
ing can help reducing congestion through traffic regulation and help improving the
environmental impact (carbon footprint) of vehicles [29, 30] for instance through
optimized routes and eco-friendly driving behaviour.

13.2.2.3 Security

The openness of vehicle architectures in order to integrate different components
such as driver assistance systems as well as the car connectivity bear the risk of
vehicles being hacked or manipulated (e.g. replacement of original components with
counterfeits) by non-authorized persons. Therefore, the protection of vehicle systems
requires holistic approaches that consider all relevant factors.

In fact, individuals, criminal organizations, government agencies aswell as foreign
governments can perform security and privacy attacks on connected vehicles, damage
them and therefore lever their contribution to sustainability.

Attacks can consist of manipulating the driving parameters such as velocity
through compromising of components (e.g. Electronic Control Unit, input values
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to CAN-Bus), but also manipulating the display as well as vehicle behaviour such as
steering direction. Besides, attacks can be performed in real time in order to take con-
trol of vehicles. Furthermore, attacks can focus on a system breakdown or at least on
a considerable degradation of system performance (e.g. a denial-of-service-attack,
which is well known in conventional computer networks).

Apart from attacks that consist of influencing another vehicles and their passen-
gers, privacy attacks are an important threat, for instance, a vehicle could act with
the credential of another one and therefore create damages that could be assigned to
innocents. For instance, a vehicle could make the so-called Sybil attack that consists
of sending fake messages to other vehicles in order to let them behave as if there
were more vehicles involved in the traffic than they actually are [27].

Further privacy attacks can consist of injecting spyware or physical components
in order to collect driver related information without any permission. Not only the
connection with internet, but also the mobile devices of passengers as well as the
services and in-vehiclewireless devices they are using can provide an opened door for
attacks. An example of a personal information is the movement profile that provides
enough information to observe people illegally.

In order to enforce the security of mobility systems within a large vehicle net-
work, it is important to implement a reliable authentication system using for instance
signatures, digital certificates and a Private Key Infrastructure (PKI). Besides, iden-
tifying misbehaving vehicles and their revocation can help preventing major harms,
especially in the cases when a very huge amount of vehicles would have been manip-
ulated [27]. Data being exchanged can be checked regarding integrity, but it remains
important to ensure data confidentiality [31]. Thus, cryptography can be used for
protecting connections and integrated components [32].

13.3 Systems Engineering

The integration of the technologies, which have been mentioned above in order to
tackle the challenges of the automobile industry and enhance sustainability will lead
to an increase of complexity (e.g. functions, components, interfaces for communi-
cation with infrastructure and other vehicles, etc.). Some mechanical components
that are available in vehicles nowadays will have to evolve to smart parts that will be
necessary for implementing intelligent and dynamic vehicle behavior. Introducing
new technologies, for instance regarding networked vehicles, is an additional factor
of complexity since it bears also the risks mentioned above. There are some more
examples that could be used for pointing out why and how the vehicles are getting
more and more complex. Therefore, complexity management is a key factor for the
development of future, sustainable vehicles.

In contrast, the development processes in most enterprises are not yet adapted to
this new challenge. The development often is strongly driven by mechanics. Many
companies are breaking down the work packages into different categories according
to the engineering disciplines involved in the product development: mechanical,
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electric/electronics and software. Unfortunately, the communication between the
different disciplines is error-prone as there is no common language for all disciplines
in order to understand the virtual product. The use of SysML that can help tackling
this issue by providing a common understanding of models, is rare [33]. This is
exacerbated with the fact that different product models with different representations
as well as semantics are used by the authoring disciplines (e.g., design, simulation)
[34].

The dependencies between partial product models (e.g., geometrical model) are
often not automatically tracked, analyzed or used, for instance, for model update
purposes or for spontaneous investigations as well as decision making. Thus, in
many cases, components and sections are not fitting with connecting elements [33].
A considerable effort is needed each time an overview of the whole vehicle product
(including all partial models) is needed, for instance, for releasing or for prototype
building. However, in order to obtain an efficient collaborative work, not only consis-
tent data is relevant, but also processes, methods and tools as well as the organization
are to be aligned [33].

A further drawback of conventionalwork breakdown is themissing of a systematic
and well-organized knowledge management. Often, the knowledge is not gathered,
formalized and represented for intelligent use,which can improve collaborativework.
Thus, information related to products is kept in a large number of documents (see
Fig. 13.2) and databases. Sometimes, the knowledge about the dependencies and the
latest works is known only by few people. Therefore, it becomes very tedious to
realize appropriate workflows for an automatic control of the product development,
for instance, when the impact of a requirement should be quickly traced for decision
making [33].

Fig. 13.2 Model-based-systems engineering [43]
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This calls for approaches regarding an efficient way of working, out of which the
company organization, processes and Product Lifecycle Management-Architecture
(PLM) to be derived.

Considering the fact that vehicles nowadays are to be apprehended as a system of
systems and therefore the evidence of the role that systems thinking [35–37] should
play in the product development, Systems Engineering (SE) is an adequate approach
as it emphasizes system thinking. SE as a complexity management approach [38,
39] is also appropriate in regard of the higher complexity to be expected from the
vehicles that should enhance sustainability in the future [33]. In order not to blast
the length of this chapter, reference is made to valuable scientific articles to Systems
Engineering [11, 33, 37, 40–42].

Although SE provides a toolbox that can improve the development, manufactur-
ing, distribution, use and disposal of future transport systems, not only the application
of Systems Engineering is sufficient to reach the objectives of sustainable mobility.

Instead, multidisciplinary work is needed within but also across enterprises with
the social, economic and also the public sectors. Thus, Systems Engineering for
SustainableMobility consists of integrating all these systems into a global model and
to understand their interrelationships in order to design appropriate solutions with a
focus on the entire product lifecycle. That is, from the first product idea through the
development, manufacturing, maintenance and down to disassembly and recycling.

13.4 Proposals to Link Systems Engineering
to Sustainability

Sustainability consists of considering social, environmental and economic implica-
tions in company’s strategies, processes and operations. It is related to the global
word, which entails several systems (e.g., ecological) that are inter-related, calling
therefore for Systems Thinking that is a pillar of Systems Engineering. The methods
of Systems Engineering can be applied to model the systems aforementioned as well
as their relations.

As defined in source [33], developing products according to systems engineering
includes the management of requirements, which are the inputs for the elaboration
of a functional model. The systems model, which is an architectural and behavior
model, is elaborated based on the functional model. Thus, sustainability is to be
taken into account by elaborating relevant requirements, which should be regarded
as having equivalent worth to functional requirements.

Systems engineering enables the traceability of product requirements down to the
single components and helps track the dependencies between the different product
parameters. This ability is taken into account often when it comes to knowing for
instance, which impact the modification of a specific requirement would have on
further factors such as the product quality or product price. Thus, one further approach
to consider sustainability when applying systems engineering consists of aligning
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the classical product models with social, environmental and economic models (see
Fig. 13.3). Doing so, the impact of modifications on one single system model (e.g.
ecological) canbepredicted and the appropriatemeasures canbe takenduringproduct
development.

However, it is necessary to identify the artifacts of social, environmental and
economic models, which are appropriate to be considered in the frame of systems
engineering. It is also necessary to identify the level of granularity of those models
because several level of details can be considered when it comes to realizing an envi-
ronmental model. Furthermore, appropriate methods for simulating the interactions
of the different models represented on Fig. 13.3 are needed in order to be able to
predict the impact of product properties on sustainability and vice versa.
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from Fig. 13.2
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The objective of product development should be to anticipate in order to avoid
later conflicts related to sustainability. Thus, findings that have been gain through
simulation or impact analyses are to be formalized and reused during product
development.

Applying Systems Engineering for sustainable mobility challenges consists also
of enhancing standard SE-processes according to sustainability requirements, visions
and goals, all considered under long-term prospects. From a point of view of the
automotive, Design-to-Sustainability and Manufacture-to-Sustainability are to be
realized and emphasized as they are able to impact development processes as well
as sustainability to a great extent. For instance, design decisions can impact the
manufacturing costs up to 80% [44, 45].

Base on the phases of the product lifecycle (see Fig. 13.4), some processes that
can help enhancing sustainability are identified:

• Product development phase: Design of product functions, embodiment design,
model-based development

• Production planning and production phases: Industry 4.0 processes
• Distribution phase: Logistic processes.

In order to provide a framework in which Systems Engineering should be aligned
with sustainability in companies, cross-sectional processes such as project manage-
ment, risk analysis and decision-making processes are considered.

In following section, proposals aremade howSystems Engineering can be aligned
to sustainability when it comes to perform the processes, which have been identified
and mentioned above.
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13.4.1 Linking Functional Development to Sustainability

In practice, functional development is not performed explicitly in many companies.
Even when a functional model is considered as a full phase of Systems Engineering,
the focus is mostly on representing the function structure in order to identify solu-
tions to some individual functions. Instead, functional design should be in line with
Sustainability in order to affect the subsequent phases of product development such
as logical design, detail design, verification and validation.

Implementing this consists of creating supporting functions that enhance the con-
ventional functionalmodelwith parameters related to durability, re-use and recycling,
among others.

Furthermore, the relationships between sustainability-oriented requirements and
the functional model are to be managed, therefore first sustainability assessments
should be performed with the functional and the logical model of vehicles. Doing
so can help comparing different vehicle alternatives and adjusting functional models
very early in order to avoid the costs of later changes. Besides, taking sustainability
related requirements into account during functional design may provide a very inter-
esting input for the elaboration of the subsequent systems models that impacts the
product development in single disciplines.

13.4.2 Design to Sustainability

From the point of view of design, many aspects can be considered when it comes to
aligning to sustainable mobility goals. First of all, the product characteristics (e.g.
design [47]) as well as the process perspectives are to be distinguished, even though
the company vision can impact the thinking of the staff and therefore is of great
importance.

In fact, a code of ethic regarding sustainable development is to be adopted in order
to orientate the work of engineers for enhancing sustainability. Such a code has been
defined by the American Society of Civil Engineers (ASCE) [8].

One of the initial points where to impact sustainability is the vehicle architecture.
In fact, the power supply and materials as well as the joining technologies that are
chosen as well as the related services are of great importance.

A sustainable vehicle architecture can be achieved by integrating clean or greener
energy sources in vehicles and transport systems in order to reduce the environmental
impact. Besides, the energy factor ought to be considered not only regarding the end
product, but its creation also. Thus, using renewable energies in the product creation
processes is a logical consequence.

In fact, recycled and recyclable materials as well as sustainably-produced mate-
rials are to be used for components design and in case of existing products, some
components can be replacedwithmaterials that help obtaining a better environmental
balance. The focus regarding sustainability is to be set not only on the material to be
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used for creating components, but also on the entire material lifecycle. Furthermore,
not only environmental compatibility but also the impact of products on the users’
health is to be highlighted. Thus, materials that are non-toxic for the humans, but
also for other living actors of the ecosystem are more appropriate in order to realize
a more sustainable product.

On the other hand, the processes related to product creation as well as associated
services have to take the goals of sustainable mobility into account. For instance,
the design department can apply a modular design methodology in order to ease
the replacement of single components instead of the replacement of whole modules
containing many components, when a function is impaired. Doing so can help also
remanufacturing products in order to reach more sustainability.

Beside design for re-use is to be applied for instance through standardization of
components, whereby parts are used in different product lines. This can provide not
only an economical advantage but also an environmental one since in case a product
of a specific line (e.g. car) is damaged, the probability to re-use the most of its parts
in several other products is high.

Furthermore, the design methodology has to take processes such as disassem-
bly and recycling into account. For this purpose, the tools and methods to be used
during product disassembly are to be considered in the product development phase
(design-to-recycling). For instance, when creating assemblies for a product, a joining
technology can be chosen according to the targeted disassembly process. Besides,
precise and efficient installation investigations are to be performed in order to support
and ease the disassembly process. Taking disassembly into account can be realized
also by assessing the energy consumption and by implementing rules for energy
saving.

Generally, all types of information related to the disassembly process of products
should be of equal value to functional requirements. Thus, that information is to
be gathered, formalized and provided to the requirement model, the functional and
the systems model. According to the RFLP-process [33] for mechatronics product
creation, the system model should pilot the engineering disciplines (e.g. mechanical
design, Electric/Electronics, Software).

In the case of mechanical design, the outputs of the systems model can lead to
creating geometrical guidance to be provided to designers. This guidance can be real-
ized as CAD templates or CAD macros [48]. Thus, providing guidance to mechan-
ical designers can enforce the observance of sustainability-based specifications and
therefore improve process quality.

A further design methodology for enhancing sustainability consists of aligning
component modularization not only with manufacturing processes but also with
disposal. Thus, products can be organized in small entities, which are made by parts
that have the same material. Therefore, these small entities can be recycled together
without having to be decomposes down to the single constituent.

From a general point of view, development and manufacturing processes are to be
designed to reduce waste that is generated during product creation, but also during
product usage. Waste can consist of emissions but also of material.
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A further approach to enhance sustainability consists of customizing or re-
designing existing products in order to prevent emissions from accessing the atmo-
sphere. For instance, appropriate diesel filters can be used to process gas emission. In
the case of factories, emissions can be reduced following the same principle (waste
filtering) for gaseous waste or liquids waste substances. In the case material waste is
being produced during manufacturing, solutions are to be investigated for re-using
it as raw material for new products, even though recycling might be necessary for
certain cases.

13.4.3 Linking Decision and Risk Analysis to Sustainability

Although sustainability can be identified as corporate objective, there are still obsta-
cles when it comes to implementing its concepts in daily work. Therefore, the ques-
tion of how to start and in which company areas to start are often raised. In fact,
aligning product creation to sustainability is in most cases a change that should
be considered as such. First of all, a sustainability strategy is to be defined, which
considers sustainability as a full part of company culture, loss aversion of the staff,
safeguards to ensure the transparency and accountability of the decision-making
processes and the commitment of all disciplines. For this purpose, guidance for
sustainable decision making is to be provided along the product life cycle.

The elaboration and publication of a sustainability road-map is a key factor to ease
the communication. Based on such a road-map, suitable sustainability metrics are to
be defined andmonitored,whereby the environmental, societal and economic impacts
of products and processes are tracked. This procedure is necessary as decisions
related to sustainability can be subject to biases, due to the complexity of all systems
involved. According to several studies, biases influence most of human decisions
[49, 50]. Since it is about a multi criteria decision making (MCDM) process, it
is important to ensure that the values of the company are more privileged against
personal conviction, assumptions and values. Especially, it is important to highlight
the fact that long-term-benefits are to be traded-off with short-term benefits in a
context of values that have been elaborated and shared within the company.

The decision and risk analysis needs a shift of focus from solely the economical
perspective to a sustainable one. The social and environmental implications of the
decisions made by employees are to be highlighted in order to emphasize individ-
ual responsibility. However, these measures are to be accompanied with employee
empowerment as well as methods and tools for helping analyzing and visualizing
the consequences of decisions (e.g. design decisions) thoroughly [51]. For instance,
when a program manager decides to apply new technologies such as hydrogen fuel
cell or alternative materials in vehicle lines, the impact of these changes is to be mea-
sured not only regarding the final product (e.g. a car) or service (e.g. car sharing),
but along the whole lifecycle that includes logistics, manufacturing processes and
product usage, to name a few.
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Although the approach of providing tailored tools that help linking decision mak-
ing with sustainability might seem to be complex, solutions can be developed and
provided for communities. Community members and relevant stakeholders can be
given the opportunity to continuously feed a community database or tool, which
helps to assess sustainability. Moreover, secondary decision impacts that might not
be seen at first glance are to be determined during product creation and the associated
risks to be assessed (e.g. with state-of-the-art sustainability supporting tools).

Although sustainability metrics have been provided by different research work
[52], enhancing sustainability remains a quite complex challenge as many local and
global systems and stake holders are involved, the responsibilities sometimes are
overlapping and the interrelationships difficult to master.

Decision making however, is not limited to development processes but takes also
the product behavior into account. More and more, mobility systems are given the
ability to make decision autonomously. This is the case for driverless cars that are
not equipped with steering wheel and pedals, but can decide autonomously how to
behave depending on a real-time situation. This ability (in fact artificial intelligence)
is realizable in the manufacturing with self-organizing systems capable to make
decisions [53–55]. These characteristics offer an interesting opportunity to meet
sustainability goals (e.g. energy efficiency through intelligent decision-making), but
much more, safety and security are crucial.

Especially in the era of self-optimizing and self-driving systems, the impact of
wrong decisions on the market can be disastrous, especially when the behavior of
products is not compliant with general expectations of customers. For instance, the
safety and security algorithms to be involved in autonomous cars are subjects of
very controversial discussions as it is not clear for the moment whether such a car
should prioritize some lives (e.g. children’s lives) at the expense of other lives in case
of emergency. This ethical dilemma emphasizes the need to strive for community
consensus and to integrate global, political and socio-economic aspectswhen it comes
to making decision for a sustainable mobility.

In order to broadening the linking of decision-making and risk analysis with
sustainability, a very interesting point where to start are curriculums. Students should
get acquainted with multi-objective decisions making as well as risk management
considering primary and secondary impacts on society, environment and economy.
Sustainability is to be considered in degree programs in order to impart the advantages
that can be provided by innovative technologies such as Internet of Things (IoT) [56]
or Additive Manufacturing [57, 58] for enhancing sustainability. Besides the roles
of concepts such as design-to-sustainability and production-to-sustainability among
others, are to be emphasized.

Taking not only economical criterions but also the social and public sectors into
account increases the process complexity during product creation and therefore the
project management. Thus, new concepts for engaging stakeholders and therefore
new processes and methods that enable an interaction with relevant institutions are
required. The staff and the stakeholders ought to share sustainable goals. Nowadays
it is unavoidable for engineers to understand sustainability issues and subsequently,
to make suitable decisions.
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The aforementioned requirements emphasize the very high complexity that char-
acterizes the development of mechatronics products. That is where systems engi-
neering comes into play, as approach for mastering complexity.

13.4.4 Linking Project Management to Sustainability

Managing projects in the context of sustainable mobility cannot be focused only on
technical aspects of products and services, such as the implementation of required
functions. More and more, customers are interested in the social and environmental
impact of products and services and consumer associations provide benchmarks that
present sustainability tests and winner companies. For instance, using carcinogenic
materials is an important reason from a customer point of view for not buying a
product.

Therefore, the focus of engineering management has to be redefined in order to
satisfy all stakeholders, that is, also social and environmental interest groups. Project
leaders have to be aware of their global responsibility in order to consider not only
the legal, but also the ethical issues that are related to their products and to the
services related to those products. For this purpose, project management is to be
geared towards sustainability.

Especially, project leaders ought to align their projects to the company sustainabil-
ity goals and ensure that sustainability metrics are in range. For this purpose, conven-
tional project objectives are to be enhanced with sustainability related expectations.
In order to reach that objective, project leaders can be supported by sustainability
representatives. Later can additionally perform internal audits in order to monitor
the metrics of single projects and report the results to the management in order to
get the company-wide status tracked. Based on such inputs, the management is able
to review the global metrics continuously and therefore react early in order to get
sustainability targets reached. For instance, measures can be taken early to ensure
that requirements for specific certifications will remain fulfilled.

13.4.5 Model-Based Enterprise for Sustainability

Aligning the strategy and therefore the processes of a single company to sustainability
goals is not sufficient to ensure that an equipment such as a vehicle has been produced
to sustainability. In fact, companies and teams that are geographically distributed
around the globe are involved in car creation. Besides those involved development
teams belong to OEMs as well as to suppliers and are assigned with different tasks.

Moreover, the different companies involved use software tools of different ven-
dors, which often make use of proprietary formats and therefore complicate an infor-
mation exchange with each other. Thus, communicating the design intent from the
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product development to downstream processes such as manufacturing is character-
ized by information gaps. 2D-drawings, which are a very limited representation of
the technical product documentation, are often used for communication. Even though
3D product data is exchanged, important information often is missing because it is
available in company internal databases or documents. This leads to misunderstand-
ings that can cause not only errors and subsequently manufacturing rework, but also
wrong decisions from a sustainability point of view.

Eliminating errors that can lead tomaterial wastage and providing all stakeholders
with necessary up-to-date information in order to optimize processes, lead times and
decision making are a sustainability matter.

Model-Based-Definition (MBD) is an approach to tackle that issue as it is a prod-
uct model that provides relevant data sets (e.g. geometrical information, Product
Manufacturing Information—PMI) [59] and that can be shared across companies in
order to support downstream processes. Thus, information related to sustainability
can be federated to MBD-models in order to reduce system-specific interfaces and
to improve the interoperability of systems related to sustainability throughout the
entire product lifecycle (see Fig. 13.5). In the praxis, not only one sustainability tool
would suffice for elaborating and implementing a sustainability strategy. Instead, a
sequence of tools that share information even across company boarders is required.

For this purpose, a standard model for sustainability information related to parts
and assemblies as well as methods for creating, reading, updating, deleting and
representing model information are needed.

The principle of MBD consists of providing a single source of truth for all parties
involved in the product lifecycle. The advantages consist among others of improv-
ing collaboration and avoiding errors. Thus, feedbacks from manufacturing can be
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Fig. 13.5 Enhancing a MBD-model provided by [60] with sustainability related data sets
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considered immediately in the product development, for instance to perform improve-
ments related to sustainability.

In order to take the benefits of MBD along the value-added chain, a collaborative
environment is needed, which helps bridging organizational and functional barriers
as well as the obstacles due to proprietary formats. This is where Model-Based
Enterprise (MBE) comes into play.

Since MBE helps following the processes from design concept through manu-
facturing down to disposal, it represents an interesting enabler for sustainability. In
fact, MBE can help determining the impact of design decisions (e.g. material choice,
vehicle architecture) throughout the product lifecycle. Based on this, real societal,
environmental and economic implications can be tracked. These implications are to
be considered during the creation of next products in order to ensure that created
designs are aligned with sustainability requirements.

13.4.6 Industry 4.0 for Sustainability

One of the well-known principles of SE is Model-Based-Systems Engineering
(MBSE) that consists of creating and usingmodels representing specific perspectives
of the virtual product (partial models) instead of using documents (see Fig. 13.2).

In fact, product models can be combined with process models and factory models
in order to optimize all processes related to the product lifecycle [61]. This offers a
basis for monitoring and enhancing sustainability since the information provided by
created models can be used to improve manufacturing in general (e.g. material flow,
lead time, equipment layout) and from a sustainability point of view (e.g. improve
safety and operations, predict wastes) [62].

Moreover, MBSE is an interesting basis for Industry 4.0. Industry 4.0 consists
of realizing a self-organizing manufacturing in which people, plants, machine tools
and logistic systems can communicate and interact autonomously. For this purpose, a
horizontal integration (cross-companyoriented) is combinewith a vertical integration
(oriented to the digital factory) along the product lifecycle [63, 64].

According to Industry 4.0, the process model can interact with models of the
equipment in order to define manufacturing sequence and therefore select appropri-
ate machine tools for a specific product variant. On the other hand, the models of the
equipment (e.g. machine tools of the shop floor) can interact with the product model
in order to optimize the processing of a work piece. This ability to support manu-
facturing with a high level of variance, adaptive machining and self-organization as
well as self-optimization are enablers for sustainability. The distance travelled by
production workers, lead time and costs as well as waste can be reduced, contribut-
ing thereby for resources’ saving. Besides, sustainable decisions can be dictated by
software during product creation.

Furthermore, the digital twins [65] of the manufacturing equipment can be fed-
erated with data analytics models, whereby a connection with the Internet of Things
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(IoT) helps collecting relevant data and performing real time analysis in order to sup-
port predictive analyses, process monitoring and control [66, 67]. Self-optimization
can be realized by considering artificial intelligence (e.g. neural networks [68]) in
the set up.

Thus, based on prediction, tools can be ordered at the right time to avoid delays
in the production. Moreover, product quality can be ensured by real-time analysis
of tool-related data, identification of defective tools and dictating tool replacement
before performing scheduled manufacturing operations. Doing so helps reducing
defective parts, which in many cases represent a material waste. Additionally, the
set-up time of machine tools can generally be optimized and their associated data
(operating related data, disassembly related data, energy saving data, communication
with other systems) can be used to improve sustainability.

Industry 4.0 offers the ability to configure a flexible manufacturing that is in each
case adapted to deliver an optimal result regarding product quality and sustainabil-
ity as well as cost of ownership. Thus Industry 4.0 provides the pre-requisites for
delivering new services using software agents, whereby value can be delivered with
minimal resources [69]. For instance, features can be added to manufacturing sys-
tems and process optimization can be realized without the intervention of experts
who would tie up resources.

In conclusion, in contrary to the past decades when the focus of manufactur-
ing was set on productivity, manufacturing has evolved in many places to a disci-
pline that emphasizes sustainability. Ensuring the safety of the staff, the separation
as well as the reduction of wastes, converting waste into secondary products, the
use of local materials as well as enhancing energy efficiency are just some princi-
ples of manufacturing-for-sustainability [70]. Through the realization of intelligent,
self-organizing and high-automated manufacturing systems, Industry 4.0 is to be
considered as an enabler for sustainability [71].

13.4.7 Logistics and Supply Chain for Sustainability

The organization and the processes of the conventional logistics can be modified in
order to reduce emissions and therefore enhance sustainability. In fact, the product
creation, especially in the automotive is characterized by networks of companies that
perform the design and the manufacturing on different sites and continents. Com-
ponents also are manufactured on several international sites and modules as well as
whole vehicles are assembled and distributed around the world. Thus the manufac-
turing and distribution of the components involve many hundreds of trucks, which
drive hundreds of thousands kilometers for distribution. Furthermore, the material
waste and the emissions that arise from all the participating industrial processes are
to be considered when it comes to enhance sustainability.

A solution approach consists of creating intelligent logistic models in order to
optimize the travelling distance between involved factories (e.g. part supplier to
module supplier, module-supplier to OEM). For this purpose, a connectivity to a
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cloud of services paves the way to functions for controlling and monitoring logistic
processes, navigation to destination points. Additional advantages are function for
regulating energy efficiency of involved systems as well as for ensuring safety of
transported goods and safety of the surrounding environment.

The concept of manufacture-it-yourself is a very interesting approach to reduce
the pollution and the material waste aforementioned as well as further negative envi-
ronment impacts.

In fact, additive manufacturing is a process in which physical parts are created
directly fromCAD data and without the use of tools. Material layers are joined under
computer control in order to create physical components [57, 58]. Even though sup-
port structures are created during the component creation process, additive manufac-
turing bears a high potential for savings as geometrical models can be manufactured
without material surcharge that often is necessary in order to ensure manufacturabil-
ity by conventional tools (see Fig. 13.6).

Therefore, designers are provided with the freedom to create load-optimized,
multifunctional and topology-optimized components. That is, design can be focused
on the needed functions, safety and stiffness instead of taking limitations of classic
manufacturing processes into account.

A further advantage of additive manufacturing regarding sustainability is the sav-
ing ofmachine tools including the inputs and the energy they need.Besides theweight
reduction of components and the possibility to use visionary solutions, which surely
would have been unconceivable with traditional approaches are valuable advantages.

Fig. 13.6 Material saving with additive manufacturing
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Fig. 13.7 EDAG Light Cocoon [EDAG]

An example illustrating this advantage is the EDAG Light Cocoon (see Fig. 13.7)
that is an ultra-light vehicle concept developed at EDAG. The concept has been
oriented to the approach that structures with a basic design inspired by nature are
more stable and weigh less. Therefore, bionic principles have been applied in order
to create a vehicle structure in analogy to leaves and bats’ wings, which is efficient
and waste-optimized.

In fact, the car body is not a closed surface. It is covered by a durable, weather-
resistant cloth that enhances sustainability through weight reduction. Furthermore,
neither paintwork nor costly repairs in case of damages are necessary. The per-
sonalization can be achieved using LED-lights that can provide different colors to
EDAG-Light Cocoon instead of ordering additional accessories.

Although less material has been used compared to the conventional approach,
all requirements regarding structurally relevant components are met. This can be
considered as a proof that on one hand, bionic design can be successfully applied for
vehicle structure and on the other hand, additive manufacturing is a real sustainable
solution for the automotive.

The additive manufacturing provides a very interesting approach to optimize the
supply chain from a sustainability point of view when using the manufacture-it-
yourself principle. This approach consists of providing 3D-models to customers
instead of hardware. For this to be possible, the design of products has to be rethought
in order to allow even non-skill persons to use 3D-models for manufacturing and
assembling the products they have bought.

Doing so brings not only the advantages related to sustainability, but can provide
also a much stronger commitment of customers to the companies and to the products
they have manufactured themselves.

Furthermore, additive manufacturing provides the potential of improving the
logistic with industrial manufacturing centers located near module manufacturers
and OEMs, in which components and products can be assembled. Thus, suppliers
will send their models to module manufacturers or directly to OEM, who will use
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the capacity of those manufacturing centers in order to get their products manufac-
tured by 3D-printers. Doing so helps shortening the transportation of parts around
the world and therefore enhancing sustainability.

An adapted approach of manufacture-it-yourself-paradigm consists of involving
local manufacturing stores (makers hubs) in order to manufacture products out of
complex 3D-models and provide therefore support for private customers, who would
not like to afford or operate 3D printers at home. This approach can reduce the
number of home 3D printers, contributing therefore to resource saving and thus to
sustainability.

At the same time, it cannot be denied that sending 3D models to customers or
eventually to competitors bears the risk of piracy or intellectual property being theft.
However, analyzing this challengewould go beyond the scope of this chapter. Instead,
we refer to appropriate literature for intellectual property protection [59], especially
in the case of additive manufacturing [72].

To sum up, additive manufacturing can be apprehended as a promising sustain-
ability strategy that can certainly be expected to gain momentum in coming years.

Moreover, SE for sustainability opens new ways for engineering collaboration
and trans-disciplinary engineering to develop new products (e.g. vehicles), new ser-
vices or integral mobility concepts. However, an integrated process definition and
implementation is needed for development activities starting from product design
to the manufacturing. The adjustment between product design and quality assur-
ance is required also. The processes afore-mentioned are necessary not only within
a company, but also beyond companies borders.

13.5 Holistic Life Cycle Assessment as Essential Part
of Systems Engineering

Life Cycle Assessment (LCA) is an approach for systematic analysis of the impacts
that are related with all phases of the life cycle of a specific product or service.
Thus, not only the product development phase is considered, but also the origin and
development of rawmaterial, the production and following stages up to disposal [73,
74].

An LCA encompasses a goal and scope definition, an inventory that delivers a
matching of inputs (e.g. energy, material) and outputs (e.g. waste, emissions) for
the lifecycle, and an assessment [73, 74]. The inventory consists of identifying and
classifying environmentally harmful substances that issued, identifying the energy
consumption and the materials that are needed for a product or service from con-
cept down to disposal. The assessment consists of identifying relevant indicators
(e.g. resource depletion) depending on initially defined goals. Assigning a weighting
coefficient to indicators and therefore interpret the results and formulate recommen-
dations are further assessment tasks. Thus, the assessment can be subjective as the
weighting is arbitrary and the data quality can be poor.
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Unlike many approaches that are focusing only on environmental impacts, also
socio-economic consideration should play an important role for LCA, from a point
of view of a sustainable mobility.

Generally, the designers do not receive a direct feedback of their work regarding
sustainability. Many engineering partners perform design often and manufacturing
is organized and performed by manufacturers, in the most cases different companies.

A high amount of components are provided as built since detail information for
instance about geometry are part of intellectual property and therefore to be protected.
Besides, manufacturing tools also are provided by several tool makers. Therefore,
conducting LCA along the value-added chain is very difficult due to organizational
barriers and confidentiality agreements, to name a few. Even though LCA can be
conducted by OEMs, doing that would occur in the practice too late in the prod-
uct creation phase if it were to be achieved at reasonable expenses. On contrary,
conducting LCA can provide advantages already during the first phases of product
development such as concept design and detailed design.

In the early phases of vehicle creation, the concepts of many alternative solutions
(e.g. variants of parts) can be compared regarding also LCA results. Besides, new
created parts can be comparedwith old ones in order to improve the LCA. Thus, LCA
can be used as basis for decision making during development in order to anticipate
customer requirements and expectations. Furthermore, it is important to consider
that the design highly affects the manufacturing processes and therefore, making the
right decision in early development phases has the potential to save later costs and
rework.

In order to ease the realization of LCA during the whole product life cycle, LCA-
related data sets can be assigned or added to 3D models and provided beyond com-
panies borders. Thus, all involved development partners can input relevant data and
therefore feed the party responsible for components with up-to-date information that
will enable quick decision at any time in order to reach LCA objectives.

An additional approach for supporting the objectives afford-mentioned can consist
of agreeing on a standard LCA-process for the automotive. This is important in order
to obtain comparable results as many customers can rely on life cycle assessment
results to support buying decision. Such a framework can help OEMs to perform
reliable self-assessments.

13.6 Discussion

The major fields on which the automotive industry is working in order to tackle the
challenges presented in this paper arefinding solutions for sustainability, urbanization
and digitalization. Regarding sustainability, even though governments have elabo-
rated many standards, measures to enable customers to make a deep sustainability-
related comparison of diverse vehicles are still missing. Such a sustainability index
should take not only the resource consumption of a vehicle into account, but also its
life cycle and the life cycle of the propellant.
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For instance, an integrated assessment of the costs and impacts of extracting,
processing, and delivering a fuel or energy source to automobiles (“well to tank”)
and of using that fuel or energy source and generating emissions (“tank to wheels”)
[4] can be considered in addition to sustainability implications along the vehicles
life cycles. Thus, the approach of linking Systems Engineering with sustainability
as presented in this paper is a step towards the ideal state afore-mentioned. For this
concept to be implemented in the industry, existing processes and legacy tools are to
be rethought. For companies, it is important to determine the individual appropriate
steps to introduce such a way of working, but also to implement detailed processes
and monitoring mechanisms for quality assurance. Generally speaking, new vehicle
concepts from a point of view of architecture, propellant, sharing and disposal can
help enhancing Sustainability.

Furthermore, Sustainability should play a more important role in education in
order to ensure that future engineers already are used to systems thinking in a sus-
tainability context.

Not only the automotive community, but also authorities ought to find suit-
able incentives for boosting the proliferation of electrical vehicles. Many propos-
als already have been published on this topic, even though the number of electric
vehicles models remains marginal compared to vehicles with combustive engines.

The switch from personal owned cars to Shared Mobility also can bring advan-
tages regarding sustainability as customers can pay only for use, without taking the
risks such as vehicles loss in value, which are associated with car ownership. Using
TaaS-vehicles (Transportation as a Service) can lead to reducing the number of cars
available in the most urban areas and therefore the number of parking areas. Those
areas could be used for instance to create new green zones. For this purpose, shared
mobility should not be limited only on providing additional vehicles for sharing.
Instead, zero-emissions vehicles are needed, which are distributed and aligned to the
customers’ mobility needs.

For a better service quality, connection is needed between cars and the car-sharing
customers, but also between cars andother involvedparties (e.g. infrastructure, pedes-
trian). In this context, real-time road data can help saving millions of lives as about
90% of accidents are caused by human errors [4]. Besides, networked vehicles com-
bined with self-driving ability will open the door of social mobility to everyone such
as blind persons, seniors and any disabled persons without driving license.

Furthermore, the information connected by sensors and assistance systems as well
as connectivity enablers could be used for the development of new vehicles, but also
for manufacturing, maintenance, sales, marketing, to name a few. From a customer
point of view, self-driving systems has the potential of helping a driver feeling the
dynamic capabilities of his car, which he likely would not be able to experience if
he were to drive his vehicle at limit.

However, the connecting ability of cars could offer an opportunity to third parties
to manipulate vehicles and therefore to attack persons driving connected vehicles.
Additionally, privacy protection of persons using connected cars could be levered,
as a high amount of information can be collected (e.g. driving style, motion profile).
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The bottom line despite all the potential risks is thatwhen thinking of sustainability
as an integrator of environmental, social and economic factors, the advantages far
outweigh:A self-drivingnetworked electric vehicle produce zero emission, optimizes
the routes, offers mobility to all, saves lives and therefore contributes to a high extent
to sustainability.

Due to sustainability requirements, it can be expected that the angular stone of
upcoming vehicles will not be the combustion engine anymore; instead, it will be
the Automated Driving System (ADS), which enables autonomous driving (e.g. per-
ception, decision and control as well as vehicle manipulation). The digitalization
approaches (incl. Internet-of-Thing, Industry 4.0, additive Manufacturing, etc.) pro-
vide not onlyways for saving resources but also for creatingnewservices andbusiness
opportunities, which will contribute to enhance sustainability.

13.7 Conclusions and Outlook

Driving a car in big cities is often concomitant with traffic jams that in turn can
increase not only the power consumption but also the stress of passengers. Thus, car
owners spend a considerable time for unnecessary waiting in traffic and searching
for parking, a time that could be invested for productivity.

Besides, the effects of environmental pollution have led to many cities being
affected by brown haze, gridlock as well a shortage of parking. This trend is expected
to be increasing in the next years because of the increasing agglomeration in such
cities. As a consequence, some municipal administrations have taken measure for
reducing pollution. For instance, Mexico City’s Hoy No Circula (“no-drive days”)
program uses the license-plate numbers of vehicles to ration the number of days
when they may be used. Further cities in Europe are following a similar approach
with so-called green zones (low-emission zones) that are restricted to vehicles that
fulfill specific standards and low-emissions zones to restrict vehicles with internal-
combustion engines [4, 75, 76].All this calls for approaches to enhance sustainability.

Although many approaches are being followed individually, this paper proposes
a holistic approach that consists of linking Systems Engineering with sustainability
in order to take sustainability implications into account along the whole product life
cycle of vehicles. Especially the use of innovative approaches of the Digitalization
such as Additive Manufacturing, Industry 4.0 and Internet of Things as well as Life
Cycle Analysis for enhancing sustainability are highlighted.

In perspective, elaborating detailed scenarios and integrated processes as well as
identifying the tools necessary for implementing the presented concepts are needed,
as many gaps are still available from the first product idea through design down to
manufacturing and recycling.
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Chapter 14
Future Perspectives in Systems
Engineering

Wim J. C. Verhagen, Josip Stjepandić and Nel Wognum

Abstract Systems Engineering (SE) is a well-established field of research and prac-
tice. Nevertheless, the theory underlying SE is experiencing significant development,
directly and in associationwith advancements in closely associated research domains.
In this final Chapter, a socio-technical perspective is applied to identify and describe
major trends in SE, as well as identifying future challenges in theory and application
of SE. In doing so, trends are identified for (1) strategic issues from a product and
process lifecycle perspective; (2) stakeholder representation and involvement; (3)
current and future technologies employed to enable SE; (4) knowledge and skills
as contributed by people and teams; and (5) structures to enable transdisciplinary
activities supporting a socio-technical system perspective in systems development.
Challenges remain present regarding these dimensions; SE requires methods and
tools that are suitable to support the dynamic and evolving nature of the systems that
need to be developed including the development system itself. Besides, management
of SE projects for solving complex societal problems requires people with vision and
power to motivate and mobilize the necessary people and value their respective input
in the overall task. Transdisciplinary Engineering is introduced as an approach in
which Systems Thinking and System Approaches interoperate, taking into account
the different levels of abstraction of the system of focus.
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14.1 Introduction

The foundations, methods and recent developments regarding Systems Engineering
(SE) and its applications in several industries have been discussed at length in the
preceding Chapters of this book. As part of the respective Chapters, authors have
discussed specific research and practical challenges in isolation. The aim of this final
Chapter is to integrate and present current trends and challenges with respect to SE
and its associated research (sub) domains in a comprehensive overview. To perform
this integration in a structured, methodical manner, the socio-technical dimensions
of SE are explored in more detail.

The proposed dimensions are based upon prior research [1, 2] and are as follows:

• Strategy/goals: overall goal or vision of Systems Engineering and its particu-
lar application(s), which may include aspects such as profitability, sustainability,
availability, efficiency, etc. Strategy and goals become visible in a product/project
portfolio or ideas and requirements for new products and associated processes.

• Stakeholders: actors, functions, disciplines or roles that are involved in the pro-
cesses that need to be executed in the organizational system. Not only directly
involved stakeholders (internal organisation, supply chain partners) may be con-
sidered, but also external stakeholders that influence the process but have limited
direct involvement (e.g., governmental institutions, technology providers).

• Technology: the technologies required to control and manage the processes asso-
ciated with the development system. This includes hardware as well as software,
including technology like internet. This aspect also includes product and process
technology needed to develop the product system.

• Knowledge/information: the knowledge or information required to initiate and
sustain the processes composing the development system. This comprises the tacit
as well as explicit knowledge available in people, individually or collectively, and
information systems. It may include internal and/or external information sources.
This aspect includes the knowledge and information on the product system to be
developed.

• Organisation/structure: the configuration of the processes required to run the
development system. This may include aspects such as location, hierarchy, teams,
communication lines, degree of outsourcing, organisational arrangements, com-
prising rules and norms, and so on. These aspects form the structure and culture
of an organisation.

These elements make up an organizational system that performs processes to
achieve the goals according to a particular strategy. These goals need to be aligned
with the needs in the environment of the organizational system. These needs may
consist of a problem that can be characterised as a, possibly complex, technical
problem [3]. In this case, a hard SE approach might suffice to solve the problem. The
needs may, however, also reflect a complex societal problem [3], like a sustainability
problem. For example, the current problem with plastic waste might be referred to
as a complex societal problem. Even when a waste treatment and destruction system
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is in place, plastic waste remains a problem. However, bringing plastic products into
societies without such a system in place, creates huge problems. These problems are
gaining more awareness, but are hard to solve. Such problems need at least a critical
systems approach is needed to solve such problems, requiring the involvement of
many different stakeholders with multiple views on the problem at hand.

In essence, the outcome of the processes is meant to satisfy needs in the environ-
ment and is to be used in and accepted by the environment of the system by clients,
customers, citizens, etc., for which the outcome is meant. Some stakeholders, the
external ones as mentioned above, are part of this environment. In Fig. 14.1, the
system is depicted. Some elements cross the system borders, because they may also
be part of the environment of the system.

The framework is an analytical system-based framework that helps to structure
knowledge and information on a complex organizational system, like in Systems
Engineering and other system approaches [3], Concurrent Engineering or Transdis-
ciplinary Engineering. It provides a holistic view on a certain system of focus. The
system of focus, including its processes of focus, need to be framed beforehand.

The framework is applicable and has been applied to a variety of contexts (see e.g.,
[2]). The various elements of the framework require more specific theories, method
and tools when more in-depth investigation is needed, for example for analyzing
specific problems that pop-up after the system and its elements have been studied
holistically. This holistic study requires already a massive amount of information
to be provided by people, e.g., through interviews, or by documents, like product,
process, and specific project documents. In addition, not only engineering and design

Strategy  
and 

Goals
Stakeholders 

Technology

Organisa on

Knowledge and 
Informa on

Process

Environment/context

Input Output

Organiza onal System

Fig. 14.1 Organizational system with its elements and environment
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methodsmaybe needed, but alsomethods and tools fromother disciplines, depending
on the nature of the subproblem to be tackled.

Theoutline of the chapter is as follows. InSect. 14.2, the trends inSEare discussed,
following the five dimensions given above. In a similar fashion, Sect. 14.3 highlights
challenges in research and practice. Finally, a brief conclusion on the presented work
is given in Sect. 14.4.

14.2 Trends in Systems Engineering

In this section, trends in research and practice for the (near) future are identified.
This overview of trends covers different levels of system scope and technological
uncertainty, as applied to the five dimensions identified in the introduction. Together,
this allows for a more accurate expression of the five dimensions in terms of aggre-
gation levels. The levels of system scope and technological uncertainty are a well-
established principle which is in line with the two-dimensional taxonomy of Systems
Engineering proposed by Shenhar and Bonen [4]. In particular, the following major
domains and associated developments can be mapped along these axes:

• System scope: the additional scale, volume and complexity posed by new concepts
and associated domains such as Cyber-Physical Systems and the Internet of Things
(see Chap. 6) ensure that SE methods for modelling and simulating systems and
their interactions must keep pace [5]. These developments increasingly demand
an interdisciplinary or transdisciplinary approach to solve SE challenges, as the
underlying constructs are themselves inter- or transdisciplinary. This realization is
reinforced when considering different levels of aggregation, across system scope
and time [6]. In particular, current research is focused on covering and deepening
the understanding of the System-of-Systems paradigm. With respect to time, the
shift of industry and academia towards an integrated perspective on products and
services (see Chaps. 7 and 10) implies that a full lifecycle perspective on develop-
ment is becoming prevalent [7]. This perspective is holistic: it is not constrained
to development, but remains active beyond the beginning-of-life (BOL) phase of
the product lifecycle, with for instance the construction of digital twins and con-
dition/health monitoring allowing for more effective and sustainable operation,
maintenance and disposal of products [8, 9].

• Technological uncertainty: Shenhar and Bonen [4] define four levels of techno-
logical uncertainty, ranging from low-tech to ‘superhigh-tech’ technologies. Dif-
ferent levels of technological uncertainty require different levels of integration; as
Shenhar and Bonen [4] note, “in lower-tech systems, assembling, integrating, and
testing all subsystems into one unit is usually not an issue, since all pieces read-
ily fit together. Integration difficulties become prominent, however, in the higher
uncertainty type system projects. In these projects, the successful production of
the separate subunits is one thing, while integrating them into one working piece is
another.” In addition, “there are problems of configuration and risk management
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[4]. Recent trends regarding digitization (see e.g. Chap. 12) as well as consistency
and traceability of data, information and knowledge (Chap. 5) hold promise in
addressing integration, configuration and risk aspects of high-tech product devel-
opment.

Keeping the previous in mind, the next subsections consider trends in SE goals
and strategies, stakeholders, technology, information and knowledge, and structures
and organization respectively.

14.2.1 Trends in SE Goals and Strategies

Product development is an increasingly global activity, with co-creation and co-
production spurring the interconnectedness of what used to be relatively monolithic
activities [10]. This poses significant challenges on interoperability of methods, tools
as well as organizations and users. In relation with this, the dynamic interactions
between technical and social characteristics of new product (and service) develop-
ment need to be taken into account in models, methods and tools. A transdisciplinary
approach is gaining more prominence as it answers towards these demands: its focus
on ‘human-in-the-loop’modelling representations inwhichmethodologies, tools and
actors frommultiple disciplines are combined is suitable for socio-technical systems
engineering [11, 12].

Integration and interoperability are assumed to speed up development and lower
costs, yet developing and implementing interoperable, integrated solutions can also
be seen as a driver of complexity. From this perspective, the adoption of inter- or
transdisciplinary approaches can be seen as both a viable strategy as well as another
compounding factor in complexity, as transdisciplinarity is characterized by a ‘catch-
22’: its potential and value have been shown in several cases, yet the characteristics of
these cases are so particular that a generalizedmethodological approach is hard to dis-
till [13–17]. Such challenging cases are however precisely where a transdisciplinary
approach holds significant potential in comparison to competing approaches. Nev-
ertheless, adopting transdisciplinarity will remain a complex and time-consuming
endeavor in the (near) future, as there in essence is no standard map to guide practi-
tioners, because of the different and particular characteristics of complex problems
that require a sustainable, usable, and useful solution.

Another major strategic shift is servitization of manufacturing industries, i.e., the
innovation of organization’s capabilities and processes to shift from selling products
to selling integrated products and services that deliver added value [18]. Servitization
provides means for companies to move up the value chain and exploit higher value
business activities, leading to product-service system (PSS) development. This shift
in strategy and associated goals is increasingly being supported by research initia-
tives, as detailed in Chaps. 7 and 10.
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14.2.2 Trends in SE Stakeholders

From one perspective, the stakeholders in SE can be considered to be stable: since
the inception of SE, the consideration of all relevant stakeholders in a problem (e.g.
designers, manufacturers, operators, legislators, end users, society, etc.) is a hall-
mark of available methods and tools. In particular, successful functional analysis
and associated requirements engineering [18] is dependent on adequate considera-
tion and involvement of stakeholders.

From another perspective, several trends in SE stakeholder considerations can
be discerned. The first is related to the aforementioned growth in complexity and
increasing integration and interoperability: with increasing complexity and integra-
tion, the size and complexity of the stakeholder environment are also expanding. In
particular, the realization of complex systems usually requires the temporary col-
laboration of a multitude of stakeholders from different domains, such as hardware,
software and services [18].

However, in recent years the consideration of stakeholders and their require-
ments has moved beyond the predominant consideration of technical requirements
by technical stakeholders: inter- and transdisciplinary approaches aim to ade-
quately represent and involve societal stakeholders using methodologies from a
non-technical background (e.g., cognitive methodologies) [19]. Transdisciplinarity,
however, implies that collaboration between stakeholders is essential—not merely at
an academic or disciplinary collaboration level, but through systematic, repeatable
collaboration with people affected by the stakeholders. In such a way, transdisci-
plinary collaboration becomes uniquely capable of engaging with different ways of
knowing the world, generating new knowledge, and helping stakeholders understand
and incorporate the results in a common, integral product or product-service system.

A secondmajor trend relates to the ubiquity of data driven by condition-monitored
technology and the Internet of Things. From a stakeholder perspective, this generates
major concerns (and therefore requirements) regarding the ownership and security
of data [20]. This intertwines with a third major trend regarding stakeholders: the
shift towards Product-Service Systems and a resulting diffusion of characteristics
between design, manufacturing, operator and maintenance organizations. Design for
all is increasingly being replaced by design by all, as described inChap. 6 of this book.
In otherwords, organizations are increasingly focusing on value creation outside their
boundaries, with value being created through interplay of customers, competitors,
collaborators and thewider community.Amajor component in this is to leverage data,
through for instance Big Data and Internet of Things applications [21]. Depending
on the exploitation of the product (e.g., a passenger car), a vendor can build or have
built a user profile of the customer and, based on this, offer additional services (route
optimization, payment, infotainment,maintenance) using the recorded operating data
[1]. However, this assumes that the end user and the various organisations along the
value chain are not only able but also willing to share their data. This assumption is
increasingly being challenged in today’s society; for instance, consider the European
Union’s GDPR legislation.
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14.2.3 Trends in SE Technology

SE technology trends are closely related to the strategic trends that have been iden-
tified.

Interoperability and integration lean heavily on the availability of data across
products, systems and lifecycle phases [22]. Technologies such as digital twins can
be leveraged in combination withmanufacturing, operations andmaintenance data to
perform real-time analyses supporting predictive maintenance, process monitoring
and control (Fig. 14.2) [23]. In addition, the advent of artificial intelligence (including
shallow and deep learning approaches) increasingly replaces human intervention in
model construction, learning and application [24].

The latter points runs counter to the increasing trend of applying transdisciplinar-
ity in SE approaches. From a technological standpoint, this calls for robust tools
to support the application of a variety of methodologies in product development.
As of now, a major focus in research and development concerns multidisciplinary
applications, in particular for (automated)multidisciplinary optimization approaches
[25–27]. Transdisciplinary approaches are supported less thoroughly, though multi-
agent systems (MAS) and associated tools hold considerable promise in support-
ing transdisciplinary modelling and analysis. Much current research aims to offer
well-founded semantics and formalization techniques to support both qualitative and
quantitative methodologies in MAS applications [28]. The involvement of a people
from various disciplines requires, that tools are usable by the various disciplines.

Other SE Tools

DIGITAL TWIN

• Virtual system model
• Virtual model instance
• Analysis results
• History

PHYSICAL TWIN

• Physical system
• Performance data
• Health data
• Maintenance data

data
(performance, maintenance, health)

events, actions

adjustments/recommendations 

(e.g., controller parameters,…)

preventive maintenance schedule

MBSE Tools Data Acquisition 
Tools

MBSE KB
• Sole source of truth

SYSTEM LIFE CYCLE

• V&V • Testing • Maintenance • Upgrade 

Fig. 14.2 Digital twin concept within model based systems engineering framework [23]
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A final consideration with respect to SE technology trends is the increased uptake
of methods for analyzing tacit and explicit knowledge. For these aspects, Natural
Language Processing (NLP) has been validly adopted to enable formalization of
tacit knowledge [29], according to a transdisciplinary approach, as pointed out in
Chap. 7.

14.2.4 Trends in SE Information and Knowledge

The aforementioned trends towards integration and interoperability have an impact
on the exchange of data, information and knowledge. Using technology means, shar-
ing has become easier than ever. The amount of data being created, stored and used
every day is growing exponentially. The way in which the knowledge is used in
the design process is changing continuously. Some of the driving factors have been
addressed in previous research [30–32] and include persistent storage of design infor-
mation, and development of well-founded semantics for encoding design knowledge
and facilitating interoperability. From a user perspective, natural user interfaces facil-
itate intuitive human–computer interaction with little user training or instruction, as
evident in the ubiquity of touch-based personal computing devices like smartphones
and tablets. The portable and ubiquitous nature of tablet computers make them ideal
for collaborative design processes like the recording and progressive documentation
of design discussions. Though this may prove to be an important factor towards mass
collaboration and the democratizing of the design process, this hasn’t transpired on
a large scale as of yet.

Another research trend with respect to knowledge and information concerns
human involvement in development [33]. Humans need to be ‘in the loop’, especially
in the earlier phases of design. Emergent behavior cannot be explained sufficiently
in deterministic approaches to design, because interaction between components and
their behaviors is not well understood [34]. In addition, the impact of a design on
its context needs to be anticipated as much as possible to achieve the necessary
sustainability, although this impact evolves through the emerging characteristics of
a product or service in use [35]. As highlighted before, socio-technical modelling
approaches are necessary to model and evaluate this emergent behavior.

As mentioned before, a major trend in research and practice related to informa-
tion and knowledge concerns intellectual property (IP) and its protection. Increasing
cooperation between stakeholders necessitates intellectual property protection and
enterprise rights management. Methods for patent infringement tracking as well as
for IP protection [36, 37] in information and data flowmust be developed to a further
extent. In this light, the traceability of data, information and knowledge over a prod-
uct’s life, as well as the decisions being taken regarding its design, manufacturing,
use and disposal, will take on an even greater importance, as traceability aspects can
be used to monitor and control IP issues over time [38].
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14.2.5 Trends in SE Structures and Organisation

Many modern products have achieved such a level of complexity that their behavior
cannot be predicted in a sufficient way, followed by unexpected behavior or even
failures. System thinking is a holistic analysis approach that focuses on the way con-
stituent parts of a system interrelate and how systems work over time and within the
context of larger systems [4]. This contrasts with traditional analysis, which studies
systems by breaking them down into their separate elements. Systems thinking can
be used in any area of research and science (medical, environmental, economic, etc.).
Its application in an engineering context is known as systems engineering (SE)—
the subject of this book. The following key trends drive process changes for system
thinking [39], some of which have been highlighted in previous subsections:

1. Increasingly complex, global systems of systems: Products become more com-
plex and connected, while they also interact with the context of use.

2. Emergent requirements: The most appropriate user interfaces and collaboration
modes for a complex human-intensive system are not specifiable in advance, but
emerge with usage.

3. Rapid change: Trying to stay competitive in aworld of increasingly rapid changes
requires new levels of agility, and shorter times between new releases of products
and services.

4. High assurance of qualities: At the same time that systems engineering and
development need to becomemore agile, the growing interdependence of systems
and people requires systems to have higher assurance levels. It is even harder
to get agreement among multiple system owners with widely disparate quality
priorities.

A core aspect to address these key trends is found in transdisciplinarity. Trans-
disciplinarity covers the deep integration of various forms of research or expertise to
create a holistic approach [16, 17]. As the prefix “trans” indicates, trans-disciplinarity
concerns issues that are between the disciplines, across the different disciplines,
and beyond each individual discipline simultaneously. When for instance contrary
targets exist, transdisciplinarity can help determine the most relevant problems and
solution approaches. It shares capabilities like interdependence with the network-
centric world.

14.3 Challenges in Systems Engineering

In this section, challenges in research and practice for the (near) future are identified.
This section builds upon the trends identified in Sect. 14.2—whereas current initia-
tives were described in detail there, this Section will focus on major assumptions,
limitations and gaps in SE research and applications.
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14.3.1 Challenges in SE Goals and Strategies

SE goals and strategies are characterised by expansion across time and space: global-
ization, increased integration, interoperability and servitization—all of which lever-
age increased availability of data and ubiquity in communication technology—are
moving forward. In this light, two major challenges can be identified relative to
technological scope and uncertainty.

First of all, the increasing scope and interconnectedness of systems and their
development effort reinforce the observations by Nielsen [40] regarding alignment
of development scope and uncertainty. In particular, whereas individual components
or even systems can be addressed using traditional approaches, System-of-Systems
(SoS) development requires improved methods for “adaptively characterizing and
analysing (emergent) behaviour in SoS. This call for improved methods is mirrored
in previous literature [40] to anticipate unintended behaviour in SoS operation. In
Chap. 4, Mo and Beckett address the evolution over time of SoS, where no single
controlling authority is present to specify SoS from a top-down set of requirements,
andwhere individual systems composing the SoS are not stable over time, but change
continuously over their lifecycle, because of changing needs in their context, which
may also be the larger overall system. Notably, it is observed that “global as well as
individual goals, whichmay be contradicting and change over time. Researchers have
observed that whilst the actor, activity and resource elements relating to a particular
situation may not change very fast, the connections between them can” (Chap. 4).
In this light, new methods must be developed that support a “range of trade-offs
between attributes such as adaptability and modularity that can be simulated in SoS
architecture models” [40].

A second major challenge concerns the evaluation and performance assessment
of systems (of systems). Especially at a higher level of aggregation (i.e., an SoS
level), overall objectives can be vaguely identified if at all. As a result, SoS Key
Performance Indicators (KPIs) are limitedly present in literature and practice [41].
Practical examples include a lack of integration between Product Lifecycle Man-
agement (PLM) and Service Lifecycle Management (SLM) metrics and associated
feedback, as highlighted in Chaps. 7 and 10. In addition, KPIs for sustainability are
not adequately taken into account in system development, as stated in Chap. 13.
Methods should be developed that allow for a structured, systematic assessment
of SoS performance, addressing questions regarding the aggregation of individual
system performance while properly accounting for system interdependencies and
emergent behavior. It is important, in addition, to identify ownership for such KPIs,
because measurements require follow-up for improvement.
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14.3.2 Challenges in SE Stakeholders

Trends in SE stakeholder perspectives center on the adoption of novel methodologies
for addressing emergent behaviour in SoS, as well as handling and leveraging the
ubiquity of data under the IoT/Industry 4.0 paradigms. The following challenges
can be discerned in relation to these developments as well as the aforementioned
challenges in SE goals and objectives:

• Stakeholder representation, involvement and support: stakeholders must be
represented and involved in the development, production, use and disposal phases
of systems and SoS. As mentioned in Sect. 14.2.2, a transdisciplinary approach
is one of the ways in which this can be achieved: not only are stakeholders repre-
sented, but they need to provide and apply their methodologies, tools and metrics.
However, a potential downside is the added effort in ensuring adequate repre-
sentation and involvement of diverse stakeholders, with diverse methodologies,
tools and techniques. In such complex environments, ownership and traceability
of data, information, knowledge and ensuing decisions present huge challenges.
These challenges are compounded by the element of time: how to ensure that
essential information is stored over time and remains accessible to the appropriate
stakeholders, with the right permissions?

• Stakeholder involvement in systemperformance assessment: Nielsen highlight
previous researchwhich identifies challenges in topics such as “orchestrating activ-
ities between diverse stakeholders, in measuring and evaluating the effectiveness
of system design, and in creating adaptive system infrastructures” [42]. In partic-
ular, the assessment of evolving system compositions is highlighted, an item that
has also been described in Chap. 2. Further challenges are related to knowledge
sharing between geographically and organizationally dispersed stakeholders.

14.3.3 Challenges in SE Technology

From a technological perspective, several trends in SE have been highlighted in
Sect. 14.2.3. In terms of technological challenges in SE, several points can be
identified:

• Supporting formal modelling: as noted by several authors, modelling systems,
and in particular systems of systems (SoS), requires well-founded formal mod-
elling methods [43]. An associated challenge is to ensure that modelling lan-
guages have a well-founded semantic basis [42]. This may assist in the translation
of conceptual, qualitative representations of SoS into formal, mathematical rep-
resentations, which are able to be explored and analysed in both qualitative and
quantitative modes. In SE, models must be dynamic because of the changing needs
for using the various models.



414 W. J. C. Verhagen et al.

• Supporting analysis of large-scale systems: with increasing computational
power, digital twins and simulations of systems are increasingly suitable for scal-
ing up towards SoS levels. Simulations of SoS may point out valuable lessons
regarding behavior, evolution and performance of systems (of systems) [44]. In
addition, the aspect of usability should be taken into consideration: with increasing
complexity, technologies such as digital twins offer advanced means of visualiza-
tion and interactivity with underlying systems, and support multiple viewpoints
[45]. The latter point is particularly important in the light of allowing multiple
stakeholders to interact with an artefact or system.

14.3.4 Challenges in SE Information and Knowledge

In terms of SE information and knowledge, two interrelated aspects pose significant
challenges. The first aspect is the management of information and knowledge over
time. Especially in the light of Product-Service System development, the increased
complexity and higher quantity of data and knowledge exchanged during PSS design
and development should be appropriately supported. While various researchers have
discussed the basic tenets of knowledge management [46], the aspect of managing
knowledge over long timespans and across dynamic product and process configura-
tions has not received much attention [30, 47]. This is reinforced by observations in
Chap. 5, where it is pointed out that “dependencies between partial product models
(e.g., geometrical model) are often not automatically tracked, analyzed or used, for
instance, for model update purposes or for spontaneous investigations as well as
decision making”.

A related challenge considers the traceability of information and knowledge over
time, given dynamic evolution of system and SoS configurations [42]. As highlighted
in Chap. 5, it is crucial to “enable traceability of decisions taken, tasks executed,
knowledge used and artefacts developed throughout the whole lifecycle of an indi-
vidual product”. Still, the majority of SE methods and tools is aimed at supporting
the development phase of the product lifecycle. There is relatively little attention
towards the ability to maintain, expand or reuse information and knowledge during
subsequent stages of the product or system lifecycle. More egregiously, as pointed
out in Chap. 12, information related to sustainability is usually not represented in
models, and is not consistent over time.

A final challenge relates to the lack of available formal methods for modelling,
analysis and evaluation of systems (of systems), as pointed out earlier [48]. From
the viewpoint of information and knowledge management over time, not only must
these methods be developed, they should also be adequately supported through life.
This includes consideration of verification methods and technologies, giving support
to requirements analysis, design, testing, and code generation [49].
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A further challenge is to capture stakeholder knowledge, which could be qual-
itative, though not all knowledge can be captured. The input of people remains
paramount.

14.3.5 Challenges in SE Structures and Organisation

A major challenge concerning SE structures and organisation relates to system net-
works, in particular on the representation and analysis of SoS. As Maier indicates
[50], the state of the art lacks methods and tools to describe and analyse the upper
layers of systems of systems, where this refers to interactions among network ele-
ments [42]. In addition, suitable descriptive frameworks for properly describing and
characterizing systems may be lacking.

This element is compounded when considering the dynamics of and within net-
works over time.As highlighted inChap. 4, “individuals and organisations participate
voluntarily in the networks. They can come and go at any timewithoutwarning”. This
implies that systemsof systems and the associatednetworks are subject to changeover
time, requiring flexible, adaptable modelling, analysis and evaluation methods and
tools [51]. The extension of networks to include IoT abstractions, with autonomous
reconfiguration of systems based on context and need, as stated in Chap. 13
only emphasizes this necessity.

The advent of SoS, including cyber-physical systems and the Internet of Things,
introduces organisational challenges regarding safeguarding the privacy of individ-
uals, organisations and their data, while still supporting scalability and integration
across networks and systems [52].

In addition, it is often difficult for people to understand their position and role
within a SoS. People need to be aware of the importance of their task, of the impact
of insufficient behaviour, as well as the need for their contribution. Regular commu-
nication between people involved in a system and also across systems is necessary
[53]. A SoS in systems engineering also requires a visionary leader to manage the
process(es) and to keep subsystems aligned and the overall system aligned with its
context [18].

An extensive description framework would help to:

1. Characterise the system and its elements
2. Identify the interrelationships between elements, the hierarchical structure
3. Identify the context of the overall system, the needs to be satisfied, and themutual

relationships between context and system
4. Identify the stakeholders involved, overall and per subsystem
5. Identify the processes in the system and the people involved
6. Identify the necessary organisation and organisational rules, including authori-

ties, responsibilities, and rights for the overall system and its subsystems
7. Give priorities for subsystem processes
8. Etc.



416 W. J. C. Verhagen et al.

14.4 Conclusions

This final chapter has presented an overview of the main trends and challenges
associated with Systems Engineering.

In this chapter, challenges in Systems Engineering have been identified. As has
become evident, SE is an encompassing approach for tackling complex, real-world
problems. SE is also an important approach in overarching approaches like Con-
current Engineering and Transdisciplinary Engineering. In essence, multiple disci-
plines, multiple functional roles, and multiple stakeholders need to collaborate in the
processes making up the engineering systems. Moreover, a lifecycle perspective is
essential in achieving a solution that is both useful and usable in the context in which
the complex problem exists.

Throughout this chapter multiple aspects of Systems Engineering have been
described based on the previous chapters of this book. For all the aspects making up
a system, various challenges have been identified. Most importantly, in all aspects,
the main challenge lies in developing methods and tools that are suitable to support
the dynamic and evolving nature of the systems that need to be developed including
the development system itself. Below, the various challenges will be listed.

The methods and tools that are desired need to:

1. Set up and manage performance measurements, preferably at a higher level of
aggregation, including attention for sustainability [54]. Dependencies between
subsystems need to be taken into account. In addition, ownership of performance
measurement is required to guarantee follow-up.

2. Handle emergent behavior of stakeholders and handle data specifically for stake-
holders. The methods and tools should incorporate suitable stakeholder repre-
sentation [41]. Involvement of stakeholders in system performance measurement
is needed to increase commitment and ownership.

3. Formally model and represent systems at multiple levels. Modelling should be
both qualitative and quantitative, requiring suitable languages understandable for
stakeholders [43, 48]. Moreover, dynamics should be supported.

4. Analyse large-scale systems [9].
5. Manage large quantities of information over time [45, 55].
6. Support traceability throughout the whole product-lifecycle, including sustain-

ability, until now a reasonably weakly addressed area [39]. For this purpose
formal modeling methods are needed including verification methods.

7. Capture stakeholder knowledge [31].
8. Represent and analyse SoSs, especially the upper layers. Again, representation

languages and methods should be suited to support dynamics and allow adapta-
tion and evaluation. The context of the Internet of Things makes such flexible
modeling and evaluation extremely necessary and urgent [5].

9. Make people understand their role in the development system [56].

Although much effort has already been made, as has been shown in the previous
chapters, much more work is still needed. Especially for the higher system levels
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more integrated approaches and efforts are desired, that value the different roles and
disciplines of the people and stakeholders involved as well as the complex nature of
systems with multiple levels and multiple aspects. As indicated before, managing an
SE project for solving complex societal problems requires people with vision and
power to motivate and mobilize the necessary people and value their respective input
in the overall task.

In this respect, SE might not be sufficient for solving complex societal prob-
lems. Especially on the higher system levels, other approaches are needed. System
approaches like SSM (Soft SystemsMethodology) and CST (Critical System Think-
ing) aremore suitable [3]. In these approaches stakeholders from various background
need to be involved, who bring their own interpretation of the problem and different
view on possible solutions. In addition, technical as well as social sciences need to be
involved, which bring their ownmethods and tools for tackling (part of) the problem.

Transdisciplinary Engineering is an approach in which Systems Thinking and
System Approaches make up an important part, taking into account the different
levels of abstraction of the system of focus. There should, however, be openness
to the input of other disciplines, including their methods and tools needed to deal
with their aspect of the overall problem. Selecting methods, applying them, as well
as further developing these methods in the context of complex societal problems,
cannot be the task of one discipline alone [42].
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N, Verhagen WJC (eds) Concurrent engineering in the 21st century. Springer International
Publishing, pp 807–833

2. Wognum PM, Krabbendam JJ, Buhl H, Ma X, Kenett R (2004) Improving enterprise system
support—a case-based approach. Adv Eng Inform 18:241–253

3. da Costa J Jr, Diehl JC, Snelders D (2019) A framework for a systems design approach to
complex societal problems. Des Sci 5. https://doi.org/10.1017/dsj.2018.16

4. Shenhar AJ, Bonen Z (1997) The new taxonomy of systems: toward an adaptive systems
engineering framework. IEEE Trans Syst Man Cybern Part A Syst Hum 27(2):137–145

5. Zhong R, Ge W (2018) Internet of things enabled manufacturing: a review. Int J Agile Syst
Manage 11:126–154

6. Branger J, Pang Z (2015) From automated home to sustainable, healthy and manufactur-
ing home: a new story enabled by the Internet-of-Things and Industry 4.0. J Manage Anal
2:314–332

7. Gumus B, Ertas A, Tate D, Cicek I (2008) The transdisciplinary product development lifecycle
model. J Eng Des 19:185–200

8. BorsatoM,WognumN, PeruzziniM, Stjepandic J (2016) Transdisciplinary engineering: cross-
ing boundaries. In: Proceedings of the 23rd ISPE inc. international conference on transdisci-
plinary engineering, 3–7 Oct 2016. IOS Press, Amsterdam

9. Kahlen F-J, Flumerfelt S, Alves A (2016) Transdisciplinary perspectives on complex systems:
new findings and approaches. Springer International Publishing, Switzerland

10. Chesbrough H, VanhaverbekeW,West J (2006) Open innovation: researching a new paradigm.
Oxford University Press on Demand

https://doi.org/10.1017/dsj.2018.16


418 W. J. C. Verhagen et al.

11. Sobolewski M (2017) Amorphous transdisciplinary service systems. Int J Agile Syst Manage
10(2):93–115

12. Peruzzini M, Pellicciari M (2017) A framework to design a human-centred adaptive manufac-
turing system for aging workers. Adv Eng Inform 33:330–349

13. Fuqua J, Gress J, Harvey R, Phillips K, Baezconde-Garbanati L, Unger J, Palmer P, Clark MA,
Colby SM, Morgan G, Trochim W (2003) Evaluating transdisciplinary science. Nicotine Tob
Res 5(suppl 1):S21–S39

14. Wickson F, Carew AL, Russell AW (2006) Transdisciplinary research: characteristics, quan-
daries and quality. Futures 38(9):1046–1059

15. Stokols D (2006) Toward a science of transdisciplinary action research. Am J Community
Psychol 38(1):63–77

16. Klein JT (2008) Evaluation of interdisciplinary and transdisciplinary research: a literature
review. Am J Prev Med 35(suppl 2):S116–S123

17. Wognum N, Bil C, Elgh F, Peruzzini M, Stjepandić J, Verhagen WJC (2019) Transdisciplinary
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