
Brendan Eagan
Morten Misfeldt
Amanda Siebert-Evenstone (Eds.)

First International Conference, ICQE 2019
Madison, WI, USA, October 20–22, 2019
Proceedings

Advances 
in Quantitative Ethnography

Communications in Computer and Information Science 1112



Communications
in Computer and Information Science 1112

Commenced Publication in 2007
Founding and Former Series Editors:
Phoebe Chen, Alfredo Cuzzocrea, Xiaoyong Du, Orhun Kara, Ting Liu,
Krishna M. Sivalingam, Dominik Ślęzak, Takashi Washio, Xiaokang Yang,
and Junsong Yuan

Editorial Board Members

Simone Diniz Junqueira Barbosa
Pontifical Catholic University of Rio de Janeiro (PUC-Rio),
Rio de Janeiro, Brazil

Joaquim Filipe
Polytechnic Institute of Setúbal, Setúbal, Portugal

Ashish Ghosh
Indian Statistical Institute, Kolkata, India

Igor Kotenko
St. Petersburg Institute for Informatics and Automation of the Russian
Academy of Sciences, St. Petersburg, Russia

Lizhu Zhou
Tsinghua University, Beijing, China

https://orcid.org/0000-0002-0044-503X
https://orcid.org/0000-0002-5961-6606
https://orcid.org/0000-0001-6859-7120


More information about this series at http://www.springer.com/series/7899

http://www.springer.com/series/7899


Brendan Eagan • Morten Misfeldt •

Amanda Siebert-Evenstone (Eds.)

Advances
in Quantitative Ethnography
First International Conference, ICQE 2019
Madison, WI, USA, October 20–22, 2019
Proceedings

123



Editors
Brendan Eagan
University of Wisconsin–Madison
Madison, WI, USA

Morten Misfeldt
University of Copenhagen
Copenhagen, Denmark

Amanda Siebert-Evenstone
University of Wisconsin–Madison
Madison, WI, USA

ISSN 1865-0929 ISSN 1865-0937 (electronic)
Communications in Computer and Information Science
ISBN 978-3-030-33231-0 ISBN 978-3-030-33232-7 (eBook)
https://doi.org/10.1007/978-3-030-33232-7

© Springer Nature Switzerland AG 2019
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of the
material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation,
broadcasting, reproduction on microfilms or in any other physical way, and transmission or information
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology now
known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this book are
believed to be true and accurate at the date of publication. Neither the publisher nor the authors or the editors
give a warranty, expressed or implied, with respect to the material contained herein or for any errors or
omissions that may have been made. The publisher remains neutral with regard to jurisdictional claims in
published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Switzerland AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland

https://orcid.org/0000-0002-9189-1747
https://orcid.org/0000-0002-6481-4121
https://orcid.org/0000-0001-5544-976X
https://doi.org/10.1007/978-3-030-33232-7


Preface

This volume contains the proceedings of the First International Conference on
Quantitative Ethnography (ICQE). We have attempted to bring together scholars from a
wide range of fields interested in the use of quantitative techniques to address issues
more traditionally dealt with using qualitative methods. As the name suggests, we hope
this event will be the first in a series of conferences—and in writing this preface as part
of the final preparation for the meeting, the scope and quality of the work being
presented at the conference suggests that this is a realistic ambition.

We had 53 paper submissions, which was more than we originally anticipated.
Papers were reviewed using a double-blind review process, with two sub-reviews and
one meta-reviewer from the conference’s international Program Committee. The
contributions were of high quality overall, and we accepted 23 as full papers and 9 as
short papers for inclusion in these conference proceedings. The contributions come
from a diverse range of fields and perspectives, including learning analytics, history,
and systems engineering, all attempting to understand the breadth of human behavior
using quantitative ethnographic approaches, which our colleague Ron Serlin has
described as a “unified method” that integrates both qualitative and quantitative
approaches to data and its analysis.

Although the papers collected here differ in their goals and domains of study, they
represent the beginning of a rich conversation about research methods, tools, and the
philosophical dilemmas of modeling human interaction. This is not coincidence.
Fostering this dialog was the purpose of the conference and of these proceedings.

We believe the effort is both timely and essential, as we have seen a growing need
for a professional and scientific discourse around the use of data to investigate human
experience and culture with the advent of new kinds—and much larger quantities—of
information about human activity in recent years.

Technological developments, from ubiquitous cell phones to cloud computing, have
increased our ability to quantify aspects of human experience from health and culture to
experience and consciousness—and this ability, in turn, has raised new possibilities and
new concerns about how, whether, and why to use such tools.

The result has been opening of new branches and areas of research, such as learning
analytics and digital humanities, but also changes in existing disciplines such as
statistics, where the focus has shifted from answering simple questions by generalizing
based on sparse amounts of data towards making sense of enormous amounts of data,
thus allowing more complex inferences.

Our goal in starting a scientific dialogue around the concept of quantitative
ethnography is to foster a community of researchers interested in sharing ideas,
resources, and inspiration, hence we have also organized both the event and these
proceedings so as to avoid creating intellectual silos by placing the different contri-
butions into predefined categories of object or method. Our aim, rather, has been to
maximize participants (and readers) opportunities to learn from each other—through



the papers collected here, and at the conference through paper presentations, symposia,
and keynotes aimed at presenting, comparing, contrasting, and synthesizing current
work and setting future directions for the community of scholars interested in quan-
titative ethnography.

We hope that future ICQE meetings will be the place for scholars to present their
research, to learn and share new methodological techniques, and to develop a robust
methodological and philosophical discourse exploring new analytic approaches based
on big data which create new and fruitful intersections between classical ethnographic
methodologies and modern statistical methods.

Both approaches share the challenge of creating meaning and understanding in the
face of rapid, technologically-driven expansion in the amount and kind of data
available to researchers. By unifying tools, techniques, and epistemologies from both
traditions—and by developing new methods at their intersection—quantitative
ethnography is an approach to data analysis designed to allow researchers to tell
textured stories at scale.

We believe that this conference and these proceedings are an important first step in
that direction.

September 2019 Morten Misfeldt
Brendan Eagan

vi Preface
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Examining Identity Exploration in a Video
Game Participatory Culture

Amanda Barany(&) and Aroutis Foster

Drexel University, Philadelphia, PA 19104, USA
amb595@drexel.edu

Abstract. To adapt to the needs of a 21st century context, educational
researchers and practitioners could benefit from leveraging the potential of
virtual learning environments such as games and the participatory cultures that
surround them to support learning as a transformational and intentional process
of identity exploration. This research offers a theoretically-comprehensive look
into how a participant in an online game community forum engaged in identity
exploration processes. Publicly-available longitudinal data was downloaded
from Kerbal Space Program (KSP) players, which informed the development of
an illustrative case study selected to elucidate how individual processes of
identity exploration manifest. Lines of player data were deductively coded as
representative of identity exploration and visualized using Epistemic Network
Analysis to represent shifts in integration of identity constructs over time.
Findings suggest that player participation in the community forum can support
statistically significant identity change and highlight future areas of research in
this field.

Keywords: Identity exploration � Video games � Informal learning � Epistemic
Network Analysis � Case study

1 Problem and Significance

The rapid development of digital media tools in the 21st century has prompted changes
in where, when, and how students of all ages learn. Computers and mobile devices
have made foundational knowledge about most domains readily available to meet the
customized needs of learners and their diverse learning environments [1]. Tools for
media sharing and creation have allowed learners to actively explore their interests
through participatory cultures that span many digital and non-digital venues, devel-
oping group-mediated expertise and eventually helping to enculturate novices [2, 3].
Most promisingly, video games and simulations offer valuable opportunities for
learners to try new roles and develop skills in environments that can authentically
mirror real-world professions and practices [4]. While digital media are a valuable tool
for supporting such learning processes [5], however, their affordances often remain
underutilized or poorly integrated in formal learning settings [6].

A vital step in harnessing the potential of gaming participatory cultures may
involve a reconceptualization of 21st century learning as a self-directed process of
identity exploration, which can support identity change over time in terms of “adaptive

© Springer Nature Switzerland AG 2019
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learning, motivation, and the development and achievement of educational goals” [7,
p. 251]. Identity exploration involves deliberate self-reflection and self-assessment that
helps learners set goals for personal growth and take steps to enact them [8]. There is
growing evidence that video games have particular potential for supporting identity
exploration and change [e.g. 9], and that shifts in academic learning, motivation, and
interest can result [10]. As such, further research is needed to build understanding of
how learners engage in identity exploration and change over time through games and
the participatory cultures that develop around them [11]. This research addresses this
need by examining the processes of identity exploration that a participant enacted in an
online gaming community forum, which may offer insight to educators and institutions
as they leverage or learn from such sources to support identity exploration. The
research question asks: What processes of identity exploration manifest through
engagement with the participatory cultures that develop around video games?

2 Projective Reflection as a Framework for Assessing
Identity Exploration

Projective Reflection offers one conceptual and theoretical framework for under-
standing the way learners engage in self-transformation, or identity change, in
immersive interactive environments such as games and virtual worlds (See Fig. 1,
Table 1). This framework supports assessment of internal aspects of individual change
as it is shaped by social and institutional features of a digital environment [12]. Pro-
jective Reflection uses four theoretical constructs to conceptualize identity in gaming
contexts as participants first project out what they will need to do in the future to
achieve a desired self, and then reflect on their current self as influenced by their
contexts and self-knowledge. As such, identity change manifests over time as students

Fig. 1. The Projective Reflection framework and identity constructs.
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intentionally reflect on and then work toward changes they find valuable in terms of:
(a) relevant knowledge and technical literacy [i.e. 13], (b) interest and valuing [i.e. 14],
(c) patterns of self-organization and self-control [i.e. 15], and (d) self-perceptions and
self-definitions related to a targeted domain [i.e. 16]. Identity exploration is charac-
terized not by the manifestation of any one construct in isolation, but by a learner’s
ability to integrate reflection on and enactment of change in all four areas over time.

3 Methods

The site for this proposed research is the community page for the single-player space
flight simulation video game Kerbal Space Program (KSP) (See Figs. 2, 3). Both the
game and community forum are hosted on the Steam online gaming and community
platform. KSP was selected for this research because it was designed to intentionally
support a “vibrant, diverse community of space and explosion enthusiasts” [17, p. 1]
who can encouraged to engage in a variety of roles through gameplay and community
participation, such as designers, space engineers, corporation leaders, scientists, artists,
and storytellers. Steam was selected as the data collection site based on accessibility of
anonymized information on patterns of gameplay and community engagement through
their Application Programming Interface.

Table 1. Projective reflection identity constructs.

PR Constructs Definitions

1. Knowledge and
game/technical literacy

• Changes in what a player knows about a topic (i.e. rocket
engineering) from the beginning to the end of an experience

2. Interests and valuing • Moving from recognition of the general relevance of the
topic to awareness of personal awareness and meaning

• Recognizing the value of the topic beyond the game context
• Shifts in caring about the game or relevant participatory
culture

3. Self-organization and
self-control

• Changes in behavior, motivation, and cognition toward a
goal:

– Self-regulated learning: conducted independently
– Co-regulated learning: conducted with real/virtual experts
– Socially-shared regulation: conducted with peers

4. Self-perceptions and
self-definitions

• Shifts in identification with roles (i.e. engineer, designer,
CEO)

• Changes in self-confidence and self-concept:
– How a participant sees himself/herself as a member of the
community

– Changes in how they feel about game/community roles and
what they would like to pursue

Examining Identity Exploration in a Video Game Participatory Culture 5



3.1 Data Collection

To collect information on the patterns of participation enacted by users on the KSP
community page, data was collected from the Steam Web API, which supports
downloading of anonymized, public user data related to gameplay and participation.
Public, player-to-player discussion data was scraped directly from the community page
using a data mining script. From these two data sources, a network of approximately 42

Fig. 2. The Ship Design Interface in Kerbal Space Program.

Fig. 3. Piloting a spacecraft in Kerbal Space Program.

6 A. Barany and A. Foster



highly-connected users were sampled from the population of over 230,000 KSP players
on Steam. The sample consisted of the subset of participants who have replied to at
least one discussion board post made by a player they added as a Steam friend, or who
have received at least one reply from a friend. Sampling using this method identified
users who have connected to peers in multiple ways, offering more insights into the
connections between community participation and individual identity exploration
processes. As the player in the network with the highest individual centrality measures
in the network of users, ShipShape (pseudonym) was selected as a case study that
would be illustrative of the identity exploration trajectory of a player that posted and
engaged regularly with peers on the community forum discussion boards. From the
chronological list of KSP forum data, posts made by ShipShape or referencing Ship-
Shape were isolated and organized into a chronological account of his forum
participation.

3.2 Data Analysis

This research leverages both qualitative case study [18] and quantitative ethnographic
approaches [19] to understand identity exploration processes (conceptualized by PR) as
manifested across five years of KSP forum posts made by ShipShape. The approaches
used in tandem were valuable as a way to (a) develop a detailed narrative of the
player’s participation over time and (b) engage in systematic inquiry into how he
changed, respectively. To prepare the data, each of ShipShape’s 268 chronological
posts were deductively coded by hand [20] as reflections on or manifestations of
change across the four PR constructs (using a binary system of 1/0 for the
presence/absence of the construct). For example, a post describing strategy for suc-
cessful ship building would be coded as demonstrative of KSP design knowledge,
while a post in which the player reflects on their enjoyment of design would be coded
as reflection on KSP interest and valuing. Once a primary round of coding was com-
pleted by a graduate-level researcher, code revision and recoding continued as an
inductive process of adding codes (filling in), examining existing codes based on new
perspectives (extension), exploring new relationships between existing codes (bridg-
ing), and identifying new categories (surfacing) until all incidents can be readily
classified and theoretical saturation is reached. Final codes were then reviewed by a
faculty researcher with theoretical experience in games and identity, and verbal
agreement was reached on all code discrepancies.

Epistemic Network Analysis (ENA) was then used to visualize the relationships
between PR constructs across two time periods using ENA1.5.2 Web Tool [21]. Units
of analysis were defined as all lines of data associated with the first half (Time 1, posts
1–134) and second half (Time 2, post 135–268) of ShipShape’s chronological posts;
these were further segmented by the day and hour posted. The ENA algorithm uses a
moving window to construct a network model for each line in the data, showing how
codes in the current line connect to codes within the recent temporal context [22],
defined here as 4 lines (each line plus the 3 previous lines) in a given conversation.
Conversations were segmented by any gap of more than a week between posts, as it
was deemed unlikely based on a review of the data that ShipShape would refer back to
his own reflections beyond this point.

Examining Identity Exploration in a Video Game Participatory Culture 7



The case study was developed using Stake’s [18] process of searching for corre-
spondence, or consistency across data sources to understand “behavior, issues, and
contexts with regard to our particular case” (p. 78). Deductive codes were reviewed and
subjected to inductive process of thematic expansion and refinement grounded in what
emerged from the data with regards to identity exploration and change. This included
iterative researcher memoing on trajectories of change that emerged, with final
agreement reached by a content expert. The final illustrative case study, written in
narrative form, offered a description of ShipShape’s longitudinal identity exploration
(change), contextualized by the Epistemic Network Analysis.

4 Quantitative Findings

Along the X axis (dimension 1 after means rotation), a two sample t test assuming
unequal variance showed Time 1 (mean = 0.11, SD = 0.33, N = 118 was statistically
significantly different at the alpha = 0.05 level from Time 2 (mean = −0.11, SD = 0.43,
N = 116; t(216.65) = −4.50, p = 0, Cohen’s d = 0.59). Along the Y axis, a two sample
t test assuming unequal variance showed Time 1 (mean = 0.00, SD = 0.51, N = 118
was not statistically significantly different at the alpha = 0.05 level from Time 2
(mean = 0.00, SD = 0.49, N = 116; t(231.86) = 0, p = 1.00, Cohen’s d = 0.00). These
findings suggest that statistically significant differences exist between the manifestation
of connections between constructs in Time 1 versus Time 2 (See Figs. 4, 5).

A difference model subtracted the strength of connections between the four identity
constructs in Time 1 from the strength of connections in Time 2 (See Fig. 6). In the
difference model, the red line connecting Knowledge to Interest/valuing suggests that

Fig. 4. Relationships between Projective Reflection constructs in Time 1 (posts 1–134).
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ShipShape may have been more likely to connect his emerging knowledge to initial
interests in Time 1, as compared to his later written forum posts. Blue lines in the
difference model suggest that ShipShape was more likely to connect reflections on his
Self-organization/self-control to both Interest/valuing and Self-perceptions/definitions
in Time 2. Connections between Knowledge and Self-organization/self-control persist
from Time 1 to Time 2 (See Figs. 4, 5), and therefore cancel out in the difference model
(See Fig. 6).

Fig. 5. Relationships between Projective Reflection constructs in Time 2 (posts 135–268).

Fig. 6. The difference network illustrating connections between identity constructs made more
frequently in Time 1 (red) versus Time 2 (blue). (Color figure online)

Examining Identity Exploration in a Video Game Participatory Culture 9



From an identity perspective, these findings suggest that ShipShape enacted sta-
tistically significant differences in the ways he connected identity constructs over time.
Epistemic Networks for Time 1 and Time 2, as well as the difference model suggest
that his trajectory of identity exploration may have become more integrated, as
ShipShape made stronger connections across more identity constructs over time.
Findings from the qualitative case study offer insights into how this trajectory of
identity exploration manifested for ShipShape.

5 Qualitative Case Study

Examinations of ShipShape’s (i)dentity characteristics in his posting to the KSP forum
revealed that he primarily responded to a picture-heavy thread that invited players to
write about what they had done in the game that day with supportive pictures and art.
Typical reflections included reflections on his self-organization and self-control strate-
gies such as goal-setting and chronological accounts of his trial and error in ship designs
and launches, as well as his strategies of ship modifications over time. His narrative style
also showcased his increasingly-detailed knowledge of ship parts and their functions,
game goals and strategies, and the use of game modifications that could create design
effects or serve different functions. For example, about 200 days into his posting tenure
he described the ship changes he made to improve the life-expectancy of his pilots: “I
have increased the consumption rates of life supplies to 4X without changing any of the
other values, this at least makes it so if it says 20 units of whatever for one kerbal [pilot]
each unit will last 6 h or one kerbal day and also makes some of the larger containers not
so [overpowered].” This connection between reflections on Knowledge and Self-
organization/self-control persisted across his entire tenure of forum participation (years
1–5), as illustrated by the strong, consistent line connecting these constructs in the
epistemic networks from both Time 1 and Time 2 (See Figs. 4, 5).

During Time 1, ShipShape more frequently stated his emerging interest in and
valuing of KSP and was more likely to share such reflections in relation to demon-
strations of his growing knowledge of the game. For example, he shared in his first post
that he had so far completed “346 h play time and still love it!” and detailed the parts
used in the design of “my 100th space station.” This not only indicated that ShipShape
had likely mastered game literacy before he felt compelled to post, but also illustrates
the stronger connection between interest and knowledge that manifested in Time 1 (See
Fig. 4). In sum, ShipShape’s initial reflections tended to focus on explicit descriptions
of his emerging expertise and his enthusiasm for gameplay.

By Time 2, his posts had evolved to reflect increasingly personal interest in and
valuing of the aesthetics of his designs, and even the artistic quality of his screenshots,
which he connected to his self-organization and self-control strategies. Forum posts
were more likely to consist of specific discussions of a complicated or difficult in-game
goal that ShipShape had set for himself, and the outcome of his attempts to achieve the
task. For example, on several occasions he described successfully landing a ship (a
difficult feat), only to attempt to “hop” the ship into a more visually-pleasing position
on land for the purpose of collecting screenshots, which risked tipping the ship and
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failing the mission. This exemplifies the increasingly robust relationship that emerged
between Self-organization/self-control and Interests/valuing in Time 2 (See Fig. 6).

ShipShape only rarely referenced his own perceptions of self in Time 1 posts,
preferring to focus on descriptions of his design processes. After a few weeks of regular
posting, however, another user mentioned him by name as a designer of “advanced
capitol ships,” to which ShipShape replied “I do everything except SSTOs [single-stage
to orbit ships] and VTOL [virtual takeoff and landing ships].” This interaction perhaps
prompted later reflections on his emerging awareness of self as a ship designer and
artist. During Time 2, ShipShape began to affirm how he saw himself as a designer by
identifying KSP gameplay and the sharing of his designs as a creative outlet. Typically,
ShipShape would describe self-perceptions and self-definitions when it connected to
(a) his identification of a new design or artistic challenge he felt inspired to tackle (he
later intentionally decided to design an SSTO, for example), or (b) his desire to turn
capture his designs as artistic screenshots and design blueprints that he created using an
external design software and posted to the forum. Over a year into his participation,
ShipShape created a personal company logo with his username and imagery that he
began to integrate into his photos of space landings and ship designs, solidifying his
exploration of the artist/designer role. These activities may have contributed in part to
the increasing connections between Self-organization/self-control and Self-
perceptions/self-definitions that manifested in Time 2 (See Fig. 6).

6 Discussion and Implications

Overall, ShipShape demonstrated an increasingly-integrated process of identity
exploration based on shifts in his enactment of PR constructs over time. He consistently
demonstrated an awareness of the self-organization and self-control strategies he
enacted as he played KSP and engaged with the community, and regularly leveraged
his emerging knowledge of modding and design. Over time, connections between
reflections on self-organization and self-control and his interest in tackling design
challenges and creating beautiful products deepened. He also developed more inten-
tional awareness and enactment of his preferred roles as designer and artist and con-
nected them to the strategies he enacted.

Findings offer insights into how informal participatory cultures that emerge around
game environments can supporting increasingly-explicit enactment of learning as an
intentional process of self-transformation, or identity exploration that leads to change
over time. Though some constructs of identity exploration (i.e. self-perceptions and
self-definitions) were referenced less frequently and subsequently less integrated into
his longitudinal trajectory, this suggests that modifications could be made to the design
of the forum, the discussion prompts, or the platform itself to further scaffold these
kinds of reflections. Findings also suggest that such venues have potential to support
increasing integration of identity exploration processes over time. This work also points
to areas in need of further research, such as the examination of identity exploration
trajectories across students with different social situations (i.e. less-central members of
the community). Exploring epistemic networks across different units of time could also
reveal richer, more incremental information about the nature of individual change.
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This research is the result of preliminary examinations of Kerbal Space Program
forum data using case study and Epistemic Network Analysis methods as part of a
dissertation study. As such, there are limitations that must be addressed in future work.
The sampling method, which was implemented to identify a network of highly-
connected users, simultaneously omits valid trajectories of identity exploration that
may not involve friend connections or forum posts. Similarly, the case selection of a
single, particularly-central member of a friend network on the KSP community forums
may not be representative of broader patterns of identity exploration as enacted by
members as a whole. As such, a broader examination of participants at different
positions in the sample network, and across the larger community, are essential for
more thoroughly understanding how players engage in identity exploration.

It is imperative that we as educational researchers and practitioners, particularly in
the field of K-12 public education, continue striving to adapt learning practices to the
needs of the 21st century. Collins and Halverson [1] advocate for radical and expansive
educational reform that not only leverages the benefits of emerging technologies in
classroom settings, but also reconceptualizes learning informed by practices that have
emerged in online participatory cultures. Understanding and promoting identity
exploration practices is one way to equip students with necessary tools for success in a
21st century life and career context [7]. This work contributes to this aim by examining
identity exploration as it is enacted by participants in an online gaming community.
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Abstract. Diagnostic argumentation can be decomposed referring to the
dimensions of content (see Toulmin 2003) and explicated strategy use indicated
by epistemic activities (see Fischer et al. 2014). We propose a conceptual
framework to analyze these two dimensions within diagnostic argumentation
and explore its use within initial applications using the method of Epistemic
Network Analysis (Shaffer 2017). The results indicate that both approaches of
solely analyzing the dimension of content and solely analyzing the dimension of
epistemic activities offer less insights into diagnostic argumentations than an
analysis that includes both dimensions.

Keywords: Diagnosing � Argumentation � Pre-service teachers

1 A Diagnostic Argumentation Framework

Diagnosing is considered as a specialized type of scientific reasoning: When being
confronted with a problem, diagnosticians generate hypotheses, gather and evaluate
evidence for and against these and draw diagnostic conclusions (see Fischer et al.
2014). In this regard, it can be decomposed in the application of a diagnostic strategy
and relevant concepts (Coderre et al. 2003). One example from medicine would be to
specifically generate and evaluate evidence required for the conclusion or exclusion of
several hypothesized differential diagnoses. Likewise, this strategy can be applied to
various other domains and problem sets as for example in the context of teaching:
Teachers need to diagnose single students’ learning progress, understanding and
learning preconditions. They also need to be able to communicate their diagnoses
professionally (Lawson, Daniel 2011), e.g. to colleagues or in interdisciplinary pro-
fessional communication. By relating arguments for and (if applicable) against
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differential diagnoses and rebutting potential counterarguments, they formulate a
diagnostic argumentation.

In this paper, we therefore propose that it is a relevant learning objective for
university students within several domains to formulate good diagnostic argumenta-
tions as a matter of professionalizing their communication. Corresponding interven-
tions like role-play or peer-feedback are very resource-intensive and hardly applicable
on a large scale (see Gartmeier et al. 2015). To approach this issue, it might be feasible
to automate the analysis of diagnostic argumentations, for example using methods of
natural language processing (Schulz et al. 2018). Such automation might be a useful
basis for large-scale interventions. However, an automated analysis firstly requires a
basic definition of and detailed insights into diagnostic argumentative structures, par-
ticularly regarding the quality characteristics of diagnostic argumentation. The litera-
ture and previous research in diagnosing rather focus on diagnostic decision-making
processes and suggest different sequences of activities like the hypothetico-deductive
type of reasoning (see Coderre et al. 2003). Such in-process reasoning consists of
inferences, which are based on diagnostic schemata (Charlin et al. 2007). These
process-related models assume a chronological temporality that is not necessarily
applicable to post-hoc argumentation. Moreover, argumentation serves the purpose of
explicitly presenting previous inferences in a comprehensible and conclusive manner
(see Berland, Reiser 2009). We argue that comprehensibility and conclusiveness
express in the explicated application of diagnostic strategy and concepts. Hence,
analyzing the quality of diagnostic argumentations requires a framework that captures
both, the application of strategy and concepts.

Since to our knowledge there is no such framework, we suggest the literature of
argumentation schemes as a potential starting point. More specifically, we refer to the
Toulmin argumentation model (Toulmin 2003) to analyze the application of concepts
within a case-specific content dimension of diagnostic argumentation. The basic
assumption of the Toulmin model is that conclusions (C) need to be grounded (G) and
logically warranted (W) to represent an argument. In a more complex form, the scheme
suggests to include more categories as for example evidence (E) that supports the
ground (G), or a backing (B) of the warrant (W). The scheme becomes applicable to
discursive argumentation by adding the element of the rebuttal (R) that attacks an initial
conclusion (Ci) and might obtain its replacement or limitation by adding a qualifier
(Q) to the final conclusion (Cf). The model is well transferable to diagnostic concepts as
conclusions and rebuttals represent (differential) diagnoses that require being grounded
on accumulated evidences; diagnostic conclusions also require being warranted by the
knowledge of relations between symptoms and disorders. This knowledge is ideally
backed by diagnostic guidelines or epidemiological data. Referring to the Toulmin
model, the comprehensibility and conclusiveness of single arguments can be judged by
several quality criteria as the acceptability, relevancy and sufficiency of the grounds in
supporting the conclusion or the applicability of the warrant to the case under dis-
cussion (Toulmin 2003).

However, the Toulmin model does only account for the application of concepts
within the case-specific content dimension of diagnostic argumentation. Analyzing the
explication of a diagnostic strategy requires the integration of a second, strategy-related
dimension within diagnostic argumentation. The strategy dimension can be
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conceptualized referring to epistemic activities (Fischer et al. 2014) as hypothesis
generation (HG), evidence generation (EG), evidence evaluation (EE) and drawing of
conclusions (DC). These activities were found to be relevant across a wide range of
reasoning and argumentation (Hetmanek et al. 2018), e.g. the analysis of pre-service
teachers’ problem solving (Csanadi et al. 2018). The study found differences in the
activity use of individual vs. collaborative learners, which became only observable by
analyzing co-occurrences of epistemic activities. These were depicted as activity pat-
terns by applying the method of Epistemic Network Analysis (Shaffer 2017). Building
on this research, we suggest analyzing co-occurrences of diagnostic concepts and
epistemic activities to extract similar patterns from diagnostic argumentations.

An exemplary mapping of epistemic activities on the structure of the Toulmin
model (2003) is shown in Fig. 1. Introducing this framework we suggest that the
structure of diagnostic argumentation might be better captured by analyzing the
application of case-specific content and epistemic activities in combination rather than
separately. This might point to more implicit aspects within diagnostic argumentations
in terms of the application of strategy and concepts. For example a diagnostic con-
clusion that is linked to the activity of drawing conclusions (DC) might rather be
considered as a final and therefore rather certain conclusion (Cf) which is sufficiently
grounded; a diagnostic conclusion that co-occurs with the activity of generating evi-
dence (EG) might indicate that the diagnostician considers the evidence to finally
support or exclude a diagnosis as being insufficiently grounded. Therefore, we want to
explore which insights about diagnostic argumentation can be gained from (1) ana-
lyzing co-occurrences solely within the dimension of content as well as from (2) ana-
lyzing co-occurrences solely within the dimension of epistemic activities and finally
(3) from analyzing co-occurrences across both dimensions. We expect that the com-
bination of both dimensions provides not only the insights of both separate analyses but
might reveal some additional information about more implicit structures within diag-
nostic argumentation.

Fig. 1. Diagnostic Argumentation Framework. Abbreviations: S = Source of evidence. Adapted
from Toulmin (2003): E = Evidence, G = Grounds, W = Warrant, B = Backing, Ci = initial
conclusion, R = Rebuttal, Q = Qualifier, Cf = final conclusion. Adapted from Fischer et al.
(2014): EG = generating evidence, EE = evaluating evidence, HG = generating hypotheses,
DC = drawing conclusions.
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2 Method

To explore the application of the framework we used data from a previous study.
N = 118 pre-service teachers participated in a simulation-based training designed to
foster their diagnostic reasoning and argumentation regarding school students’ ADHD
and dyslexia. The pre-service teachers were confronted with eight simulated cases
about single school students displaying either behavioral problems or performance
impairment specifically related to reading and writing. While working on the cases,
they could generate pieces of evidence, for example by looking at reports of the school
student’s work and social behavior, reviewing exercises or tests, and by examining
reports of conversations e.g. with the parents. The participants’ final task was to
indicate a diagnosis and formulate a diagnostic argumentation referring to their diag-
nostic strategy as well as evidences and diagnoses that they considered. We coded the
resulting argumentations regarding two dimensions in two independent coding pro-
cesses. In a first round, we coded the four diagnostic activities hypothesis generation
(HG), evidence generation (EG), evidence evaluation (EE) and drawing conclusions
(DC) (Fischer et al. 2014). For this purpose, fifteen percent of the argumentations were
coded by four coders, resulting in an interrater reliability of Krippendorff’s ɑU = .65. In
a second round, we coded the concept dimension, using a coding scheme that included
26 different diagnoses and 36 different categories of evidence. The coding manual
offered specific coding recommendations for each of the eight cases on both sub-
dimensions diagnoses and evidences. We coded fifteen percent of the argumentations
per case with two coders each. Across the cases and sub-dimensions we reached
interrater reliabilities ranging from Krippendorff’s ɑU = .73 to ɑU = 1.00. Because of
the case-specificity of the concept coding, we focus on the data of one training case for
the current purpose. The third training case of the fictitious school student Anna
displaying symptoms of ADD was considered as representative for the data because of
its medium difficulty. The case-specific interrater reliability relating to the content
dimension was Krippendorff’s ɑU = 1.00 for the diagnoses and Krippendorff’s
ɑU = .81 for the evidences. For the current analysis, we accumulated the single cate-
gories by the correctness with respect to the principal case solution. This resulted in
four sub-dimensions labeled with the codes “correct diagnoses” (diaC), “false diag-
noses” (diaF), “correct evidences” (eviC) and “false evidences” (eviF).

To explore co-occurrences of codes within pre-service teachers’ coded diagnostic
argumentations of the training case Anna, we applied the method of Epistemic Network
Analysis (Shaffer 2017). The ENA algorithm operationalizes sequences of codes by a
moving window, which we defined as three lines, to construct a network model that
shows the connections between codes. It further aggregates the resulting networks
using a binary summation that reflects the presence or absence of co-occurrences of
each pair of codes. The resulting networks are visualized using network graphs, where
nodes correspond to codes and edges reflect the relative frequency of co-occurrence
between each pair of codes. This results in two representations for each diagnostic
argumentation: a plotted point in the low-dimensional projected space, plus a weighted
network graph for every single argumentation. To make initial attempts in exploring
the potential value of the combined dimensions concepts and epistemic activities
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suggested by the framework, we performed the ENA three times: (1) once only
including the content dimension of the four codes correct and false evidences and
diagnoses; (2) once only including the four epistemic activities hypothesis generation,
evidence generation, evidence evaluation and drawing conclusions; (3) and once
including all of these eight codes. To better examine the resulting networks, we created
three plots for every of the tree analyses: The overall network across all participants’
diagnostic argumentations for the respective case; one exemplary diagnostic argu-
mentation formulated by the participant with the user ID 76N8058 who’s argumen-
tation quality was considered as high although the final diagnostic conclusion was false
(see Table 1); and a comparison plot subtracting the overall network and the network of
user 76N8058 indicating their discrepancies.

Table 1. Diagnostic argumentation formulated by the participant with the user ID 76N8058.
Translated from German to English. Abbreviations: eviC = correct evidences, eviF = false
evidences, diaC = correct diagnoses, diaF = false diagnoses, HG = hypothesis generation,
EG = evidence generation, EE = evidence evalua-tion, DC = drawing conclusions.

HG EG EE DC diaC diaF eviC eviF

First, I observe Anna during
class and initially I considered
it to be only a temper, but
over a longer period it
became clear to me that she
had a problem

0 1 1 0 0 0 0 0

For this reason, I had a look
on her performance records,
which corresponded to her
general attention and her
German grades

0 1 1 0 0 0 0 0

Then I talked to other subject
teachers about Anna’s
problems

0 0 1 0 0 0 0 0

That made me reject my
initial suspicion that she
might have dyslexia

0 0 0 1 1 0 0 0

Eventually, she might have
ADD, so I observe her during
school recess, particularly her
interaction with other kids,
and talk to her mother

1 1 0 0 1 0 0 0

Her behavior during recess
doesn’t match the pattern of
ADD, however, I took notice

0 0 1 0 0 1 0 0

(continued)
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3 Results

Figure 2 shows the resulting plots of the first analysis solely including the content
dimension. In Fig. 2a we see that the two strongest lines connect the codes correct and
false evidences as well as correct evidences and correct diagnoses. Accordingly, in the
context of three lines, correct evidences mostly co-occurred with false evidences and
correct diagnoses. These co-occurrences represent firstly the selection and integration
of different pieces of evidence in a grounding and secondly the grounding of correct
diagnostic conclusions by acceptable pieces of evidence. The second strongest line is
depicted between correct evidences and false diagnoses, which represents again the
grounding of conclusions. In this case, the line can either indicate that false diagnostic
conclusions were partially supported by correct evidences; however, it is more likely
that the line represents the correct exclusion of false diagnoses grounded on correct
evidences. The argumentation network of user 76N8058 shown in Fig. 2b presents a
very different pattern of a triangle relating false diagnoses, false evidences and correct
diagnoses. The network omits the code of correct evidences. Therefore, the user only
related false evidences to correct and incorrect diagnoses. Integrating only the false
evidences in a ground, the user most likely made a logically acceptable and yet false
conclusion by accepting false diagnoses and excluding correct diagnoses.

The results of the second analysis solely considering the dimension of epistemic
activities are shown in Fig. 3. In the overall network across all users (3a) we see that
the thickest line relates the activities evidence evaluation and drawing conclusions.
This relation shows that the evaluations performed were mostly considered as sufficient
to draw rather certain conclusions. The second strongest relation is depicted between

Table 1. (continued)

HG EG EE DC diaC diaF eviC eviF

of the problematic family
environment
Perhaps, the financial worries
and absence of her mother are
causal for her performance
drop and her flight into her
daydreaming and drawing

1 0 0 0 0 0 0 1

As a next step, I would
consult a psychologist who
might talk to Anna as well
and check if my suspicion
was correct

0 1 0 0 0 0 0 0

Besides, I make him aware of
her seemingly depressive
characteristics that he might
keep an eye on

0 0 1 0 1 0 0 0
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Fig. 2. Results of the first analysis including the content dimension only. Epistemic networks
across all users (2a), one exemplary user (2b) and the difference between the networks (2c).
Abbreviations: eviC = correct evidences, eviF = false evidences, diaC = correct diagnoses,
diaF = false diagnoses.
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(3a) (3b) (3c)

Fig. 3. Results of the second analysis including the epistemic activity dimension only.
Epistemic networks across all users (3a), one exemplary user (3b) and the difference between the
networks (3c). Abbreviations: HG = hypothesis generation, EG = evidence generation, EE = ev-
idence evaluation, DC = drawing conclusions.
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Fig. 4. Results of the third analysis including both dimensions. Epistemic networks across all
users (4a), one exemplary user (4b) and the difference between the networks (4c). Abbreviations:
eviC = correct evidences, eviF = false evidences, diaC = correct diagnoses, diaF = false diag-
noses, HG = hypothesis generation, EG = evidence generation, EE = evidence evaluation,
DC = drawing conclusions.
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evidence evaluation and hypothesis generation. This line represents a higher degree of
uncertainty in interpreting evaluated evidences. Looking at the argumentation network
of user 76N8058 (3b) we see again some differences from the overall network. Above
all, user 76N8058 rather refers to the activity of evidence generation compared to other
users (3c). Hence, evidence generation and the other three epistemic activities are
stronger related in the argumentation network of 76N8058. In addition, the link
between hypothesis generation and evidence evaluation is slightly more apparent which
indicates less certainty in concluding with respect to the evaluated evidences.

Figure 4 shows the resulting networks of the third analysis, which combines the
two dimensions of content and epistemic activities. The resulting overall network (4a)
shows the strongest line between evidence evaluation and correct evidences. This main
line forms three triangles with false evidences, with drawing conclusions and with
correct diagnoses. This shows that the majority of argumentations focus on the eval-
uation of the correct evidences but also evaluate false evidences partially with respect
to correct evidences. These evaluations are used as grounding for the correct diagnoses,
with more and less degrees of certainty. Comparing the overall network (4a) with the
network of user 76N8058 (4b), one of the most obvious differences is the absence of
the link between evidence evaluation and correct evidences; this is due to the general
absence of the evaluation of the code for correct evidence which we also saw as a result
from the first analysis including only the content dimension. All of the other codes co-
occur within the diagnostic argumentation 76N8058. Apart from the absence of correct
evidences, all lines from the overall network (4a) are also visible in the argumentation
of user 76N8058 (4b). Nevertheless, the combination of both dimensions in this third
analysis provides two additional insights in the user’s diagnostic argumentation, par-
ticularly when considering the comparison plot of subtracted networks (4c). Firstly, we
see that in argumentation 76N8058 (4b) both correct and false diagnoses rather co-
occur with hypothesis generation as compared to other users (see 4c); at the same time
the strength of the lines between diagnoses and the activity of drawing conclusions are
comparable between network 76N8058 and the overall network (see 4c). Argumen-
tation 76N8058 therefore expresses a comparably higher proportion of uncertainty,
particularly with respect to the correct diagnoses but also regarding the false diagnoses.
Secondly, we see a stronger link between all of the other codes (apart from correct
evidences) with evidence generation. This represents a more transparent explanation of
how the user generated the false evidences; moreover, the lines linking evidence
generation with correct and false diagnoses show that user 76N8058 points to the
necessity of generating further evidence as grounding for any final diagnostic
conclusion.

4 Discussion

From the results of the first analysis solely including the content dimension we can
draw conclusions about pre-service teachers’ case-specific application of diagnostic
concepts within diagnostic argumentation. Focusing on the content dimension allows
comparing a diagnostician’s performance to the correct answer or an expert solution.
By applying the Toulmin model (2003) to the content dimension within diagnostic
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argumentation, we can progress beyond the correctness of a solution as a single
indicator for diagnostic argumentative quality. In our first analysis we saw that the pre-
service teacher with the user ID 76N8058 drew the false diagnostic conclusion prob-
ably because he or she missed central pieces of correct evidence. However, the false
diagnostic conclusion was grounded on evidences. We argue to further focus on
analyzing diagnostic argumentation in terms of quality criteria as for example the
acceptability, relevancy and sufficiency of the grounds in supporting a conclusion
(Toulmin 2003). These criteria may facilitate the analysis of single arguments’ com-
prehensibility and conclusiveness, independently from the criteria of correctness.

The results of the second analysis solely considering the dimension of epistemic
activities (see Fischer et al. 2014) in diagnostic argumentation presents insights into the
explicated application of a diagnostic strategy. We see for example that pre-service
teachers’ single argumentations can differ largely in their report of evidence generation.
However, reporting activities of evidence generation may indicate higher transparency
regarding the quality of evidences for example in terms of appropriate application of
methods or selection of sources of information (see Fischer et al. 2014). Moreover,
analyzing epistemic activities in diagnostic argumentation provides information about
different degrees of certainty in diagnosing. The exemplary analysis indicated that pre-
service teachers differ in terms of the proportion to which they combine evaluative with
hypothetical or concluding parts within their diagnostic argumentations. This result
might even go beyond pointing to the sufficiency of the available evidences to draw a
conclusion; the indication of uncertainty in solving a case might also partially reflect a
subjective self-evaluation. We suggest to further research this question by manipulating
variables like prior knowledge and complexity of the diagnostic task (see Charlin et al.
2007).

The results of the third analysis combining the two dimensions of content and
epistemic activities capture the same insights as the previously discussed analyses
referring to the two dimensions separately. Moreover, it combines the advantages of
analyzing the two dimensions for example by indicating the certainty in referring to a
correct or false diagnostic conclusion with respect to a sufficient grounding on correct
or false evidences. Co-occurrences of certain epistemic activities with certain diag-
nostic concepts may also be able to indicate rather implicit assumptions within diag-
nostic argumentations. One example is the argumentative relation between diagnoses
and the activity of evidence generation. This refers to the prior or further necessity of
generating evidence as grounding for a final diagnostic conclusion. Consequently, the
evaluated evidence was considered as insufficient for drawing a diagnostic conclusion.
This reflects an implicit evaluation of certain evidences that might not necessarily be
explicitly stated.

It has to be noted that the validity of the codes relating to the content dimension is
very limited due to the simplifying reduction resulting in the four codes of case-
specifically correct and false evidences and diagnoses. We precede our analyses by
stronger differentiating codes within the content dimension. These could be addition-
ally grouped in terms of other characteristics as for example their significance for
diagnosing the respective case (see Charlin et al. 2007). It might also be interesting to
add a code for the “source of evidence” (see Nicolaidou et al. 2011) as a corresponding
content-related code for the activity of evidence generation.
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Concluding from the previous considerations, we consider the presented initial
applications of ENA to analyze diagnostic argumentations referring to the proposed
framework (Fig. 1) as a promising approach to better understand diagnostic argu-
mentations of pre-service teachers and eventually other diagnosticians.
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Abstract. This paper seeks to contribute to the emerging field of Quantitative
Ethnography (QE) by demonstrating its utility to solve a complex challenge in
Learning Analytics: the provision of timely feedback to collocated teams and
their coaches. We define two requirements that extend the QE concept in order
to operationalise it such a design process, namely, the use of co-design
methodologies, and the availability of automated analytics workflow to close the
feedback loop. We introduce the Multimodal Matrix as a data modelling
approach that can integrate theoretical concepts about teamwork with contextual
insights about specific work practices, enabling the analyst to map between
higher order codes and low-level sensor data, with the option add the results of
manually performed analyses. This is implemented in software as a workflow
for rapid data modelling, analysis and interactive visualisation, demonstrated in
the context of nursing teamwork simulations. We propose that this exemplifies
how a QE methodology can underpin collocated activity analytics, at scale, with
in-principle applications to embodied, collocated activities beyond our case
study.

Keywords: Multimodal � Learning analytics � Teamwork � CSCL � Sense
making

1 Introduction and Background

Quantitative Ethnography (QE) is a methodological approach that respects the insights
into specific cultural practices gained from the interpretive disciplines developed in
ethnographic and other qualitative traditions, but seeks to apply the power of statistical
and other data science techniques to qualitatively coded data, such as observational
fieldnotes, interviews, or video analysis [36]. To date QE has been exemplified pri-
marily by the development of the Epistemic Network Analysis (ENA) tool, to examine
the relationships between coded data elements (e.g. [9, 16, 35]).

In this paper, we propose that a modelling methodology and analytics workflow,
developed to process and visualise multimodal data from nursing team simulations,
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also exemplifies QE principles. The intended contribution is thus twofold: (i) an
articulation of two key requirements in order to operationalise QE for a learning
analytics application, and (ii) a demonstration of QE’s value in implementing a mul-
timodal learning analytics pipeline and end-user tool, which has been piloted with
nursing academics and students. While Herder et al. [19] have described the full
automation of ENA from online student teams’ interaction data, generating a real-time
dashboard for teachers, to our knowledge, this is the first time that QE has been applied
to the analysis of multimodal sensor data, combined with human observational data, to
generate a feedback visualisation about collocated teamwork.

In the next section we introduce the challenge of ascribing meaning to multimodal
traces of learning activity. Section 3 introduces the specific educational challenge
driving this work, namely, how to better inform the debriefings for collocated nursing
teams on a simulated hospital ward. Section 4 provides a definition of our requirements
in order to operationalise QE for such a learning analytics application. Section 5
introduces the Multimodal Matrix, inspired by QE principles in combination with a
teamwork activity theory, illustrating its application to the nursing context, and briefly
describes the visualisations it enables, informed by co-design. Section 6 summarises
progress to date, and outlines some future work trajectories.

2 From Clicks and Data Streams, to Constructs

An important challenge in the fields of learning analytics (LA) and educational data
mining (EDM) is to provide more timely, useful evidence to aid teachers in peda-
gogical decision-making, and students in understanding what actions they can take to
maximise their opportunities of learning, e.g. [2, 15]. While there has been substantial
interest in creating visualisations and dashboards to communicate data to different
stakeholders, recent reviews question the impact of these learning analytics interfaces
[4, 20, 25]. Clearly, at the user interface level, the representations need to be intelligible
to users [1] but the problems in fact go deeper into the infrastructure [17]. On what
basis can low-level system logs serve as proxies for higher order constructs? Once that
relationship has been established, data can then be rendered in ways that are intelligible
to people without a strong analytical background. Imbuing data with contextual
meaning brings key stakeholders (such as teachers and students) into the sensemaking
loop, whereas until quite recently, analytics for human activity remained the preserve
of researchers.

This is fundamentally a modelling problem, long recognised in assessment science,
and now manifesting in LA and EDM in various forms. In assessment science for
technology-enabled learning such as educational gaming, we find techniques such as
Stealth Assessment [37] and Evidence-Centred Design [3, 26]. In an LA context, this
challenge has been dubbed as mapping “from clicks to constructs” [6, 39].

One particular strand of research within EDM focuses on adding meaning to stu-
dent data before doing any data processing, through the use of alphabets to encode
sequences of logged interactions. One example of this was presented by Perera et al.
[30], who use alphabets as rules to encode low-level events from an online system into
items representing a higher level of abstraction. This is performed as a pre-processing
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step before conducting sequence pattern mining to facilitate the interpretability of the
results. A similar methodological approach was suggested by Martinez-Maldonado
et al. [22] who used different alphabets to interrogate a multimodal educational dataset
(speech acts and actions on a shared device by groups of students) to find sequential
patterns that differentiated cohorts of students. The limitation reported by authors in
these studies is that an item can only contain a certain amount of contextual infor-
mation. The more that information is associated with a particular logged action, the
more complex the task to mine useful partners becomes.

The challenge of developing multimodal learning analytics can be seen as an
extreme case in which the aim is to capture rich contextual information in a learning
situation [28]. These innovations offer exciting opportunities for educational research
and practice through the analysis of multiple, intertwined streams of learner data (e.g.
related to gestures, physical positioning, gaze, speech and physical manipulation of
objects). Consequently, the user interfaces resulting from these multimodal innovations
can be even more complex than regular LA systems [33] as they may pose serious
challenges for teachers and students in terms of sense making of multiple sources of
evidence. In fact, a recent review [10] identified that most current multimodal learning
analytics tools are aimed at helping researchers to annotate multiple data streams to
identify patterns of meaningful learning constructs. The current multimodal analytics
prototypes, presented by Echeverria et al. [12, 13] and Ochoa et al. [29], are initial
attempts to map low-level data with higher order constructs in the user interface.
Worsley [40] proposed the use of the concept of epistemological framing [34] as a
potential way for understanding human cognition through multimodal data. In this
case, the epistemic frames can serve to typify of certain high-level activity (e.g. a
person is discussing) based on a combination of low level behaviours that can
potentially be detected via sensors (e.g. prolific gestures, an up straight posture, gaze at
peers and animated talk and facial expressions).

In sum, there is a growing interest in mapping from low-level data to meaningful
constructs, and related attempts have been made in the areas of EDM, data-driven
assessment and multimodal LA. In the next section we introduce the applied challenge
that has motivated the need to integrate theoretical concepts about teamwork with
contextual insights about specific work practices, to enable the mapping of low-level
sensor data with codes that could be used to operationalise meaningful constructs.

3 Timely Feedback on Nursing Teamwork Simulations

Nursing simulations play an important role in the development of teamwork, critical
thinking and clinical skills and prepare nurses for real-world scenarios. Students from
the UTS Bachelor of Nursing experience many hypothetical scenarios across different
stages of their professional development. In these scenarios students, acting as
Registered Nurses (RNs), provide care to a patient, who has been diagnosed with a
specific condition. Manikins, ranging from newborn to adult, give students the
opportunity to practise skills before implementing them in real life. Simulations are
sometimes recorded and played back to students so that strengths and areas for
improvement can be observed in facilitated debriefing sessions [18].
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The manikin (“Mr. Lars”) was programmed by the teacher to deteriorate over time,
dividing the task into two phases. In phase one a group of four students assess and treat
Mr Lars for chest pain. These RNs in different roles communicate with Mr. Lars, apply
oxygen, assess his pain, perform vital sign observations, administer Anginine
according to the six rights, connect him to an ECG, identify his cardiac rhythm,
document appropriately and call for a clinical review. In phase two, the same group of
students takes over Mr. Lars’s care at which point he loses consciousness due to a fatal
cardiac rhythm, and the team must perform basic life support. Each simulation lasted an
average of 9.5 min. Fuller procedural details are provided in [12, 14].

3.1 Instrumenting Simulations to Detect Teamwork

Several sensors and equipment were utilised to track interactions, summarised below:

Indoor Localisation: Students’ movement around the manikin was captured auto-
matically through ultra-wideband (UWB) wearable badges (Pozyx.io1). This system is
composed of a set of anchors to sense the physical space, which are mounted on the
walls, and several wearable tags or badges attached to people or objects (such as the
resus trolley). Figure 1 illustrates the distribution of the anchors across the simulation
room (blue squares).

Patient Simulator: Some student and patient actions were automatically logged by the
high-fidelity Laerdal SimMan 3G2 manikin including placing the oxygen mask, setting
oxygen level, attaching blood pressure monitor, reading blood pressure, administering
medicine, attaching the ECG device, starting CPR, and stopping CPR. Proprietary
Laerdal Software exported the actions and their timestamp in a .txt file.

Fig. 1. Data collection from a nursing simulation in a lab scenario, using a range of sensors.

1 Pozyx developer kit and a multitag-positioning system: https://www.pozyx.io.
2 Laerdal simulation manikins: https://www.laerdal.com/nz/products/simulation-training/emergency-
care-trauma/simman-3g.
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Microphone Array: A six-channel high-quality USB microphone array (Microcone)
was located at the base of the patient’s bed to detect nurses’ conversations. Microcone
Recorder application for MacOS was used to automatically track multiple people
speech. Six .wav files were saved at the end of each session, one per channel. In
addition, the application generated a .csv file including the total duration of the session,
start and end timestamps where speech was detected and the person who was speaking
(previously configured in the application).

Physiological Wristbands: Empatica E43 wristbands included a photo plethysmogra-
phy (PPG) sensor to measure Heart Rate continuously, an electrodermal activity
(EDA) sensor to measure skin conductance, a 3-axis accelerometer to detect movement
and activity, and an optical thermometer to sense physical activity. Each wristband
exported an EDA.csv file containing the timestamp when the Empatica started to
capture data and EDA values; and an ACC.csv file with x, y and z accelerometer values.

In addition to these sensors and equipment, all the sessions were recorded by the
video camera system installed in the lab room, comprising three fixed cameras and
several microphones in the ceiling.

Two researchers and a teacher were present in each session. Besides the data
outlined above, other data gathering included observation notes and recordings of the
group debriefing. These were transcribed for analysis. Data analysis involved two
researchers independently screening the video recordings of the sessions looking for
moments of interest that could serve to derive multimodal observations for further
analysis. More details on the context and instrumentation are provided elsewhere [12].

4 Defining Requirements for QE Enabled Feedback

In his presentation of theQE concept, Shaffer [36] set the goal of designingways tomodel
and analyse data that harmonise qualitative and quantitative methodologies. Clearly there
are many facets to the QE concept, but in our reading, of particular importance is the
requirement that all analysis techniques can read from, and write to, a common data
representation. This emphasis seems to us to be distinctive, clearly moving beyond
mixed methods, and pivotal to enabling ethnography, and the social sciences more
broadly, to move into data science and real time analytics. Building on this, we introduce
two additional requirements (points 1 and 4 below) to specify the design process and
enabling infrastructure required to deliver timely, analytics-driven feedback:

Using QE to inform the design of timely, analytics requires:

1. Co-design with stakeholders in order to gain insights into current and envisioned
work practices.

2. These insights inform the modelling and analysis of qualitative and quantitative
data.

3. Analysis techniques can read from, and write to, a common data representation.
4. This is executed by an automated analytics workflow.

3 Empatica wristbands: https://www.empatica.com/en-int/research/e4.
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We emphasise co-design because we are developing feedback tools for use by real
users (educators and students), so simply from sound user-centred design principles,
this is good practice: we need to understand what feedback will be of most value.
Moreover, human-centred design goes deeper than good user interfaces: it shapes the
data we gather, and how we model it. The analytics challenge requires us to devise a
way to model the sensor data in ways that respect, and will enable, culturally mean-
ingful interpretations of work practices when visualized. Co-design provides us with a
way to understand work practices in great specificity.

Secondly, we emphasise automated analytics workflow because this is the only way
to make sense of large data sets sufficiently quickly to serve our purposes, namely, to
close the feedback loop to educators and students in a timely manner for post-
simulation debriefings. We turn now to the question of how we bring the insights from
co-design to the modelling of multimodal data, and automate visualisation generation
to inform the team debriefing.

5 The Multimodal Matrix as a QE Modelling Methodology

In order to address the above requirements, we have developed a modelling approach
and data representation named the Multimodal Matrix (Fig. 2), comprising the fol-
lowing conceptual elements: dimensions of collaboration, multimodal observations,
segments, and stanzas, which are elaborated in subsequent sections.

This matrix provides the common, integrating representation to hold data and
analysis results from qualitative and quantitative methods: it can be populated with
categorical data automatically from a full sensor/analytics pipeline, semi-automatically
in which human input augments the analysis and/or workflow, or manually from
conventional qualitative or quantitative data analysis. Qualitative codes are modelled
by combining events from multiple sources (columns) into segments, and by combining
multiple segments. Temporally dependent codes can be modelled into meaningful
stanzas by combining segments (rows of events).

Fig. 2. Schematic design of the Multimodal Matrix, from [12]
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The matrix thus seeks to provide a representation to help make sense of low-level
sensor data through the introduction of qualitative coding derived from top-down
(theory) and bottom-up (context-specific phenomena) sources:

Theory: A framework for collaborative activity (ACAD) was used to define key
constructs for combining lower level events into higher order codes (see below).
Obviously, this could be replaced by any other theory/framework that served the
analyst’s interests and stakeholders’ needs. The Multimodal Matrix enables us to
introduce theoretical perspectives. We draw on the Activity-Centred Analysis &
Design (ACAD) framework [24], which defines physical, epistemic and social
dimensions as critical, as follows (p.2065):

• “the set (physical) component – which includes the place in which participants’
activity unfolds, the physical and digital space and objects; the input devices,
screens, software, material tools, awareness tools, artefacts, and other resources that
need to be available

• the social component – which includes the variety of ways in which people might
be grouped together (e.g. dyads, trios, groups); scripted roles, divisions of labour,
etc.

• the epistemic component – which includes both implicit and explicit knowledge-
oriented elements that shape the participants’ tasks and working methods.”

To these three dimensions we add affective states of engagement, worry or antic-
ipation, this being particularly important in the healthcare professions. It will be seen
below how these broad categories help to make sense of the data.

Insights into Work Practices: Multiple sources: (i) insights from nursing professionals
about what makes a nurse’s position meaningful when performing different tasks;
(ii) information from staff and students regarding they would like to see captured to
inform post-simulation debriefing (informing which sensors are deployed); and
(iii) information that staff and students said would assist post-simulation debriefing
(from co-designing visualization prototypes). Co-design sessions provided insights into
the experiences of UTS students and academics in the specific simulations run in the
Health faculty’s facilities. We detail elsewhere how we have adopted, and in some
cases adapted, well known co-design techniques to gain these insights [11, 31, 32].

5.1 Application of the Multimodal Matrix to Nursing Team Simulations

Each data stream captured by the sensors and devices listed above was encoded into
columns in the multimodal matrix based on meaning elicited from subject matter
experts, the learning design, or literature. The data streams were manually synchronised
at 1 Hz, down-sampling data streams from sensors that had a higher frequency. The
multimodal observations used in our studies, and their relationship with the dimensions
of collaboration, are depicted in the edited excerpt from a nursing teamwork simulation
in Table 1.
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5.2 Multimodal Observations

From the data collected, we were now in a position to associate multimodal observa-
tions, optionally in combination, with one or more dimensions of collaboration. Space
precludes a very detailed description, but our goal in this paper is to convey the way in
which the coding of data works.

Segments: Segments are considered the smallest unit of meaning. Thus, for this par-
ticular example in teamwork nursing simulations, we took a segment of one second.
This small value was selected because we needed to analyse moment-to-moment
critical reactions from nurses during the performance of the activity, this being a high-
stakes activity.

Stanzas: Segments can be grouped according to criteria to show meaningful rela-
tionships. In the nursing simulations, stanzas were defined to capture key phases in the
collaborative task (e.g. see rows grouped by phase in Fig. 2). For this particular
example, two stanzas were defined, based on two critical actions in the learning design:
(i) when the patient asks for help and (ii) when the patient loses consciousness.

The major column headings in Table 1, drawn from the ACAD framework, are
described next.

ACAD Physical Dimension. Embodied strategies during high-stakes teamwork sce-
narios are critical in healthcare education [23]. This provides an example of how
qualitative insights into the work practice shape the quantitative modelling: what makes
position meaningful, for these stakeholders, in this simulation? In other simulations,

Table 1. Edited excerpt from a nursing teamwork simulation encoded in the Multimodal Matrix
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3:22.0 0 1 0 0 0 L 0 0 0 0 0 1 1 1 0 0 0

3:22.1 0 1 0 0 0 L 0 0 0 0 0 1 1 1 0 1 0

3:22.2 0 1 0 0 0 L 0 0 0 0 0 1 1 1 0 0 0

3:22.3 0 1 0 0 0 L 0 0 0 0 0 1 1 1 0 0 0

3:22.4 0 1 0 0 0 L 0 0 0 0 0 1 1 1 0 0 0

3:22.5 0 1 0 0 0 L 0 1 0 0 0 0 0 0 0 0 0
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position might take on other significances, or with more advanced students (for
instance) there might be other learning outcomes, which will focus on other key
behaviours. Based on interviews with four nursing teachers [14], we identified five
meaningful zones which are associated with a range of actions nurses must perform:
(i) the patient’s bed, for cases in which nurses were located on top of or very close to
the patient; (ii) next to patient, for cases in which nurses were at either side of the bed;
(iii) around the patient, for cases in which nurses were further away from the bed, from
1.5 to 3 m away of the bed); (iv) bed head; which is an area where a nurse commonly
stands to clear the airway during CPR; and (v) trolley area, for cases in which nurses
were getting medication or equipment (a localisation badge was attached to the trolley).
Indoor localisation data was automatically encoded into these meaningful zones
(Fig. 3).

A Kalman filter was applied to remove noisy data points, and a cluster analysis was
performed (k = 16) to assign one meaningful zone to each point. The first five columns
in the Physical dimension group from Table 1 illustrate the meaningful zones for RN1
(e.g. RN1.patient_bed). Each cell has a value of “1” if that zone is occupied, or “0”
otherwise. For instance, the row in the first second [0,1,0,0,0] means that RN1 was next
to the patient. In addition to movement, nurses’ physical intensity is studied in the
literature [8], ranging from low (e.g. walking, talking, manipulating medical tools) to
high (e.g. performing a CPR). We defined low (L), medium (M) and high (H) levels,
where high = performing CPR. The last Physical column shows that RN1’s physical
intensity at 03:22.0 was low (L).

ACAD Epistemic Dimension. In the matrix, each column represents who performed an
action (e.g. RN1.check_pulse). For example, the first column in the Epistemic

Fig. 3. Nurses’ positions were classified into zones, reflecting insights from subject matter
experts regarding what makes position significant in teamwork [12]
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dimension group is RN1.check_pulse = 0, meaning that RN1 did not check the pulse at
time 03:22.0, while RN2.check_pulse = 1 at 03:22.5.

ACAD Social Dimension. Verbal communication plays an important role in the
management and coordination of patient care and teamwork strategies [41]. From the
video recordings, we manually transcribed and synchronised the speech for each nurse
and the patient using NVivo software. Start and ending points were annotated, along
with the speaker and listener identification to further model the interactions. With this
information, we created a sparse matrix, with 1’s when a nurse was speaking/listening
at a specific time, or 0 otherwise. The first column in the Social dimension group shows
RN1.speaking, RN2.speaking and patient.speaking, and the following three columns
are listening interactions. We can observe how the patient-nurse speaking-listening
interaction is represented for the first four seconds: row [0,0,1]; [1,1,0] means that the
patient is speaking while RN1 and RN2 are listening.

Affective Dimension. Physiological data can be effectively used to aid nurses in
recalling confronting experiences in order to develop coping strategies [27]. An
increase in EDA, specifically, is typically associated with changes in arousal states,
commonly influenced by changes in emotions, stress, cognitive load or environmental
stimuli. We automatically identified peaks in EDA data as a minimum increase of 0.03
ls [5], using EDA Explorer [38]. Each cell contains a value of “1” when a peak in that
timeframe was detected. For example, the RN1.EDA_peak column shows that RN1
had an EDA peak at 03:22.0.

We should emphasise that the primary classification of an atomic event under one
of the four column headings should not be read as a rigid constraint. For instance,
common sense tells us that “social” actions may also have physical attributes. An
arbitrary number of codes can be defined as combinations of any events, constrained
only by the analyst’s interests.

Judgements about whether an attribute is, for instance, “High/Medium/Low” are
again, modelling decisions, which may be based on theory, evidence or intuition (see
the above example rationale for setting activity peak thresholds for EDA data). Binary
0/1 variables are required, but apply only for the specified duration (row labels). For
instance, if higher definition tracking of certain columns is required than in the above
example, one could sample every 0.1 s to detect changes.

To summarise, the Multimodal Matrix provides a ‘container’ to make modelling
decisions explicit. The merits of those decisions derive from the integrity of the
underlying assumptions about the structure of the phenomena, and how they can be
modelled. In the concluding section, we reflect on the commitments that this approach
is itself requiring on behalf of the analyst.

5.3 Generation of Visual Feedback

We are now ready to return to the applied outcome, namely, to improve learning by
providing better feedback to the nursing teams and teachers. Thus, the final step is to
generate representations that offer insights. Figure 4 shows examples of the visuali-
sations that are now being evaluated with the academics and students, informed by the
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initial co-design sessions. See [12] for a fuller design rationale behind these, and the
results of user trials.

6 Summary and Future Work

In this paper, we have proposed a Quantitative Ethnographic methodology and ana-
lytics platform, to tackle the problem of making multimodal data streams meaningful
for interpreting collocated teamwork. We accomplish this using a data representation
called the Multimodal Matrix, which organises quantitative data in relation to codes
derived from two sources: qualitative insights from stakeholders into their work
practices (i.e. undertaking and coaching nursing simulations), plus theoretical insights
into how collaborative teamwork can be analysed (ACAD framework). Rows in the
matrix may be populated automatically or semi-automatically, and additionally with
results from manual data analyses. This modelling approach thus enables us to build a
principled bridge between multimodal logs generated from sensors, and higher order
constructs such as a curriculum outcome (e.g. ‘competence in patient-centred team-
work’), and its constituent skills (e.g. ‘patient-centred talk’; ‘correct positioning during
CPR’). When those signals are combined meaningfully, they may serve as proxies for
these competencies, and once visualized, may provoke deeper reflection and discussion
in debriefing sessions.

Patient-centred verbal communication 
within the nursing team as a sociogram

EDA peaks (orange) potentially signifying 
stress or other forms of cognitive arousal

Patient-centred movement of nurses 
around the zones of the simulation ward

Clinical actions performed by nurses on 
the manikin patient and other devices

Fig. 4. Example visualisations generated from the multimodal teamwork activity data
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To deliver real-time, scalable feedback to nursing teams, we have highlighted the
need not only for an integrative representation, but also co-design processes that
provide stakeholders with voices to shape the design, and an automated workflow
capable of generating feedback representations sufficiently quickly. The analytics
workflow is now sufficiently automated (there remain a few manual elements) to
generate visualizations for student debriefs within a few minutes of completing a
simulation, and the Multimodal Matrix has provided the database to generate visual-
izations to meet stakeholders’ requests for debriefing support, which are now being
evaluated with staff and students, with promising results [12].

Fuller workflow automation must overcome challenges such as identifying who is
performing an action and connecting siloed data sources from different products (e.g.
manikin and wristband data) before the scripts can integrate and visualize them.
Although not the focus of our work to date, attempts to automate other forms of
qualitative analysis—e.g. attending to what, how or when utterances are made—does
of course present complex challenges, requiring different kinds of textual content
analysis, sequence analysis [22], location analysis [21], speech content analysis [7], and
so forth, which are the focus of multimodal learning analytics research. Analyses of
how space is used can draw additionally on knowledge of team roles, and hence power.
For instance, knowing that a nurse is the team leader leads one to expect different
activity from that role at a critical moment. We are interested to learn of other examples
in which positional data might be combined with other data classes in order to quantify
phenomena that qualitative analyses have concluded are significant.

We believe that this is the first application of a QE approach for collocated
teamwork, working from multimodal data streams rather than clickstreams. The prin-
ciples underpinning Quantitative Ethnography, codified in the Multimodal Matrix, have
assisted us in making significant advances in tackling an extremely complex challenge:
delivering timely analyses and feedback on embodied groupwork.

To conclude, we would want to reflect critically on the Multimodal Matrix as a
lens. It is agnostic both theoretically and empirically, in the sense that it can be used to
structure data about any form of temporal activity, with columns labelled according to
any constructs of interest, and myriad visualisations can be generated from this. On that
basis, we envisage that it should be of service for analysing diverse forms of human
activity. That being said, no symbol system is completely neutral, but always privileges
certain information, and ignores others. All symbol systems require the structuring of
thought and data in particular ways: writing has different affordances to oral commu-
nication, visual representations vary in their perceptual affordances from each other,
multimedia adds new dimensions, and so forth. It is possible that the tabular repre-
sentation used in the Multimodal Matrix, in which rows represent time windows, and
columns discrete streams of data, may prove problematic for certain forms of ethno-
graphic or other qualitative analysis. Since we have highlighted that a hallmark of QE
is the ability for quantitative and qualitative methods to read and write a common
representation, we welcome commentary on whether this representation is indeed
sufficiently expressive to meet the needs of other QE approaches.
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Abstract. Coding is a process of assigning meaning to a given piece of evi-
dence. Evidence may be found in a variety of data types, including documents,
research interviews, posts from social media, conversations from learning
platforms, or any source of data that may provide insights for the questions
under qualitative study. In this study, we focus on text data and consider coding
as a process of identifying words or phrases and categorizing them into codes to
facilitate data analysis. There are a number of different approaches to generating
qualitative codes, such as grounded coding, a priori coding, or using both in an
iterative process. However, both qualitative and quantitative analysts face the
same coding problem: when the data size is large, manually coding becomes
impractical. nCoder is a tool that helps researchers to discover and code key
concepts in text data with minimum human judgements. Once reliability and
validity are established, nCoder automatically applies the coding scheme to the
dataset. However, for concepts that occur infrequently, even with an acceptable
reliability, the classifier may still result in too many false negatives. This paper
explores these problems within the current nCoder and proposes adding a
semantic component to the nCoder. A tool called “nCoder+” is presented with
real data to demonstrate the usefulness of the semantic component. The possible
ways of integrating this component and other natural language processing
techniques into nCoder are discussed.

Keywords: Coding � Grounded coding � A priori coding � Automatic coding �
Grounded theory � Qualitative analysis � Quantitative analysis � Latent Semantic
Analysis � Topic modeling � Machine learning

1 Introduction

When researchers analyze text data, they often search for culturally relevant and
meaningful aspects of a discourse. For example, people that are interested in under-
standing how students think during science curriculum might look for science content
knowledge (e.g. nitrogen cycle knowledge) and for scientific practices (e.g. developing
and using models). However, in order to make the claim that a student exhibits
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scientific knowledge or practices, researchers need to provide evidence for their
interpretation. One way to find evidence in data—and eventually qualitative interpre-
tations—is to develop a set of codes that allow researchers to systematically categorize
phenomena in their data to help identify patterns [1, 2].

However, in the age of digital learning environments and ubiquitous data collec-
tion, we have more information than ever about what students are doing and how they
are thinking. The sheer volume of this data can render traditional qualitative methods
unfeasible. One way to address this issue is to create automated codes that apply some
set of rules to a dataset to assign values to each piece of data.

To aid researchers, Shaffer and his colleagues created a system for scaffolding
automated classifier development. The nCoder is a learning analytics platform used to
develop, refine, validate, and implement automated coding schemes. The nCoder is
designed specifically for working with large and small sets of text data, such as
interviews, transcripts, logfiles, and other text data. Users can generate codes by
defining a construct, identifying common words associated with the construct, testing
their code, and then updating their construct definition or wordlist until the researcher
achieves an acceptable level of agreement between their coding and the automated
coding scheme.

In this paper, we first give an in-depth description and analysis of the nCoder
coding process. Then we discuss a particular problem with recall during this process.
Recall is the ratio of the number of items coded by a classifier to the total number of
items that should be coded. In nCoder, it is possible to have a situation, when the
frequency of a code is low, for the recall to be low, even if the kappa is high enough to
achieve a statistically significant rho. That is, it is possible to achieve acceptable
agreement and generalize that agreement to the dataset yet have a potentially high rate
of false negatives. After identifying and explaining this problem, we describe a
potential solution to this problem – a newly developed tool equipped with a semantic
component that helps solving the low recall problem. This tool is called “nCoder+”,
which implies that this tool is simply an add-on to nCoder. A real data set will be used
to illustrate the usefulness of this tool. We will end the paper with discussions on
integrating this new component and other possible techniques into nCoder.

2 Approaches to Coding

Coding is a process of assigning meaning to a given piece of evidence. Evidence may
be found in a variety of data types, including documents, research interviews, posts
from social media, conversations from learning platforms, or any source of data that
may provide insights for the questions under qualitative study. In this study, we focus
on text data and consider coding as a process of identifying words or phrases and
categorizing them into codes to facilitate data analysis.

There are a number of different approaches to generating qualitative codes, such as
grounded coding, a priori coding, or using both in an iterative process [3]. Grounded
coding, also referred to as inductive, emergent, or bottom-up coding, is an exploratory
process which allows a researcher to discover new concepts and theories that emerge
from the text data [4]. Researchers are encouraged to read through the data line by line
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and identify concepts that may construct in-depth understanding of the data [4, 5]. One
major challenge in grounded coding is generating new concepts. Since it is exploratory,
a researcher may iteratively refine the definition of the concepts, which implies data re-
coding. When the data size becomes too large, grounded coding by hand can become
time-consuming if not impractical.

A priori coding is another identification process, in which a coder identifies pre-
defined concepts from an existing theoretical framework. A priori coding, also referred
to as theoretical, deductive, or top-down coding, starts with a theory or set of constructs
and then searches for the ideas in the data rather than using the ideas in the data. In our
example above, someone interested in identifying science practices from the Next
Generation Science Standards may search for qualitative evidence of students using
one or multiple of the eight science and engineering practices.

Whether a researcher starts with the data and creates categories or starts with
categories and identifies them in the data, researchers face challenges of coding reliably
and consistently. First, researchers often work to validate codes in their data to ensure a
common understanding of concepts between two raters1. Inter-rater reliability
(IRR) measures assess whether two raters assign codes consistently in the same way.
To determine whether two raters have identified the same properties in the data,
researchers may use tests of agreement, such as Cohen’s kappa, to quantify to what
degree the two raters agree with each other. A common heuristic in studies of CSCL
(Computer Supported Collaborative Learning) is for researchers to sample 10–20% of
their data to assess IRR [6]. Again, when the data size is large, manually coding this
much data can become difficult if not impossible, especially if multiple IRR analyses
need to be performed to achieve acceptable reliability between raters.

Advances in computer and natural language processing technologies have made
another coding approach more accessible to researchers: automated coding. An auto-
mated coder or classifier is an algorithmic process that identifies whether a piece of data
belongs in a certain category or class. For example, topic modeling is capable of
automatically finding latent topics in a text data set and “code” the data by topic
proportion scores [7, 8]. While this approach is automated and requires no human
coding, researchers may find that not all topics can be easily interpreted and verified.

An ideal computer coding tool does not have to be fully automated. Instead, it
should have enough flexibility to allow researchers to discover concepts they think
important. Once some concepts are discovered, the tool should be able to “learn” from
a relatively small sample of human coded data and code the data in a way close enough
to the human coder. nCoder is such a tool. Before diving deep into nCoder, we first
briefly introduce the concept of “codebooks”, which plays an important role in the
coding process.

1 Not all researchers perform IRR tests. For example, researchers may use social moderation, where
two or more raters code all of the data and resolve differences until they all agree on the code
(Herrenkohl and Cornelius) [14].
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3 Codebooks

During coding, researchers often create a codebook to organize and summarize
information about codes. Code books are often used to communicate ideas for IRR and
are often reported in the methods sections of resulting publications. Within a codebook,
the name, the definition, and examples of the code are included. For example, in
analyzing text data from presidential primary debates, environmental issues could be an
interesting code. In a codebook, this code may look like the one shown in Table 1.

If the researchers used automated classifiers, then the word lists, patterns, and/or rules
that were applied to the data to assign the code may also be included in the codebook.

If the researchers choose to validate their codes, another section of the codebook is
the results of their IRR analyses. In our case, we have added our classifier list and IRR
between the human rater and classifier. In a full analysis, we would also validate our
code between two human raters as well as between the second human rater and the
classifier. In this analysis, we focus on this first iteration in the coding process.

The nCoder tool helps researchers build and validate their codebooks. A critical
component of any statistical analysis of text data is some form of coding scheme that
identifies key concepts and clusters of terms in the data. To generate valid insights,
however, this coding process has to be compared to the work of human raters. nCoder
minimizes the amount of data that needs to be hand-coded by using cutting-edge
statistical techniques to establish the reliability and validity of codes. Once codes are
validated, nCoder automatically applies a coding scheme to larger datasets quickly and
efficiently, even coding new data as it becomes available. In the next section we
describe how the nCoder scaffolds codebook creation and helps researchers perform
code validation processes.

Table 1. Code book for environmental issues

Name Definition Example Classifier IRR

Environmental
Issues

Referring to
harmful effects
of human
activity on the
biophysical
environment

“Governor Pataki,
you’ve indicated
you believe
climate change is
real and caused at
least in part by
human activity”

\benvironment
,\bclimate
,\bpollut
,\bgreenhouse
,\bdegradation
,\bglobal warm
,\bhabitat
,\bextinction
,\bsuperfund
,\btoxic
,\bconservation
,\bsustainability
,\brunoff
,\bnatural resource

j ¼ 1:00
rho ¼ 0:01
n ¼ 40
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4 nCoder

nCoder is available as a free online tool (https://app.n-coder.org/) and an R package
(nCodeR) [9] that helps researchers to code large amounts of text data by supporting
the development, refinement, validation and application of automated coding schemes.
nCoder also employs Shaffer’s rho in reliability analyses, which again is available
online (https://app.calcrho.org) as an R package (rhoR) [9, 10]. Both the R packages
and webkits have been used to analyze large-scale datasets of many kinds, including
chat, email, online actions, surgical performance, and brain scan data [9–14].

For this paper, we focus on code generation which is summarized in Fig. 1 as a
flow chart for developing automated codes. To create a new coding project, users
upload their data as either a CSV (Comma Separated Value) or Microsoft excel file.
The data file may contain any number of columns, with the first row containing column
names. After the file is loaded, the user is asked to specify the text column, which is
used as the text data for coding. The detailed coding steps are described below.

Fig. 1. nCoder flowchart
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Defining Codes. The first step in coding is defining a code. In nCoder, a code defi-
nition contains three elements: a name, a description, and a list of regular expressions
(RegExs). The name is the identifier of the code, which should therefore be unique. The
name should also be short and meaningful so that when it is written in an article, people
can easily understand and remember it. The description explains what the code is
about. The description should also be clear, brief and accurate. The RegEx list specifies
language patterns that can be used to code the data. For example, the RegEx “\ben-
vironment” means that if there is a word starting with “environment” in a text cell, the
code is considered present. Regular expressions are powerful in representing language
patterns. nCoder provides an interface to designate word boundaries “\b”. nCoder also
helps users create complex combinations of words. For example, a user may want to
find instances of “clean” but not “clean water”. The user would search for a regular
expression that begins with clean and does not include water, which is “^(?:(?!\bwa-
ter).)*\bclean(?!.*\bwater)”. Such an expression may be easy for a more expert pro-
grammer and nCoder helps novice users create more nuance expressions. Users add
words or expressions until they are ready to test their classifier. nCoder does not allow
the user to freely go through the data because in a later step, the tool needs to sample
“fresh” data for testing purpose. This restriction seems contradictory to the grounded
theory method, which is built on the assumption that the concepts are discovered from
navigating the data. The current version of nCoder does not allow users to do grounded
coding within the tool and this feature may be built into subsequent releases. This may
not be really a problem of nCoder, if we assume that the user has another offline tool
(e.g., excel) to navigate through the data.

Machine Coding. In this step, the dataset is automatically coded based on the regular
expressions provided by the user. nCoder uses a simple regular expression matching
algorithm to automatically code the text data. It goes through each row of the specified
text column, and checks if the text in the cell matches one of the regular expressions in
a defined code. If yes, a “1” is assigned to the data. Otherwise, a “0” is assigned.

Test Set Sampling. A test set for each concept is randomly sampled from the coded
dataset, where the minimum sample size is 10. The user may repeatedly increase
sample size by 10 until the user is satisfied with the size of the test set. If a researcher
wants to establish a kappa over a threshold of 0.65 they should use a test set size of at
least 40. If they want to use a threshold of 0.9 they should use a test set size of at least
80. nCoder provides a measure “rho” to indicate whether or not the sample size is large
enough. A rho higher than 0.05 when the kappa is higher than a threshold of interest in
the test set, indicates that the test set size should be larger. When a targeted concept has
a low occurrence in the dataset (e.g., <20%), a small test set may not be able to
represent the targeted concept and can cause difficulties in achieving sufficient IRR.
nCoder uses a technique, called “inflation” to solve this problem. That is, when creating
test sets, nCoder guaranties at least 20% of the lines in the test set contain the code. For
example, for a test set size of 10, nCoder would randomly pick 2 lines that the
algorithm coded positively and then randomly select the final 8 lines from the rest of
the data.
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Human Coding. After the test set is generated, the sample texts are presented to the
user for coding. The user selects a concept to code and the corresponding test items are
displayed, together with a “Yes” button and a “No” button. The user codes the test
items by pressing “Yes” or “No”, with “Yes” indicating a “1”, or “true positive” and
“No” a “0” or “true negative”. The test items can be added if the user is not satisfied.

Testing. A user sets a kappa threshold and presses the “Run Test” button to run an
IRR test. nCoder shows three test numbers: a kappa for the test set, a kappa for the
training set (the test items in earlier cycles), and a rho value. The kappa values measure
the agreement between the human coding and the machine coding. The rho shows
whether or not the kappa value generalizes to the untested items. When rho <0.05,
acceptable reliability is established between the researcher and the machine coding. In
this study, we present results that address this cycle of the process. However, for a
complete analysis, we recommend three pairwise IRR checks. First, IRR should be
checked between rater one and the automated code to ensure proper classifier rules.
Next, IRR should still be established between two human raters as is typical in com-
mon IRR processes to achieve good conceptual validity. As a final check, IRR testing
should check reliability between the second rater and the classifier to make sure all
human and computer raters agree on a concept.

Merging Training Data. If the test result is not satisfactory (i.e., the rho is above the
alpha level, typically 0.05), the test items are moved to the training data set. The
training data set contains all tested items. The user could review each item in the
training set and the coding from the human and the machine.

Checking Disagreement. nCoder automatically checks the disagreement between the
human coding and machine coding. The disagreed items are displayed to the user for
investigation.

Refining Codes. The user may remove the disagreements by removing, adding, or
refining regular expressions, resulting in changes of the regular expression list.

Updating Training Data. Each time the regular expression list is changed, the con-
cept is re-coded by the machine and the machine codes in the training data set is
updated. At the same time, the disagreements are changed. The refining-updating cycle
may continue until the minimum number of disagreements is reached. Zero disagree-
ment is possible but it may sometimes involve complicated regular expressions.

Preparing Output. The testing-refining cycle may be continued until the rho values
for all concepts are less than 0.05. The output of nCoder will be the original data with
added new concept columns containing machine coded values.

5 Kappa, Shaffer’s Rho, Sample Size and Recall

To ensure reliability, nCoder relies on kappa values and Shaffer’s rho. In this section,
we will review concepts related to kappa and take a mathematical look at Shaffer’s rho.
At the end of this section, we will address an unsolved problem in nCoder: when the
base rate (i.e., the ratio of the occurrences to the data size) of a code is low, the coding
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recall of the concept could be low or unacceptable, even if the kappa has been shown to
be statistically significantly above a threshold with rho.

Kappa is a statistical measure proposed by Cohen in 1960 [15], which has been
used widely as an inter-rater reliability measurement [6]. It measures the degree of
agreement between two or more coders controlling for chance agreement. In the case of
nCoder, we may consider items coded by a human rater as “1”s as “human positives”
and “0”s as “human negatives”. The machine coded “1”s and “0”s are “machine
positives” and “machine negatives”, respectively. For each concept, an item may have
a pair of human-machine coding as “1-1”, “1-0”, “0-1”, or “0-0”. If we take the human
coding as actual truth and computer coding as prediction, kappa becomes a measure of
the performance of the machine coding. Following the notions in literatures, we denote
the proportion “1-1” by tp (true positive), “1-0” by fn (false negative), “0-1” by fp (false
positive), and “0-0” by tn (true negative). Kappa is often written as

j ¼ p0 � pc
1� pc

;

where p0 ¼ tpþ tn is the total agreement between the human and the machine, and
pc ¼ tpþ fpð Þ tpþ fnð Þþ tnþ fpð Þ tnþ fnð Þ is the chance agreement between the human
and the machine.

nCoder aims at minimizing the number of items a human rater has to code in a test
set for the purpose of establishing reliability and providing a warrant for validity. That
is, nCoder was designed to help researchers use the smallest sample size possible when
establishing inter-rater reliability. The question is, how do we know that the machine
coding is good enough? In other words, how much data does a trained human rater
need to code in order to establish that the machine could reliably code untested data
with a high enough level of agreement with a trained human rater? Shaffer and his
colleagues provided the rho measure to answer this question. Roughly speaking, a
rho <0.05 in nCoder means that we would be wrong less than five percent of the time if
we concluded that if both the human rater and the machine were to code all the data,
not just the sample or test set, that agreement between their ratings would be greater
than the threshold of interest. Details about the computations of rho could be found in
Shaffer [1] and Eagan et al. [6].

When a code has a low base rate, it is often practical to check all machine coded
occurrences and get a low false positive rate by refining the regular expressions. How-
ever, checking false negative is often impractical. For example, if the base rate is about
5% and the data size is 10,000. Then the user may go through 500 items with machine
coded “1”s and see if any item is a false positive. However, to check the false negative,
the user would need to check 9,500 items. Thus, nCoder users may often end up with a
coding which is of very few, if any, false positives but potentially a high false negative
rate. To illustrate this issue, let’s consider the situation when the false positive rate is
zero. In this case, the false negative rate is a function of true positives and the kappa:

fn ¼ 2tp 1� tpð Þ 1� jð Þ
2tpþ 1� 2tpð Þj :
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Since when there are zero false positives, tp ¼ 0 implies j ¼ 0, the above equation
holds only for tp[ 0.

Figure 2 shows the curves of the false negative rate as a function of true positives
for kappa = 0.65, 0.80 and 0.90, respectively. As an example, let’s look at case when
kappa = 0.65 (the top curve in blue). The curve shows that the maximum false negative
rate is about 18% when the true positive rate is around 40%. When the true positive rate
is very low, the false negative is also low. For example, for kappa = 0.65, when true
positive rate is 5%, the false negative rate is also about 5%. Both rates are low.
However, the false negative rate is about the same as true positive rate. In other words,
the number of occurrences reported by the machine could be the same as those missed
by the machine.

Recall is a commonly used measure to indicate the capability of an algorithm or
classifier in finding targeted items. Mathematically speaking, recall is the rate of true
positives to the total truth, which can be written as:

recall ¼ tp
tpþ fn

:

When the false positive rate is zero and tp[ 0, for a given kappa, recall is a linear
function of true positives:

recall ¼ 2 1� jð Þ
2� k

tpþ j
2� j

:
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Fig. 2. False negative rate as a function of true positive and kappa when false positives = 0
(Color figure online)
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Figure 3 shows the recall lines as linear functions of true positives for kappa =
0.65, 0.80 and 0.90, respectively. When tp is small, the recall can be approximated by
j

2�j. For example, when tp is small and kappa = 0.65, the recall is about 0.48. That
means, when tp is small, a 0.65 kappa could not even guarantee a 50% recall.

6 nCoder+: Adding a Semantic Component to nCoder

To help improve recall when using nCoder, we built an add-on tool, called “nCoder+”,
that allows researchers to easily find false negatives, i.e., targets missed by nCoder. The
tool is briefly described below and a real data example is used to demonstrate the tool’s
performance in the next section. In the final discussion section, we will talk about
integrating this tool as a component into nCoder.

The core of nCoder+ is an LSA (Latent Semantic Analysis) component. LSA is a
way to represent the “meaning” of words by vectors. Readers who are not familiar with
LSA could refer to Landaure et al. [16]. The cosine between two vectors are often used
to measure the similarity between two words. For a given word or phrase, the words
with highest cosine values to the given word or phrase are called “nearest neighbors”.
Nearest neighbors make it possible to automatically find the most likely missing items.

Figure 4 shows a screenshot of nCoder+. On the left panel, there is a dropdown
menu that allows user to select an LSA vector space. Below that is the “Keys” box that
displays the regular expressions used to code the data. The “Words” box lists the
neighbors to the keywords, together with the semantic cosine values as a measure of
similarity of a neighbor to the keywords. The “neighbors” are sorted by similarity, so
that the nearest neighbors are on the top of the list. The “Report” box below the
neighbor list shows the result of each step. The table on the right panel shows the data
under investigation. The box above the data table shows the content of any selected cell
in the data table. The “Add Key” box is a place for users to enter new regular
expressions. The “Test” button is used to check the validity of regular expressions. The
“Update” button is used to add a new regular expression to the list.
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Fig. 3. Recall as linear a function of true positives for given kappa
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nCoder+ starts from loading the regular expressions used in nCoder coding of a key
concept and a csv data file with 3 columns: an id column, a text column and a binary
code column. A “1” in the code column indicates that the text on the row contains the
specific key concept.

After the regular expressions and the csv data file are loaded, nCoder+ extracts
words from the text column and form a vocabulary. The words that match any one of
the regular expressions are then identified as “keywords”. For each vocabulary word,
the LSA cosine values between this word and each of the keywords are computed. The
maximum of these cosine values is taken as the similarity of the word to the keywords.
Of course, if the word itself is a keyword, the similarity will be 1. The vocabulary
words are then sorted by the similarity so that the nearest neighbors are on the top of
the sorted word list. The word list is then displayed in the “Words” box with keywords
excluded.

A user reviews the nearest neighbors from the top to see if there is any word that is
highly associated with the key concept. If a word is identified, the user may click on it.
All text items in the data with code “0” that contain the selected word will appear in the
data table. The user may check the text items in the table and see if there are any
missing items that should be coded.

When missing items are identified, the user may compose a new regular expression
based on the selected word. To check whether the regular expression is well composed,
the user may press the “Test” button. Then text items that match the new regular
expression will be displayed in the data table. The user may revise the regular
expression until it accurately flags the missing items.

Fig. 4. Screenshot of nCoder+
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Once the regular expression passes the test, the user may click on the “Update”
button to add the regular expression to the regular expression list. The matched text
items will be coded as 1. The selected word will be added into keywords and removed
from the displayed word list. The similarity of the words will be re-computed, re-sorted
and displayed as neighbors to the new keywords. This procedure is repeated until the
user cannot find any new words in the word list that could be used to find possible
missing items.

7 nCoder+ Validation

The “Primary Debates 2016” dataset was used to test the tool. The dataset contains
transcripts of every debates held during the 2016 primary season. The scripts were split
into 23,714 utterances. One of the co-authors ran nCoder to code the concept “Envi-
ronmental Issues”, ended up with the regular expressions shown in Table 1.

Using base rate inflation of 0.20, the concept of “Environmental Issues” was vali-
dated with a kappa of 0.8 and a Shaffer’s rho 0.01. That guarantees that the coded values
could have at least 0.65 kappa with a human rater if the human rater had rated the whole
data set. The final data set flagged 120 utterances that contain the key concept. Another
co-author checked all 120 utterances and found that the false positive rate was 0.
However, the recall was not checked because that would mean to go through the rest of
the 23,596 utterances and see if there are any more utterances that contain the key
concept. With zero false positive, 0.65 kappa, and true positive = 120/23, 596 = 0.5%,
the corresponding recall is about 0.5, which means that there could be as many as 120
items containing the “Environment Issues” that were not coded as “1”.

The data and the regular expressions were loaded to nCoder+. A set of keywords
were extracted from the regular expressions and the rest of the words were displayed in
the order of semantic similarity to the keywords. The first new keyword we identified
was “emissions”. The tool showed up 7 items containing “emissions” that should be
but were not coded as “1”. The regular expression “\bemissions” was added to the
regular expression list and 7 new items were added to true positives. Repeating this
process, we identified 8 new keywords as shown in Table 2. nCoder+ showed 175

Table 2. Keywords, added regular expressions and additionally identified items

Neighbor word Items involved RegEx Items coded

Emissions 7 \bemissions 7
Clean 39 \bclean.*(water|power|electric|energy) 23
Gases 1 \bgases 1
Gas 34 (\bgas.*energy)|(\benergy.*gas) 4
Waste 21 \bwaste.*water 2
Coal 60 (\buse of coal)|(\bcoal\b.*(energy|clean)) 2
Carbon 4 \bcarbon 4
Solar 9 \bsolar 9
Total 175 52

52 Z. Cai et al.



items containing these 8 new keywords. With 8 carefully generated regular expres-
sions, 52 new items were added to the true positives. Thus, assuming there were a total
of 240 positive items, the recall is increased from 50% to 172/240 = 72%.

8 Discussions

nCoder is a tool that helps both qualitative and quantitative researchers in coding text
data. The regular expression based automatic coding is simple and effective. When the
data size is large, it is usually hard to define a complete set of regular expressions that
represent a certain concept, which can result in low coding recall. This paper provided
an effective tool, nCoder+, to find missing items and thus improve recall. The current
nCoder+ tool is just a prototype for validating the idea. There are multiple ways to
integrate this tool into nCoder. One way is to add it as a post process component and
use it in the way we used in this paper. The other way is to integrate it as a component
in the nCoder’s testing process (see Fig. 1). At the nCoder testing step, a test set is
sampled from data that has not been exposed to the researcher. A proportion (e.g.,
20%) of the test items are sampled from the data with machine coded “1”s and the rest
are randomly sampled from the remaining data. To make use of the semantic neighbors,
a proportion of the “0” items could be those that contains nearest neighbors of the
keywords. Thus, the test set contains three types of items: “1” items, “near neighbor”
items and “remote neighbor” items. The “1” items will help determine the true positive;
the “near neighbors” will help improve recall; and the “remote neighbors” will help
determine the true negative.

This paper only considered integrating the idea of semantic neighbors into nCoder.
Other NLP methods may also be useful to further improve nCoder. For example, topic
modeling could help researchers to find meaningful concepts that researchers may
otherwise miss. Neural network algorithms may also help in inferring concepts from
given keywords. Our future work will be continuously incorporating latest advances in
natural language processing and providing researchers with better coding tools.
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Abstract. Passive behavior in collaborative group settings is often associated
with negative or no contributions to the group (social loafing). This paper
examines low and high participation levels of students in a virtual collaborative
group setting within a global, STEM-focused digital makerspace community. The
results of using epistemic network analysis show that both high and low partici-
pation levels contributed to the overall balance of the group discourse, over-
coming social loafing behavior. High participation level students provided social
aspects that contributed to the development of a safe social space for sharing,
while low level participation provided content focused dialogue for the group.

Keywords: STEM education � Global � Collaboration � CSCL � Online �
Digital makerspace � Informal learning � Participation � Social loafing

1 Introduction

Technology affords the opportunity for students to connect and collaborate across
boundaries more than ever before. However, whenever students come together to
interact in any setting, a group dynamic emerges based on the convergence of individual
student behaviors. One dynamic is social loafing, which is the tendency to do less work
in a group setting, therefore relying on a few motivated students to carry the work for the
group [7, 8]. Latané, Williams and Harkins [10] associate negative consequences to
social loafing, describing it as a social disease that results in reduced efficiency. This
pattern of behavior also carries into virtual settings, where only certain participants are
actively involved in discussions with the group, while others are prone to passive,
observer behavior [1, 15]. Passive behavior has also been linked to low performance, as
higher participation in discourse is positively associated with achievement [2].

To address the social aspects in computer supported collaborative learning envi-
ronments, Kreijns, Kirschner and Vermeulen [9] developed a framework comprised of
three elements: sociability, social space, and social presence. Sociability is described as
the “potential to encourage socioemotional interaction” and in turn, establish social
space that ties participants together [9, p. 217]. A higher sense of sociability is positively
associated with socioemotional interactions that impact the group’s development in the
environment. Integrating established work by Preece [14] focused on sociability as part
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of the social system, Kreijns et al. [9] expand on three components of sociability:
purpose, ensuring the goal of the collaborative learning activity is clear to all to avoid
frustration; people, where each participant serves in different, defined roles for the
group; and policies, which are the protocols and rules established within the group. The
presence of these three components contribute to positively fostering sociability.

The establishment of a sound social space and social presence relies strongly on the
development of sociability. Of sociability’s three components, the people component is
the most challenging to manage. While purpose and policies can be structured and pre-
determined in an expected way, the behavior of people in roles is unpredictable. In an
informal learning setting where participant roles are naturally fluid and less defined,
overcoming the possibility of social loafing and the negative association with passive
behavior becomes a challenge. However, should a group achieve a sense of cohe-
siveness, then individuals are less likely to engage in behavior such as social loafing
[11]. Through achieving sociability, a group is more likely to overcome the inherent
challenges associated with group activity.

This paper examines the dynamic of group participation that emerges from low
versus high participation levels of students involved in a global, STEM-focused col-
laborative digital makerspace environment. Students range from 10–19 years in age to
participate in informal, after school clubs across four continents, developing digital
media artifacts on STEM topics. The students share their digital media artifacts, which
include videos and Microsoft Sway presentations, with students from different club
sites during online global meet-ups. These meet-ups take place synchronously in a
video conference platform and provide students with an opportunity to interact with
students from other countries while focused on collaboratively building knowledge
around STEM topics and media making.

2 Methodology

The data used to perform this analysis came from two separate meet-ups from 2017 and
2018 between students from Kenya, Finland and the United States. One line of data
represented an utterance, or a turn of talk. Each line was coded individually by two
raters for the following seven constructs, which were identified as the most salient
through a grounded analysis of the data: Content Focus, Media Production, Curiosity,
Feedback, Information Sharing, Social Disposition, and Participatory Teaching. A de-
scription of the codebook can be seen in Table 1. The raters then came to an agreement
on the final coding for each line through social moderation [4, 5].

The participants of the online meet-ups comprised not only of student members, but
also facilitators and expert observers; however, only student members were included in
this analysis. The students were categorized into two groups, those with higher and
lower levels of participation. For the purposes of this paper, participation level was
determined by how frequently the participant spoke during the meet-up. The total
number of lines spoken by each student was tabulated along with the average number
of lines spoken by students during each meet-up. Students whose total line count was
above the average were classified into the high participation group while those below
the average were placed in the low participation group. This meta-data was added to the

56 D. P. Espino et al.



coded dataset for analysis and visualization using the Epistemic Network Analysis
(ENA) Web Tool (version 1.5.2) [12].

For the ENA network models, an individual participant was defined as the unit of
analysis. A moving stanza window of 5 lines was used to model the connections that
the speaker made between the constructs within the recent temporal context. Each
meet-up constituted a conversation to which the connections were limited. Within the
ENA environment, the network for each unit of analysis was normalized to account for
the differences in the number of lines spoken by the participant. This was critical to
assessing the overall discourse patterns associated with each individual’s participation,
regardless of how frequently they had spoken during the meet-ups.

Table 1. Codebook of constructs included in the analysis

Code Description Example

Content
Focus

Dialogue focused on the meet-up’s
STEM-related educational content

“I was working on one of the
Sustainable Development Goals which
was clean water and sanitation”

Curiosity Seeking clarification or further
information for better understanding of
STEM-related content or project

“What would you be able to move stuff
over this one kilometer, hypothetically,
or do you need more research on
that?”

Feedback Communicating one’s opinions/ideas
or sharing suggestions on projects

“I think that could be something you
could talk about as well, uh with your
research… is how cost effective is the
UV radiation for purifying water and
how can you apply UV radiation in
that scale…”

Information
Sharing

Sharing of personal experiences or
contextual information relevant to the
discussion (not explicit STEM facts)

“…our local water source is from
Lake Mead and we have to treat that
water before we can use it. So, we
have a wastewater treatment plant
here outside of town…”

Media
Production

Dialogue related to the production of
media artifacts

“…we filmed last week so now I’m in
the process of editing that video right
now”

Participatory
Teaching

Helping others to learn STEM subject
matter by providing factual
information/content in explanation

“…we have several ways in which you
can use to purify water. We can boil,
we can use chlorine and other
chemicals…You can also use the UV
rays to purify water, and uh according
to research, it is one of the best way of
purifying water because according to
statistics, it is stated that it kills almost
ninety-nine point ninety-nine percent
of the micro-organisms…”

Social
Disposition

Demonstrating pro-social tendencies,
especially in expressing appreciation,
acknowledgement or validation

“Yeah it was really great meeting you
all and I think this is a really good
opportunity for kids like us to connect
with other people who share the same
interests…”
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3 Results

The total and average number of lines spoken by students in the high and low par-
ticipation groups are presented in Table 2. In the April 2017 meet-up, the average
number of lines spoken by a student was 11.71, based on which 3 and 4 students were
placed in the high and low participation groups, respectively. The same procedure was
undertaken for the November 2018 session, with 2 and 4 students each categorized
respectively into the high and low participation groups.

Figure 1 displays the projected points (circle) and their means locations (square) for
the students in the high participation group (red) and those in the low participation
group (blue) across both meet-ups. The boxes around the mean locations represent the
95% confidence intervals. It can be seen that the students in the two groups are
distinguished along the x-axis, with the high participation group concentrated on the

Table 2. Number of lines spoken by high and low participation groups during the two meet-ups.

April 2017 meet-up Nov 2019 meet-up
All High Low All High Low

Student participants 7 3 4 6 2 4
Total lines spoken 82 64 18 118 117 71
Avg. lines spoken per student 11.71 21.33 4.50 31.33 58.5 17.75

Fig. 1. Projected points and their mean locations shown for the high participation (red) and low
participation (blue) groups. (Color figure online)
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left side and the low participation group on the right. A two-sample Mann-Whitney U
test found statistically significant difference between the distributions of the projected
points of the high participation group (Mdn = –1.02, N = 5) and the low participation
group (Mdn = 0.64, N = 8) along the x-axis (U = 0, p < 0.01, r = 1.00).

Figure 2 presents the ENA network models for the two groups as well as a sub-
tracted graph depicting the differences between the two networks across both meet-ups.
The nodes of the network represent the constructs (codes) and the weights of the

High Participation

Low Participation

Fig. 2. ENA network models for the high and low participation groups.
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thickness of the edges indicate the strength of connection between them. Along the
x-axis, the ENA space is distinguished by Feedback and Media Production to the left
and Content Focus and Participatory Teaching to the right. For the high participation
group, the strongest connections can be seen on the left side of the ENA space between
Media Production, Feedback, Info Sharing, and Social Disposition. In contrast, the
network for the low participation group displays prominent connections on the right
side of the ENA space, with strong linkages between Content Focus, Media Produc-
tion, Social Disposition and Information Sharing. In addition, Participatory Teaching is
moderately associated with several other constructs such as Content Focus and
Information Sharing in the low participant group’s network, whereas such connections
were virtually nonexistent for the high participation group. The differences between the
two networks can be seen more clearly in the subtracted network graph shown in
Fig. 3.

Furthermore, the ENA network models of the two groups were examined separately
for each meetup session to confirm the differences observed in the aggregate models.
Figure 4 displays the subtracted models depicting the differences in the discourse
patterns between high and low participation groups during each meet-up. Similar to the
combined models, the disaggregated networks also demonstrate the tendency for stu-
dents in the high participation group to connect more strongly to the constructs located
on the left side of the ENA space, such as Feedback, and Media Production. The

Subtracted Model

Fig. 3. Subtracted network showing the differences between the two groups.
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discourse patterns for the low participation students in each meet-up are focused on the
right side around Content Focus and Participatory Teaching, mirroring the associations
made in the aggregate model.

Apr 2017 
(Subtracted Network)

Nov 2018
(Subtracted Network)

Fig. 4. Subtracted networks showing the differences between the high and low participation
groups for each meet-up session.
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Table 3. Excerpt from transcript of dialogue exchange between participants with low and high
participation levels

Participation
level

Speaker Utterance

Facilitator How do you guys feel about video? Does it make you like want
to go and build a Rube Goldberg machine, because you know
that’s the purpose of the video, right?

High Student A Yeah
Facilitator Okay

Low Student B As for me, I enjoyed the video but I have a question. So, why
did you…work on that machine?

High Student A What is the what? I didn’t hear the middle part, sorry
Facilitator She’s asking…like what’s the function of the machine?

High Student A Um, basically, you sort of have an object at the beginning and
it goes through a long obstacle course sort of. And at the end,
the purpose of the one in the video was to hit the bell, um but a
lot of other people make it to do maybe close, close a door or
something. There’s like a bunch of purposes that it can fulfill.
You should try one

Facilitator Okay. Do you understand more about the machine? Or do you
like need a little more elaboration? Great. Okay, yes. How
about you, [Student C]?

Low Student C Yeah, I’d like to say because you’re inviting other kids and
other people to come to [a museum] to partake in this,
correct?

Facilitator Yeah, I mean that was the idea in the video, right?
High Student A Hmmm
Low Student C So, I’d say in the video you might want to explain what is a

Rube Goldberg machine
High Student A Yeah
Low Student C Because correct me if I’m wrong, but it’s a machine that’s

overcomplicated to do a simple task, right?
High Student A Hmm-mm
Low Student C So, I think maybe just added at the beginning the video so it’s

not you have to do this one task you can do several things
anyway you want. I think that would make it more broad and
help like little kids understand who might not know what this
is. Other than that, it was good editing, good lighting, overall
good video

High Student A Thank you… Cool lizard
Facilitator Yeah. I wanted to mention that too. Yes, it’s casually just

chilling on his shoulder
High Student D Yeah, I was like… haha
Low Student C Yeah. This is Aries. He’s a bearded dragon
High Student A Okay. Cool, cool. Cool little lizard
Low Student C It just chills
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4 Discussion

In examining these two meet-ups, both the high and low participation students had
contributions that balanced the group’s overall epistemic network. The high partici-
pation students had strong connections to Social Disposition, Feedback, Media Pro-
duction and Info Sharing while low level participation students provided connections to
Content Focus and Participatory Teaching. While high participation was associated
with more social constructs, low participation balanced the dynamic with an association
to content-oriented constructs.

In contrast to the lack of contribution that passive participation is commonly
associated with, in this global, collaborative digital makerspace setting, those with low
participation still provide substantive contribution to the overall group dynamic. The
focus on content would not have occurred as strongly without their participation. With
all students contributing to the group in a setting with defined purpose and policies set
by the meet-up facilitator, sociability within these meet-ups was achieved. Those with
high participation, associated with social constructs, were able to build on the group’s
established sociability to encourage the development of a social space and social
presence through the promotion of socioemotional interaction conveyed through their
dialogue. This helped to develop an environment that welcomed and valued contri-
butions from those with low level participation.

The transcript excerpt in Table 3 provides an example of this, where participants
with low participation provide substantive contributions to the conversation, followed
by social encouragement from high participation level participants. Student B (low
participation) asks a question answered by Student A (high participation), which then
sparks substantive feedback from Student C (low participation) on suggestions for
Student A’s project. Student A and Student D (high participation) seem to demonstrate
appreciation and social inclusion by commenting on Student C’s pet lizard visible in
the frame for the duration of the meet-up.

This strong sense of cohesion from the development of sociability was able to
overcome the negative behavior of social loafing in a group. Less assertive participants
are usually associated with either feeling intimidated, not welcome to contribute, or not
knowledgeable enough to offer something useful to the group [13]. However, the
online environment seems to contribute to mitigating passive behaviors, like social
loafing, in a learning context. A study by Hudson and Bruckman examines partici-
pation patterns in an online learning environment, where they observe students to
demonstrate less inhibition online versus face to face [6]. In particular, the study
examines the case studies of two university students that demonstrated extreme ends of
different personalities in the classroom that seemed to neutralize in the online setting. In
the face to face environment, one student was extremely confident and seemed to
dominate in verbal contributions and frequently directly addressed the professor. In
contrast, the other student was shy and did not contribute as much to the conversation,
nor addressed anything to the professor directly. However, when class shifted to the
online space, this dynamic changed. The same shy student in the classroom became
more willing to contribute dialogue to the conversation, even directing comments and
questions to the professor.
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While the online environment likely plays a factor in the dynamics of the behaviors
observed in this study, the aspect of boundary-crossing distributed group collaboration
is also likely to play a role in overcoming negative group behaviors such as social
loafing. For example, the positive development of social aspects associated with
sociability can also be attributed to the sense of community that can be developed over
time by the culture of online synchronous interactions within a global, STEM-focused
digital makerspace network [3]. Further examination of participation in distributed
collaboration environments can provide additional insight into how sociability is
established in such settings and create strengthened peer learning opportunities.

4.1 Future Study

In this examination, the achievement of sociability and group cohesion led to over-
coming of the inclination of social loafing, and the collective sense to not let down the
other group members [11]. This was observed in the context of similarly sized groups
within meet-ups. Researchers have theorized that perceived equity of task can a role in
a participant’s likelihood to exert less effort [7, 10]. If a group is large, a participant is
less likely to think their contribution matters or in contrast, the perception that the
division of labor is not equitable as others are less skilled or motivated. In both
instances, this leads to an individual becoming more inclined to exude social loafing
behavior. However, the motivation involved with collaboration across boundaries may
foster a sense of virtual migration where participants achieve a social space that
overcomes anticipated negative group behavior.

More examples from this setting should be examined to further support and provide
greater insight into how sociability is established in the group and its impact on the
contributions of those with low level participation. Future work on this examination
might consider group size to see if the cohesion and sociability carries on in larger
numbers of participants within this online, global collaborative context. The impact of
the cultural diversity of participants in this context should also be more thoroughly
considered. While this study did not go into depth on consideration for the cultural
norms of its participants, this bears further exploration to see if low and high partici-
pation levels correlate to the anticipated behavior based on a participant’s country of
origin, or to what extent this differs.

Analysis of group behavior, like in this study, is usually limited to an examination
of transcript dialogue. This does not take into consideration the possibility of nonverbal
cues that might contribute to establishing sociability. Those with low participation
levels may also be positively contributing to the development of social space and social
presence through facial expressions that is not captured in transcript data. Examining
video data and taking emotional affect into account in distributed collaboration settings
might provide additional insights on how such settings create a positive environment
for collaboration and contribution that overcomes the downfalls normally associated
with group settings.

The continued work of computer-supported collaborative learning in a global
context is still growing. This examination contributes insight to the potential of how
such boundary crossing collaboration can overcome typical challenges of group
dynamics to positively enhance the learning experience.
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Abstract. This paper investigates how different configuration of epistemic
network analysis parameters influence the examination of student interactions in
asynchronous discussions in online learning environments. Specifically, the
paper investigates strategies for dealing by unintended consequences of a
dominant node in epistemic network analysis (ENA). In particular, the paper
reports on a study that explored the effects of two different strategies including
(i) the use of different dimensions calculated with singular value decomposition
(SVD), and (ii) exclusion of a dominant code. Our results showed that the use of
different SVDs did not change the influence of a dominant code in the graph. On
the other hand, the exclusion of the dominant code led to an entirely different
configuration in ENA. The practical implications of the results are further
discussed.

Keywords: Epistemic network analysis � Dominant code � Graph analysis

1 Introduction

The technological advancements experienced over the past decade led to the increased
adoption of digital learning environments that support online and blended learning
[21]. These environments provide several tools that enable interactions between
instructors and students. Among these, asynchronous online discussions represent one
of the most commonly adopted tools for supporting social interactions and social-
constructivist pedagogies [1]. While online discussions are widely used to support
student learning, there are many challenges associated with their effective use by
teachers and students. As with any learning tool, the simple provision of the tool does
not mean that students will know how to use it, and more importantly, how to use it
effectively [8].

In this regard, the Community of Inquiry (CoI) model [14] represents a pedagogical
model that seeks to understand how asynchronous online communication shapes stu-
dent learning and cognitive development. The CoI model defines three dimensions
(called presences) that together provide a holistic overview of online learning experi-
ence: (1) Cognitive presence captures the development of desirable learning outcomes
such as critical thinking and knowledge (co-)construction, (2) Social presence outlines
the essential role of humanizing relationships among online course participants, and
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(3) Teaching presence describes the instructors’ role before (i.e., course design) and
during (i.e., facilitation and direct instruction) the course.

Several studies have attempted to analyze online discussions under the CoI per-
spective using manual content analysis [6], natural language processing techniques
[11], social network analysis [7], among others. Although they provide valuable results,
the existing research still lacks a more qualitative understanding of the discussions.
More recently, several works [4, 13] proposed the adoption of Epistemic Network
Analysis (ENA) [18] to produce in-depth insights in communities of inquiry. For
instance, Rolim et al. [13] demonstrated how ENA could be used to identify links
between indicators of cognitive and social presence across different groups of learners.
Rolim et al. [13] also showed how the development of the relationship between social
and cognitive presence changes over time in an online discussion.

ENA offers a promising direction to evaluate social interactions, with increasing
adoption numbers [2, 4, 10]. Nevertheless, it is necessary to de ne several configura-
tions in order to apply ENA adequately. An ENA configuration includes parameters
related to the domain of the application, which the user needs to configure depending
on the application (e.g., unit of analysis and codes), and the method, which can be
changed in order to improve the interpretability of the results (e.g., dimensions iden-
tified through singular value decomposition). However, there have been fewer known
examples of how changes in the ENA parameters could affect results and the inter-
pretation of the results.

This paper presents the results of an exploratory study about the impact of different
parameter configurations, related to the method, on the analysis of student interactions
analyzed in terms of the CoI model. Specifically, the study analyzed the approaches
that can be used to mitigate the impact of the dominance of a node in an epistemic
network. The approaches included the use of different dimensions obtained with sin-
gular value decomposition (SVD) and the removal of the dominant code.

2 Background

Epistemic Network Analysis (ENA) [18] is a graph-based analysis technique, built on
the theory of epistemic frames [17] and used to investigate associations between
concepts. It was created to analyze problems with a relatively small set of concepts
characterized by highly dynamic and dense interactions. The first application was to
evaluate the student progress on epistemic games [19], which was an environment that
simulates novices training to be professionals, further called virtual internships. Within
this environment, the students were requested to interact with peers and mentors to
develop prototypes for fictitious companies producing content, which was automati-
cally analyzed with ENA.

ENA investigates the relationships among different concepts (called codes) for each
analysis unit (e.g. individual students). Two codes are considered related if they appear
in the same chunk of text, called stanza, which in [19], is the message of each student
within the virtual internships environment. One or more stanzas can be collapsed into a
single conversation (stanza window) in order to be analyzed together. Unlike other
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network analysis techniques, ENA was primarily designed for problems with a rela-
tively small set of concepts characterized by highly dynamic and dense interactions.

To visualize epistemic networks, a two-dimensional representation of the analytics
space, called projection space, is derived through a dimensionality reduction algorithm
called singular value decomposition (SVD). Moreover, the networks of code rela-
tionships for a particular analysis unit (or group of analysis units) are also visualized as
undirected graphs. It can also be used to compare the differences between different
groups of analysis units in a visualization called subtraction network.

ENA has been largely used in educational settings [3, 4, 7, 10]. For instance, it can
be used to examine students’ cognitive connections during problem-solving [10], or
dynamics and interactions in students’ group discourse [3]. In general, ENA is used to
investigate the associations between codes of a coding scheme (e.g., the topics
extracted from students interactions in virtual internships [19]) where the coding
scheme is applied to analyze transcripts of online discussions [3, 7].

Recently, Ferreira et al. [4] and Rolim et al. [12] proposed the adoption of ENA to
assess the relationship between cognitive and social presence with the course topics
within communities of inquiry. These papers qualitatively investigated the difference
between two different groups of students under the perspective of ENA graphs. With
this analysis, it was possible to investigate not only the statistical differences between
groups of students but also the main characteristics of the students that led to these
differences. Moreover, Rolim et al. [13] used ENA to investigate the connections
between cognitive and social presence and how those developed over time.

Besides the application of ENA to several domains, the literature reports works
related to the configuration of the analysis. For instance, Siebert et al. [20] highlighted
the importance of adopting moving windows to established links between codes in
ENA. The study showed that for groups interactions (e.g., student teams), the moving
windows captured more information than the use of a single utterance as a stanza.
Furthermore, Ruis et al. [15] reported the results of an experimental study which
revealed that more relevant connections were captured when a moving window with a
length of seven was adopted.

However, as ENA is a relatively new analytic technique, several aspects could be
further explored in order to improve the readability and effectiveness of its results. In
this paper, we address the issue of having a dominant code in an ENA model.

3 Problem Statement and Research Questions

Although [20] and [15] studied the influence of the moving window in the outcome of
ENA, other parameters should be taken into consideration. For instance, there is a
lacuna in the literature that investigates the impact of the usage of different codes and
dimensions calculated through SVD on ENA. Specifically, in this work, we studied
different parameter configurations in ENA when there are one or more dominant codes.
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In this study, we consider a dominant code when it possesses one or more of the
following characteristics:

– It has many more instances, at least the double, than the other codes in dataset used
in ENA;

– It is the most connected node in the network according to the results of ENA;
– It is the main factor that explains one axis of the final graph generated by ENA.

This paper reports on a study that reproduced the same analysis performed by
Rolim et al. [13], but with different input parameters to avoid dominant codes. The first
strategy to reach this goal was the evaluation of different dimensions identified with
SVD. As a hypothesis, we intend to evaluate if a different combination of dimensions
of SVD could eliminate the code dominance in terms of explanation of one axis. As
such, our first research question was:

Research Question 1:
What is the effect of using different dimensions of SVD on the final network when dealing with
the problem of a dominant code?

In addition to examining the different SVD combinations, we were interested in
exploring whether the exclusion of a dominant code (with more instances and con-
nections) could provide additional insights into the outcome of an ENA. Thus, our
second research question was:

Research Question 2:
Does the exclusion of a dominant code impact the information provided by the ENA?

4 Method

4.1 Data

The data used consisted of six offerings of a graduate level research-intensive online
course in software at a Canadian public university between 2008 and 2011. In those six
offerings, a total of 81 students posted 1,747 messages. As part of the assessment, the
students were required to select one research paper on a course topic, record a video
presentation, and post a URL to a new course online discussion, in which the other
students would engage in the debate around their presentation.

During the first two offerings of the course, student participation was primarily
driven by the extrinsic motivational factors (i.e., course grade), with limited scaffolding
support. These students composed the control group in this study, which consisted of
37 students who produced 845 messages. After the first two course offers, the scaf-
folding of discussion participation through role assignments and clear instructions were
adopted. In total, 44 students (treatment group) were exposed to this instructional
intervention and produced a total of 902 messages [6].

The dataset was coded according to the indicators of social presence and the phases
of cognitive presence. Initially, the coders annotated 1 and 0 for the presence and
absence of an indicator of social presence following the scheme defined by Rourke
et al. [14]. The coders achieved a high level of agreement, with all of the indicators
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reaching a percentage of agreement of at least 84% [9]. It is important to highlight that
each message could have more than one indicator. Thus, the final number of annota-
tions was 3,770, instead of 1,747 (the total number of messages). Besides, some of the
indicators (i.e., Continuing a thread, Complementing, and Vocatives) were excluded
from the analysis due to a disproportionately large number of messages with such
codes [9]. Table 1 details the distribution of messages per indicator.

Cognitive presence was coded in one of the four phases of cognitive presence and
the absence of any was coded as other. Initially, the messages were coded by two
expert coders according to the phases of cognitive presence as suggested by Garrison
et al. [5]. The coders achieved an excellent level of agreement for both presences
reaching a (percentage of agreement = 98.1%, Cohens k = 0.974) with a total of only
32 disagreements which were resolved through discussion. Table 2 presents the
number of messages coded into the cognitive presence’s phases.

Table 1. Distribution of social presence indicators [9]

Category Indicator Messages Percentages

Affective Expression of emotions 288 16.5%
Use of humor 44 2.52%
Self-disclosure 322 18.4%

Interactive Continuing a thread 1,664 95.2%
Quoting from others messages 65 3.72%
Referring explicitly to other’s messages 91 5.21%
Asking questions 800 45.8%
Complementing, expressing appreciation 1391 79.6%
Expressing agreement 243 13.9%

Cohesive Vocatives 1,433 82%
Addresses or refers to the group using 144 8.24%
inclusive pronouns
Phatics, salutations 1,281 73.3%

Table 2. Distribution of cognitive presence.

ID Phase Messages Percentages

0 Other 140 8.01%
1 Triggering event 308 17.63%
2 Exploration 684 39.15%
3 Integration 508 29.08%
4 Resolution 107 6.13%
Total 1,747 100.00%
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4.2 Epistemic Network Analysis

This paper addresses the problem of a dominant code using the work proposed by
Rolim and colleagues [13]. Rolim et al. propose the adoption of ENA to analyze the
relationship between social and cognitive presences in asynchronous online
discussions.

The ENA initial configuration used binary codes representing the presence and the
absence of the social presence indicators and the 5 categories (4 phases + others) of
cognitive presence as ENA codes. The units of analysis and stanzas were individual
students and students’ discussion messages, respectively.

This configuration was also used to address the research questions studied in this
work. Initially, we explored different configurations of SVD dimensions of for the
mean network of all students together. We decided to investigate all the combinations
of SVD1, SVD2 and SVD3 dimensions because they each explained a variance higher
than 10%. Then, we evaluated a different configuration removing the most dominant
codes. Finally, we analyzed the students in the treatment/control groups before and
after the removal of the most dominant codes. The differences between the student
groups on different configurations of SVDs were then compared by using a series of the
Mann-Whitney [16] with a = 0.05. The subtraction network was used to explain the
qualitative differences between the student groups.

5 Results

As described before, for the purpose of this analysis, the dominant code has more
instances and is highly connected in comparisons to other codes, or it is the main factor
that explains one axis of the ENA.

Figure 1(a) presents the mean network produced by original ENA configuration for
all students in our dataset using SVD1 and SVD2. It reveals the predominance of the
codes salutation (higher number of instances and connections) and asking question
(which explains the right side of SVD1). The rest of the indicators of social presence
were plotted at the center of the graph. This configuration could bias the final analysis
as these codes are dominating the analysis regarding the social presence.

Figures 1(b) and (c) show the networks for SVD1 x SVD3 and SVD2 x SVD3,
respectively. In these alternative networks, all social presence indicators continue to be
plotted in the middle of the graph while asking question and salutation have a pre-
dominant position. Finally, Fig. 1(d) presents the same network without the dominant
codes. In contrast to the previous graphs, this one shows the indicators of social
presence well divided into the network. On the other hand, cognitive presence changed
from a well-distributed arrangement to a concentrated plot where four out of five
categories were in the same quadrant.

We evaluated the differences between control and treatment groups in all config-
uration. For the initial three set-ups, different SVDs configuration, the statistical
analysis reached the same result U = 2165.50; p = 0.001; r = 0.37 using Mann-
Whitney test. On the other side, there was a slightly change in the results after the
removal of the dominant code (U = 2327.00; p = 0.001; r = 0.32), but the difference
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between the groups continued to be statistically significant. Figures 2(a) and (b) present
the main difference, between the ENA original version (with SVD1 x SVD2) and the
version without the dominant codes, in more details using subtraction networks
between control (red) and treatment (blue) groups.

The analysis of the network graphs considering only the connections showed that in
Fig. 2(a) the treatment group had stronger connections, while Fig. 2(b) presents that the
control group had more dominant links. Moreover, these figures presented different
behaviors related to the ENA codes, while the Fig. 2(a) has a distribution of cognitive
presence over different quadrants, in Fig. 2(b) the social presence is more spread over
the graph.

(a) Mean network for all students with all 
codes (SVD1 x SVD2).

(b) Mean network for all students with all 
codes (SVD1 x SVD3).

(c) Mean network for all students with all 
codes (SVD2 x SVD3).

(d) Mean network for all students without 
Salutation and Asking Question (SVD1 x SVD2).

Fig. 1. ENA network with different parameters configuration.
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(a) Subtraction network between control (red) and treatment (blue) 
group with all codes.

(b) Subtraction network between control (red) and treatment (blue) 
group without Salutation and Asking Question.

Fig. 2. ENA subtraction network with different parameters configuration. (Color figure online)
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6 Discussion

The initial set-up of the ENA (Fig. 1(a)) led to the interpretation of the graphs only
based on the categories of cognitive presence, as they were well-distributed across the
different quadrants of the final graph. Thus, the evaluation of different configurations of
the ENA could increase the readability of the final graph.

The study showed that even by changing the SVDs, the codes asking question and
salutation remained to be dominant. The rest of the indicators of social presence
continue to be plotted at the center of the graph. This result indicated that the
replacement of the SVD dimensions did not change significantly the interpretation of
the original results which were drawn by plotting SVD1 and SVD2. In addition to not
reducing the effect of the dominant code, this approach of using other SVD dimensions
(SVD1 x SVD3 and SVD2 x SVD3) decreased the variance explained by each axis
used in the diagrams. On the other hand, after excluding the dominant codes, the ENA
graph improved the presentation of the distribution of the codes related to social
presence, as they are plotted in different quadrants (Fig. 1(d)) of the graph instead of
just the middle as presented in Fig. 1(a). This new graph allows a better analysis about
what is happening to social interactions on the online discussion.

The comparison of the control and treatment groups showed the impact on the final
ENA network after the of removing dominant codes. Although the differences between
the groups continued to be significant, the subtraction network revealed a shift in the
most dominant relationships among codes from the treatment group to the control
group. This happened because the students in the treatment group increased the numbers
of the integration and resolution messages with the asking question and salutation
indicators. Thus, the removal of these two codes (asking question and salutation)
decreased the impact of the cognitive presence phases on the results. Figures 1(d) and 2
(b) groups exploration, resolution, triggering and other categories in the top-left corner
of the graph. This grouping reduced the impact of the codes of cognitive presence and
emphasized the role of the codes social presence in the ENA graphs.

Therefore, the results reveal that the best approach to deal with the problem posed
in this study is the removal of the dominant code. However, these findings need to be
further validated on different datasets.

7 Final Remarks

This paper analyzed the behavior of student interaction in online discussions under the
perspective of the community of inquiry framework using different configurations of
ENA parameters. The results showed that the variation of SVD dimensions had low
influence on the final results. The removal of dominant codes presented a high impact
on the analysis of different groups performance. The key implication of our results is
that the removal of the codes can lead to an improved understanding of one of the two
key constructs in the CoI model (social presence) but reduced insights into the other
one (cognitive presence).

Based on these results, we can suggest for studies that aim to look at the holistic
associations of different constructs (in our study - social and cognitive presences), the

74 R. Ferreira Mello and D. Gašević



approach that removes dominant codes is undesirable. However, when the insight into
the construct that had dominant codes in epistemic networks (i.e., social presence) is
the goal, the removal approach could lead to plausible results.

There are some limitations of the present study which should be acknowledged.
First, the data is from a single course at a single institution, although from six-course
offerings. This can negatively affect the degree of potential generalization of the
analysis. Besides, the method required many methodological decisions, such as
deciding on the coding used for cognitive and social presences and the parameters that
we variate. It might be the case that different decision would lead to different findings.
To address these limitations, we intend to perform the same analysis using data from
another scenario and applying different parameters as input to the ENA.

As future work, we intend to: (i) reproduce the same analysis using a different
context of the application, such as data from other courses, and analyze other phe-
nomena different from the model of community of inquiry; (ii) explore what is the
impact of change of other ENA parameters such as the length of the sliding window for
stanza, and the order which the instances were presented in the input file; and (iii) apply
statistical tools to determine whether two graphs, for instance graphs generated with
different SVDs, are significantly different, following for instance the methodology used
by Swiecki and colleagues [22].
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Abstract. This paper is situated in a 5-year NSF CAREER project awarded to
test and refine Projective Reflection (PR) as a theoretical and methodological
framework for facilitating learning as identity exploration in play-based envi-
ronments. 54 high school students engaged in Virtual City Planning, an itera-
tively refined course that provided systematic and personally-relevant
opportunities for play, curricular, reflection and discussion activities in
Philadelphia Land Science, a virtual learning environment, and in an associated
curriculum enacted in a STEM museum-classroom. In-game logged data and in-
class student data were examined using Epistemic Network Analysis. An
illustrative case study revealed visual and interpretive patterns in students’
identity exploration. The change was reflected in their knowledge, interest and
valuing, self-organization and self-control, and self-perception and self-
definition (KIVSSSS) in relation to the roles explored from the start of the
intervention (Starting Self), during (Exploring role-specific Possible Selves), and
the end (New Self).

Keywords: Identity exploration � Epistemic Network Analysis � Case study �
Projective Reflection � Virtual learning environments � Game-based learning

1 Introduction

Virtual learning environments (VLEs) such as games are forms of play-based envi-
ronments that can present players with opportunities for self-transformation [1] and
enculturation [2]. Specifically, VLEs can be conducive for (a) catalyzing learner
interest in science and exploring career roles as future possible selves, and (b) using
these role-possible selves as anchors for cognitive, social and affective skill develop-
ment that can prepare learners to explore and reconstruct their identities [3–5]. The
theoretical promise of VLEs and advancements in game studies are well documented
[6]; however, there is a scarcity of evidence-based practices to support researchers in
designing and leveraging the affordances of gaming technologies. Additional work is
needed to comprehend the theoretical and methodological processes by which VLEs
affect educational outcomes [7]. With this emerging area of research comes the need for
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research methods that complement emerging theories to elucidate how learners evolve
in data-rich and dynamic play-based environments such as VLEs [8].

To address these gaps, we introduce Projective Reflection [1] as a theoretical and
methodological approach to frame and facilitate learning as identity exploration in
digital and non-digital play-based environments. Projective Reflection (PR) refers to
the processes by which a person engages in intentional exploration of role-possible
selves (i.e. roles connected to future selves a learner may want to be) in play-based
environments, while projecting forward and reflecting on who they are in relation to
specific domains and careers such as a STEM professional [1].

In this study, Projective Reflection structured the design and implementation of
Virtual City Planning (VCP), a play-based course that included identity exploration
experiences mediated by a VLE (Philadelphia Land Science), and classroom experi-
ences based on PLS. Quantitative Ethnography (QE) techniques [9] were applied to
visualize and interpret changes in identity exploration trajectories at the cohort and
individual levels as a result of exploring the role-possible selves of an environmental
scientist and urban planner in VCP. In doing so, the following research question was
answered: “What is the nature of a high school student’s trajectory of identity
exploration over time in a play-based course as defined by Projective Reflection?”

2 Theoretical Framework

Projective Reflection (PR) is a theory and methodology of learning that integrates a
focus on content ((I)dentity anchored in a specific community of practice and enacted
locally) and on the self ((i)dentity engaged in role-possible selves inspired by the
community of practice reflecting an individual goal) in an integrated manner
(i/Identity). Play-based experiences informed by Projective Reflection are designed to
promote intentional exploration of specific and targeted roles in an authentic socially-
situated environment. Virtual City Planning, for example, immersed students in the role
of urban planning interns in Philadelphia collaborating on the research and develop-
ment of design proposals that address environmental and economic issues facing their
communities.

Four theoretical constructs support exploration of identities through role-possible
selves in PR to enable an integrated change in learners over time: (1) Knowledge
(foundational, meta, humanistic) [10], (2) Interests (situated/perceptual, epistemic/
personal) and Valuing [11], (3) patterns of Self-organization and Self-control (co-
regulation, socially-shared regulation, and self-regulation) [12], and (4) Self-perceptions
and Self-definitions (self-concept, self-efficacy) [13] (KIVSSSS). Table 1 provides a
more in-depth explanation of the constructs and sub-constructs as manifested by stu-
dents in Virtual City Planning.

The PR constructs (KIVSSSS) are mapped along six questions: (1) what the learner
knows – current knowledge, (2) what the learner cares about – self and interest/valuing,
(3) what/who the learner expects to be throughout the virtual experience and their long
term-future self, (4) what the learner wants to be – possible self, (5) how the learner
thinks – self and interest, and (6) how the learner sees him/herself – self-perceptions
and self-definitions. The six questions are used to scaffold and track the change in
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(a) learners’ initial current self or starting self (SS) that is established at the start of an
intervention, (b) their exploration of multiple role-possible selves (EPS measured
repeatedly across an intervention), and the new self (NS) at the end of the
intervention/experience [1] (See Fig. 1).

The Play, Curricular activity, Reflection, Discussion (PCaRD) pedagogical model
for play-based learning (See [18] for more information) can be used to enact Projective
Reflection in a game and game-based curricula through Play, and outside the game
through Curricular activities that include opportunities for Reflection and Discussion.
This process can provide students with opportunities to intentionally construct
knowledge, cultivate interest and valuing for the academic domain, develop

Table 1. Projective Reflection construct definitions.

PR constructs Definitions Sample
citations

Knowledge and
game/technical
literacy

Shifts in what a player knows about environmental science,
urban planning, and urban planning systems from the
beginning to the end of an intervention:
• Foundational knowledge: awareness of complex and
domain-specific content and processes that includes the
ability to access information using digital technologies
• Meta-knowledge: awareness of how to use foundational
knowledge in relevant socially-situated contexts
• Humanistic knowledge: awareness of the self and one’s
situation in a broader social and global context

[10]

Interest and
valuing

• Caring about environmental science and urban planning
issues and viewing them as personally relevant or
meaningful
• Shifts in identification with environmental science
• Viewing environmental science and urban planning as
being relevant to the community or the world
• Seeing the need for environmental science for self and for
use beyond school contexts

[11, 14, 15]

Self-organization
and self-control

Shifts in behavior, motivation, and cognition toward a goal:
• Self-regulated learning: goal-setting and goal-achievement
conducted independently
• Co-regulated learning: self-regulation processes supported
by more knowledgeable real/virtual mentors
• Socially-shared learning: self-regulation is socially-shared
and defined in collaboration with peers

[12, 16, 17]

Self-perceptions
and self-definitions

Shifts in how a participant sees himself/herself in relation to
(environmental) science:
• Self-efficacy: confidence in one’s own ability to achieve
goals and future roles
• Self-concept: awareness of current aspects of self (i.e.
skills, preferences, characteristics, abilities, etc.)
• Specific roles one wants or expects to become in future

[13]
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competence with the learning content and context, and explore possible selves in
relation to the domain in an explicit manner [3]. While CaRD activities are anchored in
the game and build on students’ play experiences, they are also designed to align with
target knowledge and attitudes within chosen academic domains. Learners are
encouraged to engage in targeted and intentional reflection on aspects of self at
repeated points throughout the situated designed-experience (SS, EPS, NS). For each
student, the process of tracing change is carried out chronologically, guided by the six
questions that elucidate how learners explored a possible role self as intentional
changes in KIVSSSS - indicating the extent to which the identity exploration process
was comprehensive or integrated.

3 Methods

This research was conducted as part of a 5-year (2014–2019) NSF CAREER project
awarded to advance theory and research on promoting identity exploration and change
in science using VLEs through Projective Reflection [1]. Building on this broader
agenda, Virtual City Planning (VCP), a play-based course, was designed, developed,
implemented, and refined using design-based research [19] from 2016–2017 to help
freshman high school students (a) construct foundational-meta-humanistic knowledge
for urban planning which were aligned with the Next Generation Science Standards
(NGSS) for high school environmental science, (b) generate and sustain interest in

Fig. 1. The Projective Reflection framework for conceptualizing learning as identity change.
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environmental science, (c) enable global and personal valuing in environmental sci-
ence, and (d) explore multiple identities (role-possible selves) related to environmental
science in an urban context.

3.1 Data Collection and Procedures

VCP1 (the first of the three iterations) was offered in Fall for 9 weeks with 20 students.
It featured weekly use of both the virtual learning environment Philadelphia Land
Science (PLS) and supportive real-world augmentation in the classroom. VCP1 con-
sisted of (a) internal aspects - VLE experiences informed by the mechanics of PLS, and
(b) external augmentations - activities that occur in designed spaces outside of the PLS,
but as a result of VLE roleplay. The PCaRD model informed the design of both internal
aspects and external augmentations to facilitate identity change. Data sources included
logged in-game data, pre-post assessments, classroom artifacts, written reflections, and
researcher observations. Participating students role-played as urban planning and
environmental science interns in a fictional firm called Regional Design Associates.
Over nine weeks, students learned about the process of proposing a rezoning proposal
for the city of Philadelphia that addresses the competing and complementary needs of
four stakeholders. PLS and external curricular activities were designed to facilitate
intentional shifts in what learners know, how they think, what they care about, how
they see themselves, and what they want and expect to be in relation to ES and urban
planning. In week 1, students learned about their teams and the expected workflow of
PLS. Each student’s starting self was documented through an intake interview in PLS,
background survey, 5-point Likert-scale survey, and a focus group discussion. In weeks
2 and 3, students reviewed the ‘Request for a Rezoning Proposal,’ and researched
stakeholders’ concerns related to commercial, residential, environmental, civic, and
social issues. This helped them understand what was expected of them as urban
planners. In Weeks 4 and 5, students edited interactive models of Philadelphia using
the ‘iPlan’ mapping tool to test the extent to which their rezoning proposal met
stakeholder needs. They received feedback from the stakeholders and their mentors,
leading to iterative refinements in weeks 6–8. Collected data included in-game logged
data such as chats, notebook entries, and iPlan maps, as well as researcher observation
memos. In week 9, students worked towards finalizing a written document explaining
the rezoning plan and representing their plan on a map. Data was collected to examine
each student’s new self included an in-game exit interview and a focus group discus-
sion. Starting self changes were documented through weeks 1–2 data, exploring role-
possible selves in weeks 3–7 data, and new self in weeks 8–9 data.

4 Data Analysis

Student data was coded inductively and deductively to answer the research question.
Quantitative Ethnography [9] was used to guide the data analysis procedures;
researchers engaged in a deductive coding process for each student/case [20] using the
qualitative data analysis software MAXQDA 2018. Lines of student data were coded as
self-reflection on or demonstration of the four PR constructs and their sub-constructs,
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with agreement reached by two graduate-level coders. The qualitatively-coded data was
then quantified. Each line was coded for the occurrence (1) or non-occurrence (0) of the
four constructs of PR that defined identity exploration (e.g. knowledge) and sub-
constructs (e.g. foundational knowledge) to prepare the data for Epistemic Network
Analysis (ENA). Coding was completed by two graduate-level coders, who then dis-
cussed all coding inconsistencies until agreement was reached. While ENA and
qualitative analyses were applied to all 54 students and the aggregated class data, this
proposal focuses on a single student case: Zola (pseudonym).

Processes of identity exploration as defined by Projective Reflection are most
valuable when students can enact them in an integrated fashion; that is, when students
can regularly connect Knowledge gains, emerging personal Interests and Values, the
enactment of Self-organization and Self-control strategies, and specific Self-perceptions
and Self-definitions in a domain (KIVSSSS). Given that identity exploration is con-
ceptualized as a developmental process of change over time, it is vital to examine
identity integration as not only co-occurrences in a single piece of data (integration in
that moment), but also as a longitudinal relationship between the codes manifested
from one moment to the next across a meaningful unit of time (a conversation). To
achieve this, ENA generates network visualizations of the co-occurrence of codes
within a moving stanza window: codes applied to one line of student data are connected
to each other and to codes applied to the previous 3 lines of chronological student data
(as recommended by [21]). In this way, epistemic networks of construct relationships
were leveraged to visualize chronological changes in Zola’s process of identity
exploration as it shifted from her Starting Self (weeks 1–2) to Exploring Possible
Selves (weeks 3–7) to New Self (weeks 8–9). Mann-Whitney nonparametric tests were
used to test whether change across each time period was statistically significant.

We referred back to interactions and activities coded in the data to close the
interpretive loop and thus fully understand the phenomenon illustrated in Zola’s
chronological epistemic networks. This last step was relevant for both individual and
group findings as instrumental case studies [22], enabling the researchers to highlight
the dominant issue for this paper; that is, nature of participants’ identity exploration.

4.1 Case Study: Zola

Zola was a 14-year old Caucasian female student. At the start of VCP1, in the pre-
survey, Zola indicated averaging spending 2–3 h each week playing a variety of
tabletop/board games and digital games on consoles and mobile computing devices to
socialize with friends, to learn about a topic, and to practice new skills. Her responses
were indicative of her technical literacy and media practices. Additionally, she strongly
agreed in her confidence and ability to learn with VLEs.

Zola began the intervention (See Fig. 2) with confidence in her understanding of
environmental science and the role of urban planners. More interestingly, Zola’s
responses demonstrated her attempts to grapple with the complexity of urban planning
terms and concepts. For instance, when asked “What is a stakeholder? How do
stakeholders affect Philadelphia?” Zola remembered:

82 A. Foster et al.



A stakeholder is a company, group or a person who is expressing a want for the city and plans
to act on it…If a stakeholder requests something and some people are against it, it may affect
how people view the government/officials and people like that. On the positive side, stake-
holders start the process of getting things the city wants happen, and if those things happen,
they affect Philadelphia.

Zola’s interest in learning about cities and the environment were scaffolded by her
mother, who worked with urban planners. Zola’s patterns of participation in VCP1
portrayed her as detailed and goal-oriented, with a desire to complete each task fully.
Mentors commented in observation memos that Zola “took her time to complete the
tasks even if it meant writing during break time.” When asked if she saw herself in a
future career that contributes to urban planning, Zola replied, “It’s possible. I’m not
exactly sure what it [an urban planning career] entails, but helping to change things
about the city to make it better for the community sounds like a career I might want to
pursue.” Zola also described being able to explore “a lot of [STEM] careers that seem
interesting” at school might further her awareness and shape her ability to pursue them.

As the course progressed, Zola demonstrated her emergent foundational, meta and
humanistic knowledge as she role played as an urban planner. This knowledge increase
led her to confidently justify her recommended changes. She provided detailed justi-
fications for each zoning change she made to the Philadelphia map, and connected
them to her stakeholder’s needs and feedback (e.g. “Arnold suggested developing local
businesses along the Schuylkill river, so I added a few commercial areas”). Concur-
rently, Zola described the zoning changes she would make to the city map to reflect her
own values (e.g. an increase in affordable, medium-density housing “for struggling
families, and if they have homes, they have a higher chance of getting jobs.”).

Through weeks 3–7 (See Fig. 3), Zola actively participated in group meetings with
peers, discussing the needs of their assigned stakeholder group, the numerical eco-
nomic and environmental levels they needed to strive for to meet the stakeholder needs,

Fig. 2. Epistemic network for Zola’s Starting Self in weeks 1–2 of participation in VCP.
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and strategies for balancing various needs and numbers when creating their maps. On
one occasion, Zola was observed brainstorming with a doctoral student on the technical
aspects of Philadelphia Land Science (e.g. how to view her customer input map,
notebook entry and land use codes at the same time). During this time, Zola also
articulated how she reconciled what she personally valued with the values of assigned
stakeholder groups. For instance, in a preference survey reflection, Zola expressed that
she did not agree with certain changes that resulted from the stakeholder needs because
they conflicted with her personal values (e.g. removing land for bluebirds). She rea-
soned that environment was important for her and as a result, “[I]t was hard to see how
adding housing and businesses in place of green space could be good. However, the
way the stakeholders talk about it, I really see the benefits of expansion.” As the weeks
progressed, Zola began using statements that indicated her continued embodiment of an
urban planner role by suggesting zoning changes and using evidence to support her
claims.

Towards the end of VCP1 (See Fig. 4) Zola’s understanding of what urban planners
do deepened, although her understanding of environmental science remained relatively
unchanged. She wrote “[an urban planner] studies the housing and the business to
know what need to be fixed and how to design artifacts” and “[environmental science]
is something that you study outside. Such as the environment, animals, and other things
in the environment.” Whereas Zola’s initial interest in learning about cities and the
environment stemmed primarily from her mother’s profession in urban planning, Zola
completed the course expressing fascination, and confidence in her ability at inten-
tionally making way for communities to flourish while also protecting the environment.
She was curious to know what decisions make some cities establish this balance and

Fig. 3. Epistemic network for Zola Exploring a role-specific Possible Self in weeks 3–7 of VCP.
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some fail at it. When asked what she wanted to be in the future, she said that she was
‘totally sure at this moment’ that she wanted to be able to “evoke emotion from people.
May it be through script writing for movies, illustrating boards, writing books to
creating 3D models for special effects.”

Nonparametric Tests of Significance. Mann-Whitney tests were run to test whether
there were statistically significant differences along the X and Y axes between Zola’s
Starting Self (weeks 1–2), Exploring Possible Selves (weeks 3–7), and New Self data
(weeks 8–9).

No statistically significant differences were found between Starting Self and
Exploring Possible Selves data. Along the X axis (SVD1), a Mann-Whitney test
showed that Starting Self (Median = –0.44, N = 6) was not statistically significantly
different at the alpha = 0.05 level from Exploring Possible Selves (Median = 0.53,
N = 19 U = 50.00, p = 0.66, r = 0.12). Along the Y axis (SVD2), a Mann-Whitney
test showed that Starting Self (Median = 0.29, N = 6) was not statistically signifi-
cantly different at the alpha = 0.05 level from Exploring Possible Selves (Median =
0.42, N = 19 U = 51.00, p = 0.71, r = 0.11).

Similarly, no statistically significant differenceswere found between Starting Self and
New Self data. Along the X axis (SVD1), a Mann-Whitney test showed that Starting
Self (Median = –0.44, N = 6) was not statistically significantly different at the alpha =
0.05 level from NewSelf (Median = 0.53, N = 6U = 14.00, p = 0.53, r = 0.22). Along

Fig. 4. Epistemic network for Zola’s New Self in weeks 8–9 of participation in VCP.
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the Y axis (SVD2), a Mann-Whitney test showed that Starting Self (Median = 0.29,
N = 6) was not statistically significantly different at the alpha = 0.05 level from New
Self (Median = 0.42, N = 6U = 7.00, p = 0.06, r = 0.61).

While no statistically significant differences were found between Exploring Pos-
sible Selves and New Self data along the X axis, differences were identified across the
Y axis. Along the X axis (SVD1), a Mann-Whitney test showed that Exploring Possible
Selves (Median = 0.53, N = 19) was not statistically significantly different at the
alpha = 0.05 level from New Self (Median = 0.53, N = 6 U = 47.00, p = 0.49,
r = 0.18). Along the Y axis (SVD2), a Mann-Whitney test showed that Exploring
Possible Selves (Median = 0.42, N = 19) was statistically significantly different at the
alpha = 0.05 level from New Self (Median = 0.42, N = 6 U = 35.00, p = 0.12,
r = 0.39).

Examination of epistemic networks across the three time periods for Zola suggest
that her integration of Projective Reflection constructs shifted to a statistically signif-
icant degree from Exploring Possible Selves to New Self. However, a visual exami-
nation of the network for Exploring Possible Selves (See Fig. 3) as compared to the
network for New Self (See Fig. 4) suggests that her connections between constructs
became less pronounced over time and that her identity exploration in the final weeks
may have been less integrated. Review of the Zola’s data in the final weeks revealed
that while Zola’s reflections were qualitatively rich, a classroom absence limited the
number of reflections she offered on her emerging New Self. Zola’s epistemic networks
proved valuable for illustrating some emerging connections she made across PR
constructs during Virtual City Planning, however, these findings also illustrate the
potential limitations of epistemic network analysis for illustrating identity exploration
processes if implemented in isolation. Detailed knowledge of both the dataset and
theoretical framework are essential for leveraging the benefits of epistemic networks.
In-depth qualitative analysis of data can also serve as a valuable triangulation tool when
analyzing processes of identity exploration.

5 Discussion

Scholars argue that opportunities for intentional and repeated examination of who a
learner is and who he/she wants to become are valuable for supporting learner agency
and participation in a constantly changing society [5, 13]. In this study, the Projective
Reflection theoretical and methodological framework [1] was applied to design a play-
based course and facilitate high school students’ exploration of role possible selves in
STEM; namely, environmental science and urban planning. As was reflected in an
illustrative case study, Zola, a 14-year old female freshmen high school student was
guided through systematic, targeted and intentional opportunities for exploring these
identities in a personally relevant context (i.e. Philadelphia). Epistemic Network
Analysis was applied (a) to visualize the associations she made between what she
knew, how she thought, what she cared about, what she wanted to be, what she
expected to be, and how she saw herself in relation to urban planning and environ-
mental science (See Figs. 2, 3 and 4), and (b) to ascertain if the changes in her starting
self-exploring, role possible selves, and new self was statistically significant. Future
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reports will involve an exploration of the modeled patterns of identity exploration in all
54 students across the three iterations of project and interpretation of how those
changes reflected the distinct features of the three iterations of Virtual City Planning
(e.g. 9 weeks, 8-weeks, and 4-weeks). Future studies will test and refine the design of
virtual learning environments (VLEs) that can not only facilitate Projective Reflection
more effectively, but also incorporate methods like Social-Epistemic Network Analysis
in the assessment capacities of the VLEs such that learners have access to their patterns
of identity exploration at distinct points (starting-self, exploration of role-possible
selves, and new self), thus allowing a greater ownership of their learning processes.
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Abstract. African-, European-, Mexican-, and Native-American adolescents
(N = 270) described times they had responded to a peer’s victimization with
efforts to repair relationships or avenge the aggression. They provided ratings of
self-evaluative emotions and judgements (e.g.., pride, shame, helpfulness) and
explanations for each rating. Explanations were coded as exemplifying one of
eight goals, and whether the action described in each condition promoted or
threatened the desired goal. Complementary analyses utilizing the general linear
model and epistemic network examined the rates of each type of goal and the
connections between goals, and between goals and outcomes. Benevolence was
the most frequently cited goal, and third-party reparative efforts were viewed as
promoting benevolence and competence. Benevolence goals were both pro-
moted and threatened by third-party revenge. Self-directed growth was cited
most often following revenge, as an example of goal threat and often in con-
junction with shame. Relationships between revenge and reparative efforts are
explored.

Keywords: Third-party revenge � Reparative actions � Goals � Adolescents

1 Introduction

1.1 Third-Party Revenge and Repair

Lack of Specificity in Categorizing Third-Party Actions. Second-by-second obser-
vations indicate that young adolescents are targeted for an average of 1.1 aggressive
events per hour on school grounds [1]. Thus, classmates often witness friends and fellow
students being targeted and harassed [2]. Youth report feeling confused and anxious
after witnessing aggressive incidents [3]. They may try to avoid involvement, side with
the aggressor or victim, or attempt to stop the aggression [4, 5]. The actions of witnesses
have important implications for themselves and others. Victims of aggression are less
anxious and experience less peer rejection and victimization when classmates defend
them [5–7]. Although there is evidence that defenders tend to be more assertive [8],
empathetic, and morally engaged than their classmates [9], conclusions may be
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premature given the breadth of behaviors defined as defending [10]. In prior research,
behaviors as diverse as consoling the victim, reconciling adversaries, and confronting
the aggressor might be considered defense. Further, confrontation might involve
physical aggression, abusive language and/or assertive reasoning that invokes moral
constructs of harm and justice. Playground observations estimate that nearly half of
direct confrontations include aggressive elements, sometimes alone or in combination
with assertive behaviors—that is, behaviors that are strong requests or demands to desist
[11]. A common pattern in these observations was that youth would intervene with
assertive behaviors, then switch to aggression if the initial intervention failed.

Self-evaluation of Actions Reflects Complex Thinking. In addition to the lack of
specificity, research on third-party intervention suffers from inattention to the diversity
of outcomes experienced by all parties. Targets of aggression whose friends retaliate on
their behalf, for example, might feel both anxious that the aggression may escalate and
pleased that an ally would take on such a risk. Equally important is the experience of
third-parties. Although much research has focused on defining specific roles that
individuals typically occupy [4], observations indicate that over time, roles are rea-
sonably fluid, such that those who are aggressors on some occasions are witnesses on
other occasions [12]. Similar fluidity is to be expected in the ways that youth intervene,
sometimes by retaliating, sometimes by attempting to repair relationships and resolve
differences peacefully. As youth experience consequences of their actions, some may
be perceived as more beneficial and be preferred overtime. Therefore, it is important to
understand how youth construe their own actions after they have intervened as third-
parties to aggressive events. Prior work indicates that youth feel proud, helpful and
consistent with peer social norms when they had attempted to repair and resolve
aggression that targets a peer [13]. Efforts to exact revenge on behalf of a peer,
however, can arouse ambivalence. Youth who sought vengeance have reported being
moderately proud, helpful and consistent with social norms. However, they also
experienced relatively high levels of shame and guilt, and did not feel like their actions
were as consistent with being a good friend as when they had made reparative efforts.
The goal of the current study was to examine how third-party actors interpret and
explain their self-evaluative emotions and judgements following their efforts to
(a) avenge aggression to a peer and (b) to repair the situation peacefully.

1.2 Goals Structure Self-evaluation

How youth evaluate their actions will depend in part on the goals they had prior to
acting. Goals influence emotional responses to outcomes by defining which outcomes
are valued and which ones are disappointing [14]. Influential models of social decision-
making and behavior [15, 16] posit people’s responses in-the-moment depend on a
rapid processing sequence that appraises the situation and constructs action goals (e.g.,
punish the aggressor; repair the relationship), and evaluates possible actions based on
beliefs and values. Beliefs include self-perceived competence (e.g., I can prevail; I’m
influential), social norms (e.g., retaliation is justified), and outcome expectancies (e.g.,
the situation may escalate; risky displays of loyalty may solidify this friendship).
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Values are defined as trans-situational goals that serve as guiding principles in people’s
lives (e.g., acquire power; protect others), motivating actions consistent with values
[17]. Unlike abstract values, action goals require that individuals coordinate multiple,
possibly conflicting values in order to pursue concrete action. Thus, multiple and
inconsistent values may be invoked when youth struggle to evaluate and derive
meaning from their actions.

Unlike the sequence described above, impulsive responding typically proceeds
directly from appraisal to action without attempts to coordinate or even articulate an
action goal [18]. Impulsive actions, like goal-directed ones may nevertheless stimulate
self-reflection for months afterward [19] as youth evaluate their actions vis à vis
personal values, relationships and self-identity. Vengeful acts are often impulsive,
stimulated by emotionally-arousing conditions that pre-empt goal-directed processing.
Because witnessed aggression is not as emotionally arousing as experienced aggres-
sion, goal-directed actions may represent a larger percentage of third-party responses.

1.3 The Current Study

What considerations may motivate third-party responses to aggression? Both revenge
and repair efforts are risky endeavors to undertake on behalf of someone else [20].
Motivations may include social norms that blur the distinctions between self and close
others [20], efforts to deter aggression against the self, desires to enhance one’s rep-
utation and relationships [21], and a morally-engaged sense of social justice [22]. When
the chosen action is resolution, actors have the potential to benefit all parties. Third-
party revenge, however, is morally ambiguous. It combines antisocial elements
(harming someone) with prosocial ones (protecting or obtaining justice for another).
This mixed-methods study examined adolescents’ self-evaluative emotions and
judgements after they responded to aggression directed towards a peer or themselves.
Specifically, we asked youth to describe times they had tried to (1) avenge harm to a
peer and (2) seek a peaceful resolution. They rated and explained the emotions they felt
and judgements they made after those actions.

Research Questions and Hypotheses. Compared to children, adolescents are more
likely to endorse revenge and are less likely to endorse peaceful responses to
aggression [23]. In some contexts, revenge may be considered the only socially
acceptable response [20, 24]. Nevertheless, adolescents report feeling most authentic,
most like their actions are consistent with their ‘true self’ when they act prosocially
[25]. How do young people resolve these conflicting values? Using a diverse sample of
US youth, the current study examined adolescent values in the context of actions taken
following aggression directed at a peer.

Overall Levels of Perceived Goal Threat and Goal Promotion. Given that third-party
revenge elicited high levels of shame and guilt and low levels of pride, perceived
helpfulness, peer approval and feeling like a good friend relative to reparative efforts,
we made the following predictions.

• Third-party repair would be viewed as promoting goals more than third-party
revenge.
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• Third-party revenge would be viewed as threatening goals more than third-party
repair.

Levels and Links Between Specific Goals and Outcomes. Although benevolent
intentions may motivate both vengeful and reparative responses to a peer’s victim-
ization, the high rates of shame and guilt that accompany revenge [13] suggest that
revenge will be viewed as threatening benevolence goals more than promoting them,
while reparative actions would be more closely linked to goal promotion. We also
predicted that revenge would be associated with threats to security, competence and
self-directed growth more than reparative actions. Finally, we predicted higher levels of
power goals would be cited more in the revenge condition than in the reparative
condition.

• Connections between goal promotion, and power and security goals would be
stronger in the third-party revenge network than in the repair network; whereas
connections between those goals and goal threat would be stronger in the third-party
revenge network.

• Connections between goal threat and self-directed growth, competence and
benevolence goals would be stronger in the third-party revenge network than in the
repair network; whereas connections between those goals and goal promotion
would be stronger in the third-party repair network.

2 Methods

2.1 Participants

Participants were 270 adolescents (53.7% female) ranging from 14 to 18 years of age.
They were African Americans (25.9%), European Americans (24.4%), Mexican
Americans (24.4%) and Columbian Plateau Native Americans (25.2%) living in urban,
suburban and rural areas in Washington State and Idaho. Participants were paid $20 for
interviews lasting 1.25 h. Interviews were completed during the summer with respect
to the previous school year.

2.2 Procedures

Participant recruitment and data collection were conducted in tribal and public schools,
community centers, and summer programs during the summers. In accordance with
institutional review board guidelines and, when applicable, tribal authority research
approval, researchers conducting the study obtained participant assent and parent or
guardian consent via permission forms available at the sites used in the study.

Prior to conducting the interviews, research assistants completed a training and
practice sequence in interview protocol and ethical guidelines. To maintain confiden-
tiality and reduce potential interviewer effects, participants were interviewed in empty
community center rooms, libraries, or classrooms by interviewers of the same race or
ethnicity. The adolescents in the study were compensated $20 for participating.
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In the interviews, participants were asked to describe their experiences with four
types of actions following the victimization of a peer. The two actions investigated in
the currents study were times in which the interviewee intervened after a peer had been
victimized by attempting to (1) reconcile the involved parties or (2) avenge the victim.
Any act of aggression was accepted as a perceived victimization event, including
evenly matched conflicts and bullying that involved a power differential. After
describing events, participants rated how they felt after the event with respect to three
self-evaluative emotions and seven other emotions. They were also asked to rate the
helpfulness of their interventions and how much peers would approve. Following each
emotion, participants explained their ratings. Those explanations were subsequently
transcribed and coded in order to understand the meaning and motivational implica-
tions of the participants’ actions and self-evaluation.

2.3 Theoretical Foundation of Explanation Codes

We used a priori frameworks to code youths’ explanations for the emotions they felt
after each action and their evaluative judgements of the helpfulness and consistency
with being a good friend. The first of two exhaustive and mutually exclusive systems
was used to designate whether outcomes were described as consistent with the specified
value (goal promotion), inconsistent with the value (goal threat), or not specified. The
second coding system was derived from Schwartz’ circumplex model of values (see
Fig. 1)—a model previously tested with more than 80,000 participants around the
globe [17, 26]. This model structure has been extensively validated with both adults
and adolescents [27]. Among adolescents, endorsement of these values predicts ado-
lescents’ aggressive and prosocial behavior [28, 29] and self-evaluative emotions [30].
The work of Schwartz and colleagues has relied on questionnaires to assess values by

Fig. 1. Schematic of Schwartz’ circumplex model of values and goals.
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having respondents indicate the degree of similarity between themselves and hypo-
thetical persons espousing each value. Since we were examining open-ended expla-
nations for self-evaluation, we used Schwartz’s definitions of each value in our code
book.

To better fit our data and differentiate between similar codes, we slightly changed
Schwartz’s nomenclature [17, 26]. Achievement became Competence Display, Self-
direction became Self-directed Growth, and Universalism became Justice and Welfare
for All. We also did not attempt to code the two sets of sub-categories. Thus, Hedonism
and Stimulation were coded as Seek Stimulation—the equivalent category in
Schwartz’s scheme. Conformity and Tradition are sub-categories that were coded as
Uphold Norms. To create an exhaustive coding system, we added a category for
explanations that were circular or provided insufficient evidence to code.

Codes and Reliability. Trained research assistants coded participants’ event descrip-
tions and associated rationales for emotions and judgements by event type. Augmented
base rates were used to assess inter-rater reliability [31]. Coding began when Cohen’s
kappa reached 0.60 for each category, and reliability tests were subsequently admin-
istered at three-week intervals in order to prevent coder drift. The mean kappa obtained
for all codes was .71. Kappas calculated separately for goal promotion and goal threat
were k = .66 and k = .79, respectively.

Three goals were rarely cited and will not be discussed further (uphold norms, seek
stimulation, and justice & welfare). For all values that were cited at a minimum rate of
0.20 in at least one condition, we provide operational definitions, examples and indi-
vidual Cohen’s kappa values below.

Benevolence. These goals cite caring for and showing concern for the welfare of close
associates, or being loyal, helpful, honest, forgiving, or responsible. Examples of
responses coded for benevolence included helping a friend to stay out of trouble
(promotion) and expressing disappointment in oneself for causing harm to a peer
(threat), k = .69.

Security. These indicate a desire for physical, emotional, and social safety; security,
harmony, and stability in relationships; or a sense of belonging. Examples of responses
coded for security goals included feeling relief over reconciling with a peer (goal
promotion) and expressing concern that a victim’s actions could lead to a fight (goal
threat), k = .75.

Power. These indicate a wish to acquire social status and prestige by gaining and
demonstrating control and dominance over people and resources. This includes
enforcing personal norms through force or punishment, or comments that put oneself in
a superior position compared to the other person. Examples include citing the influence
one had over a victim’s response to aggression (goal promotion) and expressing dis-
appointment that one’s efforts were insufficient to get an aggressor to back down (goal
threat), k = .71.

Competence. These goals aim to gain a sense of personal success through demon-
strating competence according to social standards or having an image of being suc-
cessful, intelligent, ambitious, or influential. Examples of responses coded for
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competence included advising a friend in effective conflict negotiation (promotion) and
losing control of one’s emotions during conflict with others (threat), k = .75.

Self-directed Growth. These statements indicate the desire for independent or
authentic thought and action; curiosity; self-respect and authenticity; choosing one’s
own goals or pursuing improvements in cognitive, social-emotional and physical skills
for their intrinsic value. Examples of responses included learning how to become a
better friend (promotion) and failing to uphold personal standards of goodness (threat),
k = .68.

2.4 Analytic Plan

Two sets of complementary analyses were used to examine the types of explanations
given for self-evaluative emotions and judgements in each condition. First, the number
of references to each type were analyzed using repeated measures analyses of variance
(SPSS 19) with action condition as the repeated variable. Given the large number of
tests that we were performing, we elected to reduce our probability of making a Type I
error by using a p-value of .01 (two-tailed) as our significance level.

We next performed Epistemic Network Analyses (ENA) using the ENA1.5.2. Web
Tool [32]. The units of analyses were all lines of explanation associated with a single
value of the action condition (e.g., repair) with subsets by participant. The resulting
networks were aggregated across all participants within each action. Aggregations were
created from unweighted summations in which the networks reflect the log of the
product for each pair of codes. The ENA model normalized the networks for all units of
analysis before they were subject to dimensional reductions, which accounts for the fact
that different units of analysis may have different rates of goal codes. For the dimen-
sional reduction, we used a singular value decomposition, which produced orthogonal
dimensions that maximize the variance explained by each dimension.

3 Results

3.1 Repeated Measures Analyses of Explanations

The mean number of times a participant cited a type of goal within each action
condition are provided in Table 1, along with F-values and effect sizes. The table also
shows results for the rates at which the actions were judged to promote valued goals
and to threaten the goals in question.

The ambivalence that we observed in self-evaluative emotions and judgements
following third-party revenge is partly explained by the rates at which actions were
viewed as threatening versus promoting valued goals. Third-party revenge was viewed
as a greater threat than a facilitator of valued goals, whereas third-party repair showed
the opposite pattern. Neither goals of benevolence nor security differed significantly
across the two conditions. As predicted, power was cited more frequently in the
revenge than in the repair condition. That was also true of competence and self-directed
growth goals. Although we made no specific predictions for rates of the latter two
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goals, we did expect differential linkages between the goals and goal outcomes. These
are explored next.

3.2 Epistemic Analyses of Goals Cited in Self-evaluative Rationales

The units for the ENA were all lines of explanation associated with a single value of the
action condition (e.g., repair) with subsets by participant. The resulting networks are
aggregated across all participants within each action. Aggregations were created from
weighted summations in which the networks reflect the log of the product for each pair
of codes. The ENA model normalized the networks for all units of analysis before they
were subject to dimensional reductions, which accounts for the fact that different units
of analysis may have different amounts of explanation codes. For the dimensional
reduction, we used a singular value decomposition, which produced orthogonal
dimensions that maximize the variance explained by each dimension.

In the graphs of the networks, lines connecting each type of goal reflect the relative
frequency of co-occurrence between two codes, represented as plotted points. The
position of the graph nodes for each goal are determined by an optimization routine that
minimizes the differences between the plotted nodes and their corresponding network
centroids. For a more detailed explanation of the quantitative methodology, see Shaffer,
Collier and Ruis [33]. Because of this co-registration of network graphs and projected
space, the positions of the plotted nodes – and the connections they define between
goals – can assist in interpreting the dimensions of the projected space.

Networks for Revenge and Repair Efforts. As shown in Fig. 2, benevolence goals
were both promoted and threatened by third-party revenge, as were security goals. This
reflects the dual foci of the action. Benevolence towards the victim may increase
intimacy and sense of belonging reflected in relationship security, whereas lack of
benevolence towards the aggressor might heighten insecurity. Reparative actions
strongly promoted both benevolence and competence goals, and to a lesser extent,
security goals. Competence goals were promoted, and to a lesser extent, threatened by
revenge, although they were cited less often in the context of revenge than of repair.
Self-directed growth was cited most frequently as an explanation for self-evaluative
feelings following revenge. It had strong links to goal threat, which was almost never

Table 1. Rates of goal citation during explanations of self-evaluation by condition

Mean citations
per action
Revenge Repair F-value p Partial η2

Threatened goals 1.73 0.54 109.41 <.001 .30
Promoted goals 2.81 2.06 42.59 <.001 .14
Benevolence 1.88 1.82 <1 ns .00
Security 0.68 0.51 6.27 ns .02
Power 0.29 0.04 32.45 <.001 .11
Competence 0.49 0.91 32.78 <.001 .12
Self-directed growth 0.79 0.39 34.43 <.001 .12
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true of reparative action. Comparisons between the two goal networks are highlighted
by a difference network which is produced by subtracting the weights of corresponding
connections between pairs of networks [33].

Centroids for the Two Networks Differ Significantly. The centroids presented in
Fig. 3 summarize the dimensions of each network. Centroids statistically compare
networks in their entirety, with non-overlapping confidence intervals indicating sta-
tistically significant differences. These can be compared statistically as well as visually.
On the x-axis, a t-test assuming unequal variance showed that the centroid for third-
party repair (M = 0.33, SD = 0.61) was significantly different from the centroid for
third-party revenge (M = −0.33, SD = 0.61; t (583) = −12.90 p < .001, Cohen’s
d = 1.07). The corresponding values for the y-axis (repair, M = 0.00, SD = 0.67; third-
party revenge, M = 0.00, SD = 0.60) was not significantly different, t < 1, ns. Com-
paring the networks suggests that the x-axis represents personal agency or efficacy, as it
accounted for 17.2% of the variance. The y-axis appears to reflect Schwartz’ [26]
dimensions of protection (security) versus growth (self-direction) and accounts for
14.2% of the variance. The circumplex model places benevolence and competence in
intermediate positions with regard to security and growth, as we see in the epistemic
networks. Power, however, is generally conceptualized as occupying a position closer
to security than is found in this graph of actions on behalf of a victimized peer.

Fig. 2. Goal networks associated with self-evaluative emotions and judgements following
vengeful actions on the left (red) and reparative actions on the right (blue). (Color figure online)
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4 Discussion

While age-related changes in endorsement of retaliation are concerning [23], they need
to be situated within the larger context of how youth evaluate themselves when they
retaliate or repair relationships. Adolescents’ self-evaluative emotions and judgements
documented in an earlier study [13] show unequivocally that adolescents experience
pride, feel that they have performed well, and expect peer approval when they respond

Fig. 3. Subtractive network with centroids. The solid boxes indicate the centroids calculated for
revenge (red) and reparative actions (blue). Dotted boxes surrounding the centroids indicate 95%
confidence intervals in each dimension. The connecting lines shown between nodes indicate the
magnitudes of differences in the strength of connections between the two action conditions. Red
indicates stronger connections in the goals cited for revenge. Blue indicates stronger connections
in the goals cited for repair. (Color figure online)
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to aggression with efforts to repair the situation. Feelings of shame and guilt complicate
their feelings about third-party revenge. The current study documents how adolescents
interpret and understand the frequently contradictory feelings and judgements about
their behavior.

4.1 Benevolence, Competence, Security and Power

Adolescents explained their self-affirming emotions and judgements following third-
party repair as being due to the action’s promotion of important goals. Emotions and
judgements were often explained by a strong triad linking goal promotion, benevo-
lence, and competence. The following example illustrates this common pairing,
showing benevolent goal rationales underlined and competent goal rationales in bold.

It was an argument. I just told them that you’re sorry to the other person for saying that and try
to work it out with them…They worked it out and there wasn’t going to be no fight or anything.
And they became good friends. [Felt good about actions] because I made those two stop
thinking about fighting and it worked out pretty well.

Benevolent actions (underlined) sometimes promoted a feeling of security (bolded) in
young peoples’ relationships. Friendships might feel more intimate after adolescents
undertook benevolent but risky action on behalf of a peer. These efforts were not
always successful, hence the link to goal threat. This young person describes a suc-
cessful effort:

My friend confronted this girl about talking bad about her, and then I tried to make a joke out of
it… make her laugh and make her forget what she was doing, so nothing happened between
them…Because she actually took it as a joke, not as me trying to hype her up or something…
Now we have a good joke to laugh about…Whenever we find out about her [antagonist]
talking bad, we just make that joke, and she really wouldn’t do anything.

Benevolence goals were also strong elements of self-evaluative rationales following
third-party revenge, but revenge threatened that goal as strongly as promoting it. In this
example, the first phrase describes how the actions promoted a benevolent goal (un-
derlined) while the last phrase describes how the actions ultimately threatened the
actor’s attempt to be helpful and benevolent in the eyes of the victim. “I felt that I really
helped him out…It was a mini fight. Felt like I won that fight…but I stopped him
from dealing with it in his own way.”

This youth also cited competence as a goal promoted by his actions (bolded), but
pride in his fighting ability accompanied guilt over his friend’s unwilling involvement
in a physical fight. The specificity of the described threat to benevolence suggests that
the friend may have complained to the actor.

Links to power emerged in the third-party revenge network, but both the overall
low frequency of the citation and weak links within the network suggest that it was a
secondary goal in third-party efforts, despite its links to goal promotion. Like benev-
olence and security, power was linked to goal threat as much as to goal promotion.
Aggression, especially of the physical sort, is highly risky. As shown in the following
example, it does not always go well. “I was angry that he was making jokes at the fact
that I tried to fight him later on…” Conversely, successful attempts to scare aggressors
were generally considered helpful at reducing a friend’s victimization.
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This guy was super weird and rude to this girl, my best friend. She’s the best. She was like,
“Can you like stop,” because he had been so like disgusting and rude for like the longest time.
So I told his best friend what he was doing and now they’re not friends at all. [It helped a lot]
Because he realized I have more power than he thought; then he stopped.

4.2 Self-directed Growth and Shame

Self-directed growth differs from the other goals in its future orientation. While helping
someone out or dominating them are short-term goals, self-directed growth refers to the
person one wants to be now and in the future. So it may seem counterintuitive that it
was cited most often following third-party revenge than third-party repair. As ENA
reveals, references to self-directed growth occur most commonly in situations that
threaten adolescents’ desired identities. Those links suggest that the young person is
stepping back to evaluate past actions in light of important standards of behavior.
Threats to self-directed growth were often given as rationales for feelings of shame.
The self-critical emotions speak to the tension between self-focus and other-focus. As
the following example illustrates, guilt tends to be an other-focused emotion related to a
specific action [34]. People feel badly due to the harm caused to another. Shame is a
more generalized reaction to feeling inauthentic or deep-seated personal inadequacies.
Adolescents’ self-reflections were sometimes painful. This young man shifts repeatedly
between shame he felt about being inauthentic, and guilt about threats to a peer.

I felt disappointed because that isn’t really me, really. I felt ashamed because I was, I am
talking all that talk and stuff. And I felt guilty because I was talking about hurting him.

This example reminds us that an intense self-focus is not necessarily a narcissistic
indulgence in adolescence. Reflecting on mistakes and envisioning a positive future
self is a developmentally appropriate task. This example appears to conflict with
research indicating that frequent experiences of shame are negatively associated with
constructive intentions [34] and positive psychosocial outcomes [35]. Motivation to
change oneself, however, may be a more common response in hindsight, after
defensive and avoidant reactions have subsided [36].

4.3 Relationships Between Reparative Efforts and Revenge

We also saw threats to self-directed growth in the third-party repair condition. These
are challenging situations for adolescents and adults to manage—they do not always go
well. As the observations by Hawkins and colleagues revealed, unsuccessful attempts
at reconciliation are often followed by aggression. Here, benevolent attempts to solve
the problem are frustrated by the aggressor and replaced by non-benevolent actions that
threatened the actor’s feelings of self-direction.

I was trying to talk, “Can you please stop?” But the person wouldn’t listen the first time and so I
started being a little bit mean and when the person rolled her eyes at me and then I kind of got
mad and I said ‘I hope your eyes stay like that because you didn’t listen… [Action didn’t help at
all] Because I should’ve just talked, um and not try to be rude, but some people just make
me mean. Like I’m in a good mood the first time, trying to talk nicely but then once they
get me angry, then they get me angry.
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This example illustrates the complex relationship between revenge and reconciliation.
Failed attempts to be accommodating and generous are likely to engender increased
anger and frustration. This may heighten the intensity of a vengeful response. Some-
times revenge precedes reconciliation attempts, also a fraught proposition. On the one
hand, adolescents suggest that reconciliation may be easier after they’ve avenged the
harm [37]. Cohen and colleagues [38] noted that southern US males who retaliated for
the insults they experienced appeared genuinely enthused to shake hands with their
offender, while northern males, who refrained from retaliation, held a grudge. Of
course, avengers may be willing to make up after “evening the score,” but their
adversaries may not share the perspective that the score has been evened. Avengers
who are angry typically escalate their response slightly [39]. This may require counter-
revenge in the mind of their adversary. The difficulty of reconciling the desire for
revenge with the desire for peace has led to interesting and adaptive strategies in some
cultures. Some highland tribes in Papau New Guinea, for example, used to wear
cassowary plumes over their eyes when they went to war. The purpose of masking the
warrior’s face was so that eventual peace initiatives would not be derailed if negotiators
were to identify a representative of the other side as the one who killed their brother, for
example. Other cultural practices, such as councils of elders (shuras, jurgas) betray a
similarly sophisticated understanding of human nature. Third-party intervention, while
often inflammatory, can also provide face-saving rationales for de-escalation when
adversaries feel that retaliation is required to maintain a respected reputation [38].

There were few ethnic or gender differences in our data. Almost all participants
responded with complex moral analyses of their behavior. They celebrated when
actions made them feel like good people and mourned when actions did not. Poign-
antly, many young people offered that they had never told anyone about these feelings
before. They sometimes wanted to tell us about other events because, as one boy
reported, he had been haunted for years by remorse he had felt for bullying an over-
weight boy. He said he had thought about it every day. Way’s [40] interviews spanning
multiple years in the lives of adolescents, indicates that boys become increasingly
reluctant to reveal vulnerable emotions to their friends. Many are equally reluctant to
speak to parents about misdeeds and moral concerns. These concerns can be heavy
burdens, and adolescents need support. Enlisting youth in social norms interventions
that provide accurate information and engage discussion about what their peers actually
value [41] might reduce some of the barriers youth feel about revealing themselves.
Illustrating their peers’ support for positive behavior may also enable more constructive
actions in the heat of the moment—if not from the aggrieved parties, perhaps from their
friends, “cuz we all care about our friends and want to make sure they do something
good.”

4.4 Limitations

As an initial examination of the goals and self-understandings associated with third-
party revenge and third-party reparative efforts, this study makes an important con-
tribution, but limitations deserve notice. This was not an experimental design. Our
reliance on actual events in adolescents’ lives meant that youths were able to relay
personally significant events, but the actions that they chose to execute in each case
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may have been influenced by the severity or type of the initial aggression. Events that
were amenable to repair, for example, may have been less intense than those that
elicited revenge, and therefore more likely to resolve successfully. A second limitation
is that we examined only a single item for each type of action. Thus, we do not know
whether the actions described were representative of typical responses or relatively
unique events. Although inferior psychometrically to multi-item measures, work with
adolescents has established the validity of single items when participant burden is an
issue [42]. A related limitation is the variation in specific actions within each category
(revenge and repair). For example, revenge could be physical or relational, and
peaceful resolutions could be confrontational or conciliatory. Such variation may elicit
different victim emotions judgements, and rationales. While the variation probably
elevated error terms in our statistical analyses, our effect sizes were nevertheless robust.
Future research might examine victim responses to specific strategies within these types
of action to identify the most effective ways that adolescents can support victimized
peers.

4.5 Utility of ENA for Mixed Methodologies

In our work, we frequently have data that consists of counts, such as the number of
times aggression happens on the playground, and the number of times that interviewees
spontaneously cite benevolence as a motivating value. These counts provide important,
real world indications of the magnitude of problems and concerns, as well as illumi-
nating the factors that may support resilience and remediation. Coupled with experi-
mental designs, inferential statistics provide useful summaries when evaluating
different psychological and educational practices. The resultant models measure how
influential increases or decreases in the frequencies of each factor are on outcomes.
They are limited, however, in the ability to identify patterns of relationships between
multiple factors. In this study, we see adolescents weighing the sociomoral and per-
sonal implications of their actions, sometimes rapidly alternating between satisfaction
and shame—patterns that provide a unique insight into youths’ moral development.
Knowing, for example, that a young man’s feelings of satisfaction with his fighting
competence was tempered by his belief that he had overstepped his rights in the
defense of his friend provides a more nuanced understanding of his value-based self-
evaluation. Simple analyses of counts would have missed such associations. We might
have concluded that particular actions led to satisfaction at some times or for some
people, and to self-criticism in other circumstances. Instead, we were able to graphi-
cally display the sophisticated moral analyses that young people offered of events and
their part in them. At the same time, our counts provided easily apprehended sum-
maries of the overall value that youth placed on their actions, as reflected in the rates of
goal promotion and goal threat associated with each type of action. Thus, it is clear that
each form of analyses, ENA and inferential statistics, enhanced our ability to interpret
the results from the other. These data reveal, as Shaffer [31] has argued, that the
connections between behaviors provide information that is non-redundant and com-
plementary to the analyses of levels or rates of behavior.
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Abstract. Understanding why students quit a level in a learning game could
inform the design of appropriate and timely interventions to keep students
motivated to persevere. In this paper, we study student quitting behavior in
Physics Playground (PP) – a Physics game for secondary school students. We
focus on student cognition that can be inferred from their interaction with the
game. PP logs meaningful and crucial student behaviors relevant to physics
learning in real time. The automatically generated events in the interaction log
are used as codes for quantitative ethnography analysis. We study epistemic
networks from five levels to study how the temporal interconnections between
the events are different for students who quit the game and those who did not.
Our analysis revealed that students who quit over-rely on nudge actions and tend
to settle on a solution more quickly than students who successfully complete a
level, often failing to identify the correct agent and supporting objects to solve
the level.

Keywords: Learning game � Quitting behavior � Epistemic network analysis �
Automated codes � Interaction log

1 Introduction

Digital games are increasingly used as a learning platform and are designed to keep
students engaged in a fun experience while learning [1]. Such serious games need to
balance the difficulty level to promote both learning and engagement – goals which
may be contradictory at times [2]. In increasing the difficulty level to improve learning,
there is a risk of frustrating students or even causing them to give up [2]. A student may
quit a game level for many reasons. For instance, a student may find themselves unable
to make progress due to a lack of conceptual understanding, difficult game mechanics
or interface design (see [3] for the impact of conceptual understanding and game
mechanics on student frustration). Alternatively, a player may quit a level in order to
search for an easier level, a behavior also seen in intelligent tutoring systems that give
the learner choice (e.g. [4]). Understanding why students quit a game informs the
design of relevant and timely interventions that could keep the student motivated and
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prevent frustration from leading the student to give up. Thus, in this paper, we study
why students quit a learning game, with a focus on the student cognition that can be
inferred from their interaction with the game.

We study this question using the methods of Quantitative Ethnography [5].
Quantitative Ethnography (QE) attempts to better understand learning and learner
choice using big data for thick description – a qualitative explanation of the how and
why of human experiences. QE relies on creating meaningful codes – elements that are
important to understand the phenomena being studied [5]. Finding ways to create good
quality automated coding techniques becomes essential when working with huge
volumes of learner interaction data. One solution is to explore events that are auto-
matically generated in the interaction log data. Event-driven logging is a popular
technique in software systems. In a well-designed logging system, user interaction
events are defined based on the user behaviors that are most meaningful and crucial in
the context of the system [6]. In this paper, we use the events logged by the learning
game as automated codes relevant to student cognition, to study how the temporal
interconnections between the events are different among the students who quit the
game and those who did not to understand why students quit.

2 Context

Physics Playground (PP) is a learning game designed for secondary school students to
understand qualitative physics [1]. In Physics Playground, students are given a
sequence of two-dimensional puzzles (levels) where they need to guide a green ball to
hit a red balloon (See Fig. 4). Players analyze the objects they see on the screen and
draw the solution on the screen in the form of objects - often simple machines or agents
(See Fig. 2). Laws of physics relating to gravity and Newton’s laws apply to all objects
given and drawn on the screen. Successfully completing levels includes understanding
concepts such as Newton’s law of force and motion, potential and kinetic energy, and
conservation of momentum. There are 74 sketching levels in the game (see Fig. 1 for
examples) and each level is designed to be optimally solved by particular agents. PP is
nonlinear; students have complete choice in selecting levels.

Participants in this study consisted of 137 students (57 male, 80 female) in the 8th
and 9th grades enrolled in a public school with a diverse population in a medium-sized
city in the southeastern U.S. The game content was aligned with state standards relating
to Newtonian Physics. The study was conducted in a computer-enabled classroom with
30 desktop computers over four consecutive days. The software logged all the student
interactions in a log file.

A quit prediction model was previously built for this game with the goal to identify
potential moments where cognitive support could support a struggling student in
developing their emerging understanding of key concepts and principles [7]. While
predicting when a student is likely to quit is important, it is also crucial to understand
why the student is likely to quit in order to inform the design of supports that address
students’ individual needs. Studying why students quit could also give insights on how
to improve the design of the features used in the model, potentially improving model
performance. Since our eventual goal is to use our insights to improve a prediction
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model (and validate that model on new data), we restrict this paper’s analysis to an
arbitrarily chosen 20% of our students.

3 Method

The unit of analysis in this study is a level in the learning game. We have selected five
levels with a high percentage of quitting. These five levels vary across Physics concept
involved in the level, the agent expected to be used to solve the level (See Fig. 2), and
difficulty (see Fig. 1, Tables 1 and 2).

Fig. 1. The five levels of Physics Playground analyzed in this paper. Top row (left to right) –
Flower Power, Big Watermill, Caterpillar. Bottom row (left to right) - Shark, Need Fulcrum

Table 1. Description of the five levels chosen for analysis. The Physics concepts involved are
N1stL (Newton’s First Law), EcT (Energy can Transfer) and PoT (Properties of Torque).

Level Playground
(PG)

Agent Primary
concept

Secondary
concept

Solution video

Flower
Power

PG #4 Ramp N1stL EcT tiny.cc/flwr

Big
Watermill

PG #4 Ramp N1stL EcT –

Caterpillar PG #4 Springboard EcT – –

Need
Fulcrum

PG #3 Lever PoT EcT tiny.cc/flcrm

Shark PG #3 Lever PoT EcT tiny.cc/shrk
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3.1 Epistemic Network Analysis Using Automated Codes of Student
Gameplay

We study learning within this serious game by interpreting students’ activity as
expressed in the record of their interaction with the game. Event-based logging auto-
matically captures how and when students use the human-created codes within the tool.
For instance, in PP, students draw symbolic representations of various objects like
agents (e.g. lever, ramp), fulcrums, mass, and pins. An agent identification system was
developed in the game to infer the type of agent drawn based on features like the
presence of an arm, number of pins attached, and direction of its movement (see [1] for
more details). This system has a 95% accuracy when compared with human ratings.
The logging mechanism uses this system to automatically detect the creation and
modification of agents in real-time from the student’s sketch and logs these as events
with timestamps. Studying the temporal interconnection between events using Epis-
temic Network Analysis (ENA; [8]) gives us a way to better understand students’
cognition. We examine how the events are related differently to one another in the
group of students who quit a game level as compared to the ones who did not. In this
analysis, we are focusing on the following five automatically coded events, detected as
indicated below:

1. Agent Creation (see Fig. 2)
a. Ramp – detection of an object that a ball rolls along, across the screen
b. Springboard – detection of an object that is attached to two or more pins and

rotates to propel the ball upward
c. Pendulum – detection of an object that rotates on a single pin
d. Lever – detection of a secondary object that falls on a primary object, which in

turn rotates on a fulcrum (a support on which a lever pivots) to launch the ball.
2. Draw.Freeform – the creation of a freeform object (including the agents)
3. Draw.Pin – the creation of a pin object
4. Erase – the erasure of a freeform or pin object
5. Nudge – the player clicked on the ball to move it to the left or right

Table 2. Quit levels and difficulty levels of the five levels chosen for analysis.

Level Game
mechanics

Physics
understanding

#Students %Quit

Flower Power 4 2 20 35.45
Big Watermill 3 2 23 43.70
Caterpillar 4 2 22 40.24
Need Fulcrum 1 4 25 42.41
Shark 4 4 22 44.14
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An epistemic network for a game level is created from the temporally sequenced
one-hot encodings of the events that occurred during the students’ gameplay. We
segment the data by the student since a single students’ attempt in a level is an
appropriate unit of interconnected behaviors. On an average, PP logs an event once
every 2 s. We chose a moving window size of 10 which on average corresponds to 20 s
of gameplay. Due to the fine-grained nature of the event logs, we chose a relatively
high moving window size than in many ENA analyses (e.g. [9, 10]) to get an appro-
priate temporal context to identify relevant co-occurrences of events (e.g. mass drawn
and erased to find the needed weight, pins drawn and erased to place a springboard at a
precise position, mass dropped on a lever to launch the ball).

4 Results

Figure 3 presents the difference networks for the five levels examined. These networks
highlight the most salient difference between the epistemic networks of students who
quit the level and those who did not. Along the X-axis (dimension 1 after means
rotation), a two-sample t-test assuming unequal variance showed the group who quit
was statistically significantly different from the group who did not quit at alpha = 0.05
with effect size of d = 1.38 for Flower Power, d = 1.31 for Big Watermill, d = 0.84 for
Caterpillar, d = 1.29 for Shark and d = 0.84 for Need Fulcrum. The difference is not
statistically significant along the Y-axis (p = 1, d = 0). Next, we present four key
themes that provide us insights on why students quit a level in PP.

4.1 Missing Agent Identification

One of the key steps in solving a level in PP is to identify the agent needed. Across all
the five networks in Fig. 3, the students who quit the level without solving it did not
use the agent involved - a ramp for Flower Power and Big Watermill, a springboard for
Caterpillar, and a lever for Shark and Need Fulcrum – and other events. By contrast,
students who solved the level successfully used the agent involved - except in Need
Fulcrum (this is explained further in the next theme). Since the event Draw.Freeform
encompasses the drawing of any freeform object including all agents, it is expected to
be the event with the most connections. Apart from Need Fulcrum, the strongest
connection out of Draw.Freeform for the students who did not quit a level is to the
agent expected to be needed in that level. Quitting in this case can be attributed to the
lack of conceptual understanding of physics.

Fig. 2. The four agents used to solve PP levels. Left to right – ramp, springboard, pendulum,
lever.
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Fig. 3. The difference networks corresponding to the five levels examined. From top to bottom
and left to right – Flower Power, Big Watermill, Caterpillar, Shark, Need Fulcrum. In these
networks, red connections are made more frequently by students who eventually quit the level
without solving it, while green connections are made more frequently by those who complete the
level. (Color figure online)
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4.2 Missing Identification of Supporting Objects

Comparing connections in the pairs of networks involving the same agent helps us
highlight another missing cognitive connection among the students who quit. The first
pair is Flower Power and Big Watermill – both of which use a ramp in their solutions.
However, whereas the ramp can rest on one of the flowers in Flower Power (See
Fig. 1), Big Watermill needs pins on the watermill to hold the ramp from falling off the
screen. This cognitive connection can be observed in the students who did not quit Big
Watermill. Along with a stronger connection between Draw.Freeform and Ramp, these
students also have a strong connection between Ramp and Draw.Pin. Failure to hold
the ramp on the screen using pins results in the ramp being undetected even for the

Fig. 4. Solution for Shark (top) as compared to Need Fulcrum (bottom). Note the extra action
(second step) of adding a fulcrum in Need Fulcrum. (Color figure online)
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students who may have identified the right agent but eventually quit the level due to
missing pins. Quitting in such cases can be attributed to the difficult game mechanics
instead of the student lacking conceptual understanding in Physics.

The second pair is Shark and Need Fulcrum – both of which needs a lever to solve.
In Shark (See Fig. 4), a lever resting on the blue Shark’s fin can catch the falling ball
and launch it to the balloon when a mass is dropped. By contrast, Need Fulcrum (as the
name suggests) needs an additional object – a fulcrum (the red arch in Fig. 4 bottom
row). While the identification of the agent needed may not be difficult, the idea of using
a fulcrum by fixing it on the plane using pins is the missing cognitive connection
among the students who quit the level without solving it. This can be seen in the
difference network as the lack of a strong connection between Draw.Freeform and
Draw.Pin among the students who quit the level without solving it as compared to the
students who successfully complete the level.

4.3 Over-Reliance on Nudge

Four out of five networks (See Fig. 3) show a stronger association between Draw.
Freeform and Nudge among the students who did not solve the game level. Nudging
the ball with little connection to agent or pin creation events indicates repeated attempts
at controlling the ball without creating meaningful objects that correspond to the
physics concepts involved. In some cases, this could indicate wheel spinning [11]
where students play for substantial amounts of time without making progress and
eventually quit the level unsolved. The only other event that is closely associated with
Nudge is Erase. This includes cases where the students are trying solutions that are
completely incorrect or where they may have identified the agent conceptually but are
unable to implement the solution in the game due to the missing identification of
supporting objects or complex game mechanics. It is also interesting to observe the
little to no connection to Nudge from any of the events in the students who solve the
five levels successfully.

4.4 Limited Early Action Expansion and Later Action Convergence

There are also differences in the early and late behaviors between students who quit a
level and those who didn’t. The average and standard deviations (in parenthesis) of
time spent per level (in minutes) for the group that quit and that which didn’t are
comparable - 3.73 (0.59) vs 4.08 (0.65) for Flower Power, 3.97 (0.75) vs 4.07 (0.76)
for Big Watermill, 3.95(0.66) vs 3.90 (0.81) for Caterpillar, 4.25 (1.07) vs 4.65 (0.97)
for Shark, 4.20 (1.15) vs 4.21 (1.14) Need Fulcrum. However, when students’ attempts
were divided into different time quartiles, we see that students who eventually quit a
level do limited action exploration in the beginning (often not involving agents) and
continue to produce the same limited event set for the rest of the attempt. By contrast,
the students who eventually solve the level start with an expanded search for possible
actions and continue to converge on a smaller subset of actions as their gameplay goes
on. Figure 5 illustrates this by comparing two students – one who solved Need Fulcrum
successfully and one who did not. As we see in the three red networks, the student who
quit started by frequently connecting three events – Draw.Freefrom, Erase and Nudge
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Fig. 5. Comparing early (left) to late (right) epistemic networks of a student who successfully
solved Need Fulcrum (in green) to a student who quit (in red) (Color figure online)
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and continued to follow the same approach until they quit. In contrary, the student who
solved the level began with more distributed exploration and converged to just Draw.
Freeform and Erase – in this case indicating the final attempts to find the correct weight
to drop on the lever to launch the ball.

5 Discussion

In summary, we used Epistemic Network Analysis (ENA) to generate thick description
of students’ quitting behavior in a Physics learning game called Physics Playground
(PP). We do so using the automatically generated events from the interaction log as
codes for the quantitative ethnography analysis. Across the five levels investigated, our
analysis revealed a set of themes which point at some potential root causes for why
students quit levels unsolved in a learning game. In some cases, students may not
identify the agent needed to correctly solve the level, indicating their lack of conceptual
understanding of Physics. In other cases where students appear to have identified an
appropriate agent, they may struggle with the difficult game mechanics around placing
supporting objects or timing and precision in the placement of the objects. Other
students may display wheel spinning behavior where they just nudging the ball
repeatedly without making any progress. These insights are valuable to design
appropriate interventions for individual students’ needs. For instance, cognitive sup-
ports could be provided for the needed conceptual understanding or supports could be
incorporated into the play interface for difficult game mechanics.

One limitation in this analysis is that the students in this dataset are of similar ages
and live in the same region. Hence, it will be important to test the generalizability of
our findings on data from a broader and more diverse range of students. In our future
work, we also plan to use ENA to improve the quit prediction model which was built to
deliver the interventions in a timely manner. This analysis can inform the engineering
of new features that capture the behavior differences like use of a relevant agent, use of
nudge and action convergence over time. We also may be able to use the epistemic
networks directly for quit prediction. When a new student works on a level, we could
look for whether their gameplay converges to the previously observed networks of
students who solved the level successfully or those who did not.

In this paper, we have demonstrated an approach of using ENA with automated
codes that has the potential to be applied in other intelligent tutoring systems with well-
designed event-based logging mechanism to study constructs related to student
learning, engagement, and experience in the system. It is worth noting that while this
paper has primarily focused on student cognition inferred through their interaction, this
does not eliminate the possibility that there could be other broader social and cultural
reasons influencing factors such as students’ interest, motivation, and their perceptions
or beliefs about competence, that might in turn lead to students’ quitting behavior. No
model is perfect, but what we have learned from ENA on interaction data has the
potential to focus our efforts to enhance how we support students within the scope of
the game.
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Abstract. Using automated classifiers to code discourse data enables
researchers to carry out analyses on large datasets. This paper presents a detailed
example of applying training, validation and test sets frequently utilized in
machine learning to develop automated classifiers for use in quantitative
ethnography research. The method was applied to two dispositional constructs.
Within one cycle of the process, reliable and valid automated classifiers were
developed for Social Disposition. However, the automated coding scheme for
Inclusive Disposition was rejected during the validation stage due to issues of
overfitting. Nonetheless, the results demonstrate the beneficial potential of using
preclassified datasets in enhancing the efficiency and effectiveness of the
automation process.

Keywords: Qualitative coding � Automated classifiers � Quantitative
ethnography

1 Introduction

1.1 Background

Quantitative ethnography (QE) is a research methodology designed to integrate “the
thick, in-depth analysis of ethnographic approaches with statistical tools to handle large
amounts of data” [16, p. 382]. It is an approach that is particularly well-suited for
finding meaning in today’s world of big data [17, 18, 20]. There has been significant
progress in the development of tools and techniques within QE in recent years,
including updates to the epistemic network analysis (ENA) web-tool to enhance its
capacity to handle large datasets [14]. The coding of qualitative data, however, has
mostly remained a time-consuming process [2], limiting the broader application of QE
in research involving substantial amounts of data.

The use of automated classifiers offers one solution to this challenge. Shaffer [16]
provides extensive discussion on the topic, including a description of nCoder, a method
involving the formulation of regular expressions (regex) for automatic classification of
qualitative data. nCoder is based on an iterative process of manually coding small sets
of data. In addition to the Cohen’s kappa statistic to calculate the agreement between
two raters, the method also utilizes the Shaffer’s rho statistic, which estimates the
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probability of Type I error for a given interrater reliability (IRR) measure and thereby
provides a means to statistically test for its generalizability [5].

The nCoder tool utilizes an interactive process that allows the researcher to review
specific pieces of data and refine the regex list as needed. The nCoder process generally
begins with the development of an initial set of regular expressions to determine the
presence of a chosen construct within the data. Based on this regex list, nCoder
automatically codes a new dataset for the construct, then creates a test set of a specified
length that contains a minimum number of lines in which the construct is present. This
is referred to as a baserate-inflated test set, where the baserate is the frequency of
occurrence for a given Code [16]. For example, a test set of 40 lines with an inflated
baserate of 0.2 would include at least 8 lines that have been positively coded. The
remaining 32 lines are randomly selected from the dataset. After the test set has been
manually coded by a human rater, kappa and rho values are calculated to determine the
level of reliability and generalizability. While possible, it is highly unlikely that the
kappa and rho values will have reached acceptable levels in the first iteration. There-
fore, this process is typically followed by iterations of the following procedures until
the thresholds for the two measures have been met: (1) review of the discrepancies in
the coding of the test set between the human rater and the automated classifier;
(2) adjustment of the regex list; (3) manual coding of a new baserate-inflated test set;
and (4) calculation of kappa and rho statistics.

However, several practical challenges exist in the implementation of the current
nCoder methodology. First is that the researcher will need to undertake multiple rounds
of manual coding during the process, as a new test set will be generated for each
iteration of the regex list. This can become repetitive and time-consuming particularly
for complex constructs, which may require numerous cycles to identify and fine-tune
the regular expressions that can consistently and accurately distinguish its presence in
the data. Furthermore, developing automated classifiers for additional Codes will
require that the researcher to go through the entire process for each Code, which will
result in even more manual coding.

Another challenge arises from the fact that the nCoder tool utilizes baserates
derived from the computer-coded dataset to create the baserate-inflated test sets. This
poses a problem especially during the early stages of the iterative process, when the
data is automatically classified using an incomplete or under-developed set of regular
expressions. As a consequence, the preliminary regex list may result in a computer-
coded dataset with a considerable number of false negatives or Type II errors (i.e. lines
in which the Code is present, yet not recognized by the regex list used). Although the
human rater needs to be able to identify such false negatives and revise the regex list to
correctly classify them in later iterations, it is left to chance that this will happen. This is
because the baserate-inflated test set, by design, is over-represented by lines that have
been positively coded by the regular expressions. The false negatives will only be
included if they are randomly selected as part of the remaining lines in the test set.
While one of the main goals of the automation process is to minimize the occurrence of
false negatives in the computer-coded dataset, the application of preliminary regex lists
to create baserate-inflated test sets may actually be hindering this objective. As such, it
may be argued that only regex lists that have been sufficiently developed and validated
should be considered for generating baserate-inflated test sets.
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In an effort to improve the efficiency and validity of the automation process, an
alternate method of using preclassified data was adopted for this paper by drawing on
approaches frequently utilized in machine learning. This paper presents a detailed
description of using training, validation and test sets for developing automated clas-
sifiers in quantitative ethnography. In specific, it focuses on the effort to automate the
coding of two dispositional constructs, Inclusive Disposition and Social Disposition.
The analysis is based on conversational discourse data from video conference sessions,
referred to as meet-ups, involving participants from fifteen digital makerspace clubs
located in Africa, Europe, and North America [3, 11]. During the sessions, participants
ages 10–19 work collaboratively to create media artifacts on STEM-related topics.
Finally, the analysis presented in this paper utilized the following R packages: ncodeR
(ver. 0.1.2) [13] and rhoR (ver. 1.2.1.0) [4].

1.2 Codes for Automation

Two dispositional constructs were selected for the initial process of developing auto-
mated classifiers: Inclusive Disposition and Social Disposition. These two Codes were
selected mainly for their relatively high baserates in the meet-up data. The high
baserates for these Codes can be attributed to the nature of the online synchronous
meet-ups, during which participants share their projects and provide each other com-
ments and feedback [6]. Inclusive Disposition is reflected in utterances that encourage
the participation of specific individuals in the discussion. Social Disposition is present
when an utterance demonstrates pro-social tendencies of the speaker, especially in
expressing appreciation, acknowledgement or validation [10]. The codebook for the
two constructs is presented in Table 1.

Table 1. Codebook for Inclusive Disposition and Social Disposition.

Code Description Examples

Inclusive
Disposition

Encouraging participation of specific
individuals in the discussion

“I would also like to invite Student A to
say something about Student B’s
presentation on food and health”
“Student C, can you tell us more about a
project you’ve done?”

Social
Disposition

Demonstrating pro-social tendencies,
especially in expressing appreciation,
acknowledgement or validation

“I just really look forward to working
with you and everybody else and to
meet all of you too”
“That was a wonderful video. I really
like the way you have done it”

2 Methodology

Training, validation and test sets are used prevalently in machine learning contexts. The
process involves the division of preclassified data into the respective sets to serve
different objectives at each stage [1, 8]. Using three independent sets allows the
researcher to assess whether a particular model, or network, is generalizable beyond the
examples contained in the training set [15]. Bishop [1] elaborates that:
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Various networks are trained byminimization of an appropriate error function definedwith respect
to a training data set. The performance of the networks is then compared by evaluating the error
function using an independent validation set…Since this procedure can itself lead to some over-
fitting to the validation set, the performance of the selected network should be confirmed by
measuring its performance on a third independent set of data called a test set. [1, p. 372]

Figure 1 provides an overview of the methodology used in this paper to utilize training,
validation and test sets in the development of automated classifiers for Inclusive Dis-
position and Social Disposition. In this analysis, the different iterations of the regex lists
created during the training stage will constitute the “models” that are validated and
tested at later stages. As such, the automated classifiers developed during this process
are rule-based models, distinct from predictive models that are often utilized in machine
learning contexts [15]. Kappa and rho statistics are used in all three stages to assess the
effectiveness and generalizability of each regex list in classifying the data.

2.1 Dataset Construction

The first consideration in the construction of the datasets was to determine the sizes for
each set. In machine learning, an 80/20 split is commonly used to divide labeled data
into subsets for training and evaluation [12]. This ratio was applied for the training and
validation sets used in this analysis. As the data was collected from online meet-ups,
lines of data from the same session were kept together. Therefore, rather than applying
the ratio to individual lines of data, it was applied to whole meet-up sessions. Four
meet-ups were included in the training set (776 lines) and one meet-up was reserved for
the validation set (168 lines). The resulting ratio of the number of lines in the training
set to the validation set was 82% to 18%.

To create the preclassified datasets, a total of 944 lines from the five meet-ups used
for the training and validation sets were coded separately by two human raters for
Inclusive Disposition and Social Disposition as well as several other salient constructs
identified through a grounded analysis of the data. This was followed by a process of
social moderation undertaken for each line, which allowed the raters to come to an
agreement on the coding of the data [7, 9]. The baserates for Inclusive Disposition were
0.13 and 0.15 for the training and validation sets, respectively. For Social Disposition,
they were 0.13 and 0.24.

The test set utilized data from a new meet-up of 167 lines that had not been
previously coded. Applying the regex list selected in the validation stage, the “au-
tocode” function in ncodeR was used to classify all lines in the new dataset. Then, a
baserate-inflated test set of 40 lines was constructed for each Code to be assessed,
consisting of at least 8 lines (20%) in which the Code was identified to be present by
the regex list.

2.2 Training Stage

The objective of the training stage was to develop regex lists that can automatically
identify the presence of the two Codes in the data. To begin, a preliminary list of
regular expressions was produced by searching for patterns in words, phrases and
sentence structures in all utterances in the training set that had been coded for the
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construct. Once the preliminary list was constructed, it was used to automatically code
the entire data in the training set, resulting in the first training iteration. Kappa and rho
values were calculated to assess the interrater reliability between the computer-coded
dataset and the training set.

This was followed by a comparison of the automated and preclassified codes,
which allowed the researchers to review and refine the regex list. To facilitate the
review process, several new functions were written in R to supplement those included
in the ncodeR package. The functions were used to create a single matrix containing the
utterance along with the preclassified and automated codes for the entire training set.

Fig. 1. Process used for developing automated classifiers using training, validation and test sets.
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For utterances with positive codes that were automatically identified, the matrix also
provides the specific regular expression that was matched in the text. Having the full
matrix of utterances and codes provided the researchers the ability to sort and search
through the coded training data in a comprehensive manner—to identify additional
patterns for inclusion in the regex list (in the case of Type II errors) and to adjust or
exclude certain phrases (in the case of Type I errors).

Subsequent iterations in the training stage sought to improve upon previous regex
lists, both quantitatively and qualitatively. In addition to achieving kappa and rho
values beyond the threshold levels (j > 0.65, q < 0.05), researchers continued to fine-
tune the regex list based on the matrix of differences produced for each iteration.
Training iterations were carried out until the researchers determined qualitatively that
no further adjustments could be made to the regex list without undermining the gen-
eralizability of the automated classifier.

2.3 Validation Stage

The validation stage was used to compare the performance of the regex lists developed
during the training phase against a new dataset, with the objective to select the single
best regex list for the testing stage. All regex lists from the training stage meeting the
minimum criteria for kappa and rho values (j > 0.65, q < 0.05) were included in the
analysis. This allowed the researchers to account for any overfitting that may have
occurred during the later parts of the iterative training process. The selection of the best
classifier was determined based on the kappa and rho statistics—the regex list that
produced the highest kappa and lowest rho measures against the validation set was
chosen for the next stage. In the case that none of the regex lists met the thresholds for
both kappa and rho, the process of automation for the particular Code was returned to
the training stage for further revisions and adjustment.

2.4 Testing Stage

The testing stage applied nCoder’s method of using baserate-inflated test sets [8]. The
regex list selected in the validation stage was used to code utterances from a new
dataset consisting of 167 lines. Several functions were created in R based on the
ncodeR package to produce a test set of 40 lines, of which at least 20% had been
identified by the automated classifier as having the particular Code present in the
utterance. After the test set was individually coded by two human raters, the kappa and
rho statistics were computed for each pair of raters, i.e. Computer vs. Human 1,
Computer vs. Human 2, Human 1 vs. Human 2. The automated classifier was con-
sidered to be valid and reliable for the Code if the kappa and rho thresholds were met
for all three pairs of raters [16, 19]. Otherwise, the automation process was returned to
the training stage.
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3 Results

3.1 Training Stage

The kappa and rho values resulting from each iteration in the training stage are dis-
played in Table 2 for Inclusive Disposition and Social Disposition. Four of the regex
lists for Inclusive Disposition (Iterations #3, #4, #5, and #7) achieved sufficient levels
of kappa and rho, while two regex lists satisfied the criteria for Social Disposition
(Iterations #3 and #4).

A total of seven iterations were carried out for Inclusive Disposition, the first Code
to be applied to the automation process. The relatively high number of iterations was
mainly due to the adjustments made to the regex list to account for some irregularities
encountered in how quantifiers and punctuations were handled in the nCodeR package.
First, it was observed that the quantifiers “*” and “?” used in the regular expressions
were not being properly recognized. A work-around was to rewrite the regular
expression containing one of these quantifiers with two regular expressions removing
the quantifier. For example, the regular expression “(could|can) (you) (just)* (share|
say|explain)” was replaced with “(could|can) (you) (share|say|explain)” and “(could|-
can) (you) (just) (share|say|explain).” This adjustment, which was made between the
third and fourth iterations, may have resulted in the slight loss in the kappa and rho
values. During the fifth iteration, it was also noticed that punctuations were not being
consistently processed. Modifications were made to the R commands to remove all
punctuations from utterances in the matching. The regex list was also revised
accordingly. The reduction in kappa and increase in rho values seen in the sixth
iteration may be due to this correction. The highest kappa-lowest rho combination for
Inclusive Disposition was achieved in the seventh and final iteration, resulting in a
kappa of 0.7162 and a rho of 0.0038.

The insights gained during the training iterations for Inclusive Disposition were
applied to the process for Social Disposition. As a result, only four iterations were
required to obtain kappa and rho values of 0.8245 and 0.0000, respectively.

Table 2. Kappa and rho values for each iteration in the training stage for the two codes.

Training
Iteration No.

Inclusive
Disposition

Social
Disposition

Kappa Rho Kappa Rho

# 1 0.5233 1.0000 0.5482 0.4525
# 2 0.6465 0.0725 0.6132 0.1538
# 3 0.7138 0.0088 0.7959 0.0000
# 4 0.6957 0.0125 0.8245 0.0000
# 5 0.6930 0.0150
# 6 0.6116 0.1513
# 7 0.7162 0.0038
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3.2 Validation Stage

Four regex lists for Inclusive Disposition and two for Social Disposition were utilized
to automatically classify the utterances in the validation set. The results are displayed in
Table 3. For Inclusive Disposition, none of the regex lists met the criteria for the kappa
and rho values. Kappa remained within a low range of 0.34 and 0.41 and the rho
statistic for all four regex lists was 1. However, both regex lists for Social Disposition
performed well against the validation set. Iteration #4 was ultimately selected for the
testing stage based on its relatively high kappa (0.7284) and low rho (0.0188) levels.

3.3 Testing Stage

The only regex list to reach the testing stage was the one developed during Iteration #4
for Social Disposition. The baserate-inflated 40-line test set was coded individually by
the automated classifier and two human raters. The kappa and rho statistics between
each pair of raters are presented in Table 4. The kappa and rho values between the
computer and the first human rater were 0.8065 and 0.0400, respectively. Coding by
the computer and the second human rater resulted in a kappa of 0.8750 and a rho of
0.0138. The kappa value was the highest between the two human raters at 0.9390,
while the rho value was the lowest at 0.0013.

Based on the high levels of agreement between all three pairs of raters, it was
concluded that the automated classifier was valid and reliable in coding the data for
Social Disposition. The final regex list used to obtain these results is presented in
Table 5.

Table 3. Kappa and rho values for select regex lists included in the validation stage.

Training
Iteration No.

Inclusive
Disposition

Social
Disposition

Kappa Rho Kappa Rho

# 3 0.3493 1.0000 0.7235 0.0275
# 4 0.3615 1.0000 0.7284 0.0188
# 5 0.4099 1.0000
# 7 0.4099 1.0000

Table 4. Kappa and rho values for each pair of raters in the testing stage for Social Disposition.

Raters Kappa Rho

Computer & Human 1 0.8065 0.0400
Computer & Human 2 0.8750 0.0138
Human 1 & Human 2 0.9390 0.0013
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4 Discussion

Using automated classifiers to code discourse data enables researchers to carry out
analyses on large datasets. This paper presented a detailed example of applying
training, validation and test sets frequently utilized in machine learning to the develop
automated classifiers for use in quantitative ethnography research. The development
and refinement of regex lists for identifying the presence of particular constructs in the
data was facilitated by the use of preclassified data in the training and validation sets. In
addition to enhancing the efficiency of the automation process, the preclassification of
the data also allowed the researchers to become more familiar with the qualitative data
and to gain a better understanding of the meanings contained within them.

This paper focused on one cycle of the training-validation-testing process for two
dispositional constructs. While the automated coding scheme for Social Disposition
was able to reach acceptable levels of reliability and validity, the automated classifiers
for Inclusive Disposition did not produce sufficient IRR levels when tested against the
validation set. This may be due to a number of factors, including the learning curve the
researchers experienced during the first implementation of the automation tools and
techniques as discussed above. At the same time, it may be indicative of the more
difficult nature of the automating the coding for this particular construct. Coding for

Table 5. Final list of regular expressions for Social Disposition.

Regex list for Social Disposition (training iteration #4)

“(look|looking) forward”
“(like|liked) the presentation”
“(I|(I really)) liked”
“very exiciting”
“that (s|is) awesome”
“really well done”
“well done”
“I just loved”
“I (agree|agreed) completely”
“(appreciate|appreciated|appreciates)”
“(creative|creativeness|creativity)”
“(video|presentation|idea) because”
“(I think it was)|(I feel like this was)”
“really great topic”
“(video|presentation) (was|is)”
“(good|cool|nice|interesting|great)”
“(that|video|presentation) (s|was|is)”
“((I am)|(I m)) (glad|appreciative|excited)”
“thank you for (participating|sharing)
(enjoy|love|like|enjoyed|loved|liked)
(collaborating|working) (with|for) (you|
everyone|this)”
“(good|great|nice) (job work) ((it s)|(it is)|you|
on|because)”

“(enjoy|love|like|enjoyed|loved|liked)
(your|how)”
“I (wanna|want) say (thanks|(thank you))”
“I (wanna|want) to say (thanks|(thank you))”
“(enjoy|love|like|enjoyed|loved|liked) (that|it)
because”
“(nice|happy|good|love|(((my)|(our))
pleasure)|excited) to (meet|see)”
“((thank you)|(thanks)|(thanks so much)|
(thank you so much)|(thank you all)|(thank
you everyone)) for”
“you made a (good|cool|nice|
interesting|great) (presentation|video)”
“((That is) |(that s)|(that was)) (a|an)
(good|cool|nice|interesting|great)”
“((That is)|(that s)|(that was)) (a|an) (really|
very|so) (good|cool|nice|interesting|great)”
“(really|very|so) (good|cool|nice|
interesting|great)”
“(inspirational|wonderful|amazing|(well put
together))”
“((I am)|(I m)) really (glad|appreciative|
excited)”
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Inclusive Disposition within an utterance is largely dependent on the “invitation for
participation” that is extended by the speaker to specific individuals or groups. As such,
it is often associated with the names of individuals or groups, which is difficult to
generalize in any regular expression. For this reason, overfitting may have resulted in
the development of regex lists for Inclusive Disposition in the training stage, thereby
leading to their rejection in the validation stage. While beyond the scope of this paper,
this raises the question of whether a larger training set will be required for Inclusive
Disposition in the second cycle of training. Additional research will be needed to look
into the issue of overfitting and how it might be resolved in subsequent cycles of
training and validation.

Nonetheless, the relatively efficient and effective automation of the coding for
Social Disposition points to the beneficial potential of using the training-validation-
testing process. Analysis of discourse data often involves coding for several salient
constructs. While the creation of preclassified training and validation sets may require
substantial investment of resources in the preparation phase, a key advantage is that the
same training and validation sets may be used for the automation of all of the Codes
which were included in the preclassification process. A follow-up study will examine in
detail the automation of several other Codes included in the preclassified data used for
this paper. It is expected that the findings of this subsequent analysis will provide
important insights on the broader applicability of the approaches outlined in this paper.
In addition, further research will be required to determine the most effective lengths of
training, validation and test sets for use in the development of automatic classifiers for
discourse data.

Acknowledgements. The authors gratefully acknowledge funding support from the US
National Science Foundation for the work this paper reports. Views appearing in this paper do
not reflect those of the funding agency.

References

1. Bishop, C.M.: Neural Networks for Pattern Recognition. Oxford University Press, Oxford
(1995)

2. Dönmez, P., Rosé, C., Stegmann, K., Weinberger, A., Fischer, F.: Supporting CSCL with
automatic corpus analysis technology. In: Proceedings of the 2005 Conference on Computer
Support for Collaborative Learning (CSCL), pp. 125–134. International Society of the
Learning Sciences (2005)

3. Eagan, B.R., Hamilton, E.: Epistemic network analysis of an international digital
makerspace in Africa, Europe, and the US. Paper presented at the annual meeting of the
American Education Research Association (AERA), New York (2018)

4. Eagan, B.R., Rogers, B., Pozen, R., Marquart, C., Shaffer, D.W.: rhoR: rho for inter rater
reliability (version 1.2.1.0) (2019)

5. Eagan, B.R., Rogers, B., Serlin, R., Ruis, A.R., Arastoopour Irgens, G., Shaffer, D.W.: Can
we rely on IRR? Testing the assumptions of inter-rater reliability. In: Proceedings of the 12th
International Conference on Computer Supported Collaborative Learning, Philadelphia
(2017)

126 S. B. Lee et al.



6. Espino, D.P., Lee, S.B., Eagan, B.R., Hamilton, E.R.: An initial look at the developing
culture of online global meet-ups in establishing a collaborative, STEM media-making
community. In: Proceedings of the 13th International Conference on Computer-Supported
Collaborative Learning (CSCL), pp. 608–611. International Society of the Learning Sciences
(2019)

7. Frederiksen, J.R., Sipusic, M., Sherin, M., Wolfe, E.W.: Video portfolio assessment:
creating a framework for viewing the functions of teaching. Educ. Assess. 5(4), 225–297
(1998)

8. Haykin, S.S.: Neural Networks and Learning Machines, 3rd edn. Prentice Hall, New York
(2009)

9. Herrenkohl, L.R., Cornelius, L.: Investigating elementary students’ scientific and historical
argumentation. J. Learn. Sci. 22(3), 413–461 (2013)

10. Katz, L.G., McClellan, D.E.: Research into practice series, vol. 8. Fostering children’s social
competence: the teacher’s role. National Association for the Education of Young Children,
Washington, D.C. (1997)

11. Lee, S.B., Espino, D.P., Hamilton, E.R.: Exploratory research application of epistemic
network analysis for examining international virtual collaborative STEM learning. Paper
presented at the annual meeting of the American Educational Research Association (AERA),
Toronto (2019)

12. Lever, J., Krzywinski, M., Altman, N.: Points of significance: model selection and
overfitting. Nat. Methods 13(9), 703–704 (2016)

13. Marquart, C., Swiecki, Z., Eagan, B.R., Shaffer, D.W.: ncodeR: techniques for automated
classifiers (version 0.1.2) (2018)

14. Marquart, C., Hinojosa, C., Swiecki, Z., Eagan, B., Shaffer, D.W.: Epistemic network
analysis (version 1.5.2) (2018)

15. Sebastiani, F.: Machine learning in automated text categorization. ACM Comput. Surv. 34
(1), 1–47 (2002)

16. Shaffer, D.W.: Quantitative Ethnography. Cathcart Press, Madison (2017)
17. Shaffer, D.W.: Big data for thick description of deep learning. In: Millis, K., Long, D.,

Magliano, J., Wiemer, K. (eds.) Deep Comprehension, pp. 265–277. Routledge, New York
(2018)

18. Shaffer, D.W., Ruis, A.R.: Epistemic network analysis: a worked example of theory-based
learning analytics. In: Lang, C., Siemens, G., Wise, A.F., Gasevic, D. (eds.) Handbook of
Learning Analytics, pp. 175–187. Society for Learning Analytics Research (2017)

19. Swiecki, Z., Ruis, A.R., Farrell, C., Shaffer, D.W.: Assessing individual contributions to
collaborative problem solving: a network analysis approach. Comput. Hum. Behav. (2019,
in press)

20. Wise, A.F., Shaffer, D.W.: Why theory matters more than ever in the age of big data.
J. Learn. Anal. 2(2), 5–13 (2016)

Use of Training, Validation, and Test Sets for Developing Automated Classifiers 127



Theme Analyses for Open-Ended Survey
Responses in Education Research on Summer

Melt Phenomenon

Haiying Li(&), Joyce Zhou-Yile Schnieders, and Becky L. Bobek

ACT, Inc., Iowa City, IA 52243, USA
{haiying.li,joyce.schnieders,becky.bobek}@act.org

Abstract. Summer melt is a phenomenon when college-intending students fail
to enroll in the fall after high school graduation. Previous research on summer
melt utilized surveys, typically consisting of Likert scale questions and open-
ended response questions. Open-ended responses can elicit more information
from students, but they have not been fully analyzed due to the cost, time, and
complexity of theme extraction with manual coding. In the present study, we
applied the topic modeling approach to extract topics and relevant themes, and
evaluated model performance by comparing model-generated topics and cate-
gories with the human-identified topics and themes. Results showed that the
topic model allows for extracting similar topics as the survey questions that were
investigated, but only extracted part of the themes classified by the human.
Discussion and implications focus on potential improvements in automated
topic and theme classification from open-ended survey responses.

Keywords: Topic modeling � Summer melt � Automated theme analyses

1 Introduction

Quantitative ethnography bridges the gap between quantitative and qualitative research
to facilitate better understanding data and the people who provide the data [14]. The
present study introduces “topic modeling”, a statistical model using an unsupervised
machine learning method and one quantitative ethnographic approach.

Topic modeling is a popular method that has been applied to automatically extract
themes from open-ended survey responses in a few studies, especially in the fields of
political science [12] and social science [13], to reveal the opinions and interests of
respondents who participate in surveys. Automated theme extraction enhances studies
with open-ended survey responses allowing for investigation of respondents’ thoughts,
opinions, and interests, which may not be ascertained from forced-choice surveys, and
further provides researchers more nuanced information to test and advance more
complex theoretical frameworks. We tested this method in the field of education,
automatically extracting the topics and themes from open-ended responses in surveys
about the summer melt phenomenon, which is described in the next section.
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1.1 Summer Melt

The term “summer melt” is defined as a phenomenon when “college-intending students
fail to enroll at all in the fall after high school graduation” [5]. Previous studies have
revealed that in the United States, the percentage of high school graduates who intend
to go to college but do not enroll in the following fall semester after graduation ranges
from 10%–40% [4]. The enrollment rate is likely to be even lower for students who are
first-generation, socio-economically disadvantaged, or underrepresented minority
compared to their peers [4]. The lack of higher education may lead to the loss of
employment opportunities, as well as financial and societal benefits [16, 17].

Diverse intervention programs have been developed for students at risk of summer
melt as a way to improve college enrollment rates among these students, some of which
include highlighting the benefits of postsecondary education [10], and providing
information about college costs and how to complete financial aid applications [1].
However, approximately one-quarter of high school graduates who received these
types of personalized intervention supports in one school system still failed to enroll in
college on the first day [11].

Potential factors that contribute to or protect students from summer melt have been
identified through surveys [11]. Surveys in such studies typically consist of two types
of question formats: Likert scale questions and open-ended response questions. Open-
ended responses were used to elicit more personalized information relative to Likert
scale questions, further unpacking the possible contributors to the summer melt phe-
nomenon and providing insights to potential interventions that reduce the summer melt
phenomenon.

The traditional approach to analyzing open-ended survey responses is through
manual coding. Due to the cost, time, and complexity of theme extraction with manual
coding, open-ended survey responses in many cases are not fully analyzed. The pur-
pose of this study is to explore the feasibility of using the topic modeling approach to
analyze open-ended survey responses as an accurate and more efficient method to
extract relevant themes on this education topic.

1.2 Topic Modeling in Theme Extraction

Recent research has shown that topic modeling is a promising approach to automated
extraction of hidden themes from open-ended survey responses [6, 7, 12, 13]. Latent
Dirichlet allocation (LDA), a generative probability model, is a popular algorithm for
topic modeling that involves three levels of words, documents, and corpora [2].
Documents are represented as a series of latent topics, where each topic is represented
by a distribution over words [2]. Specifically, if a document contains N words, {w1, w2, ���,
wN}, the LDA model probabilities pk = (pk (w1), pk (w2), ���, pk (wN)) form a repre-
sentation of the kth topic (k = 1, 2, ���, K). The words with the highest probability in
each topic inform the potential topics.

Recently, researchers have explored the application of the automated approach to
extract themes from open-ended survey responses. For example, a few studies have
adopted a semi-automated approach – the structural topic model (STM) – to extract
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themes from open-ended responses in the fields of political science [12], social science
[13], and even from multilingual textual datasets [7]. The STM extracted themes
utilizing probabilistic topic modeling algorithms – LDA [2]. Recently, Li, Zhou, and
Bobek [6] utilized LDA to extract the same number of broad themes as human coders
from open-ended responses in nine surveys related to summer melt. Results showed
that the LDA model extracted four themes that were similar to human-identified themes
(e.g., college talks, college stressors, future career, supports), even though two were
different (e.g., help, uncertainty) [6]. This study suggests that topic modeling might be
a potential approach to automatically extract themes from open-ended survey
responses. This initial study, however, extracted 6 themes from all the responses in the
9 surveys as a whole rather than extracted themes from responses to survey questions in
each survey.

The present study expanded on previous studies to investigate the potential for
extracting survey question topics and underlying themes from open-ended responses to
each survey. This study aims to seek a method that allows for automatically retrieving
important hidden topics and themes from open-ended responses to survey questions.
The contribution of this study is to provide a potential approach to automated topic and
theme extraction from open-ended survey responses so that we could more fully use
students’ responses to identify the reasons for summer melt. Additionally, this
approach has the potential to be applied to open-ended survey responses in other fields,
saving the time and labor required for manual coding.

1.3 Quantitative Ethnography Theories and Topic Modeling

Quantitative ethnography is a new approach that combines quantitative and qualitative
research methods to generate meaningful insights using big data [14]. In the infor-
mation age, quantitative data mining techniques have been widely applied to spot
patterns in large human behavioral datasets. However, it is risky to simply identify
patterns from big data, without going further to make sense of the patterns [15].
Ethnography, on the other hand, aims to create thick descriptions of the structures of
societies and cultures through in-depth observations of small groups. Thus, with the
merging of ethnography and quantitative approaches, the mechanisms in ethnography
can inform how to make sense of patterns found in big data. At the same time,
“statistical approaches can expand the tools of ethnography” as well [15].

An important part of quantitative ethnography is taking the basic process of con-
structing quantitative models and applying these models to organized qualitative data
[14]. Before modeling the way people express their understanding about the world, the
first step is to identify what people mean as they talk and act, in other words, trans-
forming qualitative data into forms amenable to statistical analysis [15]. And when the
dataset is too big to be accurately and efficiently coded by humans, automated coding is
necessary. Work on natural language processing provides insights to how to translate
human languages into terms that a computer can understand [14]. Shaffer [14] pointed
out that topic modeling is a potentially useful tool for automatically identifying the
codes in the data. However, he also highlights the necessity to check whether the
topics are actually grounded in the original meaning of the data. To accomplish this, the
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topics need to be validated by getting good interrater reliability between human raters
and the machine [14]. The current study tested out this process in the context of
“summer melt”.

2 Method

2.1 Participants and Surveys

Participants were graduating seniors from five tuition-free public charter high schools.
Based on students’ responses in a high school exit survey, a pre-interview, teacher
feedback, and demographic data, 54 students (52% male, 48% female) identified as at
risk for summer melt were chosen to participate in the study. The racial composition of
participants included Hispanic (47%), Asian (26%), multi-racial (13%), White (11%),
and Native Hawaiian (2%).

Participants completed nine bi-weekly online surveys during summer 2017.
Table 1 displays the response rate for each survey, ranging from 72% to 89%. Multiple
areas that might interfere with students’ college attendance in Fall 2017 were inves-
tigated, including college readiness perceptions, belonging, self-efficacy, self-regulated
learning, academic needs, goal setting, intention, persistence, core self-evaluation,
barriers, supports, career goals, and educational attitude. Each survey consisted of two
types of questions, Likert scale questions and open-ended response questions. The
topics of each survey were designed to match students’ experiences relevant to college
preparation in the corresponding time period.

2.2 Human Coding

Qualitative analysis was conducted for the majority of open-ended survey response
questions. Using the “summer melt” literature [4, 5] and the Education & Career
Navigation domain of the ACT Holistic Framework [3] as the theoretical framework, a
coder began data analysis by reading all the responses for each survey question and
highlighting segments of data that were relevant to that question. The segments were
then grouped and compared together. Tentative categories were constructed for each
question through this analytical coding process. To increase the trustworthy and con-
sistency of the analysis, peer examination was used [9]. After the tentative categories
were constructed, a second coder scanned all the raw data, assessed the occurrences of
each category across all the participants, and verified the plausibility of each category.
The categories for each question were finalized afterwards. Table 2 shows the topical
focus for each survey question, and the themes that human coders categorized from
each open-ended response question across nine surveys.

Table 1. Response rate of each online survey.

1 2 3 4 5 6 7 8 9

Total 48 44 44 43 43 43 43 40 39
Percentage 89% 81% 81% 80% 80% 80% 80% 74% 72%
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Table 2. Topics and themes from responses to questions (Q) in each survey (S).

S Q Type Topic Theme
1

7 
(N

 =
 4

6) Human Support
Types

People who are close, advice, decisions/choice made, 
academic, financial, family support, emotional support,
career literacy

Model Support Support, life, family, people, friend, move, academic,
decision, live, career

9 
(N

= 
47

) Human Anticipated 
College 
Stressors

Pressure, expectation uncertainty, fear of failure, fi-
nance, difficult adjustment, moving away from home, 
making friends/meeting new people

Model College 
Stress

College, stress, year, finance, graduation, success, fu-
ture, father, community, meeting

11
 (N

= 
47

) Human Financing 
College 
Stressors

Parent financing, self-financing, finding ways to pay for 
college, pay for loans after college, lot of money, not 
qualify for certain types of aid

Model Financial 
Stress

Pay, parent, money, job, loan, learn, worry, summer, 
scholarship, debt

12
 (N

 =
 4

7) Human Summer 
(pre-college) 
Thoughts

Work, future academic or career (e.g., class), friends 
(time spent), college experience, college preparation,
negative emotion

Model Work, Time, 
and Class

School, work, time, hard, class, student, home, good, 
preparation, experience

2

3 
(N

 =
 4

4) Human Summer 
Plan

Working, relaxing, spending time with family/friends,
vacation, summer classes, preparing for college

Model Summer Summer, job, college, family, work, friend, school, 
week, relax, class

6 
(N

 =
 4

4) Human Career Plan 
Fit

Undecided/indecisive, identified general direction, spec-
ified goal, driven by interest/passion/skill, committed to 
a goal, information/experience, potential barrier to ca-
reer path /goal achievement, identified what will moti-
vate goal attainment

Model Career Career, choice, hard, major, path, life, goal, people, 
hope, change

11
 (N

 =
 4

) Human Plan 
Change

Family, college logistics, distance from job, future goal 
direction

Model Plan Work, time, plan, money, year, day, college, home, read, 
fall

3

6 
(N

 =
 4

4) Human College Suc-
cess Confi-
dence

Support self in coursework/belief in capability, finances
might interfere, open to opportunities/ challenges, fo-
cused, other obligations/ responsibilities might interfere,
resources /supports, new environment concerns, aca-
demic demands, self-doubt
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S Q Type Topic Theme

Model Confidence Support, work, great, people, complete, skill, confi-
dence, nervous, education, campus

8 
(N

 =
 4

4) Human College Talk Rigor expected of coursework, manage time, hopes, 
cost, if right college, living on campus differs from liv-
ing at home, responsible for self, how classes will be, 
college experience

Model College Talk College, talk, major, family, friend, attend, prepare, pay, 
money, plan

10
(N

=4
4) Human Anticipated

College 
Challenges

Rigorous course content, lots of studying, fast paced
quarter system, higher level of education

Model College 
challenging

College, school, challenging, year, student, choice, big, 
community, mind, level

11
 (N

 =
 4

3) Human Personal 
Strengths

Time management, plan, goal driven, determination, re-
sourceful, ask for help, build relationships, way of think-
ing

Model Strength Success, class, learn, habit, academic, strength, experi-
ence, living, easy, people

12
 (N

= 
43

) Human Personal 
Limitations

Money, coursework too much, procrastination, lack of 
perseverance, time management, distractions

Model Limit Time, hard, limit, life, ability, effort, procrastination, or-
der, management, coursework

4

7 
(N

= 
40

) Human My College
Knowledge

Diversity, programs, majors, clubs, organizations, 
sports, overview of the college (history, background, lo-
cation)

Model College College, attend, community, orientation, transfer, plan, 
support, time, education, decision

8 
(N

= 
40

) Human College 
Choice

Location, rating, size, financial reasons, program offer-
ing

Model Decision School, friend, year, great, decision, change, commu-
nity, transfer, finance, complete

14
 (N

= 
39

) Human Student 
Similarities
to You

Same goal (e.g., transfer from community college), sim-
ilar interest, background, area, religion, nervous/stressed

Model Student 
Similar

Student, similar, class, interest, work, diversity, hard, 
sport, challenge, share
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S Q Type Topic Theme
15

 (N
 =

 3
9) Human Student Dif-

ferences
from You

Different background, academic/career goal, val-
ues/opinions/views, interests, living habits

Model People School, people, great, goal, life, meet, experience, 
friend, background, view

5

7 
(N

 =
 4

3) Human Family Sup-
ports

Financially help, encouragement, pride and positivity,
involved in process, guidance and asks others who have 
children in college

Model Supportive Supportive, choice, excited, decision, education, appli-
cation, question, major, encouragement, class

8 
( N

= 
43

) Human Family Lack 
of Supports 

Finance, college/major/career choice, lack of involve-
ment

Model Family Push Family, job, pay, hard, care, money, long, push, child, 
young

10
 (N

= 
43

) Human Friend Sup-
ports

Discuss goals and how to achieve, decision support for a 
degree, proud of me, encouraging, advice and help

Model Supportive 
People

Supportive, people, time, life, happy, living, offer, close, 
success, moving

11
 (N

= 
)4

3 Human Friend Lack 
of Supports

College choice, discouraging

Model Unsupport-
ive Friends

Friend, school, year, change, bad, unsupportive, proud, 
transfer, future, complete

13
 (N

= 
9) Human College Plan 

Shift
Finance, location, environment, offer rescinded, 
changed to community college

Model College At-
tendance

College, great, attend, community, process, stay, under-
stand, waste, remind, environment

6

3 
(N

= 
43

) Human Future Ca-
reer Options

More than 1 option, general or vague direction, unde-
cided

Model Future Ca-
reer

Career, future, decision, time, path, people, enter, suc-
cess, plan, opportunity

5 
(N

= 
43

) Human College sup-
ports Future 
Career

Expand network, find work opportunities, having the de-
gree, develop skills and knowledge for career, find fu-
ture

Model College College, learn, engineer, knowledge, interest, science, 
prepare, computer, school, skill

7 
(N

 =
 4

3) Human Career 
Choice Con-
fusion

Difficult to find what to enjoy, too many options to nav-
igate, not sure what will fit, lack of understanding about 
choices and paths, not sure about doing something for a 
long time, experience helped
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S Q Type Topic Theme

Model Confusion Major, passion, life, business, class, great, rating, con-
fusing, idea, explore

10
(N

 =
43

) Hu-
man

Career 
Choice Dif-
ficulties

So many choices, need to consider interest/pay, big deci-
sion

Model Difficulties Option, job, difficult, field, enjoy, hope, question, fig-
ure, interest, school

7

8 
(N

= 
41

) Human College Be-
liefs /Feel-
ings

Commute difficult, school priority, confident about 
passing classes, independent, stressed, excited for what 
is new, pressure to do well, getting along with people, 
accountable

Model College 
Feelings

College, excited, enjoy, homework, job, nervous, life, 
learn, home, stress

10
 (N

= 
3) Human College Go-

ing Shift
Finance, transfer, major

Model Class and 
School

Class, school, great, friend, time, difficult, experience, 
people, week, day

8

9 
(N

 =
 2

) Human College 
Prepared-
ness Cer-
tainty

Providing sufficient preparation and challenging courses

Model Learning 
Challenge

Class, time, learning, professor, rating, lecture, challeng-
ing, test, coursework, math

17
 (N

= 
37

) Human College
Preparation

Self-directed/motivated learning, independent, time 
management, skills

Model School 
Preparation

School, job, prepare, student, teach, skill, homework, 
deadline, university, content

19
 (N

 =
 2

2) Human College Sur-
prises

Diversity, small class size, heavy workload, professor
with freedom to cancel classes, more responsibility, hard 
to make friends, people are nice

Model Surprises 
(in College)

College, surprise, school, people, complete, great, 
teacher, friend, assignment, essay

9

7
(N

=
38

) Human Advice to 
Students

Time management important, set priorities, make
friends, have fun, have new experience

Model Advice (to) 
Students 

College, time, school, job, student, class, advice, friend,
learning, experience
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2.3 Procedure of LDA Theme Extraction

The present study used Mallet topic modeling [8] inbuilt within Genism in Python 3.6.
To extract themes more accurately, we removed the stop words after slight modification
to the stop words in the NLP package, including removing the high frequency words
that do not deliver rich meanings (e.g., thing, know). We also added a bi-gram and tri-
gram model in order to extract semantic related keywords. Moreover, we considered
the synonyms that highly occurred in the data set to avoid two words with similar
meaning being included in the same topic which leads to two repeated keywords or
keywords in two topics which yield an “overlapped topic” [6]. Take survey question 7
in Survey 1 (see Table 2) as an example. This question asked about support types, so
“help” and “support” occurred frequently in students’ responses. To avoid the occur-
rence of the overlapped topic “help” and “support”, we replaced the term “help” with
“support”.

The number of responses to each survey question ranged from 2 to 47 (see
Table 2), so it is impossible to achieve better performance of LDA model for survey
questions with few responses, such as 2, 3, or 4 responses. Fewer survey responses,
however, is typical for qualitative studies and must be considered. One possible method
for researchers is to remove the smaller number of responses. This method, however,
may eliminate important information that should be included in the analysis. We
proposed an alternative approach: running nine topic models, each model for each
survey. Specifically, we mixed the responses to all the survey questions within one
survey and thus generated nine text data sets. The number of topics in each data set was
determined based on the number of survey questions in the survey. For example, if
Survey 1 contained four questions, four topics were selected in the model. In this way,
we were able to examine whether LDA model could retrieve themes similar to the
investigated survey questions. This allowed for investigating whether key words in the
topics demonstrated relevant themes compared to the categories found through manual
coding. Another advantage with this approach is that it is possible to merge similar
themes across different survey questions that consist of similar topics.

3 Results and Discussion

Table 2 displays the topics that the human predetermined based on the question itself
as well as the topics that the LDA model generated based on students’ responses.
Table 2 also displays themes for each survey question that human coders categorized
through manual coding and themes from all the open-ended responses in a particular
survey (nine in total).

3.1 Extracted Survey Topics

Results showed that the topics generated from the LDA model from students’ responses
were similar to those predetermined by the human based on the content of survey
questions. Due to the paper limit, we provide Survey 1 as an example to demonstrate
the way that we interpreted the results. Survey 1 included four open-ended survey

136 H. Li et al.



questions: Question 7 (What more support would you want in your life?); Question 9
(Explain why you rated yourself at this stress level, based on the previous question
“How stressed out are you about going to college?”); Question 11 (Explain why you
rated yourself at this stress level, based on the previous question “How stressed out are
you about paying for college?”); and Question 12 (What is on your mind now that
you’ve graduated? What kinds of things are you thinking about?). Therefore, four
topics were extracted from responses to these four questions in Survey 1. The humans
predetermined short labels (hereafter called topics) for each question: Question 7
(Support types), Question 9 (Anticipated college stressors), Question 11 (Financing
college stressors), and Question 12 (Summer (precollege) thoughts). LDA analyses
showed that the topic model generated similar topics as the predetermined topics:
supports, college stress, financial stress, and work-time-class. We labeled the model-
generated topics based on the high-weighted keywords and the corresponding semantic
context.

Results indicated that 25 out of 31 topics that the model identified were matched
with the predetermined topics with the accuracy reaching Kappa = 0.87. In some
surveys, all the model-coded topics were matched with the predetermined topics, such
as Survey 2 (summer plan, career plan fit, and plan change), Survey 3 (college success
confidence, college talk, anticipated college challenge, personal strengths, and personal
limitations), Survey 8 (college preparedness certainty, how school prepared you, and
surprises in college), and Survey 9 (advice to students) (see Table 2). In other surveys,
model-coded topics were partially matched with the predetermined topics. Some sur-
veys have more topics matched, such as Surveys 1 & 6 (3 out of 4) and Survey 5 (4 out
of 5). Others had half of the topics matched, such as Survey 4 (2 out of 4) and Survey 7
(1 out of 2) (see Table 2).

These findings implied that the LDA model allowed for extracting similar topics in
each survey when the same number of topics was selected in the model as the number
of open-ended survey questions. This step is critical because its accuracy will deter-
mine whether the corresponding themes related to each survey question could be
extracted. As we mentioned in the Method section, the recommended way is to extract
topics from responses to each survey question. The prerequisite for this method,
however, is a large number of responses to each survey question. In our survey data,
four questions had less than 10 responses (N = 2, 3, 4, and 9 respectively). The present
study provides a potential approach for a limited number of responses to each survey
question: instead of removing the smaller sized data that could not be included in the
analyses, we could combine all the responses in each survey to enlarge the sample size
and then extract the same number of topics based on the number of survey questions.
This approach is likely to address the issue of smaller sample sizes.

3.2 Extracted Themes

The themes that human coders identified from the responses to each survey question
are listed in Table 2. This table also displays 10 high-weighted keywords (hereafter
called themes) for each survey question generated from the LDA model. The themes
consistent with human-coded categories were underlined with different types of lines.
The model-generated themes matched some categories that human coders identified,
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but the frequencies of similarity varied across survey items. The model-extracted
themes in the majority of surveys were well matched with human-identified themes, a
match rate above 50% (see Table 2). Sometimes, the model extracted the exact words
as humans identified, such as “finance” in Question 9 in Survey 1. Sometimes, the
model extracted words with close semantic meaning as humans identified, such as
synonyms like “unsupportive” and “discouraging” in Question 11, Survey 5. For some
survey questions, the model did not identify as many themes that matched with
humans, such as Question 10 in Survey 7.

One possibility is that the survey question had different numbers of responses. The
fewer responses (e.g., N equals to 2 to 9) could not display varied topics, which led to
low model accuracy. On the other hand, some themes generated by the model were
categorized into another survey question. For example, in Survey 5, the human coder
identified the category “proud of me” from responses to the survey question “Friend
Supports”, whereas the model generated the theme “proud” related to unsupportive.
This mis-classified phenomenon is likely due to the usage of negation rather than
antonyms to express the opposite meaning. In the future, not only synonyms but also
antonyms and negation need to be considered before model generation. Another
interesting finding is that the more narrow the scope of the topic, the more overlap
between the human-coded themes and the model-extracted themes, allowing for
specific types of responses to be more identifiable. For example, Question 10 in Survey
7 was relatively broad, “explain how your plan changed and why”, which might elicit
more diverse responses due to the different struggles that individual seniors confronted.
Moreover, this question only received 3 responses. Fewer responses plus the broadness
of the question might lead to lower accuracy in the model. Alternatively, more
responses to the broader question might lead to higher accuracy in the model, such as
Question 12 in Survey 1: “What is on your mind now that you’ve graduated? What
kinds of things are you thinking about? Provide as much detail as you can”. Or fewer
response plus the more narrow question might also yield higher accuracy in the model,
such as Question 9 in Survey 8: “Explain how well Summit has prepared you for
college coursework?”. This may suggest ways to represent open-ended survey ques-
tions to potentially increase the likelihood that model results would be more compa-
rable to human coders.

4 General Discussion, Conclusions and Implications

This paper employed topic modeling to automatically extract topics and themes from
open-ended survey responses related to the summer melt phenomenon. This study
considered the close semantic meanings, such as synonyms, hypernyms, and antonyms,
which were not included in a previous study [6]. Findings indicated that this modifi-
cation yielded higher agreement between human-coded themes and model-generated
themes. Moreover, the method that extracted topics/themes from the responses to the
questions within one survey enabled the extraction of similar topics as predetermined
human-coded topics, and the ability to generate themes similar to the themes humans
categorized even though the agreement varies across questions. To sum up, this paper
provides a potential approach to automated topic and theme generation for open-ended

138 H. Li et al.



response surveys with a smaller sample size. The model allows for greater accuracy of
topic generation based on the content of the survey questions and partial themes related
to the corresponding survey questions with limited sample sizes.

This study contributed to research on quantitative ethnography in two ways. First, it
made the connection between the quantitative model, topic modeling and qualitative
data, open-ended survey responses [14]. This method allows for large-scale analyses
with open-ended survey responses so as to maximally retrieve and utilize information
from these open-ended responses. Second, this study included the validation of topic
modeling performance through human raters’ coding [14], which demonstrates that
automated coding using topic modeling can reflect humans’ understanding and inter-
pretation of open-ended survey responses. This validation is a critical step in quanti-
tative ethnography, which requires transforming qualitative data for use in quantitative
analyses [15].

Future studies need to focus on improving the model by considering the use of
negation or other semantic-related conditions in the corpus. For example, using n-gram
demonstrates the nouns or noun phrases and their modifiers that provide more concrete
information than that with adjectives as keywords. In the future, it will also be
important to compare the topic modeling method with other automated topic/theme
extraction models to further demonstrate which model is a better fit for theme
extraction with open-ended survey responses.
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Abstract. In this paper, we describe a way of using multi-modal learning
analytics to augment qualitative data. We extract facial expressions that may
indicate particular emotions from videos of dyads playing an interactive table-
top game built for a museum. From this data, we explore the correlation between
students’ understanding of the biological and complex systems concepts
showcased in the learning environment and their facial expressions. First, we
show how information retrieval techniques can be used on facial expression
features to investigate emotional variation during key moments of the interac-
tion. Second, we connect these features to moments of learning identified by
traditional qualitative methods. Finally, we present an initial pilot using these
methods in concert to identify key moments in multiple modalities. We end with
a discussion of our preliminary findings on interweaving machine and human
analytical approaches.

Keywords: Multimodal learning analytics � Affect tracking � Game-based
learning � Physical traces

1 Introduction

Informal learning environments can provide rich educational experiences without the
need for an instructor or classroom [3]. While these sorts of learning environments have
become more common, museum exhibits have long utilized these environments as the
main way of engaging their visitors [6]. In order to assess the effectiveness of these
exhibits, designers need to understand how participants’ interactions with the envi-
ronment inform their learning experience. However, it is often difficult to identify and
track participants’ learning through these open-ended interactions [16]. Traditionally,
such work has been done through ethnographic practice, requiring researchers to be
either in situ or sort through enormous amounts of video data manually. With the
advent of multimodal sensing, many researchers have moved to a model of observation
that focuses on instrumenting participants and the environment itself in order to capture
many types of interaction streams. However, these automated multi-modal protocols
lose the depth and detail that an experienced ethnographer can capture [15].
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In this paper, we are working to augment ethnographic practice (e.g., observations
and semi-structured interviews) with multimodal sensing. Instead of viewing the two
skill sets as opposing models for data collection and analysis, we envision them
working in concert. Multi-modal sensing could provide a lens through which to
identify specific learning moments for more in-depth qualitative analysis. At the same
time, qualitative analysis could reveal moments where social phenomena, such as side-
by-side collaboration, might be better understood through a multi-modal lens. In the
following sections, we show one possible use of computationally augmented ethno-
graphic practice by analyzing a single dyad’s learning trajectory as they interact with a
table-top museum exhibit focused around the biology of ants. Specifically, we focus on
how the relationship between affect and cognition can be utilized to better analyze
learning in this environment.

2 Prior Work

This work is informed by prior research at the intersection of neurobiology, ethnog-
raphy, and artificial intelligence. More broadly, the work builds on a growing body of
research in multimodal learning analytics [16–18]. Research on neurobiological parts
of memory shows that emotionally arousing stimuli consolidate and preserve more
often over the long term [13]. Both positive and negative emotions are associated with
memorable moments controlled selectively within the basolateral amygdala. The brain
region regulates the consolidation of memory for various experiences through pro-
jections from the amygdala to many other regions involved in storing newly acquired
information [14].

More recent work has more explicitly explored the relationship between cognition
and emotions. For example, D’Mello and Graesser [5] advance a model of affect
dynamics that describes the complex interactions that exist among different emotional
states, tracked through facial expressions, and how those afford learning. They are
particularly concerned with how students transition in and out of moments of confu-
sion. Central to their model are the roles of surprise and joy as indicators of a student
transitioning into or out of a moment of confusion. While still discussed in terms of
short term cognitive gains, the model implies that examining affective states can be
instrumental for better understanding learning.

Worsley, Scherer, Morency, and Blikstein [26] similarly leverage the information
embedded within affective states, or facial expressions, to segment multi-modal data
streams. Specifically, their paper uses changes in facial expression as a proxy for
delineating meaningful changes in the learners cognitive or behavioral state. Put dif-
ferently, they segment their data stream whenever the user has a change in their most
probable facial expression. Underlying this proxy, is the assumption that affective
information can be informative for examining complex learning experiences.

Different from prior work, however, we adopt strategies from data mining and
qualitative ethnography in order to avoid analyses that are purely computational or
purely human-annotated. Our motivation to do to this work is to provide an example of
iteration between ethnographic practice and computational techniques to analyze a
previously developed learning environment [11]. To this end, we focus on a single
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dyad interacting with an informal learning environment in order to demonstrate our
methodology in a particular informal learning activity. We also articulate future work
to continue using these techniques with more participants and other modalities.

3 Data Collection

We collected data from 114 participants in 38 groups as they participated in a museum
exhibit called Ant Adaptation [8]. Ant Adaptation is a game built from an agent-based
model (ABM) implemented in NetLogo [23]. Two players interact with the game by
controlling one of two ant colonies, using sliders to adjust ant behaviors and touch-
screen gestures to set pheromone trails towards flowers for food. Ants can also “fight”
over resources, which sets up a feedback loop that drives the action of the complex
system. Through gameplay, players learn about (a) ant colony behavior and (b) entities’
interactions in the complex system. More details of the game will be discussed in the
following section.

To explore computationally augmented ethnography with Ant Adaptation, we
collected two different types of data: (a) synchronous video, audio, and Kinect data
streams using the Social Signal Interpretation framework [21] and (b) ethnographic
data in the form of written field notes and a pre/post-gameplay semi-structured inter-
view. This paper does not include analysis of the Kinect data.

In this paper, we present data collected on one dyad of the 38 groups. This pilot
serves as a study on the potential of this approach before continuing to work with more
participants and modalities. The dyad played the game side-by-side on a 52 horizontal
touch screen in a research lab. A researcher interviewed the dyad before and after
gameplay in order to probe their evolving under-standing of the ant life cycle. We
placed the camera and Kinect approximately five feet away from the dyad in order to
capture facial expressions and body motions for further analysis. Audio of interviews
and gameplay conversation were transcribed verbatim.

4 Ant Adaptation

Agent-based modeling (ABM), and NetLogo ABM in particular, has been shown to be
an effective and empowering platform for classroom learning with successful curricula
spanning many disciplines, from chemistry [22], to physics [1], to biology [24]. Ant
Adaptation builds off this rich history of ABM for learning, but positions itself as a rich
tangible interaction form factor for walk-up-and-play use in an informal learning space.
As shown in Fig. 1, Ant Adaptation simulates two ant colonies side by side. Lever-
aging a large multi-touch display mounted horizontally as a table-top exhibit, the model
tracks players’ touches within the model. Through this interface, players can both
interact directly with the gameplay area and with sets of widgets that directly control
parameters of the core simulation.
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4.1 Ant Adaptation as an ABM

It is important to note that Ant Adaptation is a fully functioning ABM. Even without
user interaction, ant agents go out to collect food and return to the nest. As they return
to the nest, ants lay down a pink pheromone that attracts others nearby. When ants find
a flower, their food source, they return, lay down more pheromones, and thus reinforce
the pink trail. This creates an emergent feedback loop that routes more and more ants to
successful sites of forage. As the ants exhaust a food source, they must find new
locations and thus repeat a cycle. When two or more ants of opposing colonies
encounter each other, they fight or scare each other away also leaving chemicals that
attract more ants. For the winner, this works to protect the food source from competing
colonies. The ant queen reproduces when the ants in her colony collect enough food, in
other words when collection surpasses the current Create Cost. Flowers periodically
grow up around the map, adding food to the game.

The player interacts with this complex system by tweaking parameters and effecting
the environment. Through interacting with the system, users form a functional
understanding of the ants and their mechanisms of action (i.e. agents and their rules) in
the model.

4.2 Ant Adaptation as a Digital Table-Top Game

To supplement the original NetLogo software [23], we have developed software
designed for touch interaction with the model, NetLogo Touch [10]. The original
NetLogo software only allows for a single interaction by a single user at any given
time. That model is simply not conducive to cooperative or simultaneous gameplay as
in Ant Adaptation. As such, NetLogo Touch allows users to interact with the model
simultaneously and via touch instead of via the more traditional mouse-based input.

Each team is given control of three simulation parameters via widgets in addition to
two monitors that give summary information about a colony. From Fig. 2, element
(1) is a monitor of the ant populations labelled Black Ants on the left and Red Ants on
the right which simply keeps track of population sizes. Element (2) shows the three

Fig. 1. A screenshot of the Ant Adaptation table-top game.
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widgets which are sliders players can use to adjust their ants’ size, aggressiveness, and
the maximum amount of energy. In this particular model, energy is essentially
equivalent to how long ants can walk without eating. These sliders can be adjusted at
any time during the game to experiment with different settings for each colony
depending on the players’ wishes. Element (3) is another monitor that shows the Create
Cost of an ant or the amount of energy required from the colony to spawn a new ant.

Players decide how big and aggressive their ants are. As the size of ants increases,
they become slightly stronger in a fight against other ants. At the highest levels they are
13 times stronger than ants of the smallest size. When players make their ants more
aggressive, it increases the radius in which ants detect opposing ants and thus the
probability that they will attack. Increasing either the size or the aggressiveness also
increases how much energy is required to raise a new ant, so the largest ant requires 13

Fig. 2. A view of the Ant Adaptation table-top game interface. (Color figure online)
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times as much food to feed to adulthood. Increases in either of these parameters reduces
the expected population of the colony by increasing the Create Cost, though it increases
their likelihood of fighting and winning through the emergent interactions of param-
eters (size and aggressiveness) and agent actions (collecting food, leaving trails, and
fighting).

The colony produces a new ant when the stored food is greater than the Create
Cost. This is an example of what Chi et al. [2] call an opaque summing mechanism that
NetLogo designers employ, where the collective mechanism is computed by the
NetLogo system itself, thus [left] opaque to the students (p. 21). The cost is calculated
by the current value of three sliders, meaning players can change the create cost of their
ant using these three dimensions. Because the outcome of the calculation is the current
cost for the colony to birth one more ant, this summing mechanism becomes a key
element of the gameplay for players to understand in order to strategize.

Lastly, there are two representations of the players’ ants in the top right and left of
the play space. These show the user how large and aggressive their ants are when born.
As shown in element (8) of Fig. 2 the display changes according to the mixture of
aggressiveness and size the player chooses for their team. This provides the player
immediate feedback for changing slider parameters, giving them a better sense of cause
and effect in the model. This is important because adjusting the sliders only affects new
ants born, instead of extant ants. So the effect of the interaction is longer than the 30 to
60 Hz, 16.6 to 33.3 ms periods, people associate with cause and effect within games [7].

In addition to the colony controls, the players share five widgets in the bottom
center of the screen. As shown in Fig. 2, element (4) Play and Stop buttons, which
control the model’s time; element (5) a Restart button, which sets the model back to
initial conditions; element (6) a drop-down chooser which allows players to select the
main action of the game as a series of strategic choices (which will be discussed in
more detail in a moment); and element (7) a slider to control the evaporation rate of
pheromonesa chemical trail that ants leave behind them as they travel in the world.

Element (6) of Fig. 2 is a main mechanism of the gameplay, allowing users to
select the action that takes place when they touch within the game world seen in Fig. 2.
Players can choose to add chemical, flowers, or vinegar. Chemical is a pink pheromone
that usually is only laid down by ants. Ants are attracted toward the highest concen-
tration pheromone near their location, which is displayed by whitish-pink shades.
Flowers are these ants’ main food source. Ants collect and eat the flowers to feed
themselves and bring food back to the colony for collective rearing of young. Vinegar
erases ants’ trails allowing the player to mask pheromones, disrupt communications,
and clear the ground by applying vinegar to the chemical trails. In essence, this chooser
allows players to decide whether to have their colony focus on collecting food, thereby
increasing the population, go on the warpath, forcing colonies to fight for resources, or
perhaps purposefully prevent their colony from finding the opposing colony. However,
it is important to remember that in order to use these elements effectively, a player must
understand how the ants react to each of these different action items. These three
options are not directly affecting the ants, but rather the world that the ants live in. As
such, players are forced to try to understand how, in this particular complex system, the
environment and agents interact.
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Each method of play could lead to high populations or the elimination of the
opponent through better-controlled food resources. For example, after learning about
the consequences of strategic choices through gameplay, players could strategize by
increasing ants’ size, aggressiveness, or both. This might lead them to win the game by
annihilating the other group’s ant colony. However, bigger and/or more aggressive ants
consume more food to reproduce and potentially reduce the colony’s population size.
Thus, a player could strategize by adding more flowers and pheromone tracks around
the colony to help the larger ants survive. This learning and strategy cycle interweaves
the learning into the gameplay. The design scaffolds experimentation and encourages
players to interact with emergent phenomenon like feedback loops, local optima, and
more.

Ant Adaptation has four main affordances that support two central learning
objectives. In Ant Adaptation, playing with parameters allows players to: (1) construct
their colony in competition with an opponent; (2) share strategies through comparison;
(3) discuss what is happening through observer scaffolding such as parents’ inter-
vention or interaction between players, including slapping hands; and (4) learn about
the emergent impacts of colony behavior arising from individual ant behavior in a
complex system game. This approach allows visitors to learn (1) the impacts of
adaptation on ant colony life and (2) how attractants such as pheromones work in ants’
organization to increase the population. As such, the game also offers the potential to
scaffold learners in switching from a direct to an emergent schema of how the phe-
nomenon we see in everyday life might occur [12]. Next, we analyze and discuss these
learning opportunities by looking at participant data via a qualitative and computational
lens.

5 Data Analysis

We began our analysis with traditional qualitative methods involving multiple coders
following a constructivist dialogue mapping approach [9] a type of concept mapping
[15] on transcripts of interviews and gameplay conversation. We extracted emotional
evidence from gameplay video to identify segments when learning occurred. Finally,
we describe how iterative explorations of emotion informed and augmented our
analysis of dialogue, and vice versa.

5.1 Using Joy Values Based on Facial Recognition to Identify Potential
Learning Moments

We used FACET [20] to extract the strength of detected emotions through the proxy of
facial expressions. The basolateral amygdala is an essential component of the neuro-
modulatory system regulating behavioral states and is thought to consolidate
experience-dependent plasticity [14]. As a result, both positive and negative emotions
are behavioral states that may be involved in vital brain function modulating the
neuronal representation associated with memorable moments. To identify reasonable
emotional moments that might be associated with moments of learning [13, 14], we
used a 2.5th and 97.5th percentile threshold to reveal peaks and valleys of joy values
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computed via FACET. The percentile thresholds are visualized as horizontal line
boundaries in Fig. 3. This search for peaks and valleys is informed by McGaugh’s
previous work, which argued high stimulus periods lead to higher memory encoding.
We then extracted the dialogue from the transcript that occurred approximately ten
seconds before each peak or valley to compare and further analyze whether learning
occurred at these time segments. We call these segments learning windows. Note we do

Fig. 3. A visualization of participant joy over time, as detected by FACET analyzing facial
expressions extracted from videos. Emotional peaks and valleys outside of the middle 95% of the
data are colored. (Color figure online)

Fig. 4. A plot of how many entities, functions, and sub-functions the dyad verbalized during the
pre-gameplay interview, gameplay, and post-gameplay interview.
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not directly compare FACET values between participants, but instead focus on FACET
values for each participant individually.

Cognitive Mapping for Learning Concepts. We define learning in this dataset as
how the participants elaborate their understanding of the ant life cycle through informal
play. For example, if initially they say “ants walk”, but after play “ants walk to follow
paths to reach food to feed the colony and themselves”, we would interpret this as an
elaboration of their understanding. This is based on how Ant Adaptation is designed to
embed learning into gameplay as participants manipulate ant parameters (e.g.,
aggression, size, distance to food) [11].

With this in mind, each coder created a concept map for transcripts of the interview
before gameplay, during gameplay conversation, and of the interview after gameplay.

Each map consisted of entities, functions, and sub-functions discussed by the dyad.
Entities included different agents and resources in the game, such as ants and flowers.
Functions are the processes that engage entities, such as leaving a trail. Sub-functions
are the motivations or results for functions, such as collecting food or directing the
paths of other ants. Two coders created cognitive maps, and had 96% inter-rater
reliability on the functions and sub-functions they identified.

6 Results

In this section, we present results from our cognitive mapping analysis and three
examples of learning windows identified at the timestamps of peaks and valleys in
Fig. 3. In addition to providing more insights on learning processes that we already
manually coded with cognitive mapping analysis, emotion tracking unveils other
learning processes that we did not notice previously. We see this interlacing of human
coders and computational techniques having potential in iterative qualitative research
processes. When we used facial expressions to locate moments we find three main
benefits: (1) Through indexing moments of high joy, we find moments we would not
otherwise notice; (2) Tracking facial expressions can provide addition insight into
learning moments; (3) Using affective tracking we can see past epistemological bias to
see moments of learning in a new way. This third benefit focuses on the main purpose
of multimodal learning analytics in computational ethnography: to see the interactions
with additional subjective lenses to gain a fuller understanding of learning in the space.

6.1 Cognitive Mapping

As shown in Fig. 4, we found that during the pre-gameplay interview which focused on
questions of ants, players described one entity (ants), with nine functions (e.g., placing
paths to signal food) and twelve subfunctions. Participants elaborated both the entities
and functions of those entities through playing the game. During gameplay, players
mentioned three additional entities (flowers, queen ants, and a GUI element in the
interface) as well as sixteen functions, such as “ants hiding in their colony” and
“organizing society”. They also discuss twenty-four sub functions (e.g., food collection
through leaving attractant pheromones). By the end of the intervention, the participants
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expanded to thirty sub-functions. In other words, most of the “learning” (75% of the
entities and 40% of the subfunctions) were elaborated on during play.

While cognitive mapping provides a structured set of codes about participant sense
making, one key limitation is that it extracts insight solely from transcribed audio and
not necessarily capture evidence of learning in other modalities. Next, we share three
examples of how emotion tracking extended our analyses of participant knowledge
evolving throughout the session.

6.2 Seeing Past Epistemological Bias: Learning Occurs During
Instruction Before Gameplay

This example shows how emotion tracking revealed potential moments of learning that
we missed in our qualitative coding. In Fig. 3, we noticed a peak joy value with Emma
(pseudonym) and a valley joy value with Chris (pseudonym) at timestamp 00:04,
showing that this is a high-stimulus moment for both participants. Revisiting the
transcript, this moment corresponded with when the facilitator described how to play
the game, “On your side of the board, you have three sliders. One of them changes the
size of new ants formed, one of them changes the aggressiveness…”.

This evidence of potential learning during instruction was overlooked because
when coding interview transcripts, the analyst cannot confirm whether participants are
learning when they are not verbalizing. Additionally, given our interest in informal
learning that occurs in museums through games, we primarily focus on the sponta-
neous, emergent learning that occurs rather than learning that happens during
instruction. As such, during the cognitive mapping analysis, we did not identify
learning during the moments when the facilitator instructed participants about the
game.

Ultimately, emotion tracking enabled us to detect a potential learning moment
when participants were silently listening to instructions on how to play the game. We
see the potential to augment qualitative coding beyond what can be detected with a
single analytic frame and transcription techniques.

6.3 Learning While Experimenting with Gameplay

Both Chris and Emma had a peak joy value (3.5 and 2.1, respectively) near timestamp
13:30 on Fig. 3. We did not initially code this as a learning moment because functions
and sub-functions were not clearly articulated in the transcripts. Revisiting the video
near this peak’s timestamp, we noticed participants were comparing their different
slider conditions to draw conclusions about ant behavior as Chris says “Wait, how
aggressive are you?… Wait, are you are a lot…you’re slightly bigger than I am.” while
noticing that Emma’s population count had risen to 77. As they watch the action unfold
on screen, they noticed how different settings led to the victory or loss of their ant
colonies.

While the first example revealed learning while silently listening to the facilitator’s
instructions, this example reveals how participants elaborated their understanding as
they experimented with the game interface’s sliders but did not verbalize an updated
understanding of ant behavior. Using Constructionist Dialogue mapping during these
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moments lets us more carefully chronicle learning during moments of higher memory
encoding. This example is another instance of how emotion tracking revealed moments
of learning that we glossed over in our initial cognitive mapping analysis. By trian-
gulation we came to better understand our data.

6.4 Joy During Previously Identified Learning Moments

Looking at Fig. 3 at timestamp 7:00, Emma and Chris have peak joy values of 3.8 and
1.8–2.2, respectively, and we revisited the video at this segment for further analysis.
Chris and Emma verbalized that the flowers at close proximity to the ant hill increases
their ants’ population. Chris says, “Can I have more flowers?” Emma responds, “Yes.
Ring of flowers.” They place a ring of flowers around their ant hills and notice ants
picking up the food. Both watch the table-top intently to observe the resulting ant
behavior and Chris says, “Ooh, now I’ve got lots of ants.” The dyad discovered a
powerful relationship they can use to manipulate the environment. In contrast to pre-
vious examples, this example shows how emotion tracking provided additional insight
on a learning moment identified in the cognitive mapping analysis.

As the dyad continues tinkering with parameters, they laugh through their trial and
error attempts, and cemented the concept that food close to the nest increased the
population of ants. This moment was coded in the cognitive mappings as one of the
flowers’ primary functions and our emotion analysis adds an additional understanding
to this moment. That is, this discovery led to a sense of joy or what might be interpreted
as “satisfaction” which is important to cultivate in informal learning environments and
gameplay. Though we selected many of the same moments using emotion logging as
we did through manual cognitive mapping, emotion logging also drew our attention to
moments we would not have analyzed otherwise. In other words, the approach both
reinforced our prior units of analysis and added to our approach to analyzing the
interaction. We aim to continue this back-and-forth between qualitative methods and
computational techniques as we collect data on more dyads and extract insights from
other modalities.

7 Future Work

Applying computational techniques to understand ethnographic datasets has a lot of
potential [4, 19, 25]. Researchers are examining means for human and artificial
intelligence to interact by both bootstrapping human analysis with artificial intelligence
and using human inference in the computational data analysis pipeline. As we continue
collecting and analyzing data from different dyads, we will renew our pipeline and
iteratively update our findings. For example, we want to correlate emotions with body
positions. If we could correlate emotions to taxonomies of gestures identified in prior
work [18], then body position could also be a proxy for emotion and reveal learning
windows. We aim to develop tools to integrate exploratory analyses of data captured in
different modalities to better understand learning and interaction.
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8 Conclusion

This paper presented a preliminary approach to augment qualitative analysis of an
informal learning environment. Using techniques from multimodal learning analytics,
we were able to expand our analysis of learning while participants interacted with a
multitouch environment. Our methodological approach required us to extract emotions
from the low-level logs of facial action units using FACET and then revisit video
corresponding to particular FACET values to identify moments of high emotional
stimulation theoretically implicated in learning. Working towards a whole-body anal-
ysis, we are continuing to refine our pipeline to identify proxies of learning that are
useful in museums and other informal learning environments. While our use of con-
structivist dialogue mapping showed that the users learned during their interaction with
Ant Adaption, emotional logging identified alternative moments of learning outside of
our analytic framework. These approaches augment each other by creating an iterative
analysis approach where computational and traditional coding feed into each other, so
the machine can learn from us, and we can learn from the machine. This work has the
potential to allow ethnographers in informal learning environments to leverage com-
putational techniques without losing the depth of information that ethnographic field
work captures.
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Abstract. Learning Sciences research often concerns the analysis of data from
individual or collaborative learning processes. For the analysis of such data,
various methods have been proposed, including Process Mining (PM) and
Epistemic Network Analysis (ENA). Both methods have advantages and dis-
advantages when analyzing learning processes. We argue that a concerted use of
both techniques may provide valuable information that would be obscured when
using only one of these methods. We demonstrate this by applying PM and ENA
on data from a study that investigated how students regulate collaborative
learning when faced with either motivational or comprehension-related prob-
lems. While PM showed that collaborative learners are more incoherent (i.e.
more heterogeneous in their chosen activities) when regulating motivational
problems than comprehension-related problems at the beginning, ENA revealed
that in later stages of their learning process, they focus on fewer activities when
being confronted with motivational than with comprehension-related problems.
Thus, a combination of the two approaches seems to be warranted.

Keywords: Epistemic network analysis � Process mining � Self-regulation �
Collaborative learning � Co-regulation � Shared regulation

1 Problem Statement

Learning Sciences research is often concerned with the analysis of how learning
processes emerge over time [1]. Traditionally, research typically used a coding-and-
counting approach to analyze such processes (e.g., summing up frequencies by which
learners employ certain strategies).

However, the problem with this routine is that it does not account for the dynamics
of the learning process, i.e. for the fact that learners’ engagement in different learning
processes may change over time. Researchers have thus called for methods that con-
sider learning processes in their temporal sequence [2]. One approach to do this is to
use process mining (PM). PM uses mathematical algorithms to inductively discover
sequences of processes in event traces by visualizing them in process models. Based on
Petri nets, process models are illustrations of systematically connected codes and
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transitions between codes and serve to uncover hidden information on the processes of
interest.

For instance, using PM, [3] found that successful self-regulators initially prepare
their learning before deeply processing information, whereas less successful learners
did not show the described shift towards in-depth information processing. Yet, PM also
has limitations such as partially producing “spaghetti-like” models that run the danger
of becoming too complex for visual comparison. Additionally, PM does not provide
statistical tests that check for differences between processes of different groups on a
global level [4]. Furthermore, PM includes the individual activities of all subjects as an
influence on the same process model with equal weighting. For example, if we want to
investigate how groups regulate motivational as opposed to comprehension-related
problems, it might be that one single person may be accountable for most loops on a
single code in one situation (e.g., the person repeatedly applies an elaboration strategy),
whereas in the other situation, such loops might be more evenly distributed across
persons. If these loops are not weighted, this may lead to a distorted picture of the
regulatory differences between situations resp. between different groups.

An approach that may help overcome these challenges is Epistemic Network
Analysis (ENA) – a network analysis method based on a dimensional reduction pro-
cedure for tagging, extracting, and plotting meaningful compounds of activities by
considering regulation processes as a network of coherent activities [5]. Some of its
advantages are that ENA provides global statistical tests to compare models from
different conditions (e.g., regulation processes in groups that experience motivational
vs. regulation processes in groups that experience comprehension-related problems),
that it provides information on the relatedness of codes within a specific window size
that can consider more than just two successive codes (as it is the case in PM), and
routines such as rotating networks in space for visually highlighting group differences,
or normalizing vectors to check whether differences between two models are caused by
single individuals within a group, but rather by a concerted (i.e., more or less evenly
distributed) effort of the group.

ENA has lately been used to analyze data from a wide variety of different contexts
[6, 7]. Despite its advantages, though, ENA still faces challenges: Since the networks
drawn by ENA are based on so called adjacency matrices that include sums of counted
code-code connections, it ignores start and end points and self-loop information.
Additionally, it simply highlights connections between certain activities, rather than the
direction of transitions. Thus, when visually and statistically comparing two models
with ENA, these characteristics are not considered. Given the mutual strengths and
weaknesses of the two approaches, we argue that a concerted use of PM and ENA
might help to better understand the temporal structure of learning processes. We test
this assumption by applying both methods to the analysis of data from a study on how
learners cope with different kinds of collaborative regulation problems.
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2 Method

2.1 Participants and Design

N = 82 students (61 female, MAge = 21.79, SDAge = 4.86) who were on average in
their 2nd semester (MStud = 2.12, SDStud = 0.57) of studies participated in this study.
They received a booklet with four vignettes (in randomized order) that described a self-
organized study group preparing for an exam that faced different kinds of regulation
problems. One of the four vignettes described the group as experiencing no regulation
problems at all, another one described the group as experiencing solely motivational
problems, a third one said the group would experience solely comprehension-related
problems, and a fourth one describing the group as experiencing both motivational and
comprehension-related problems. That way, we established a 2 � 2-factorial within-
subjects design with the independent factors “motivational problems” (with vs. with-
out) and “comprehension-related problems” (with vs. without).

For example, in the condition “motivational problems”, the vignette read: “Imagine
you are part of a study group with three fellow students. You meet regularly and are a
well-rehearsed team. Currently, you prepare with your group for an exam that is in
three weeks. Concerning the content to be learnt for the exam, all group members have
high knowledge and low learning motivation”. In the vignette “comprehension-related
problems”, for example, “high knowledge” and “low learning motivation” were turned
into “low knowledge” and “high learning motivation”.

Due to lack of space, in this paper we focus our analysis on the conditions “with
motivational problems/without comprehension-related problems” and “with
comprehension-related problems/without motivational problems”.

2.2 Variables

After each vignette, students received open-ended questions that asked them to indicate
(a) what types of strategies they would apply if they were a member of the group, and
(b) at what social level they would apply each of those strategies.

To measure the types of strategies, after each vignette, participants had to write
down the exact sequence of actions they would perform to ensure high quality of
learning in each situation (1. At first …, 2. After that …, 3. After that …, After that …,
and so on). Open answers were coded by means of a coding scheme based on strategy
classification schemes of [8, 9]. This coding scheme differentiated between 1. elabo-
ration strategies, 2. surface-oriented strategies, 3. metacognitive strategies, 4. resource-
oriented motivational strategies, 5. resource oriented-non motivational strategies, 6.
other strategies, and 7. no strategies (see Table 1). Two independent coders rated ten
percent of the data and reached a sufficient level of interrater reliability (Cohen’s
Kappa = 0.73).

To measure the social level at which participants would apply those strategies, we
provided three tick boxes after each strategy that asked them to indicate whether they
would apply the respective strategy to (a) regulate their own learning (“self-level”),
(b) to regulate some other group member’s learning (“co-level”), or whether the person
would negotiate about that strategy with all group member (“shared level”; [10]).
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2.3 Data Preparation

Strategy type codes were paired with social level codes to generate meaningful codes
(e.g., “Motivational Shared” indicates a motivational strategy that a participant reported
to apply at the shared level) for each condition. Thus, from each of the seven strategy
codes mentioned above, 3 “strategy type”—“social level” pair codes (= 18 codes in
total) were generated.

Since sample size was insufficient to perform dimensionality reduction through
ENA with all 18 codes, the aforementioned code pairs with their absolute and relative
frequency were listed in descending order so that 7 codes, each accounting for at least
five per cent of all pairs, could be selected for data analysis (see below). By choosing
this threshold (= selection criterion), we arrived at almost complete models.

For example, of the codes that met this condition in the “motivational problems”
condition, the Elaboration Shared code had the highest relative frequency of 0.21, while
the Elaboration Self code reached the lowest relative frequency of 0.07. In the
“comprehension-related problems” condition, also the Elaboration Shared code was
most frequent (with a relative frequency of 0.25), but different to the other problem
condition, also the Metacognitive Self code met the selection criterion with a relative
frequency of exactly 0.05. It is noteworthy that in both conditions, five times the same of
these seven codes fulfilled the inclusion criterion (the two exceptions: Motivational

Table 1. Coding scheme for regulation activities along with examples.

Strategy type
code

Example (in brackets the social level at which the answer was mentioned)

Elaborative “[After that] I try to understand my part” (Self),
“[After that], other members ask their questions” (Co),
“[After that] joint elaboration of a summary” (Shared)

Surface
oriented

“[After that] I skim through the material independently” (Self),
“[After that], everyone learns their notes by heart” (Co),
“[After that] everyone repeats the content independently” (Shared)

Metacognitive “[After that] I also check if I am more motivated” (Self),
“[After that] I ask who needs help with topics which the others perceived to
be difficult” (Co),
“[After that], we’ll see if we’ve completed all that we had planned to learn.”
(Shared)

Motivational “[First], I formulate a bond between knowledge and my life“ (Self),
“[After that], I try to bring humor into the learning situation” (Co),
“[After that], the contents are asked together in plenary and made playful”
(Shared)

Non
motivational

“[After that] I start to prepare independently: I structure my learning
materials” (Self),
“[After that] I ask the group what thoughts about it they had” (Co),
“[After that] we make fixed dates so that we are “forced” to come” (Shared)

Other “[First] I make an appointment” (Self), (no example provided for Co),
“[After that], everyone goes home” (Shared)

No “[After that] I write the exam with my already collected knowledge” (Self),
(no examples provided for Co and Shared)
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Shared in the motivational problem condition (relative frequency = 0.16 in this con-
dition) and Metacognitive Self in the comprehension-related problem condition) (since
PM is based on event logs, artificial timestamps with identical time intervals between all
consecutive codes were added to two event log files we created before conducting PM).

Process Mining. For plotting regulation sequences with PM, we used the R package
“bupaR” (version 0.4.2; [11]). The PM algorithm generated one precedence matrix per
condition by using the absolute frequencies of antecedent and consequent codes (ac-
tivities) and flow of each person within a condition (= “absolute_case”). As the data
was stored in the data.frame format it had to be transformed into an eventlog object
before the process map could be computed based on this object.

Epistemic Network Analysis. For plotting the regulation sequences with ENA, we
used the ENA 0.1.0 online tool [12] and included the following codes: Elaboration
Self, Elaboration Co, Elaboration Shared, Motivational Shared, Non motivational
Shared,Metacognitive Self, andMetacognitive Shared. We defined the units of analysis
as the lines associated with a single value per condition (i.e., motivational problems,
comprehension-related problems) associated with each participant’s case ID (= subset).
Resultantly, one unit consisted, as an example, of the lines associated with the “mo-
tivational problems” condition and the participant with Case ID 42. The ENA algo-
rithm counted the frequencies of each of two “strategy type”—“social level” pairs (=
binary summation) based on a moving stanza window size of three (each of three lines
plus the two previous ones) within a given conversation [5]. That way, each person
received one value within the 28 dimensional vector space (for seven codes the space is
calculated 7 + 6 + 5 + 4 + 3 + 2 + 1) represented by the matrices per condition.

To represent these values in the lower-dimensional vector space (= dimensional
reduction), only the first seven dimensions were used as descriptors svdi = 1.7.
Equally, the respective node positions were calculated based on the summed adjacency
matrices within each condition, Nj = 1–7, while the centroid values of the network
graphs were calculated based on the weighted connections of the nodes. A final
optimization routine served to minimize the difference between the plotted points and
the corresponding network centroids (Ri (pi−ci)), while an additional means rotation
minimized the network’s distance towards the x-axis in order to make possible group
differences visible.

The projection of all subsequent dimensions, on the other hand, was done using a
singular value decomposition, which produces orthogonal dimensions that maximize
the variance explained by each of these dimensions.

3 Results

Process Mining. Process models (see Figs. 1 and 2) show that students with moti-
vational problems tend to start off with one of two kinds of strategies, both at the shared
level: Motivational and Metacognitive Shared. In the comprehension-related problems
condition, students clearly prefer starting off with Metacognitive Shared regulation,
while Motivational Shared regulation does not play a large role in that condition at all.
In both conditions, elaborative shared regulation seems to particularly be chosen later
in the process.
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When experiencing motivational problems, students appear to switch more often
between Motivational and Metacognitive Shared regulation, between Non Motivational
and Elaborative Shared regulation, and between Elaborative and Motivational Shared
regulation, as compared to situations with comprehension-related problems.

When experiencing comprehension-related problems, in turn, students seem to
switch more often between Metacognitive Shared and Elaborative Self-regulation,
between Metacognitive and Elaborative Shared regulation, and between Elaborative
Co- and Shared regulation.

The fact that weaker and stronger connections are more distinct in this process
model might give rise to the interpretation that students tend to regulate
comprehension-related problems in a more coherent way than they tend to regulate
motivational problems. Further, it is noticeable that the temporal arrangement of codes
in both conditions appears to be the same, and that only the “Motivational Shared”
code comes in earlier in case of motivational problems.

Fig. 1. Process Model for regulating motivational problems with absolute frequencies of all
codes (boxes), as well as all observed directional code-code connections (arrows). Darker box
colors indicate higher absolute code frequencies which means that the corresponding activities
were observed more frequently, indicating that several persons have progressed from the
corresponding first to the corresponding second activity (or, in the case of self-loops, that one
person has performed the same activity several times in succession). (Color figure online)
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Epistemic Network Analysis. The first ENA model (see Fig. 3a) shows that the first
component mr1 represented by the x-axis explained 10.20% of the variance in the ENA
parameter space, while the second component svd2 represented by the y-axis accounted
for 15.10% of the variance.

Visualization of subtracted networks (see Fig. 3b) shows that with the relatively
stronger connections between metacognitive, elaboration, and non-motivational shared
strategies with motivational shared strategies, the center of mass of the motivational
problems condition network shifts to the right, while the relatively stronger links
between elaboration and metacognitive strategies at all levels place the center of mass
of the comprehension-related problems condition network to the left quadrants.

In addition, the subtracted network retains the differences found by PM: When
encountering motivational problems, students show higher scores along the x-axis (mr1
can be seen as representative for motivational shared regulation) than when encoun-
tering comprehension-related problems. It also reveals higher relative co-occurrences
between Metacognitive Self-regulation and Elaborative Shared regulation in the

Fig. 2. Process Model for regulating comprehension-related problems with absolute frequencies
of all codes (boxes), as well as all observed directional code-code connections (arrows). Again,
darker box colors indicate higher absolute code frequencies which means that the corresponding
activities were observed more frequently, indicating that several persons have progressed from
the corresponding first to the corresponding second activity (or, in the case of self-loops, that one
person has performed the same activity several times in succession). (Color figure online)
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condition with comprehension-related problems, but does not retain the higher fre-
quencies between Non-Motivational and Elaboration Shared in the motivational
problem condition any more that was shown by PM.

Moreover, students in both conditions scored similarly on the y-axis (svd2 is
representative for meta-cognitive activities). This was statistically confirmed by a
paired t-test along the y-axis that failed to reject the null hypothesis as no statistical
differences were found between the centroids in the condition with motivational
(M = 0.00, SD = 0.60) and with comprehension-related problems (M = 0.00, SD =
0.66, t(81) = 0.00, p = 1.00). Nonetheless, a t-test for paired samples along the x-axis
revealed that the centroid of the motivational problem condition (M = 0.29, SD = 0.56)
was significantly different from the centroid of the comprehension-related problems
condition (M = −0.29, SD = 0.24, t(81) = 8.76, p = .00). On a more general level,
these results illustrate that there are differences in how students in groups regulate
motivational problems and in how they regulate comprehension-related problems. On a
more specific level, they illustrate the shift of the regulation focus to motivational group
activities in situations with motivational problems and to (meta-)cognitive activities at
different social levels in situations with comprehension-related problems.

Fig. 3. (a) Networks of students in the conditions “motivational problems” (red) and
“comprehension-related problems” (blue) with mean values (squares) and confidence intervals
(boxes around squares). The x-axis is based on the descriptor mr1: values on this axis increase as
participants demonstrate a higher emphasis on motivational regulation. The y-axis is based on
svd2 and primarily focuses on (meta-)cognitive regulation. (b) Subtracted (= contrasted)
networks for the conditions „motivational problems“ (red) and „comprehension-related
problems“ (blue) which were generated by subtracting both networks’ nodes and connection
weights from each other. They serve to represent the differences between the two network graphs
and illustrate what makes regulation of motivational problems in collaborative learning different
to the regulation of comprehension-related problems. (Color figure online)
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Additional Analyses to Converge Findings from PM and ENA. Apart from the fact
that ENA, unlike PM, cannot consider start and end points as codes, ENA also lacks to
consider self-loop frequencies that may differ between conditions. To make sure taking
the loops into account would not have resulted in completely different results of the
t-tests, we proved that at least the self-loops of codes that were not plotted close to the
x-axis by ENA did not significantly differ between conditions. Thus, we used exact
Fisher’s tests for count data to compare the cell frequencies of self-loops of all codes
between both conditions that were already revealed by PM for significant differences
(as the cell frequencies for the Motivational Shared code in the comprehension-related
problems condition had zero counts, we have corrected for all cell frequencies based on
a proposed procedure by Dureh, Choonpradub, and Tongkumchum [13]).

Since results showed no significant differences of self-loop frequencies between
conditions except for the Motivational Shared code which was higher in the motiva-
tional than in the comprehension-related problem condition (this code was already
plotted close to mr1 in the ENA), MMot = 32, MComp = 1, p = .00, OR = 36.33 (95%
CI: 6.02, 1472.99), we take this as an indication that the group differences we found
regarding mr1 would have maximally been even larger if the global test had also taken
into account the self-loops on the motivational shared code beside the higher fre-
quencies of this code in the motivational compared to the comprehension-related
problems condition.

4 Discussion

This paper intended to demonstrate a procedure for comprehensively testing differences
between regulation processes by aid of PM and ENA. At the same time, it intended to
depict ways to bypass the drawbacks of each technique.

When performing PM and ENA individually, we encountered some of the prob-
lems of the two methods that are already discussed in literature. For example, when
preparing the data for analysis, it turned out that our sample size was appropriate for
PM, but too small for ENA. Therefore, less frequent codes had to be excluded from
ENA (we also excluded these codes from PM as to better demonstrate the extent results
of both methods converge). Also, PM created rather confusing models which were
barely visually comparable due to the representation of all observed paths. The visual
comparison in PM is also generally impeded by the fact that process models include all
person-specific regulation paths with same weight irrespective to the person specific
activity rate (for what ENA offers a solution). In addition, with PM, global differences
between the models could not be verified by a statistical test. Interestingly enough, the
arrangement of the codes in both models showed differences only in terms of the
“Motivational Shared” code, which was positioned earlier in the process when moti-
vational problems were present. Thus, PM showed that motivational problems are
primarily regulated motivationally and metacognitively in the beginning, whereas for
comprehension-related problems, the initial focus is on metacognitive regulation.

These findings – which ENA failed to reveal – might indicate that students more or
less automatically activate different motivational strategies to solve motivational
problems, whereas they seem to be more analytical (and coherent) when faced with
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comprehension-related problems (see [14]). However, that elaborative shared regula-
tion was rather chosen at the end of the process (in both process models), which seems
to be in line with Boekaerts’ [8] three-layered model, claiming that goals and resources
need to be regulated before learning and which is adheres to the findings of [3] which
are described above.

However, ENA allowed for a global statistical verification of the differences
between the compared processes that could not be gained by PM. Additionally, while
PM would have required further reductions of codes or code-connections to clearer
visualize regulation processes, ENA was able to clearly visualize group differences
through differently weighted code-code-connections. The clear visualization of group
differences was further due to the subtraction of networks and to the provided rotation
of networks, which cannot be done in PM. Even though the shift towards joint moti-
vational group efforts for motivational and towards activities closer to the learning
process for comprehension-related problems were already observed in PM, ENA
revealed that students with comprehension-related problems frequently control their
own regulation when acquiring knowledge: because students constantly switched to
motivational shared regulation in the regulation of motivational problems, but did not
that much switch to one specific cognitive activity in the comprehension-related
problems condition, ENA’s visual comparison of conditions revealed that students
regulate comprehension-related problems comparatively incoherently.

This latter observation would not have been apparent from PM. We specifically
revealed this through the ENA’s normalization of adjacency vectors. This routine,
which is not implemented for PM, ensured that the number of each participant`s
activities did not affect the structure and thickness of networks. In return, however, it
removed the effect of the person-specific regulatory length, which PM considers, but
does not clearly visualize. Furthermore, as ENA disregards start and end points of
processes, as well as the order of selected paths and self-loop information (all infor-
mation provided by PM), exact Fisher’s tests for count data based on the self-loop
information provided by PM complied with the findings of the global comparison.

Overall, when critically appraising the use of each of the two methods and what
they add to our understanding of the differences between motivational vs.
comprehension-related problem regulation in groups, we argue that the concerted use
of PM and ENA has high potential in comparing regulatory processes and is superior to
using only either technique. As an outlook for further research with process data
remains to say that researchers are already working on the development and refinement
of so-called directed ENA [15].
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Abstract. In this paper, we aim at uncovering collaborative problem-solving
patterns associated with students’ successful learning of social sciences research
methods in a Productive Failure (PF) setting. We report an epistemic network
analysis (ENA) of PF students’ conversations. Conversations are compared
between PF groups that generated high quality solution ideas (HQ groups) and
groups that developed low quality solution ideas (LQ groups). The ENA results
demonstrate significantly different patterns. The collaborative problem solving
of four HQ triads in a PF setting is characterized by debates and elaborations
related to canonical contents of the targeted learning concept. The collaborative
problem solving of four LQ triads is featured by task-pursuance actions and
elaborations related to the instructions and contents stated in the worksheet. We
also compared the eight groups based on their learning outcome (i.e., perfor-
mance on a knowledge test). The comparison of four groups with a high learning
outcome and of four groups with a low learning outcome revealed similar ENA
results as the comparison of the HQ and LQ groups. These findings offer
empirical evidence for the often hypothesized but rarely supported notion of
certain collaborative problem-solving processes being important for the effec-
tiveness of PF. The potential relevance of the collaborative problem-solving
patterns of HQ groups for learning in a PF setting is discussed in light of
mechanisms hypothesized to underlie the PF effect.

Keywords: Productive failure � Collaborative learning � Problem solving

1 Theoretical Background

1.1 Productive Failure

In a Productive Failure (PF) setting, students explore the solution of a complex problem
by the generation of intuitive (often erroneous) solution ideas [1]. Afterwards, the
features of typical erroneous solution ideas are compared and contrasted to the com-
ponents of the canonical solution by the instructor [2]. Thus, in a PF setting, students
receive delayed instruction after they have attempted to solve a problem on their own.
These initial problem-solving attempts usually result in students’ failure to solve the
problem canonically during the initial problem-solving phase. However, this failure is
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hypothesized to be productive for students’ development of a deep understanding of the
targeted learning concept during the subsequent instruction phase [3].

Previous research indeed has demonstrated that PF is more effective for students’
development of a deep understanding of a targeted learning concept than approaches
that engage students in instruction prior to problem solving [2]. This effectiveness of
PF settings is hypothesized to be enhanced by asking students to collaboratively invent
their solution ideas. By collaboratively inventing solution ideas, PF students are pro-
vided with opportunities to “share, elaborate, critique, explain, and evaluate” their
proposed solution ideas ([4], p. 51). By collaboratively discussing and elaborating their
solution ideas, students may be enabled to attend to the features of the canonical
solution which should prepare them for developing a deep understanding of the
components of the canonical solutions that are explained and discussed during sub-
sequent instruction [4]. In addition, these collaborative processes, such as sharing and
discussing each other’s solution ideas, could lead to group solutions with a higher
quality [5].

But how can we examine what role collaboration plays to get deep understanding of
the learning contents in PF settings? The answer to that question clearly depends on
collaboration processes: how students take part in collaboration, how they generate
solutions, and how they learn from this experience. In this paper, we investigate how
the process of students’ collaboration in a PF setting can be related to their learning
achievement. To accomplish this, we used epistemic network analysis (ENA; [6]) to
analyze students’ collaborative problem solving in a PF setting. Specifically, we
identified (a) high quality (HQ) solution groups and (b) low quality (LQ) solution
groups by the quality of solutions students generated through collaborative discussion.
We then coded discussion data and used the resulting ENA model to examine whether
and to what extent HQ and LQ groups showed different collaboration patterns.

1.2 Collaboration in a PF Setting

Empirical evidence regarding the relationship between collaborative problem solving
and learning achievement in a PF setting is still inconclusive. So far, few studies (e.g., by
Weaver, Chastain, DeCaro, and DeCaro [5] or by Mazziotti, Rummel, Deiglmayr, and
Loibl [7]) have systematically examined the effect of collaborative versus individual
problem solving prior to instruction on learning. These studies revealed no beneficial
effect of collaborative problem solving on students’ acquisition of knowledge in a PF
setting. However, given the findings from research on collaborative learning more
generally, the findings from Weaver et al. [5] and Mazziotti et al. [7] are not surprising.
That is, Dillenbourg, Baker, Blaye, and O’Malley claim that “collaboration is in itself
neither efficient nor inefficient” ([8], p. 196), which could be a reason why research that
has compared the effects of collaborative versus individual learning has revealed
inconsistent findings. Instead, according to the “interactions paradigm”, research should
focus on analyzing learners’ collaboration processes and interaction patterns and in turn
the role of certain collaboration processes for students’ learning outcomes [8]. In this
perspective, Kapur and Bielaczyc conducted a qualitative contrasting-case analysis and
compared the collaborative problem-solving processes of two PF groups: a group that
had invented solution ideas with highly different quality levels and had reached a high
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learning outcome and a group that had generated solution ideas with less different
quality levels and had reached a low learning outcome [4]. Their results revealed that the
collaboration processes differed between both groups, as students’ problem solving in
the highly different quality group contained more evaluation, elaboration, and expla-
nation activities than in the less different quality group [4].

Against this background, it is likely that certain collaboration processes (e.g.,
discussion and elaboration) during problem solving are associated with the quality of
PF students’ generated solution ideas and in turn with PF students’ learning outcome.
However, empirical evidence that supports this argument is rare. So far, few investi-
gations (i.e., [9, 4]) indicate that collaboration processes during problem solving may –

under certain circumstances – be beneficial for the quality of students’ generated
solution ideas during problem solving and their knowledge acquisition in a PF setting.
To extend these findings of previous PF research, we aim at uncovering collaborative
problem-solving patterns linked to students’ successful learning in a PF setting. These
relationships can be modeled with ENA, a technique for identifying and quantifying
connections among epistemic frame elements and representing them in dynamic net-
work models [6]. In this study, we compare students’ collaborative problem-solving
processes between PF groups that had generated a solution with a high quality (HQ
groups) and PF groups that had generated a solution with a low quality (LQ groups).
We then compare the relationship between PF groups’ solution quality and their
learning outcome.

2 Method

2.1 Research Context

The data analyzed here are part of a study conducted by Nachtigall and colleagues [10]
with 10th graders from social sciences classes of secondary schools in Germany.
121 students from six classes participated in the implemented PF setting.

During the initial problem-solving phase (45 min), PF students worked in small
groups. Most of the groups were triads (38 groups out of 44). The small groups were
formed by students, often with seat neighbors. PF students were asked to solve a
problem that required them to design experiments related to educational sciences.
Students were provided with an illustration depicting the suggestions of three fictitious
math teachers on how to improve math learning in 10th grade: One teacher suggested
to implement group work in order to improve math learning, a second teacher proposed
to use a computer-supported learning program, and a third teacher claimed that students
with language problems who just arrived from other countries would be disadvantaged
by group work as well as by working on the computer. PF students were asked to
collaboratively generate as many study designs as possible to investigate all sugges-
tions mentioned by the teachers. While PF students generated their solution ideas, they
did not receive any instructional support on the content or on problem-solving steps.
They were only provided with motivational prompts that aimed at encouraging them to
persist in solving the task (e.g. ‘‘the task is difficult, but together you will definitely
come up with some great ideas’’ or “you are doing a good job together, keep going”).
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After the problem-solving phase, PF students experienced an instruction phase
(45 min). During instruction, the instructor compared and contrasted the features of
typical erroneous student solutions to the components of the canonical solution. To
keep the instructional material constant between the different classes that participated in
the study, the instruction used typical erroneous student solutions that were based on
pilot tests of the learning materials. Thus, the contents of instruction were the same in
all classes. Moreover, the same experimenter led the instruction in all six classes. PF
students’ solution ideas typically included at least one of the following four errors: no
systematic variation of variables, no inclusion of a control condition, no administration
of a pretest next to a posttest, and no measurement of a certain control variable by using
a questionnaire. More specifically, students often designed an experiment with two to
three conditions (e.g., working in small groups vs. working on computers) and planned
to use a posttest in order to investigate the effectiveness of the different learning
methods for students’ learning in mathematics. As this example demonstrates, students
did not systematically vary the independent variables (i.e., group work: yes/no and
work with computers; yes/no), they did not include the usual learning method (i.e.,
working individually) as control condition, they did not plan to use a pretest next to a
posttest, and they did not assess students’ language skills (which was a concern of one
of the three fictitious math teachers in the task) as control variable. These four typical
errors were discussed during instruction and compared and contrasted to the compo-
nents of the canonical solution. The canonical solution, which was presented and
explained in a step-by-step procedure, was a 2 � 2-design with pre- and posttest and a
questionnaire to measure a certain control variable. See Fig. 1 for an illustration of the
canonical solution presented during instruction.

Fig. 1. Canonical solution presented during instruction.
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Group conversations during the problem-solving phase were audio recorded and
the quality of generated group solutions was coded. To measure the quality of the
solution ideas that students had generated in small groups, we assessed the number of
canonical components within each solution idea (total score: 0–8). The following eight
canonical components were coded: (1) Experimental study design, (2) between-subject-
design, (3) correct amount and naming of conditions, (4) inclusion of a posttest,
(5) inclusion of a pretest, (6) inclusion of a control group, (7) systematic variation of
variables, (8) consideration of a particular control variable. The score of the best idea
(highest number of canonical components) that each group had generated was used as
measure for solution quality (cf., [11]). Students’ individual learning outcome was
assessed after the instructional phase by using a knowledge test with eight items (total
score: 0–25). Three items asked students to design experimental studies, two items
required students to evaluate study designs and to identify difficulties within these
designs, and three items asked students to complete a sentence in their own words by
recalling the canonical components of the experimental design presented during
instruction. The posttest, the coding of the solution ideas as well as the study design are
described in more detail in Nachtigall, Serova, and Rummel [12].

2.2 Data Analysis

Selection of Contrasting Cases
We selected eight PF groups and transcribed the respective audio recordings of their
initial collaborative problem-solving process. The selection of the eight groups was
based on the quality of solutions they generated through collaborative discussion. On
average (N = 44), the best solution idea generated by PF groups included 5.07
canonical components (SD = 1.29). We selected four HQ groups that had developed a
solution with a rather high quality (i.e., solution quality >5.07) and four LQ groups that
had invented a solution with a rather low quality (i.e., solution quality <5.07).

All eight groups consisted of three members. As the small groups were formed by
students, we asked the teachers to assess whether the groups were homogenous or not
in terms of their prior achievement in class. We, moreover, asked the teachers to
evaluate the general achievement level of the groups based on the students’ prior
performance in class using a five-point scale with “1” indicating low achievement and
“5” reflecting high achievement of the group. A teacher rating is missing for one of four
LQ groups. The teachers characterized two HQ groups and one LQ group as
homogenous and two HQ and two LQ groups as heterogeneous. Hence, there were
heterogeneously composed HQ groups as well as homogenously composed HQ groups
and the same is true for the selected LQ groups. With respect to the general
achievement level, the teachers characterized all groups as rather high achievement
groups. More specifically, teachers rated the achievement level of three HQ groups
with 4, of one HQ group with 5, and of the three LQ groups with 3, 4, and 5 points,
respectively.
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Discourse Coding
Based on grounded analysis, we developed a set of codes to represent the key elements
of students’ collaboration and their discussion contents (see Table 1). To code the
discussion data (1457 lines of talk), we used an automated coding process (ncodeR;
[13]) based on regular expression matching. We validated all five codes using a series
of comparisons between two human raters and the computer with resulting Cohen’s
kappa scores between 0.82 and 1.00 (see Table 1). The interrater reliability analysis
shows that all pairwise agreements among rater 1, rater 2, and the computer meet
standards for kappa [14]. We used Shaffer’s rho to determine, for each kappa value, the
likelihood that it would be found by two coders if their true rate of agreement was
kappa < 0.65 [15]. As shown in Table 1, all of the kappa values achieved have
Shaffer’s rho values less than 0.05, meaning that the Type I error rate for assuming that
if the coders were to code the whole data set, they would have a level of agreement
over kappa of 0.65.

Table 1. Coding scheme and inter-rater reliability statistics.

Code name Description Examples (translated
from German to English)

Kappa
R1 v.
R2

R1 v.
ncodeR

R2 v.
ncodeR

Canonical
content

Students describe
features of an
experimental study
design. These
descriptions may include
specific details (e.g.,
sample size)

“One uses the entire
semester to test the
different methods and
after each method one
uses a test. Then, the test
results could be
compared”

1.00** 0.93** 1.00**

Worksheet
content

Discussions are oriented
on the instructions and
information given in the
task worksheet

“Here is written: students
with a migration
background”

0.85** 1.00** 0.94**

Agreement
and
elaboration

Students agree with
proposals or opinions of
their group members
and/or elaborate on these

“Exactly and then we
could as a second idea
[…]”

0.90** 0.95** 0.90**

Debate Students discuss and/or
evaluate each other’s
proposals

“But, when working
individually, this
assessment does not make
sense”

0.82* 0.97** 0.84*

Task-
pursuance
actions

Students conclude steps
for their work progress,
summarize ideas and
draft a plan on next
actions

“Okay, lets write it down:
Working in groups is not
a good idea, as students
may show a lot of off-task
behavior”

0.90** 0.93** 0.93**

*indicates q(0.65) < 0.05;**indicates q(0.65) < 0.01.
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3 Results

3.1 Quantitative Results

Figure 2 shows each student’s network location, along with the means and 95%
confidence intervals of students in HQ (red) and LQ groups (blue). The unit of analysis
is individual, and each point represents the center of mass of the individual networks.
There is a statistically significant difference between HQ and LQ students on the first
dimension with a moderate effect (meanHQ = −0.83, meanLQ = 0.83; t = −7.60, p <
0.01, Cohen’s d = 3.10).

To examine which connections accounted for the differences between HQ and LQ
groups, we constructed mean epistemic networks for each group. The mean networks
represent the average connections among the epistemic frame elements which students
make during the discussion within HQ or LQ groups. As Fig. 3 shows, both HQ (red
network, left) and LQ (blue network, right) groups made dense networks of connec-
tions but HQ groups (red network, left) made more links from AGREEMENT AND ELAB-

ORATION to DEBATE and CANONICAL CONTENT, while LQ groups (blue network, right) made
more links to WORKSHEET CONTENT and TASK-PURSUANCE ACTIONS.

To be specific, when we subtract one network from the other (Fig. 4) to identify
why there is a significant difference between the two groups, the HQ groups (red) made
more links between DEBATE and CANONICAL CONTENT, while LQ groups (blue) made more
links between AGREEMENT AND ELABORATION and TASK-PURSUANCE ACTIONS.

Fig. 2. ENA scatter plot showing HQ (red) and LQ (blue) groups. Each point is a single student;
the squares are group means; the dashed boxes are 95% confidence intervals (t-distribution).
(Color figure online)
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3.2 Qualitative Results

To understand the importance of these differences between HQ and LQ groups, we
analyzed students’ discussions qualitatively. Here, we present a short excerpt of a
student discussion in HQ groups (Table 2) and in LQ groups (Table 3), respectively.

The discussion of the HQ group (see Table 2) shows that students evaluated and
elaborated on each other’s proposals. These discussions related to important canonical
content (i.e., crucial criteria of an experimental study). For instance, Julia is concerned
about comparing different classes due to different prior-knowledge levels (see line 2).

The discussion of the LQ group (see Table 3) demonstrates that these students are
concerned with taking school students’ opinions about certain learning methods into

Fig. 3. Mean ENA network diagrams showing the connections made by HQ (red network, left)
and LQ (blue network, right) groups. (Color figure online)

Fig. 4. ENA difference graph for conversations in the HQ (red) and LQ (blue) groups. (Color
figure online)
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account (see Sandra’s proposal in line 2) and with developing strategies for increasing
the effectiveness of the learning methods that are stated in the worksheet (see Agnes’
proposal in line 6). In addition, their conversation is featured by summarizing or
dictating the things that should be written down (see Lynn’s statement in line 1).

3.3 Learning Outcome

We also compared the eight groups based on their learning outcome (i.e., performance
on the knowledge test). On a group level (i.e., mean posttest scores of each group), PF
groups (N = 44) reached on average the following learning outcome: M = 10.95,
SD = 3.51. The comparison of four groups with a rather high learning outcome
(i.e., learning outcome >10.95) and of four groups with a rather low learning outcome

Table 2. Excerpt of high solution quality team’s discussion.

Line Student Discussion utterance Codes

1 Lucy Using different classes would be faster, right? CANONICAL CONTENT

2 Julia Using different classes might be faster, but different
classes may be not on an equal level of prior knowledge

CANONICAL CONTENT

DEBATE

3 Lucy Yes, yes, right! AGREEMENT AND/OR
ELABORATION

4 Anita I would do it with one class CANONICAL CONTENT

5 Julia Yes, yes. That one class simply [stops talking] AGREEMENT AND/OR
ELABORATION

CANONICAL CONTENT

6 Anita But that its mixed. That there are also students with
language issues and so on

DEBATE

Table 3. Excerpt of low solution quality team’s discussion.

Line Student Discussion Utterance Codes

1 Lynn Yes, write down: 1. Step AGREEMENT AND/OR
ELABORATION

TASK PURSUANCE

ACTIONS

2 Sandra We could use a questionnaire again for assessing the
opinions and preferences of the children

CANONICAL

CONTENT

3 Lynn Maybe we could make it specific and ask who can work
best in groups and how they evaluate their own abilities,
and how they might contribute to the group work

WORKSHEET

CONTENT

4 Agnes Yes AGREEMENT AND/OR
ELABORATION

5 Lynn Do you know what I mean? /
6 Agnes Yes, but look, we just had the case in which we had an

inefficient group. It would make sense, if we were able to
split them up

AGREEMENT AND/OR
ELABORATION

DEBATE
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(i.e., posttest score <10.95) revealed similar ENA results (see Figs. 5 and 6) as the
comparison of the HQ and LQ groups. These results are not surprising as three out of
the four HQ groups also reached a high learning outcome and three out of the four LQ
groups reached a low learning outcome. Moreover, as reported in Nachtigall et al. [12],
the solution quality correlated positively and significantly with PF students’ learning
outcome (medium-sized effect).

Fig. 5. Mean ENA network diagrams showing the connections made by groups with a rather
high learning outcome (red network, left) and with a rather low learning outcome (blue network,
right). (Color figure online)

Fig. 6. ENA difference graph for conversations in groups with a rather high learning outcome
(red) and a rather low learning outcome (blue). (Color figure online)
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4 Discussion

The ENA results presented in this paper are a relevant contribution and extension of
previous PF research. More specifically, our findings offer empirical evidence for the
often hypothesized but rarely supported notion of collaborative problem solving being
important for the effectiveness of PF. Our quantitative and qualitative contrasting-cases
analyses demonstrated that PF groups that had generated high-quality solution ideas
(HQ groups) evaluated, discussed, and elaborated on each other’s proposals and
attended to canonical components of the targeted learning concept. PF groups that had
generated low-quality solutions (LQ groups) elaborated on task-pursuance actions and
on contents stated in the worksheet. In contrast to HQ groups, LQ groups’ conversa-
tions were less featured by debates (i.e., evaluations of proposals) on canonical content.
The collaboration pattern that characterizes the HQ groups (i.e., debating and elabo-
rating on canonical contents) is in line with the following three mechanisms hypoth-
esized to underlie the effectiveness of PF [2]: (1) activation of prior knowledge,
(2) awareness of knowledge gaps, and (3) recognition of the deep features of the
canonical solution. It is likely that elaboration processes during collaborative problem
solving help students in a PF setting to activate more prior knowledge than during
individual problem solving [7]. Moreover, debating on each other’s ideas may lead to
socio-cognitive conflicts, uncover misconceptions, and trigger PF students’ awareness
of knowledge gaps [9]. Both, elaborating and debating on different solution ideas might
support PF students to attend to the deep features of the canonical solution [4]. It is
likely that all three mechanisms evolved during the collaborative problem solving of
the HQ groups as they (in contrast to LQ groups) elaborated and debated on each
other’s proposals which related to canonical content. As a consequence, they were
seemingly enabled to develop group solutions with a higher quality and, thus, to reach
a higher learning outcome on the knowledge test. It would be interesting to investigate
whether facilitating certain collaboration processes would promote students’ learning in
a PF setting. Then, it would be interesting to match the individual’s talk during col-
laboration to their individual learning outcome. This was not possible in the current
study, which, nevertheless, revealed interesting insights into the role of collaborative
problem solving for the effectiveness of PF.
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Abstract. The knowledge required by teachers has long been a focus of public
and academic attention. Following a period of intense research interest in
teachers’ knowledge in the 1980s and 1990s, many researchers have adopted
Shulman’s suggestion that expert teaching practice is based on seven forms of
knowledge which collectively are referred to as a knowledge base for teaching.
Shulman’s work also offered a decision-making framework known as peda-
gogical reasoning and action, which allows teachers to use their seven forms of
knowledge to make effective pedagogical decisions. Despite the widespread
acceptance of these ideas, no empirical evidence exploring the connections
between knowledge and decision-making is evident in the research literature.
This paper reports on a pilot study in which the connections between knowledge
and decisions in science, mathematics and information technology teachers’
lesson plans are quantified and represented using epistemic network analysis.
Findings reveal and levels of complexity that have been intimated but, until
now, not supported with empirical evidence.

Keywords: Teacher knowledge � Teacher decision making � Epistemic
network analysis

1 An Introduction to Teachers’ Knowledge
and Decision-Making

Public scrutiny and commentary on the work of teachers have long been a feature of
public and academic discourse. Questioning the value of teachers and their work is
exemplified by a maxim in George Bernard-Shaw’s play Man and Superman: “He who
can does. He who cannot, teaches”. Woody Allen’s character in the movie Annie Hall
extends this to further denigrate teachers claiming “… and those who can’t teach, teach
gym”.

Partly in response to such jibes, developing a clearer sense of what teachers know
and how they use their knowledge to enhance their teaching practices has been an area
of focus for education researchers, teacher educators and educational policymakers [2].
An examination of documents from the late 19th century reveals debates about the
nature of teacher knowledge have long been part of the educational landscape (for
example, see the discussion in [3]). The debate about teacher knowledge arguably
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reached a crescendo in the United States in April 1983 with the release of results from a
Commission established by then-President Ronald Reagan to investigate declining
educational outcomes in the nation’s schools. Their ominously titled report A Nation at
Risk [4]:

found that not enough of the academically able students are being attracted to teaching; that
teacher preparation programs need substantial improvement … Too many teachers are being
drawn from the bottom quarter of graduating high school and college students. The teacher
preparation curriculum is weighted heavily with courses in “educational methods” at the
expense of courses in subjects to be taught. (p. 22)

The renewed focus that resulted, in large part, from claims such as this produced a
great deal of focused research in the 1980s and 1990s that considered teachers’
knowledge from differing epistemological viewpoints. For example, Tom and Valli [5]
developed a philosophically grounded review of professional knowledge, Grimmit and
MacKinnon [6] analysed craft conceptions of teaching, Clandinin and Connelly’s [7]
considered teachers’ personal, professional knowledge and Shulman’s [1, 8–12] pro-
gram of research sought to “show what forms and types of knowledge are required to
teach competently” (Fenstermacher, [18], p. 6). It is this extensive program of research
that has led Tom and Valli [5] to suggest that Shulman “probably has gone as far as
anyone in his thinking about the forms of teacher knowledge” (p. 6).

Shulman [1] suggested that the categories of the knowledge base for teaching
included: content knowledge, general pedagogical knowledge, knowledge of learners,
knowledge of educational contexts, knowledge of educational ends and pedagogical
content knowledge.1 While articulating this knowledge base for teaching, Shulman [1]
recognised that “a knowledge base for teaching is not fixed and final” (p. 12) and that
his “‘blueprint’ for the knowledge base of teaching has many cells or categories with
only the most rudimentary place-holders, much like the chemist’s periodic table of a
century ago” (p. 12). As such, contemporary examinations of teacher knowledge
continue to draw on Shulman’s [1] knowledge base for teaching (for example, see
[13]). Indeed, Tom and Valli’s [5] suggestion of the importance of Shulman’s work has
been validated in the years following the initial publication of Shulman’s knowledge
base for teaching with Google Scholar currently indicating that Shulman’s [1] work has
been cited more than 20,000 times.

Of particular note in the broad range of work using Shulman’s knowledge base are
the investigations undertaken by a range of researchers around Shulman’s notion of
pedagogical content knowledge (PCK). Initial theoretical development of PCK began
in the early 1980s and, as part of his 1985 American Educational Research Association
presidential address, “Lee Shulman tossed off the phrase ‘pedagogical content
knowledge’ and sparked a small cottage industry devoted to the scholarly elaboration
of the construct” [7, p. 32].

Fenstermacher [18] suggested that although Nelson’s “notion of ‘tossed off’ seems
a bit ungenerous, given the amount of scholarly development that went into the

1 See Shulman (1987a) p. 8 for more detailed descriptions of each of these categories.
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concept, there is no doubt that [it] has spawned an extensive set of research studies”
(p. 14). The PCK work conducted in the years immediately following the construct’s
introduction has continued (see the corpus work of Loughran for example).

Fifteen years after Shulman proposed PCK, educational technology researchers
began to extend the construct to include teachers’ technological knowledge (e.g., [14–
16]). While the elements and configurations of these new models and the methods
recommended to develop the specialised knowledge that they represented differed, all
shared PCK and technological knowledge as their conceptual base.

This new framework has become known as technological pedagogical and content
knowledge (TPACK) and has been utilized in more than 1,300 publications that have
appeared in less than 15 years (http://activitytypes.wm.edu/TPACKNewsletters/), and
has impacted on the practice of teachers, school leaders, and other stakeholders looking
to develop meaningful educational uses of technology [17]. Shulman’s knowledge base
for teaching, therefore, is a valuable starting point for investigations such as this one
into the forms of knowledge teachers use as part of their classroom practice.

At the same time as he proposed a knowledge base for teaching, Shulman [1] also
articulated a series of stages in a decision-making process that he termed pedagogical
reasoning and action (PR&A). Shulman [1] argued that PR&A always starts with
comprehension of subject matter and ends with new comprehension but the other four
stages (transformation, instruction, evaluation and reflection) “are not meant to rep-
resent a set of fixed stages, phases, or steps. Many of the processes can occur in a
different order. Some may not occur at all during some acts of teaching. Some may be
truncated, others elaborated” (p. 19). In other words, the connections between the
stages of pedagogical reasoning, and indeed the connections of these stages of rea-
soning to the knowledge that teachers use to make pedagogical decisions were not part
of Shulman’s [1] descriptions.

Outlining a vision for a “mature profession” (p. 422), Sachs [19] argues that
contemporary conceptualisations of teacher professionalism revolve around “A better
understanding of the form and content of teachers’ professional knowledge and how
teachers arrive at judgements” (p. 433). While there are many examples of empirical
accounts of individual aspects of Shulman’s knowledge base – for example PCK and
more recently TPACK - empirical evidence that reveals co-occurrences of teachers’
knowledge and decision-making, however, is not evident in the corpus of research that
has followed Shulman’s work in the subsequent three decades from the 1980s. This
pilot study, therefore seeks to explore the following question: what are the connections
between teachers’ knowledge and their decision-making as defined in Shulman’s
PR&A? In doing so, we hope to begin to much needed empirically-based under-
standings of the relationships between teachers’ knowledge and their decision-making
processes.

2 Method

One of the substantial challenges when exploring teacher knowledge is to have teachers
articulate what they know and consider when making decisions. As Loughran et al.
[20] found more than a decade ago that “attempts to articulate links between practice
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and knowledge have proved to be exceptionally difficult, because, for many teachers,
their practice and the knowledge/ideas/ theories that tend to influence that practice are
often tacit (Schön 1983)” (p. 371).

Working with participants in a longitudinal study exploring teachers’ knowledge,
particularly PCK, Loughran et al. [20] found it valuable to draw on tools that provided
representations of teachers’ knowledge as did Phillips [21] when investigating teachers’
TPACK. This pilot investigation drew on teachers’ lesson plans – part of the daily
practice of recording what knowledge and pedagogical decisions teachers anticipate
using – as the starting point for making the tacit explicit. In an attempt to make this tacit
knowledge explicit, this investigation began by identifying participants who would be
willing to reveal both tacit and explicit aspects of their planned practice.

3 Participants

The participants for this study were all drawn from one specialist government-run
Mathematics, Science and Technology secondary school in Melbourne, Australia. This
school has a select entry enrolment process and only enrols students in thefinal three years
of their secondary education program (ages 16–18). In addition to being a specialist, select
entry school, an additionally noteworthy contextual factor was that all classes were co-
taught by two teachers who worked with 50 students in a class in contrast to the typical
practice of one teacher working with 25 students in most other government-run schools.

A pair of teachers from each of the specialist areas within the school (Mathematics,
Science and Technology) volunteered to participate in the study, and each of these pairs
together taught a co-educational class of approximately 50 Year 10 students (around
16-years old). These six participants provided the initial data for this investigation in
the form of their shared lesson plans for the first unit of work that was to be taught in
the academic year.

4 Data

Sixteen lesson plans were provided by two Mathematics teachers detailing planned
instruction in a unit on Linear Relations and Equations, nine lesson plans were pro-
vided by two Science teachers for a unit on DNA and Genetics and 20 lesson plans
were provided by two Technology teachers for a unit on Coding. Drawing on Shul-
man’s [1] conceptualisation of a knowledge base for teaching, the 45 lesson plans
provided by all teachers were coded for evidence of teacher knowledge using the
NVivo12 software program. In total, six codes for teacher knowledge were included in
the codebook, namely: content knowledge, general pedagogical knowledge, knowledge
of learners, knowledge of educational contexts, knowledge of educational ends and
pedagogical content knowledge. Additionally, four codes for teacher knowledge were
added by the researchers based on theoretical developments in the three decades fol-
lowing Shulman’s [1] publication. The additional codes were big ideas, promoting
quality learning and engagement, nature of the domain, tactical and strategic thinking,
and TPACK.
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The development of codes for PR&A followed the same process, initially drawing
on Shulman’s [1] categorisations of comprehension, transformation, instruction, eval-
uation and reflection, new comprehension. Consideration was given to the addition of
supplementary PR&A codes; however, it was decided that, based on two factors,
supplementary PR&A codes would not be added. First, relatively little empirical
research has been conducted on PR&A, particularly for in-service teachers and where
there have been empirically grounded studies, little consensus has been reached [22].

In one example, some researchers have considered the impact of technology on
teachers’ PR&A [23, 24] in a similar way to the way technology has been considered as
a factor impacting teachers’ knowledge [25]; however, the findings from these inves-
tigations have been markedly different in many of these examples, and this has led to
questions over the validity of the conceptualization of technological pedagogical rea-
soning and action [26]. As a result of the lack of broadly accepted additions to
Shulman’s [1] description of PR&A, the PR&A codes for this pilot study reflected
Shulman’s categories.

This process follows the recommendation from Shaffer, Collier and Ruis ([27],
p. 12) that “the elements of the epistemic frame of a particular community of practice
can be identified a priori from a theoretical or empirical analysis”. Coding was initially
undertaken independently by two authors on a sample of 9 Mathematics lesson plans, 5
Science lesson plans and 5 Technology lesson plans. This process produced inter-rater
reliability of Cohen’s kappa, j=0.78. The remainder of the lesson plans were then
coded by one of the authors for teacher knowledge and the by another author for
aspects of PR&A.

5 Analysis

Following the coding of lesson plans in NVivo, we examined the relationship between
forms of knowledge and processes of PR&A through Epistemic Network Analysis
(ENA) [28]. ENA is a graph-based analysis technique used to examine qualitatively
coded datasets for the association between different codes. For each unit of analysis,
which are in the present study individual lesson plans, a network of relationships
between codes was created, by examining the co-occurrence of different codes within
chunks of text called stanzas. In the study, each lesson was considered a stanza, and a
pair of codes was connected if they both appear within the same lesson. ENA is
typically used for analysis of qualitatively coded datasets, such as coded conversation
transcripts, and within education has been used to examine students’ critical thinking
[29], collaborative learning [30], knowledge transferability [31], and mentoring [32].
Unlike other graph-based analysis methods which focus on analysing large networks of
relatively simple relationships, a unique characteristic of ENA is that it focuses instead
on analysing smaller networks with a rich set of interactions among nodes [31].

In more technical terms, ENA works by constructing a code co-occurrence matrix
(N x N triangular matrix, where N is the number of codes) for each unit of analysis, by
examining co-occurrences of codes across stanzas within each of the units. The co-
occurrence matrices are then converted into high-dimensional vectors, where each
element represents the number of co-occurrences for a specific pair of codes.
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This high-dimensional space is called analytic space, and each unit of analysis is
represented as a single point in this space. Since analytic space cannot be visualised
directly, a two-dimensional representation of the analytic space is created through
dimensionality reduction algorithm called singular value decomposition (SVD), which
is then used to create projection space and plot individual analysis units. Besides
plotting all analysis units together, ENA also produces an ENA graph for each unit of
analysis together, and for each unit of analysis individually. On such graphs, the size of
codes represents their frequency and the strengths on edge between two codes the
strength of their relationship.

As indicated above, in our analysis, we used individual lesson plans as units of
analysis and lessons within those plans as individual stanzas. Then, we examined the
ENA graphs for each lesson plan separately, so that we could compare the differences
among them with regards to code relationships. The implementation of ENA was done
using the rENA package for the R programming language [33] and all pre-processing
of lesson plan data to a format suitable for ENA was done using the Python pro-
gramming language.

6 Results

The overall ENA network for co-occurrences between codes from knowledge forms
and PR&A categories is shown in Fig. 1. The strongest connections were between
pedagogical content knowledge, course content, and instruction codes. However, it was

Fig. 1. ENA co-occurrence network between knowledge forms and PR&A for all lesson plans.
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even more critical to examine the differences in ENA network graphs for lesson plans
of different course types. The analysis revealed substantially different connections
between knowledge forms and PR&A stages. In Figs. 2, 3 and 4, nodes representing
knowledge forms are coloured purple, nodes representing PR&A stages are coloured
green. Figure 2 shows the connections between knowledge forms and PR&A stages for
the mathematics lesson plans, while Fig. 3 represents connections evident in the sci-
ence lesson plans and Fig. 4 represents connections evident in the IT lesson plans.

Fig. 2. ENA co-occurrence network between knowledge forms and PR&A in mathematics
lesson plans.
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Fig. 3. ENA co-occurrence network between knowledge forms and PR&A in science lesson
plans.

Fig. 4. ENA co-occurrence network between knowledge forms and PR&A in IT lesson plans.
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7 Discussion

The ENA representations of co-occurrences of knowledge forms and PR&A stages for
Mathematics, Science and IT teachers reveals marked differences in co-occurrences
based on subject domain. Figure 1, for example, shows relatively frequent co-
occurrences between a number of PR&A stages (particularly transformation, instruc-
tion and evaluation) evident in the lesson plans supplied by the Mathematics teachers.
Similar co-occurrence frequencies are evident when comparing connections between
transformation and instruction with connections between content knowledge and
general pedagogical knowledge in the lesson plans supplied by the Science teachers.

However, there are also marked differences in co-occurrences in these two repre-
sentations; for example, it appears as though the context in which the Science teachers
worked was considered more frequently in relation to other forms of knowledge and
PR&A stages in comparison to the Mathematics teachers. It is also noteworthy that
some forms of knowledge and PR&A stages are absent from one ENA representation
while showing co-occurrences in the other. For example, reflection regularly co-occurs
with evaluation, transformation and content knowledge in the lesson plans supplied by
the Mathematics teachers and yet is not evident in the lesson plans supplied by the
Science teachers whereas the nature of the domain regularly co-occurs with four other
knowledge forms and stages of PR&A but is absent from the Mathematics teachers’
lesson plans. Most strikingly, the lesson plans from the IT teachers showed compar-
atively few co-occurrences between knowledge forms and stages of PR&A yet had the
most codes represented of all three domains.

Despite the small sample size of teachers involved in this project (n = 6), the initial
results provide what we believe is the first quantitative examination of the co-occurrence
of teachers’ knowledge forms and PR&A stages. The initial ENA representations
provided in this paper provide new insights into teacher knowledge and decision making
that challenge the homogenous nature of these two frameworks presented in Shulman’s
initial work. The language that Shulman [1] used to describe his knowledge base for
teaching was largely singular (“a codified or codifiable aggregation of knowledge”
(p. 4), “the knowledge base” (p. 4), “an elaborate knowledge base for teaching” (p. 7)
[emphases added]). While Shulman [1] discussed contextual knowledge, the ways in
which his knowledge base have been used have, in part, been mostly devoid of con-
textual considerations suggesting that all effective teachers drew upon all six forms of
knowledge irrespective of factors such as discipline taught and age of students.

Shulman’s [1] description of stages of PR&A, while helpful in regard to identifying
different components of teachers’ decision-making processes, did not provide much
guidance for researchers or practitioners as these stages “are not meant to represent a
set of fixed stages, phases, or steps. Many of the processes can occur in a different
order. Some may not occur at all during some acts of teaching. Some may be truncated,
others elaborated” (p. 19). The ENA representations presented in this paper provide
empirically-based insights into the co-occurrences of the planned PR&A processes of
these teachers. While not suggesting that there is a definitive order for these, it is
encouraging to see such representations as the process of coding and representing these
co-occurrences promises greater insights than have been previously possible.
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8 Conclusion

Public scrutiny and debates about the professionalism of teacher knowledge and
decision-making have long been a feature of public and academic discourse. Shulman
[1] highlighted more than 30 years ago the profession suffered from an “incomplete and
trivial definition of teaching … [and] a proper understanding of the knowledge base of
teaching, the sources of that knowledge, and the complexities of the pedagogical
process” (p. 20) were required to develop expert educators. Despite the work exploring
specific aspects of Shulman’s knowledge base (in particular, the extensive corpus of
work examining PCK and more recently TPACK), developing a more comprehensive
picture of the relationships between these knowledge forms and how teachers’ use this
knowledge to make decisions has remained elusive.

This paper reports on an initial and encouraging attempt to discover the co-
occurrences of forms of teacher knowledge and stages of PR&A in STEM teacher
lesson plans and reveals levels of complexity that have been intimated but, until now,
not supported with empirical evidence. The use of ENA has been particularly beneficial
in revealing the differences in co-occurrences of different forms of teacher knowledge
and decision making in the lesson plans of teachers from different subject domains.
While these initial results provide what we believe is the first quantitative examination
of the co-occurrence of teachers’ knowledge forms and PR&A stages, further research
is required with more teachers working in different contexts before more definitive
conclusions can be reached.
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Abstract. This paper falls in the field of playing analytics. It deals with an
empirical work dedicated to explore the potential of data sonification (i.e. the
conversion of data into sound that reflects their objective properties or relations).
Data sonification is proposed as an alternative to data visualization. We applied
data sonification for the analysis of gameplays and players’ strategies during a
session dedicated to game-based learning. The data of our study (digital traces)
was collected from 200 pre-service teachers who played Tamagocours, an online
collaborative multiplayer game dedicated to learn the rules (i.e. copyright) that
comply with the policies for the use of digital resources in an educational
context. For one typical individual (parangon) for each of the 5 categories of
players, the collected digital traces were converted into an audio format so that
the actions that they performed become listenable. A specific software, SOni-
fication of DAta for Learning Analytics (SODA4LA), was developed for this
purpose. The first results show that different features of the data can be recog-
nized from data listening. These results also enable for the identification of
different parameters that should be taken into account for the sonification of
diachronic data. We consider that this study open new perspectives for playing
analytics. Thus we advocate for new research aiming at exploring the potential
of data sonification for the analysis of complex and diachronic datasets in the
field of educational sciences.

Keywords: Sonification � Playing analytics � Data visualisation � Game-based
learning � Learning Analytics

1 Introduction

Rhythm and music are used as mnemonic means for teaching young students series of
items such as days of the week or alphabet. Indeed, representing data through sounds
offers the opportunity to benefit from human capacity to memorize or monitor complex
temporal audio data. As a result, sonification of data has been recognized as an
alternative to data visualization when visualization techniques are insufficient for
comprehending certain features in the data or for the analysis of complex datasets.
Sonification has already been applied to diverse scientific fields. In this paper we claim
that sonification can be applied to playing analytics [11] i.e. the record and analysis of
players’ digital traces during a game session. We present an empirical work dedicated
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to explore the potential of data sonification for the analysis of players’ behaviors.
Indeed, one of the main challenges that data analysts face when they want to under-
stand how a game is used consists in identifying the different gameplays performed by
players. For this study, 200 pre-service teachers played Tamagocours, a collaborative
multiplayer online game dedicated to learn the rules (i.e. copyright) that comply with
the policies for the use of digital resources in an educational context. We first present a
concise overview of the core concepts of sonification. We also describe the game, the
data collected, the data processing and the different categories of players identified
through a statistical analysis of the data. Third, we describe the results of the sonifi-
cation of the data and the lessons learned from the work that we carried out with the
data collected from the paragons (i.e. the typical individuals of the 5 different categories
of players that identified with the statistical analysis of the data).

2 Traditional Approach for Playing Analytics

Data analysis tools such as KTBS4LA [4] Knime [2], Orange [6], WEKA [9] or R-
Studio [15] can be used to conduct analyses on digital data, whether from an educa-
tional context or not. These analyses are generally statistical analyses, combined using
graphical interfaces or scripts in dedicated languages enabling for data visualization.
However, since the temporal aspect of data is essential to analyze the dynamics of
knowledge in the context of learning, the time aspect of the data analyzed is not
specifically taken into account by these tools. To take this temporal aspect into account,
the work carried out by the Learning Analytics community focuses on timestamped
traces representing learners’ activity with the digital environment and theses traces
enable for the visualization of learners’ activity played with chronograms (e.g. [13]).
Specific patterns might be identified in the traces collected from learners’ activity (e.g.
[13]). These patterns are key indicators of students’ strategies. They are important
pieces of information for the analysis of the learning process. Tools dedicated to
identify these specific patterns have already been developed (e.g. [14]). However, they
are not adapted to real time analysis and they do not make difference between patterns
that have or have not information value. Thus we think that an alternative to data
visualization is needed.

3 Sonification as an Alternative to Visualization

Sonification is defined as a systematic and reproducible transformation technique that
can be used with different input data to produce sound that reflects objective properties
or relations in the data [8]. Thus, sonification refers to audio-based data processing:
data relations are transformed into perceived relations in an acoustic signal for the
purposes of facilitating communication or interpretation [10]. Sonification is a recent
research field but with already many ancient applications and sonification has been
recognized to be a relevant alternative to data visualization. For examples, in a work
published in 1961, Speeth demonstrated that auditory presentations of seismic data
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enable for the discrimination between earthquakes and bomblasts [14]. Different
applications have been described. Kramer and al. [10] report successful sonifications
such as the Geiger-counter, the discovery of a problem with Voyager 2 spacecraft due
to high-speed collisions with electromagnetically charged particles. They also report
sensory substitutions for visually impaired users of graphical information. More
recently, sonification has been used as a mean for the analysis of complex datasets such
as trading-data [16] and volcanoes activity [1].

Two main arguments are putted forward for the sonification of data: the limits of
users’ abilities to interpret visual information and the need to comprehend complex and
big data. Indeed, research into auditory perception emphasizes the capacity of the
auditory system. Different studies demonstrate that human beings are particularly
sensitive to temporal characteristics or changes in sounds over time [7]. Complex and
dynamic auditory patterns are generally well perceived and human auditory system
organizes sound into perceptually meaningful elements [3]. Human hearing is also well
designed to discriminate between periodic and aperiodic events and it enables for the
detection of small changes in the frequency of continuous signals. Kramer’s work also
emphasizes that human hearing enables for discerning relationships or trends in data
streams (Kramer 1994). Thus, sonification appears to be a powerful approach to study
complex datasets.

For this preliminary study, we collected data from an empirical work dedicated to
explore players’s strategies during an online game-based learning session for pre-
service teachers. We found that this data has the different characteristics listed above,
such as diachronic and periodics events. The complexity and the volume of the
information to proceed and analyze also lead us to consider that the data collected was
good candidates for sonification.

4 A Game-Based Learning Case Study

4.1 Tamagocours, a Multiplayer Online Game

Tamagocours is a multiplayer online game dedicated to teach pre-service teachers the
legal rules that comply with the policies for the use of digital resources within an
educational context [12]. Tamagocours is a tamagochi-like game. It is based on a
metaphor; a character (called Tamagocours) which needs to be fed with digital edu-
cational resources. A team is composed of 2 to 4 players randomly chosen by the
system. Each player has to choose a can (which represents a given educational
resource) on a shelf, according to its characteristics (eg. date of publication) and the
format under which this resource will be used (eg. collective projection or online). The
selected resources are stored in a fridge before the player feeds the character (the
Tamagocours) with this resource. The players have access to the legislation about the
copyright for the use of educational resources at any time. The players have also the
possibility to chat with their teammates and to discuss about the compliance of one or
other resource before feeding the Tamagocours. If a given resource complies with the
copyright policies, it enables the character to stay healthy (the Tamagocours becomes
green) and the player earns points. Otherwise, the Tamagocours gets sick (red colour)
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and dies if fed with too many inappropriate resources. The team can replay each level
they have lost indefinitely until they reach the following level. The players have also
access to the description of the rules of the game and the challenge to be addressed.
A session encompasses 5 levels and lasts approximately one hour.

4.2 An Empirical Study

We carried out a study aiming at drawing a behavioral and epistemic models of the
students (i.e. describing the strategies of the players/learners and evaluating to what
extent they learn) [12]. The research methodology is Design-Based [5, 13]. It combines
design and analysis within an iterative process carried out in ecological settings. This
work implied various stakeholders: researchers, software developers, designers, stu-
dents, tutors, pedagogical engineers, administrative representatives and a legal expert.

Our methodology is also based on recording and analyzing the digital traces of
interaction produced by 200 pre-service teachers who played during a 60 min online
session. For the analysis of the digital traces we used a statistical procedure based on an
orthogonal transformation to convert a set of correlated variables into a set of linearly
uncorrelated variables called principal components. This principal component analysis
(PCA) enable for drawing 3 axis with significant eigenvalues. PCA was followed by a
clustering method (hierarchical cluster analysis) to identify different classes of players
depending on their strategies. As a result, the data collected enables to draw behavioral
and epistemic models of the players/learners and to distinguish different gameplays.
We also developed SOnification of DAta for Learning Analytics (SODA4LA), a
software dedicated to the sonification of the data collected for individual typical of the
different classes.

4.3 Five Categories of Players/Gameplays

One objective of our study consists in describing the different gameplays performed by
the players. This has been done through the recording and the analysis of the actions
performed by the students and the comparison of the typical individuals from each
categories of players. We followed different steps for data processing and data analysis:

1. Digital traces are automatically collected when the students play. The different
actions performed are recorded (id. of the player, click on a specific feature of the
interface, chat with a teammate, success or failure…). Time stamped raw data is
stored in a csv format file.

2. Raw data is coded according to a theoretical model of play [12]. In particular, the
messages written by the students are tagged and allocated to different categories
depending on their meaning in terms of how the students deal with the knowledge
that they are expected to learn.

3. Aggregate data is produced from raw data. The data analysis process combines a
principal component analysis followed by a clustering method. This method enables
for identifying 5 categories of players according to the actions that they performed
during the game session. Thus, these categories describe the different strategies
followed by the players.
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4. Sonification of coded data is automatically performed with SODA4LA, a software
that we developed. A note is automatically allocated to each category of action
performed by the player and time intervals between two actions are reduced. One
audio file is produced for each player.

5. Data analysis is performed with MuseScore (c) a software enabling to listen to the
files and to create a musical score. Data analysis is under the control of a theoretical
model of play [12]. Hypothesis about students behavior are confirmed or disproved.
In the following we will focus on the information conveyed by the audio files for
different individuals that are recognized to be archetypal of 5 categories of players.
These individuals are named parangons.

6. The conclusions drawn from data analysis are used by researchers to revise their
theoretical model. Data is also used by computer scientists for the reengineering of
the game. In the future, we plan to offer trainers and learners the opportunity to
benefit from the analysis of this data as a mean for trainers to assess students or the
opportunity to foster students’ awareness (i.e. to reflect about the strategies that they
perform during the game session).

In the following, we will examine the sonified data for the 5 categories of players:

• Students who belong to category 1 (p_1, 12,3%) are named talkative. They send
many messages to theirs teammates during a play session. They are also active and
perform a lot of actions.

• Category 2 (p_2, 20,2%) consists in students named prudent. They mainly feed the
Tamagocours with paying attention to the characteristics of the resources that they
use. Indeed, they consult the characteristics of the selected items before feeding the
Tamagocours. They also often access to the legal documentation available in the
game.

• Students from category 3 (p_3, 36%) are recognized to be efficient. They manage to
have a good ratio of success in comparison to failures and they usually pay attention
to the characteristics of the resources that they select before feeding the
Tamagocours.

• Students from category 4 (p_4, 26,3%) are named force feeders. They frequently
feed the character without paying attention to the characteristics of the resources
that they use and the ratio success/failure is below average. It may seem at times as
if the player is just using a trial and error approach

• Category 5 (p_5, 5,2%) consists in students named experts. They make few mis-
takes. They also pay attention to the characteristics of the resources and collaborate
with their teammates. Indeed, they send many messages to express their opinion
about the legal rules that have to be respected.
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5 Listening to the Parangons

In this section we compare different methods for the data sonification and we discuss to
what extend each method enable for the identification of specific patterns that are
typical from the different identified categories. Thus, the different examples provided
are parangons of the different categories of gameplays.

5.1 Coding the Actions with Sounds

Sonification consists of transforming data so that they will become listenable by a data
analyst. For this exploratory study we decided to take into account only two dimen-
sions: the type of action performed by a player and intervals between two action (the
diachronic feature of the data).

Each type of action is replaced with a note (i.e. a sound with a specific frequency)
from the C Dorian mode. The choices made are arbitrary and the following audio score
indicates how the different actions performed by the players are matched with sounds.
The different actions are the following (Fig. 1):

• “chat” (the player sends a message to his teammates): “C in octave 4”
• “showItemCupboard” (the player consults the characteristics of a given resource):

“D in octave 4”
• “addToFridge” (the player stores a given resources in the fridge): “E-flat in octave

4”
• “feedTamago” (the player feeds the Tamagocours with a given resource): “F in

octave 4”
• “help” (consulting information about the game): “G in octave 4”
• “helpLink” (consulting the legal library): “A in octave 4”
• “showItem” (the player checks the characteristic of a specific resource added by a

teammate into the fridge): “B-flat in octave 4”
• “tuto” (the player consults a tutorial about how to play the game): “C in octave 5”
• “removeFromFridge”: “D in octave 5”

Intervals between two actions have also to be coded. We tried different options:
time between 2 notes is equal to the time between 2 actions (real_time), notes are
played without taking into account the time between 2 actions (no_time) and time is
reduced (compressed) with a log-transformation and rounded to eight possible pitches

Fig. 1. Key for the coding of the data.
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that are then associated to eight relative note values (duration) (1/4, 1/3, 1/2, 1, 2, 3, 4
and 5). The sonification of the data produces melodies with the same tune but with
different tempos that illustrate the same gameplay. When the tempo is too low
(real_time option), the musical dimension of the data tends to disappears and it
becomes difficult to identify a ‘music tune’. As a result, it seems to be important that
the coding of the data enables for producing sounds that can be considered to be
‘music’. We finally selected the third option for the sonification of data in order that the
‘music’ gives an idea of the tempo of the gameplay without too much silence between
two notes.

This preliminary work shows that the main difficulty faced for the interpretation of
the music in terms of gameplay (what is the player’s strategy?) consists in giving
meaning to the ‘music’ that is produced. For future work, an option might be to use
sounds with more semantic content than notes. For example it is possible to replace a
note with the sound made by the character when feed with an appropriate resource.
Another option would be to offer data analysts the opportunity to choose how data is
sonified. In this regard, an interface dedicated to select relevant parameters would be
useful.

5.2 Identifying Similar Gameplays

The two examples below are audio files produced with the sonification of the data for 2
different parangons from the same category.

• p1_79171_compressed.wav
• p1_56107_compressed.wav
• p4_62127_compressed.wav

‘Music’ produced by players from the same category (p_1 talkative) has very
similar features. By contrary they differ from the ‘music’ produced by a ‘force feeder’
(p4_62127). This observation tends to demonstrate that sonification enables to identify
differences among different gameplays at a global level for analysis. It is also plausible
that, with some experience and training, a data analyst becomes able to identify a
specific gameplay with sonified data.

5.3 Identifying Specific Patterns

The five examples below are audio files produced with the sonification of the data
produced by 5 different parangons.

• p1_79171_compressed.wav
• p2_61122_compressed.wav
• p3_63131_compressed.wav
• p4_62127_compressed.wav
• p5_4768_compressed.wav

Listening to the files produced by 5 different parangons confirms that the different
gameplays are made ‘visible’ with music which varies among players. In addition, it is
possible to identify some patterns that seem to be typical for the different parangons.
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For example, a note (D) is played many times for the individual tagged p 1 (Fig. 2).
This note corresponds to messages sent by the player.

Figure 3 shows a similar feature for p1 92206 (another talkative player).

There is also a clear difference between p2_61122 and p4_62127. For p2_61122,
the music is constructed on a pattern of 3 notes whereas a pattern of 2 notes is dominant
for player p4_62127. These patterns consist in the principal action that a player needs
to perform (consulting the characteristics of a given resource in the shelf, putting this
resource into the fridge and feeding the Tamagocours). The first action is missing for
p4_62127, force feeders usually do not check the characteristics of a resource that the
select before feeding the Tamagocours.

5.4 Identifying Gameplay Variations

Though that statistical analysis enables for allocating each player to a specific category,
this analysis is based on the average number of variables (actions) for the whole
session. Gameplay might change among time and it is important to identify when and
how the player’s behavior varies. The two following examples show that sonification
enable for identifying such changes.

• p2_4984_compressed.wav
• p3_63131_compressed.wav

For player p2_4984, there is a clear difference of the melody at the end of the file.
The melody becomes less monotonous. The data confirm that before 1:20 the majority
of actions consist in checking the characteristics of the resources (ShowItemCupboard).
After 1:20 he selects more resources (AddToFridge is more frequent) and feed more
often the Tamaocours (FeedTamago). This change in the player behavior is well per-
ceived with auditory information. A similar shift from one strategy to another is easily
identified for player p3_63131. For this ‘prudent’ player, the shift occurs around 0:18
and correspond to an enrichment of the actions performed with more ChatAction and
HelpLink.

Fig. 2. Sample of the musical score for p1 56107

Fig. 3. Sample of the musical score for p1 92206
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6 Conclusion

It becomes apparent from this study that sonification enables for the identification of
different features of our data: specific melodies linked with specific gameplay and
variation of gameplay among time. Though that this preliminary work tends to
demonstrate that sonification might be relevant for playing analytics, numerous chal-
lenges remain. First, there is a need for a specific software dedicated to match actions
performed by players and sounds according to the need of the data-analysts. This tool
should also provide with different options for the coding of the data. For example, the
choice of different musical parameters (i.e. note pitch, value, tempo, timber) should be
under the control of data-analysts. In addition, it is plausible that sonified data are more
easy to interpret (or at least to discriminate) if the produced audio file is close to music.
In this regard, the musical competences of data-analysts might be important both for the
coding of the data and for their interpretation. We need to imagine how to train
researchers in charge of making meaning with sonified data. Another challenge lies in
the fact that it is important to use sounds that have some semantic content. Within the
game, some actions performed by the player such as success or failures for feeding the
Tamagocours produce sounds that could be used for the sonification of data.

According to our knowledge, sonification has never been applied in educational
research and playing analytics. However, it appears to be a powerful approach for
studying complex systems such as learning setting. This empirical works aims to
explore this idea. We think that new perspectives are now open. For example, it is
extremely difficult to capture complex features such as peer-to-peer collaboration with
technology enhanced learning systems. We hypothesize that data produced by different
learners involved in collaborative learning will produce synchronized and harmonious
musical phrases while data collected when learners act independently should produce
cacophonic sounds.

New radical ideas are needed for playing analytics and learning analytics more
broadly. We want to drastically reverse the traditional approach that is actually based
on data visualization. Thus, we advocate for new researches aiming at exploring the
potential of data sonification for the analysis of complex and diachronic datasets in the
field of educational sciences. Indeed, we still need to build theories to guide decisions
about how to sonify the data.

Supplementary Material

Scores, audio files, and midi files are available here: https://drive.google.com/open?id=
1SLMg071XR7Mn14iIV7PdlkstHXGejRa4.
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Abstract. This paper is situated in an NSF CAREER project awarded to test
and refine Projective Reflection (PR) as a theoretical and methodological
framework for facilitating learning as identity exploration in virtual learning
environments. PR structured the design, implementation, and refinement of
Virtual City Planning, a play-based course that included identity exploration
experiences mediated by a virtual learning environment (Philadelphia Land
Science), and classroom experiences designed to augment the virtual learning
experience. In this paper, Quantitative Ethnography techniques were applied to
visualize and interpret changes at the group level (N = 20) for the first of three
iterations of Virtual City Planning, as a result of exploring role-possible selves
of an environmental scientist and urban planner. Changes were reflected in
students’ knowledge, interest and valuing, patterns of self-organization and self-
control, and self-perceptions and self-definitions (KIVSSSS) in relation to the
roles explored from the start of Virtual City Planning (starting self), during
(exploring role-specific possible selves), and at the end of the play-based
learning experience (new self).

Keywords: Identity exploration � Epistemic network analysis � Projective
reflection � Virtual learning environments � Game-based learning

1 Virtual Learning Environments as Catalytic Contexts

Virtual learning environments such as digital games have designed potential to engage
a learner’s whole self (cognitive, affective, social, and motivational dimensions) in a
dynamic environment, resulting in identity exploration - a catalytic transformation of
game-players’ knowledge of self in relation to the situated context [1, 2]. Some
researchers have demonstrated how designed affordances of virtual learning environ-
ments can support personal identities and goals towards engagement in academic
domains and professional careers [3, 4]. The domain of learning as identity exploration
in virtual learning environments is still nascent, however, requiring new theories of
change, evidence-based measurement, and design principles that can promote knowl-
edge, identity processes, and career paths [5].

Few empirically tested theories currently exist to operationalize how learning
relates to identity in gaming contexts. Shaffer’s [6] Epistemic Frames theory supports
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the design of epistemic games as a process of learner enculturation in professional
praxis ((I)dentity). Game scholars such as Chee [7] and Foster [3] stress intentionality,
reflexivity, and a focus on the self ((i)dentity) as essential elements for examining
identity exploration and change. Others have illustrated how guided interactions and
peer perceptions shape trajectories of knowledge and interest development in certain
academic domains and careers [8]. Though some examples exist [9, 10], theoretical
gaps in the field persist, and few methodological approaches and methods have con-
sequently emerged to (a) complement emerging theories and (b) guide assessment of
learning as identity exploration in game-based interventions. Quantitative ethnography
[11] offers one valuable method for exploring patterns of individual activity nested
in situated discourse (i/Identity). Quantitative ethnographic techniques such as Epis-
temic Network Analysis (ENA) involve the quantification of qualitative data to gen-
erate visualizations that can represent the associations individuals establish across a
network of constructs (i.e. identity exploration constructs). ENA has previously been
used to characterize what players learn from gameplay in terms of knowledge, skills,
values, and habits of mind [12], further illustrating the potential of this methodology for
illustrating processes of identity exploration as they are enacted by learners using
virtual learning environments in formal learning settings.

This paper addresses the identified research gaps and reports the results of a study
that leveraged a robust theoretical and analytical framework to develop and assess the
learning outcomes of a virtual learning environment and classroom curriculum that
supported identity exploration and change. Projective Reflection, a theoretical and
pedagogical model to conceptualize processes of identity exploration, structured the
design and implementation of Virtual City Planning (VCP), a play-based course that
included identity exploration experiences mediated by a virtual learning environment
(Philadelphia Land Science), and supportive classroom experiences. Given the affor-
dances of the technique, Epistemic Network Analysis [11] was used to visualize and
interpret changes in identity exploration trajectories for the student group as a result of
exploring the role-possible selves of an environmental scientist and urban planner. The
research question asked: “What is the nature of high school students’ identity explo-
ration as a result of exploring the role-possible selves of an environmental scientist and
urban planner in a play-based course?”.

2 Theoretical Framework

Projective Reflection (PR) is a theory and methodology of learning that integrates a
focus on content ((I)dentity anchored in a specific community of practice and enacted
locally) and on the self ((i)dentity engaged in role-possible selves inspired by the
community of practice reflecting an individual goal) in an integrated manner
(i/Identity). PR defines learning as an intentional process of exploring role-possible
selves in digital and non-digital play-based environments as a learner projects forward
and reflects on who they are in relation to specific domains and careers (i.e. STEM
professionals) [13]. Four theoretical constructs support exploration of identities through
role-possible selves in PR to enable an integrated change in learners over time:
(1) Knowledge (foundational, meta, humanistic) [14], (2) Interests (situated/perceptual,

200 M. Shah et al.



epistemic/personal)/Valuing (global, personal) [15], (3) patterns of Self-organization/
Self-control (co-regulation, socially-shared regulation, and self-regulation) [16], and
(4) Self-perceptions/Self-definitions (self-concept, self-efficacy) [17] (KIVSSSS).
Table 1 provides a more in-depth explanation of the constructs and sub-constructs as
manifested by students in Virtual City Planning.

Table 1. Projective reflection construct definitions.

PR constructs Definitions Sample
citations

Knowledge and
game/technical
literacy

Shifts in what a player knows about environmental
science, urban planning, and urban planning systems
from the beginning to the end of an intervention:
• Foundational knowledge: awareness of complex
and domain-specific content and processes that
includes the ability to access information using
digital technologies

• Meta-knowledge: awareness of how to use
foundational knowledge in relevant socially
situated contexts

• Humanistic knowledge: awareness of the self and
one’s situation in a broader social and global
context

[14]

Interest and valuing • Caring about environmental science and urban
planning issues and viewing them as personally
relevant or meaningful

• Shifts in identification with environmental science
• Viewing environmental science and urban planning
as being relevant to the community or the world

• Seeing the need for environmental science for self
and for use beyond school contexts

[3, 15, 18]

Self-organization and
self-control

Shifts in behavior, motivation, and cognition toward
a goal:
• Self-regulated learning: goal setting and goal-
achievement conducted independently

• Co-regulated learning: self-regulation processes
supported by more knowledgeable real/virtual
mentors

• Socially shared learning: self-regulation is socially
shared and defined in collaboration with peers

[16, 19, 20]

Self-perceptions and
self-definitions

Shifts in how a participant sees himself/herself in
relation to (environmental) science:
• Self-efficacy: confidence in one’s own ability to
achieve goals and future roles

• Self-concept: awareness of current aspects of self
(i.e. skills, preferences, characteristics, abilities,
etc.)

• Specific roles one wants or expects to become in
future

[21]
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These constructs can be leveraged to scaffold and track changes across (a) the initial
current self (Starting Self) that is established at the start of an intervention, (b) explo-
ration of multiple role-possible selves (Exploring Possible Selves) measured repeatedly
across an intervention, and (c) the New Self at the end of the intervention/experience
[13] (See Fig. 1).

Throughout the virtual learning environment and supportive curriculum, learners
are encouraged to engage in targeted and intentional reflection on aspects of self at
repeated points throughout the situated designed experience (from Starting Self to New
Self). For each student or cohort, the process identity exploration resulting in change is
assessed chronologically based on how they explored a role-possible self as intentional
changes in KIVSSSS - indicating the extent to which the identity exploration process
was comprehensive or integrated.

3 Methods

This research was conducted as part of a 5-year (2014–2019) NSF CAREER project
awarded to advance theory and research on promoting identity exploration and change
in science using virtual learning environments through Projective Reflection [13].
Building on this broader agenda, Virtual City Planning (VCP), a play-based course,
was designed, developed, implemented, and refined using design-based research [22] to

Fig. 1. The projective reflection framework for conceptualizing learning as identity change.
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help freshman high school students explore and develop knowledge, interests and
valuing, self-organization and self-control strategies, and self-perceptions and self-
definitions related to urban planning and environmental science careers (identity
exploration as defined by PR). This work reports findings from the first of three
iterative VCP implementations (Session1).

3.1 Data Collection and Procedures

VCP featured weekly use of both the virtual learning environment, Philadelphia Land
Science, and supportive real-world augmentation in the classroom such as curricular
activities that support reflection and discussion (see [23] for more information). VCP
Session 1 was offered from September - November of 2016, across 9 weeks with 20
students. Data sources included in-game data (chats, written reflections, interactive map
designs), pre-post surveys, classroom artifacts, and researcher observations (Table 2).

In VCP, students roleplayed as interns in a fictitious urban planning firm that
models how real-world professional settings are structured. Online and in-person
mentors roleplaying as urban planners guided the group through the process of creating
zoning proposals for Philadelphia. Starting Self data included student reflections and
artifacts from weeks 1–2, in which students learned about their teams and the expected
workflow, completed an intake interview (Likert and short-answer questions), and
engaged in a focus group discussion. Exploring Possible Selves data included student
reflections and artifacts from weeks 3–7, during which students researched the envi-
ronmental and economic needs of the city and its stakeholders, and then collaboratively
rezoned interactive models of the city to meet stakeholder needs (based on iterative
virtual stakeholder feedback). New Self data included student reflections and artifacts
from weeks 8–9, during which students worked towards finalizing a formal written

Table 2. Student demographics for VCP sessions 1–3.

VCP sessions Sex Race/Ethnicity Total

VCP session 1 6 male
12 female
2 other/no response

4 Caucasian American
6 African American
5 Asian or Pacific-Islander
1 Hispanic or Latino/a
4 Multiple/other

20

VCP session 2 10 male
8 female
1 other/no response

8 Caucasian American
6 African American
0 Asian or Pacific-Islander
3 Hispanic or Latino/a
2 Multiple/other

19

VCP session 3 8 male
9 female
1 other/no response

4 Caucasian American
7 African American
0 Asian or Pacific-Islander
3 Hispanic or Latino/a
3 Multiple/other

18
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proposal justifying their city zoning redesigns, and then completed an exit interview
(Likert and short-answer questions).

3.2 Data Analysis

Student data was coded inductively and deductively to answer the research question.
Quantitative Ethnography [11] was used to guide the data analysis procedures;
researchers engaged in a deductive coding process for each student/case [24] using the
qualitative data analysis software MAXQDA 2018. Lines of student data were coded as
self-reflection on or demonstration of the four PR constructs and their sub-constructs,
with agreement reached by two graduate-level coders. The qualitatively coded data was
then quantified. Each line was coded for the occurrence (1) or non-occurrence (0) of the
four constructs of PR that defined identity exploration (e.g. knowledge) and sub-
constructs (e.g. foundational knowledge) to prepare the data for Epistemic Network
Analysis (ENA).

We applied ENA [11] to look for patterns of identity change enacted across the
start, during, and at the end of their participation in VCP using ENA1.5.2 Web Tool
[25]. In this study, the association structure between the changes in students’ KIVSSSS
was modeled based on their co-occurrence in the specific implementation of VCP over
time, by the three data points – starting self (SS), exploring role-possible selves (EPS),
and new self (NS). As such, ENA offered a unique way to recognize the patterns of
identity exploration at both the group and individual levels for engaging in Projective
Reflection as a result of the play-based course. We referred back to interactions and
activities coded in the data to close the interpretive loop and thus fully understand the
phenomenon mirrored in the model for each student and the group at large. This last
step was relevant for both individual and group findings as instrumental case studies
[26], enabling the researchers to highlight the dominant issue for this paper - that is,
nature of participants’ identity exploration.

4 Results

To ascertain whether change across the three time periods was statistically significant,
two sample t tests assuming unequal variance were conducted between the X and Y
axes of Starting Self (SS), Exploring Possible Selves (EPS), and New Self (NS) data.
Along each axis, a two-sample t test assuming unequal variance showed that these were
not statistically significantly different at the alpha = 0.05 level (See Table 3).

While tests of statistically significant change in student data across the three time
periods provides useful information regarding the degree of change enacted by the
group, a lack of statistical significance does not necessarily indicate that students did
not change over time. Processes of identity exploration as defined by Projective
Reflection are most valuable when students can enact them in an integrated fashion;
that is, when students can regularly connect Knowledge gains, emerging personal
Interests and Values, the enactment of Self-organization and Self-control strategies, and
specific Self-perceptions and Self-definitions in a domain (KIVSSSS). As such, an
examination of the epistemic networks for each time period can help to illustrate what
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aspects of identity exploration (as defined by the four PR constructs) were discussed or
enacted most by students at the beginning, middle, and end of an intervention.

Visualizations of data across the 3 time periods revealed differences in the strength
of relationships between PR constructs (KIVSSSS), revealing shifting integration of
identity exploration in participants over time that will be explored qualitatively below
(See Figs. 2, 3 and 4).

Students in VCP Session 1 began the course with general foundational knowledge
of environmental science and urban planning terms as a result of limited prior expe-
rience in these domains (e.g. Andrea [pseudonym] defined environmental science as
“science that involves nature and the world that evolves around us”). Students reported
frequent participation in online activities (e.g. typically engaging online or in gameplay
for several hours a week). Students reported limited meta knowledge of the urban
planning processes, but were able to recognize urban planning as relevant to

Table 3. Paired sample t-test statistics.

Pair axes Pairs n Mean SD t df Sig. (2-tailed) Cohen’s d

Pair 1 X-axis SS 6 −0.27 0.69 0.95 7.24 0.37 0.47
EPS 23 0.02 0.62

Pair 1 Y-axis SS 6 0.11 0.43 1.08 6.38 0.32 0.61
EPS 23 0.09 0.30

Pair 2 X-axis EPS 23 0.02 0.62 0.60 10.96 0.56 0.24
NS 7 0.17 0.55

Pair 2 Y-axis EPS 23 0.09 0.30 −1.17 6.99 0.28 0.71
NS 7 −0.18 0.59

Pair 3 X-axis SS 6 −0.27 0.69 1.26 9.62 0.24 0.71
NS 7 0.17 0.55

Pair 3 Y-axis SS 6 −0.11 0.43 −0.25 10.75 0.81 0.14
NS 7 −0.18 0.59

Fig. 2. Epistemic network for weeks 1–2 (Starting Self) for VCP Session 1 students.
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themselves and sometimes to their community or city (e.g. Ciara wrote that building
housing was important because “there are a lot of people in poverty and I think they
should have the opportunity to get out”). While most students were able to recognize
how recent activities could help them achieve desired future selves, the group began
with varied levels of confidence in using science or engaging in urban planning
activities (i.e. 5-point Likert scale responses ranging from Strongly Agree to Strongly
Disagree when asked about confidence in their abilities). They demonstrated diverse
interests and the desired future selves they wanted to strive towards (e.g. doctor,
basketball player). Although most students had clear career goals and roles they hope to
work for in future, only some saw connections with environmental science and their
futures (e.g. Kimberly wrote, “I plan to use my RDA [urban planning company] skills
from here and apply them to my work the next three years at [my school].”). Figure 2
above visualizes the groups’ focus on connecting what they knew about environmental
science and urban planning to what they wanted or expected to be, and to how they
perceived themselves.

As VCP Session 1 progressed, students engaged in urban planning roles and
enacted strategies for successful design with the help of in-game resources, peers, and

Fig. 3. Epistemic network for weeks 3–7 (Exploring Possible Selves) for VCP Session 1
students.

Fig. 4. Epistemic network for weeks 8–9 (New Self) for VCP Session 1 students.
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in-person mentors. Exploration of urban planning was scaffolded through opportunities
for design, discussion, and reflective questioning. During this period, students
demonstrated an increase in detail and specificity in declarative knowledge of terms
(e.g. Cynthia described her map design changes and how they affected environmental
variables “improve on the low-income housing and also to improve on creating more
wetland but not so much that it affected the run off”). This was reflected in the design
decisions they made when rezoning the city the justifications they offered based on
knowledge of issues important to their stakeholders. Some students thought of ways
city design could meet their current needs and ways they could make changes (e.g.
John wanted more housing and fewer commercial areas because “I personally don’t
enjoy crowded spaces. I feel like if there were less people in center city there would be
less chaos”). Some students found the experience confusing or frustrating, while others
deepened their interest in the experience. The extent to which students began caring for
their roles was also an indication of the self-regulatory, co-regulatory, and socially
shared regulatory actions in which they engaged. Some enacted strategies for success
and engaged independently or with peers to achieve design goals, while others
struggled with self-regulation and needed instructor support. Figure 3 visualizes how
the group connected environmental science and urban planning knowledge to con-
ceptualizations of their roles and the issues they found personally and globally relevant.

Session 1 of VCP relied heavily on the use of Philadelphia Land Science to support
students’ identity exploration. The intervention was impacted by internet connectivity
issues, which interrupted the flow of events for some students. In weeks 8–9, students
reported more detailed knowledge of urban planning terms and environmental and
economic issues. They were able to describe urban planning processes and explain their
importance to the city. They articulated specific interests related to personal values and
relevance. Specifically, they recognized how city design can affect them and their
community (e.g. Zola wrote, “urban development has greatly affected me. I live in an
older part of the city where there are many large homes and open spaces. As the city
has developed. Deeper city things have spread to my home area, and there are socially
more chain shops and hotels”). Some expressed increased confidence in their roles and
described ways they would continue to learn about issues or impact their communities
(e.g. Rahim wrote “I learned that there is actually a lot of problems here in my very
own city that I never even knew about. I actually am confident now because I learned
everything about the map in this class”). Most students maintained their interest in the
same desired future role/career they had shared at the start of VCP. However, most
students concluded the experience affirming the relevance of urban planning to their
lives and sometimes careers (e.g. Ali concluded the experience with a new desire to
become a scientist and stated that “I want to develop good a relationship with science”).
Figure 4 visualizes the groups’ continued focus on connecting what they knew about
environmental science and urban planning to their perception of the explored identity
and the issues they found personally and globally relevant.
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5 Conclusion, Discussions and Implications

Findings from Session 1 suggest that while students may not have enacted statistically
significant changes in their processes of identity exploration over time (Starting Self to
New Self), they were increasingly able to draw connections between the four Projective
Reflection constructs. Students increasingly linked new knowledge of environmental
science and urban planning to personal interests and valuing of relevant issues, per-
ceptions of self and their desired future roles, and ultimately their identification and
enactment of self-organization and self-control strategies. Session 1 of VCP, which
leveraged affordances of a virtual learning environment (Philadelphia Land Science)
and real-world curricular augmentations (i.e. roleplay and discussion) for promoting
identity exploration, allowed for a more versatile and flexible learning experience that
could meet personalized values, interests, and expertise to promote identity exploration
and change in increasingly comprehensive and integrated ways.

Qualitative themes supported by ENA visualizations indicate that additional sup-
ports may be needed in play-based courses to support balanced student experiences (i.e.
virtual and real-world activities) that can help players tailor interests and cope with
difficulties or unforeseen issues. For students with limited digital literacy, stronger early
scaffolding and mentorship may prove useful, while students who focus on some
elements of PR over others may require other tailored supports. The development and
enactment of the virtual experiences such as Virtual City Planning offers useful insights
into unanswered questions in the field of identity exploration, such as how learning
experiences may be optimally designed using a robust theoretical framework to support
targeted identity exploration and change processes [27], and how trajectories of identity
exploration and change pay progress when supported by virtual learning environments
[13]. As practical and theoretical understandings of identity exploration trajectories
emerge through this research, the capacity of learning practitioners to design early
targeted supports for learners based on their starting-self characteristics increases.

In an era of research in which increasingly large and nuanced datasets are available
from complex learning environments, robust theoretical frameworks are necessary to
structure what counts as meaningful [28]. This paper provides an example of how
Projective Reflection as a theoretical framework informed assessments of student
learning using quantitative ethnographic techniques. Future studies of identity explo-
ration in play-based learning environments will expand on the use of epistemic network
analysis by leveraging a combination of ENA and social network analysis, two com-
plementary methods that can shed more light on both individual/cognitive and
social/collaborative learning (I/identity) [29].
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Abstract. Simulators have been widely adopted to help surgical trainees learn
procedural rules and acquire basic psychomotor skills, and research indicates
that this learning transfers to clinical practice. However, few studies have
explored the use of simulators to help more advanced learners improve their
understanding of operative practices. To model how surgeons with different
levels of experience use procedural simulators, we conducted a quantitative
ethnographic analysis of small-group conversations in a continuing medical
education short course on laparoscopic hernia repair. Our research shows that
surgeons who had less experience with laparoscopic surgery tended to use the
simulators to learn and rehearse the basic procedures, while more experienced
surgeons used the simulators as a platform for exploring a range of hernia
presentations and operative approaches based on their experiences. Thus simple,
inexpensive simulators may be effective with both novice and more experienced
learners.

Keywords: Surgery education � Procedural simulation � Continuing Medical
Education (CME) � Quantitative ethnography � Epistemic Network Analysis
(ENA) � Discourse analysis

1 Introduction

Procedural simulations—models of surgical cases that enable individuals or teams to
implement operative techniques—have been widely adopted to help trainees learn
procedural rules and acquire basic psychomotor skills, and research indicates that this
learning transfers to clinical practice (see, e.g., [1]). However, as Madani and col-
leagues [2] argue, mere possession of knowledge or mastery of individual skills in
isolation is not sufficient for basic competency, let alone mastery; rather, expert sur-
geons must be able to integrate these and other elements of operative practice to
achieve optimal patient outcomes. Although procedural simulation has been studied
extensively as a platform for developing basic knowledge and skills, little research has
explored its use with more advanced learners [3]. This raises an important question:
Can procedural simulations help more advanced learners continue their professional
development beyond learning and rehearsing basic procedural knowledge and skills?
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This question is particularly pressing, as current approaches to surgical education in
the United States do not adequately help new surgeons develop the competency to
successfully implement operative procedures [4]. In two separate studies, educators [5]
and fellows [6] alike expressed a lack of confidence in current educational approaches,
particularly in minimally invasive surgery. Moreover, graduating general surgery res-
idents are poorly prepared to operate independently: of the 121 procedures considered
essential by the majority of program directors, the average resident had performed only
18 of them more than 10 times prior to graduation; for fully half of the procedures (63),
the mode number of times completing the procedure was zero, indicating that gradu-
ating residents have never independently completed many essential operations [7].

While these findings indicate a clear problem with how general surgery residents
are trained—or with the expectations for what can be learned in five years or surgical
residency—they also have significant implications for subsequent training and pro-
fessional development, of which continuing medical education (CME) is a significant
component [8, 9]. CME was originally designed to help licensed, practicing physicians
maintain competency, but it must increasingly help them develop it as well.

The goal of this study was to understand the use of procedural simulation in one
CME short course. To do this, we conducted a quantitative ethnographic analysis [10]
of small-group conversations in two separate implementations of a course on laparo-
scopic hernia repair held annually at a large surgical conference in the United States.
The six-hour course consisted of a two-hour lecture and a four-hour practicum in which
small groups of participants used basic, box-style simulators to learn or review various
laparoscopic hernia repair techniques with an expert instructor. Our research shows that
surgeons who had less experience with laparoscopic surgery tended to use the simu-
lators to learn and rehearse the basic procedural steps and rules, and to work on
identifying and managing common errors. That is, they used the simulated case as an
opportunity for procedural rehearsal. More experienced surgeons, in contrast, used the
sim-ulators as a platform for discussing and exploring a range of hernia presentations
and operative approaches based on their real-world experiences. That is, they used the
simulated case as an opportunity for procedural analysis. Our findings suggest that
relatively simple, inexpensive simulators may be effective with both novice and more
experienced learners.

2 Methods

2.1 Setting and Participants

This study included 58 surgeons (53 practicing surgeons and 5 general surgery resi-
dents) who participated in a one-day CME course on laparoscopic inguinal and ventral
hernia repair at a large surgical conference in the United States. Data were collected
during two implementations of the course held in two different years. The course
involved an introductory lecture (2 h) and a practicum (4 h). The lecture covered the
basic procedural steps and rules of minimally invasive ventral and inguinal hernia
repairs. During the practicum, participants were assigned to groups of three based on
their self-reported prior experience with laparoscopic surgery (this process is described
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in more detail below). Each group worked with one or two randomly assigned
instructors—experts in minimally invasive hernia repair—who provided instruction
using simple box-style simulators developed for training in laparoscopic hernia repair
procedures (see Fig. 1) [11]. All procedures were taught as mesh repairs; cautery was
discussed only if participants broached the topic, but cauterization tools cannot be used
with the simulators. The participant groups completed two sessions during the prac-
ticum, learning a different laparoscopic hernia repair procedure with a different
instructor in each session.

2.2 Data Collection

Before beginning the course, participants reported their experience performing six
common laparoscopic procedures: cholecystectomy, appendectomy, colectomy, inci-
sional hernia repair, totally extraperitoneal hernia repair (TEP), and transabdominal
preperitoneal hernia repair (TAPP). Participants indicated their experience using a five-
point Likert scale, where one is “beginner”, three is “competent”, and five is “master
surgeon”. Participants’ mean laparoscopic surgery experience (i.e., the mean of their
self-ratings on all six procedures) ranged from 1.83 to 4.67. Participants were assigned
to groups based on their mean experience so that groups were composed of surgeons
with similar levels of laparoscopic surgery experience. Four researchers directly
observed each practicum, and all sessions were audio and video recorded. Audio was
transcribed manually, and each transcription was subsequently verified by a second
transcriber. Audio transcripts were then coded for analysis.

Fig. 1. Box-style simulator and laparoscopic tools used in the hernia repair practicum.
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2.3 Coding Process

Based on ethnographic observations and conventional content analysis of the tran-
scribed audio data [12], we defined six codes (see Table 1) to identify key topics and
epistemic elements in participant conversations. Automated coding algorithms were
developed to code the transcribed audio data.

To assess the reliability of the coding process, two independent raters coded a case-
controlled random sample of 40 turns of talk for each code, and the automated coding
algorithm coded each sample as well. Raters assigned a “1” to any turn of talk in which
the code was present, and a “0” to those in which it was not. To calculate inter-rater
reliability, we computed Cohen’s kappa (j) for each code for all pairwise combinations
of raters. To determine whether the kappa values obtained for the samples could be
generalized to the entire dataset, we computed Shaffer’s rho (q) to estimate the
expected Type I error rate of kappa given the sample size [10, 13]. For each of the six
codes, the rate of agreement was statistically significant (a = 0.05) for a minimum
kappa threshold of 0.65 (see Table 1).

Table 1. Discourse codes and inter-rater reliability statistics.

Code Description & Example Human 1 vs.
Human 2

Human 1 vs.
Computer

Human 2 vs.
Computer

ja q(0.65) ja q(0.65) ja q(0.65)

Mesh Repair Referencing mesh, tacking, or
suturing
“One of those tacks fell; you did
not have control of the tacker.”

1.00 <0.01 1.00 <0.01 0.97 0.01

General
Anatomy

Referencing the anatomy of the
abdomen
“Spermatic vessel is more lateral
to the vas.”

1.00 <0.01 1.00 <0.01 0.96 <0.01

Pathological
Anatomy

Referencing the anatomy of a
hernia
“We’ve got to make sure the
hernia is on the midline too
because sometimes the hernia
isn’t on the midline.”

0.95 0.01 0.98 <0.01 1.00 <0.01

Requesting
Advice

Asking what surgeons should do
in a given situation
“So what do you do if it doesn’t
tack? What do you do in the
operating room?”

0.86 <0.01 0.86 0.04 0.75 0.04

Trouble-
shooting

Managing or negotiating
complications
“This is the tough side. We need
to go to the easy side. The easy
side is over there.”

0.85 <0.01 0.89 <0.01 0.80 0.03

(continued)
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2.4 Epistemic Network Analysis

For the purposes of analysis, participants were divided into quartiles based on their
mean laparoscopic surgery experience ratings. Participants with mean laparoscopic
surgery experience scores less than or equal to 2.50 (lowest quartile, n = 13) were
classified as novices, as their self-ratings indicated that they did not feel fully competent
with common laparoscopic procedures. Participants with mean laparoscopic surgery
experience scores greater than 3.00 (highest quartile, n = 17) were classified as relative
experts, as their self-ratings indicated that they felt generally competent with common
laparoscopic procedures. The participants in the second and third quartiles (n = 23)
were classified as intermediates. Seven participants did not report their experience with
minimally invasive surgery.

Epistemic network analysis (ENA) version 1.5.2 was used to analyze the conver-
sations of novices, intermediates, and relative experts [10, 14–16]. We defined the units
of analysis as all lines of data associated with a single participant (excluding instruc-
tors). The ENA algorithm uses a moving window to construct a network model for
each line in the data, showing how codes in the current line are connected to codes that
occur within the recent temporal context [17]. In this study, the window was defined as
5 utterances (each turn of talk plus the 4 previous turns) within a given practicum
session. The resulting networks were aggregated for each unit of analysis in the model.
In this model, networks were aggregated using a binary summation in which the
networks for a given line reflect the presence or absence of the co-occurrence of each
unique pair of codes. The networks in the ENA model were normalized for all units of
analysis before they were subjected to a dimensional reduction, which accounts for the
fact that different participants may have different numbers of coded utterances. For the
dimensional reduction, we used a singular value decomposition (SVD), which pro-
duces orthogonal dimensions that maximize the variance explained by each dimension.

Networks were visualized using network graphs where nodes correspond to the
codes, and edges reflect the relative frequency of co-occurrence, or connection,
between two codes. The result is two coordinated representations for each unit of
analysis: (1) an ENA score, or a point that represents the location of that unit’s network
in the projected space formed by the first two dimensions in the SVD, and (2) a
weighted network graph projected into the same low-dimensional space. The positions
of the network graph nodes are fixed, and the node positions are determined by an

Table 1. (continued)

Code Description & Example Human 1 vs.
Human 2

Human 1 vs.
Computer

Human 2 vs.
Computer

ja q(0.65) ja q(0.65) ja q(0.65)

Real-World
Case

Referencing real bodies, patients,
or other cases
“So that can be done with a suture
passer and a suture … if the
patient is thin enough that you can
see the fascia.”

0.80 0.02 0.95 0.01 0.73 <0.01

a All kappas are statistically significant for q(0.65) < 0.05.
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optimization routine that attempts to produce a high degree of correspondence between
the ENA scores of the units and the corresponding network centroids. To do this, the
optimization routine uses a least-squares approach that minimizes the sum of squared
distances between the network centroids and the ENA scores on each dimension.
Because of the co-registration of network graphs and projected space, the positions of
the network graph nodes can be used to interpret the dimensions of the projected space
and explain the positions of different units in the space. Our model has co-registration
correlations (Pearson’s and Spearman’s r) of >0.93 on the first and second SVD
dimensions. These measures indicate that there is a strong goodness of fit between the
visualization and the original model.

3 Results

Figure 2 shows the ENA scores and difference graph for novices and relative experts.
The novices appear primarily in the upper part (high y values) of the ENA space
formed by the first two SVD dimensions, while the relative experts appear mostly in the
lower part of the space (low y values). The first and second SVD dimensions account
for 24.0% and 15.1% of the variance in patterns of connectivity, respectively.

To understand this difference between novices and relative experts, we plotted the
difference graph for the two groups (see Fig. 2, bottom). For the novices, the most
distinguishing connections were from Requesting Advice to General Anatomy, Mesh
Repair, and Troubleshooting. That is, the novices focused mostly on the procedural
aspects of the simulated case: asking questions about basic anatomy, about the pro-
cedural steps and rules, and about managing errors or complications. The relative
experts, in contrast, made proportionately stronger connections to Real-World Case and
Pathological Anatomy. Like the novices, the relative experts discussed the overall
anatomy relevant to any abdominal procedure (General Anatomy), but they focused
more on the anatomy specific to the hernia (Pathological Anatomy). Moreover, the
relative experts were more likely than novices to discuss and ask questions about the
procedure and the anatomy in the context of real-world cases or scenarios. These
patterns of conversation suggest that relative experts used the simulators less as an
opportunity to learn the surgical procedure or practice implementing the procedural
steps, and more as an opportunity to discuss specific hernia repair issues that arise in
actual cases. In other words, the novices used the simulators in the traditional sense—to
learn the operative rules of the modeled hernia repair and rehearse key skills and
techniques—while the relative experts treated each simulated case as a specific
instantiation of a broader class of operative problem, using it to explore how expert
surgeons adapt to different clinical presentations.

These differences are evident in the qualitative data as well. For example, consider
the following excerpt from a conversation among novices.

Line 1 Novice 1: So, the principle, is the mesh going to cover everything?
Line 2 Instructor: That’s right, the mesh going to cover everything. Alright, so let’s

look over here again. Let’s see, are your vas and vessels
separated?
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Fig. 2. TOP: ENA scores on the first and second dimensions (points) for novices (red) and
relative experts (blue) with means (squares) and 95% confidence intervals (dashed boxes).
BOTTOM: Difference graph of the novice and relative expert mean networks (Color figure
online).
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Line 3 Novice 2: This is the vas here?
Line 4 Instructor: That’s the vas.
Line 5 Novice 1: You are still in the wrong plane.
Line 6 Instructor: Yeah, you have to cut the white [fascia].
Line 7 Novice 1: I thought we did cut the white.
Line 8 Novice 2: I thought we did. That’s what I was originally going into. Was

going to practice with the balloon. Now we need the trocar in
below it

This excerpt begins with a participant asking a question about the mesh (Line 1).
The instructor replies by orienting the participant to the basic anatomy associated with
the procedure (Lines 2–4). A second participant identifies an error with the procedure
(Line 5) and works with the others to find a solution (Lines 6–8). In this brief excerpt,
the novices focus on a specific procedural step—placing the mesh—which requires
understanding the anatomy, properly orienting the endoscope, and managing errors as
they occur. In addition, novice conversations involve more reiteration and requests for
basic information. As this example shows, novices tended to use the simulated case as
an opportunity to learn and rehearse the basic procedural steps and fundamental skills
of laparoscopic hernia repair.

In contrast, the relative experts tended to draw more on their own experience with
laparoscopic hernia repair, as the following excerpt illustrates.

Line 1 Expert 1: I do a lot of melanoma patients that I have had with superficial
internal dissection. … In theory, their complication is a pulled
femoral hernia. Would that just be sufficient to cover up the hole?

Line 2 Instructor: If I’ve over-dissected the space… then I’ll fixate… with a tack that
covers medially and a really one high lateral tack.

Line 3 Expert 1: So what do you do there? I mean, do you just kind of move the
mesh down lower to make sure it’s covered?

Line 4 Instructor: So, so if you’ve got a femoral, you should dissect that space out
and cover it

This excerpt begins with the participant asking a question about specific hernia
pathology based on prior cases (Line 1). The instructor then responds by outlining
strategies for tacking the mesh (Line 2). The participant asks a follow up question about
mesh placement (Line 3), and the instructor addresses how to achieve coverage. In
comparison to the novices, the relative experts were less focused on the procedure in
front of them and more on using it as a platform to talk—and think—about real clinical
scenarios, often ones that they experience in practice. Their conversations extended
beyond discussion of basic procedural steps or skills; in Line 3, for example, even
though the participant is asking about a procedural step (mesh placement), he does so
in the context of a more complex clinical presentation that he sees in his practice.
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4 Discussion

This study examined how surgeons with different levels of experience in laparoscopic
surgery used basic procedural simulators in a CME short course. While surgeons with
less experience used the simulators to learn and rehearse the procedural rules and basic
laparoscopic skills, as evidenced by the strong connections they made from Requesting
Advice to General Anatomy, Mesh Repair, and Troubleshooting, more experienced
surgeons used the simulators to explore various hernia presentations and best practices
for addressing them, as evidenced by the strong connections they made to Real-World
Case and Pathological Anatomy. In other words, novices engaged in procedural
rehearsal—seeking to develop basic knowledge and skills—while the relative experts
engaged in procedural analysis—using the simulated case as a platform with which to
explore different hernia presentations or operative challenges they experience in
practice.

This suggests that there are two primary functions that procedural simulators can
serve. The first, and the one most commonly acknowledged, is that they enable sur-
geons and surgical trainees to learn and rehearse a specific operative procedure or the
associated skills and best practices in a setting that involves no risk to patients, that
provides useful feedback, and that is low-cost and logistically feasible. The novices in
this study used the simulators primarily in this way. The second function the procedural
simulators serve is to facilitate a guided version of what Schön calls reflection in action
[18]. Reflection-in-action takes place as experts in a domain (a) identify similarities
between novel problems and past problems, (b) adapt the solutions from those past
problems based on their understanding of the current problem, and then (c) evaluate the
results of applying the adapted solution to the problem at hand. The relative experts in
this study used the simulators as a platform for engaging in reflection-in-action with the
guidance of their peers and a more experienced instructor. That is, they drew on past
experiences to pose questions and construct scenarios, and then used the simulated case
to work through how to solve those problems with the guidance of an even more
experienced surgeon.

Facilitation of reflection in this way is an important affordance of procedural
simulation that requires further study [3]. While numerous interventions and training
protocols have been used to promote reflective practice and prepare clinicians to be
self-directed, lifelong learners (see, e.g., [19–21]), reflective practice was found to be
negatively correlated with physician age and experience [22]. This suggests that
reflection on practice may decline as surgeons progress in their careers. CME courses
grounded in procedural simulation could provide an effective mechanism for promoting
on-going reflection among practicing surgeons.

Of course, this study has several limitations. First, the sample size is small, and we
studied only one CME course that uses only one type of procedural simulator. Thus,
our conclusions cannot be generalized without further research on learning across a
range of CME course and simulation models. However, small-group practica are very
common in CME contexts, and our research suggests that grouping participants by
expertise may facilitate more productive learning interactions. This is critical, as many
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CME courses are quite short, and many physicians have limited time for ongoing
training. Future research should explore the affordances and limitations of this
approach.

Second, this study modeled learning processes by analyzing participant conversa-
tions, but there was no outcome measure. Thus, we were unable to assess the extent to
which the course helped participants develop knowledge, skills, or other competencies.
This is a broader problem with CME as it is implemented in the United States.
Few CME courses assess learning, and it is difficult to control for the effects of CME
courses in longitudinal studies that document changes in clinical skill or practice. While
there is limited evidence that simulation is more effective in CME contexts than tra-
ditional approaches to clinical education [23], the basic CME model is not particularly
effective for changing physician behavior or improving patient health outcomes [24].
Considerably more research is needed on CME in particular and, more generally, on
how physicians develop and maintain expertise over the course of their careers [9, 25].
We argue that quantitative ethnography provides a method and a set of tools for
exploring such learning processes, and prior research has shown that it could provide
an effective means of assessing operative competency as well [26].

Lastly, this study did not explore the role that instructors played in guiding par-
ticipant conversations. While instructor discourse was included in the analysis, the
instructors themselves were not included as units. Research on this same data has
found, for example, that instructors were significantly more likely to answer questions
with anecdotes when responding to relative experts and with prohibitions (what not to
do) when responding to novices [27]. In future research, we will explore in more detail
the relationship between teaching practices and learning processes in order to under-
stand better the effects of instructional strategies on learning with procedural
simulators.

Despite these limitations, our findings suggest that inexpensive, basic procedural
simulators, such as the box-style simulators used by participants in this study, can help
both novices and more experienced surgeons improve their understanding of operative
practices by facilitating both rehearsive and reflective practice.
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Abstract. The Next Generation Science Standards propose an integrated and
holistic view of science education that teaches science through three-
dimensional learning. In this vision of science, content and practices are inter-
connected and inseparable. While the NGSS has influenced K-12 education
standards in 40 states, there has not been a systematic analysis of the standards
themselves. In this study, we investigate three-dimensional learning in order to
identify new insights into underlying relationships between science concepts as
well as make comparisons between different science disciplines. We used
Epistemic Network Analysis to measure and models the structure of connections
among crosscutting concepts and practices within and across disciplines. Results
show systematic differences between how Physical and Life Sciences use and
describe cause and effect relationships in which Physical Sciences predomi-
nantly focuses on the generation of causal relationships while Life Sciences
focuses on the explanation of causal relationships.

Keywords: Epistemic network analysis � Next generation science standards �
Three-dimensional learning

1 Introduction

Following the turn in science education toward teaching science as a practice [1], the
Next Generation Science Standards (NGSS) [2, 3] constructed a practice-based vision
for science education in the United States. The NGSS propose an integrated and
holistic view of science education that organizes science into three-dimensional
learning: a coherent combination of disciplinary core ideas, crosscutting concepts, and
science and engineering practices. In this vision of science, content and practices are
interconnected and inseparable. As such, this document provides an important artifact
of what scientists and science educators deem valuable and core to the pursuits of this
discipline and how students could learn how to think like scientists.

While there are many articles, books, and websites that provide resources for
teacher implementation, there has been less research on the implications and rhetoric of
the standards themselves. In this study, we investigate overarching claims about the
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interconnected nature of the NGSS, specifically what are the relationships among the
three dimensions of science learning.

2 Theory

With the goal of improving K-12 science education, the Next Generation Science
Standards were developed through a collaboration between the National Research
Council (NRC), the National Science Teachers Association, the American Association
for Advancement of Science, and Achieve, Inc. [2, 3]. This project united science
experts, researchers, and educators to create a new vision for science education and
consequently a new set of education standards to be followed in K-12 classrooms.
These standards proposed and organized important and overarching themes in science
into what the standards call 3-dimensional learning including

Dimension 1: Science and Engineering Practices, which are the skills and
knowledge scientists and engineers employ;
Dimension 2: Crosscutting Concepts, which are the common themes and unifying
ideas across the disciplines; and
Dimension 3: Disciplinary Core Ideas, which are specific and fundamental concepts
and contexts necessary for understanding the discipline.

In this vision of science, content and practices are interconnected and inseparable.
Instead of learning content and then applying it, the NGSS proposed an integrated and
holistic view of science education. As such, this document provides an important
artifact of what scientists and science educators deem valuable and core to the pursuits
of this discipline and how students could learn how to think like scientists.

While the NGSS has influenced K-12 education standards in 40 states, there has not
been a systematic analysis of the standards themselves. Recent work has analyzed
components of the standards, such as genetics content [4], sustainability [5], or a single
crosscutting concept (i.e. scale, proportion, and quantity) [6]. One reason there may
have been few systematic analyses is that the publicly available version of the standards
is an unwieldy and dense set of tables within a lengthy document.

To dive deeper into this conception of science thinking I use David Shaffer’s [7]
epistemic frame theory to describe the pattern of associations among skills, knowledge,
and other cognitive elements that characterize groups of people who share similar ways
of framing, investigating, and solving complex problems. More specifically, epistemic
frame theory considers the ways in which certain groups of people think and suggests
that in specific communities there is a set of systematic patterns of relationships among
skills, knowledge, identity, values, and epistemology that form the epistemic frame for
that community.

Importantly, epistemic frame theory shifts the focus of learning from accumulating
isolated pieces of knowledge to focusing on the structure of connections among them.
Similarly, diSessa [8] argued that deep understanding results from linking basic dis-
ciplinary concepts within a theoretical framework. For example, diSessa describes how
novices have “knowledge-in-pieces”, whereas experts have a deep and systematic
understanding of how these disciplinary concepts are connected. Other learning
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scientists have similarly conceptualized learning as developing patterns of connections
between concepts [9, 10].

Therefore, in order to model what it means to adopt the epistemic frame of a
scientist, or more simply what it means to think like a scientist, we need a way to
analyze the relationships among elements in that domain. One way to measure the
relationships among elements in an epistemic frame is by using epistemic network
analysis (ENA), a tool designed to analyze the structure of connections by identifying
the co-occurrence of domain elements in a particular community of practice [11]. The
resulting models can be visualized as networks in which the nodes in the model are the
codes and the lines connecting the nodes represent the co-occurrence of two codes.
Thus, I can quantify and visualize the structure of connections between science prac-
tices and crosscutting concepts making it possible to characterize important connec-
tions for each science discipline.

In this study, I investigate how modeling and measuring the connections between
practices and concepts can identify new insights into underlying relationships between
science concepts as well as make comparisons between different science disciplines.

3 Methods

3.1 Data Source

The NGSS provide a set of 208 K-12 science standards organized across three science
disciplines (Earth and Space Sciences, Life Sciences, and Physical Sciences) as well as
sections addressing Engineering and Technical Sciences. Each discipline has standards
that are arranged by Performance Expectations (PEs) that constitute what should be
learned by students by the end of that grade level.

3.2 Segmentation and Coding

In this analysis, each line of data represents a single chunk of written content from the
NGSS. For example, in the performance expectation for MS-PS4-1, the standards
outline 6 pieces of information and each unique piece of text was segmented into a
different row. Based on the structure of the NGSS layout, each performance expecta-
tion was further segmented by the specific science and engineering practice (SEP,
Table 1) and crosscutting concept (CCC, Table 2) that was identified.

For example, MS-PS4-1 asks students to describe the amplitude of waves using
mathematics and computational thinking (SEP) and identify patterns (CCC).

3.3 Epistemic Network Analysis

To analyze the connections with the NGSS, I used Epistemic Network Analysis
(ENA) [11, 14], which models the structure of connections among NGSS code ele-
ments. ENA measures connections by quantifying the co-occurrence of practice and
concept within a defined conversation. In this case, a conversation is a collection of
lines of data such that lines within a conversation are assumed to be closely related.

Cause and Because: Using Epistemic Network Analysis to Model Causality 225



For the NGSS, I defined the conversation as a single PE. For example, across MS-PS4
there are 3 total PEs. Each separate expectation has an associated SEP and CCC which
would be considered in the same conversation because these two codes specifically
relate to one another based on their PE. MS-PS4-1, above, would have a connection
between mathematic and computational thinking to the crosscutting concept of patterns
However, MS-PS4-1 would not be considered related to MS-PS4-2 because the SEP
and CCC relate to a different topic.

ENA constructs a network model for each unit of analysis, showing how the codes
within a conversation are connected to one another. The resulting models can be
visualized as network graphs where the nodes correspond to the codes and edges reflect
the relative frequency of the connection between two codes. Thus, we can quantify and
visualize the structure of connections among SEP and CCC, making it possible to
characterize three-dimensional learning ideas within each discipline.

Table 1. List of science and engineering practice codes adapted from National Science
Teaching Association (NSTA) [12].

Science and Engineering Practice
(SEP)

Definition

Asking questions and defining
problems

A practice of science is to ask and refine questions that
lead to descriptions and explanations of how the natural
and designed world works and which can be empirically
tested.

Developing and using models A practice of both science and engineering is to use and
construct models as helpful tools for representing ideas
and explanations.

Planning and carrying out
investigations

Scientists and engineers plan and carry out investigations
in the field or laboratory, working collaboratively as well
as individually. Their investigations are systematic and
require clarifying what counts as data and identifying
variables or parameters.

Analyzing and interpreting data Scientific investigations produce data that must be
analyzed in order to derive meaning.

Using mathematics and
computational thinking

In both science and engineering, mathematics and
computation are fundamental tools for representing
physical variables and their relationships.

Constructing explanations and
designing solutions

The products of science are explanations and the
products of engineering are solutions.

Engaging in argument from
evidence

Argumentation is the process by which explanations and
solutions are reached.

Obtaining, evaluating, and
communicating information

Scientists and engineers must be able to communicate
clearly and persuasively the ideas and methods they
generate. Critiquing and communicating ideas
individually and in groups is a critical professional
activity.
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4 Results

I used ENA to measure and model connections between practices and concepts for each
discipline. For this ENA model, connections were counted for each performance
expectation and accumulated across disciplinary core ideas and grades to model each of
the four disciplines. In this paper, I specifically compare Physical Sciences and Life
Sciences.

In Fig. 1, the network graph for Physical Sciences identifies many connections
across the PEs and shows a few main connections, including Cause and Effect to
Explanations, Cause and Effect to Argument, and Analyze to Patterns. On the other
hand, Physical sciences (Fig. 2) shows the most connections between Cause and Effect
to Investigations, Explanations to Energy, and Energy to Models.

One way to consider the differences in connections is to choose a common node
and then analyze the similarities and differences in how each discipline connects to this
idea. In the next section, we focus on a single concept and analyze the difference in
connections to this idea.

Table 2. List of Science and Engineering Practice codes adapted from the NSTA [13].

Crosscutting
Concepts (CCC)

Definition

Patterns Observed patterns of forms and events guide organization and
classification, and they prompt questions about relationships and the
factors that influence them.

Cause and effect Events have causes, sometimes simple, sometimes multi-faceted.
A major activity of science is investigating and explaining causal
relationships and the mechanisms by which they are mediated. Such
mechanisms can then be tested across given contexts and used to
predict and explain events in new contexts.

Scale, proportion,
quantity

In considering phenomena, it is critical to recognize what is relevant
at different measures of size, time, and energy and to recognize how
changes in scale, proportion, or quantity affect a system’s structure or
performance.

Systems and system
models

Defining the system under study-specifying its boundaries and
making explicit a model of that system-provides tools for
understanding and testing ideas that are applicable throughout
science and engineering.

Energy and matter Flows, cycles, and conservation. Tracking fluxes of energy and
matter into, out of, and within systems helps one understand the
systems’ possibilities and limitations.

Structure and
function

The way in which an object or living thing is shaped and its
substructure determine many of its properties and functions.

Stability and change For natural and built systems alike, conditions of stability and
determinants of rates of change or evolution of a system are critical
elements of study.
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4.1 Cause and Effect

Within the crosscutting concepts, Cause and Effect is the most prominent concept
within all three disciplines occurring a total of 56 times. In Life Sciences, Cause and
Effect is included in 31% of PEs while in Physical Sciences this concept is included in
33% of all PEs. In their networks, both Life and Physical sciences make many con-
nections between concepts and practices and in both sets of standards, there are many
connections to Cause and Effect (seen by a larger diameter node and thick lines
connecting to that node).

Another way to consider the differences between disciplines is to construct a dif-
ference graph (Fig. 2). The difference graph subtracts the edge weights of the mean
networks of each unit visualizing the differences in weights. Connections represented

Fig. 1. Network for physical sciences (purple). Thicker lines represent more frequent
connections, thinner lines represent less frequent connections (Color figure online).
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by purple lines were stronger among PS standards, while connections in blue occurred
proportionally more often among LS standards (Fig. 3).

As the difference network shows, Life Sciences made proportionally more con-
nections between Cause and Effect to Constructing Explanations and Designing
Solutions as well as to Engaging in Argument from Evidence. On the other hand,
Physical sciences were more likely to connect this idea of causality with Analyzing and
Interpreting Data as well as Planning and Carrying out Investigations. These differ-
ences indicate different treatments of the ways cause and effect are used and treated in
this representation of the disciplines. Life Sciences were more likely to link causality
with ways to explain causal relationships while Physical Science expectations were
more likely to propose the investigation and analysis of causal relationships.

Fig. 2. Network for life sciences (blue). Thicker lines represent more frequent connections,
thinner lines represent less frequent connections (Color figure online).
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This difference is also apparent in how Cause and Effect is described in the
crosscutting concepts section of the performance expectations:

“Phenomena may have more than one cause, and some cause and effect relationships in systems
can only be described using probability.” (MS-LS1-4)

In this Life Sciences text, causality has an emphasis on the ways and potentially the
only ways a certain relationship can be described which is related to both explanation
and argumentation. On the other hand, Physical Sciences expectations about causality
are described in a different way:

“Simple tests can be designed to gather evidence to support or refute student ideas about
causes.” (1-PS4-3)

Fig. 3. Difference network between physical and life sciences, in which purple connections
occur more frequently in the Physical Sciences and blue connections occur more frequently in the
Life sciences (Color figure online).
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In this Physical Sciences text, there is an emphasis on using “simple tests” which is
related to planning and carrying out investigations.

These are two descriptions for Cause and Effect, but there were also many cause
and effect descriptions that were listed across the disciplines, including: “Events have
causes that generate observable patterns” which is listed in Earth and Space Sciences,
Life Sciences, and Physical Sciences. Another example is that “Empirical evidence is
required to differentiate between cause and correlation and make claims about specific
causes and effects” which can be found in both Life Sciences and Earth and Space
sciences. There are even three versions of one Cause and Effect text that vary when the
idea ends, “Cause and effect relationships are routinely identified [.; and used to explain
change; tested, and used to explain change]”. This idea and the different versions occur
across the three disciplines.

However, while each of these disciplines share common language about causality,
the two incline texts above were unique to their field. No other discipline listed that
“phenomena may have more than one cause, and some cause and effect relationships in
systems can only be described using probability.” Likewise, no other discipline listed
that “simple tests can be designed to gather evidence to support or refute student ideas
about causes.” This dichotomy highlights the systematic differences with which
common ideas like causality are described differently and may serve different roles
across the disciplines.

5 Discussion

Preliminary evidence suggests that there are interesting and systematic differences
between science disciplines. Both Life and Physical Sciences make many connections
between concepts and practices and in both sets of standards, there are many con-
nections to Cause and Effect. In comparison, Life Sciences makes more connections
between causality and explanations as well as to argumentation. On the other hand,
Physical Sciences more often connects this idea of causality with investigations and
analysis.

Science has been defined in terms of empirically deriving causal explanations [15],
and within the NGSS, they state, “A major activity of science is investigating and
explaining causal relationships and the mechanisms by which they are mediated”
(Appendix G, p. 1) [2]. In each of these two definitions, there are two main compo-
nents, (1) generation and (2) explanation of causal relationships. Both disciplines in this
analysis address these ideas, however, Physical Sciences predominantly focuses on
generation while Life Sciences focuses on explanation of causal relationships. This is
not to say that the physical science standards do not address explanation and argu-
mentation or that life science standards omit investigations, rather, that in terms of
causality they make more connections to the practices of investigating and analyzing
data.

One goal of crosscutting concepts was to help students use ideas like cause and
effect to relate and understand core ideas across disciplines. But the separation of ideas
identified in this analysis may foster misconceptions for how students learn the goals of
science. If the purpose of science is both investigating and explaining causality and
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students are taught either investigating or explaining these relationships students may
incorrectly associate a discipline with only one component of causality. Moreover,
there are important differences that should be explored in how teachers, students, and
curricula unite concepts to create coherent learning experiences for students [16].

These systematic differences also have implications for how teachers and cur-
riculum designers may create lessons and assess learning. While the NGSS and NRC
Framework were created as guidelines for science instruction, they also serve as
starting points and references for how to teach science. As such it is important to know
which connections were important within and across disciplines, which can be used to
compare with curricula and discussions to identify which connections occur in either,
neither, or both the standards and real-world examples. Further, and more importantly,
this epistemic network analysis created a metric space that can be used to measure and
differentiate science thinking in other datasets. Therefore, I can create a metric space
based on what the NGSS proposed and then project coded data about three-dimensional
learning from real-world implementations into that space.

Of course, this analysis was limited to a comparison of two disciplines. Future
analyses will further explore three-dimensional learning for earth and space sciences as
well as engineering and technical sciences. Another limitation is that this analysis
focuses solely on the standards themselves and does not look at science education in
real classrooms. Future work will investigate how the practices and concepts are
connected during actual student discussions about science and compare connection-
making in the real-world with connections represented in the NGSS.

This work empirically identifies the underlying structure of the NGSS and provides
both a way to compare science ideas within the standards as well as compare real-world
data using the structure of the standards.
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Abstract. This study investigates how puppetry-based tabletop microteaching
systems can contribute to student teacher training compared with normal
microteaching. The study analyzes student teachers’ discourse using a puppetry-
based microteaching system called “EduceBoard” introduced to a university
class. The analysis included an epistemic network analysis to identify the
specific features that influence changes and clarify particular discourse patterns
that were found and a qualitative analysis of the discourse data. Results indicate
that the puppetry-based microteaching and improvisational dialogs that it eli-
cited enhanced student teachers’ practical insights and gave them the opportu-
nity to develop their students’ learning and run the class smoothly.

Keywords: Microteaching � Teacher education � Puppetry

1 Introduction

Nurturing students to explore things in a meaningful way, discover problems, reflect on
their opinions, and engage in problem-solving alongside their peers is essential for
preparing for 21st century society. To prepare for the conversations that will develop
these skills in pupils, teachers need to imagine children’s various voices, reactions, and
questions to such issues [1].
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Microteaching is a method of implementing such dialogic pedagogy in teaching. To
practice microteaching as a part of teacher training, student teachers are usually
introduced into the roles of teachers and students. Playing the role of the teacher allows
student teachers to evaluate and improve their classes and teaching skills, whereas
playing the role of the pupil gives them a greater understanding of the pupils’ psy-
chology in the teaching process [2]. However, previous studies indicate that student
teachers roleplaying as students can lead to excessive self-consciousness [3] and
evaluation anxiety [4]. Concerns have also been raised about evaluation methods that
lead to psychological resistance or inhibition, which can result in over-adaptation [5].

To make the roleplay in microteaching realistic, a puppetry roleplay learning
system called “EduceBoard” was created, and past empirical research on the system
found that a wide range of students’ voices are elicited through puppetry-based
microteaching [6]. However, this study did not focus on how these dialogic exchanges
occurred and what such changes meant for prospective teachers in teacher education
programs. Thus, the present study reveals how the discourse patterns within the
EduceBoard puppetry-based microteaching differ from normal microteaching to iden-
tify the former’s specific effects.

2 Methods

2.1 Target Class and Participants

The practical evaluation included 36 Japanese undergraduates studying to acquire an
elementary school teacher’s license. The target class was conducted twice, both of
which were 3 h and 30 min long. The students were instructed to prepare a teaching
plan and materials for their microteaching. The participants were divided into 12
groups of 3 and each participant took turns being in charge of teaching (10 min of
microteaching), while the remaining two participants participated as children. Table 1
shows the outline of the target class. In the first and third sessions of the microteaching
practice, the participants roleplaying as a teacher taught in front of the whiteboard and
pupils studied in front of the teacher in a self-performed format, whereas in the second
microteaching practice, all of the students performed with puppets on the EduceBoard
system as a group (Fig. 1). In the puppetry session, each participant playing pupils’
roles manipulated two pupils’ puppets simultaneously. The microteaching was recor-
ded either by a camera or the EduceBoard system.

2.2 Assessment

A coding scheme based on Fujie [7] was created for the present study, the scheme
classified classroom dialog structures into two types of utterances: formal utterances
(teacher-formal TF, student-formal SF) and informal utterances (teacher-informal TI,
student-informal SI; Table 2). If an utterance was considered as a mixture of formal and
informal utterances, the coders coded both categories. If utterances from the partici-
pants roleplaying as pupils were judged as not having any meaning (such as only “ah”
or “umm”), those utterances were coded as other kinds of utterances. The first and
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fourth authors independently coded each microteaching utterance in accordance with
the coding scheme (Cohen’s kappa coefficient = .874). Table 3 shows quantified
utterances classified into each relevant category and utterances coded for more than one
category.

To conduct an epistemic network analysis (ENA; Shaffer [8]), ENA 1.5.2 (Mar-
quart et al. [9]) was used to quantitatively analyze the discourse pattern in the
microteachings and identify the characteristics of possible changes. ENA is a quanti-
tative ethnographic method used for modeling the structure of speech, which can
quantify and model the co-occurrence of codes in a conversation, provide a relevant
visualization for each unit of analysis throughout the data, and create co-occurrence
weighted networks. In this study, the structure of the utterance chain was quantitatively
analyzed to study the changes that occurred in all three samples of microteaching and
analyze the qualitative content using the feature values. Four codes were used in the
ENA: TF, TI, SF, and SI. The number of the microteaching session and the conver-
sation number and follow numbers used for the dataset for each group were included in
the analysis. When differences were identified in the ENA, the strength of the co-

Table 1. Outline of target class.

Time Activities
20 (min) Guidance for announcing the outline of the class.
10 1st session:

Self-performance 
Self-performed micro-
teaching role-play

Student A taught Students B & 
C. (B & C played pupils’ roles)

10 Reflections on their performances while watching the 
recorded video independently

20 Mutual feedback discussion while watching video together
10 Writing short essays independently regarding what they 

learned in this session
10 Break
10 2nd session:

Puppetry on 
EduceBoard 

Tutorial of EduceBoard system
10 Puppetry microteaching 

role-play
Student B taught Students A & 
C. (A & C played pupils’ roles)

10 Reflections on their performances while watching the 
animation on the Web application independently.

20 Mutual feedback discussion while watching the animation 
together.

10 Writing short essays independently regarding what they 
learned in this session 

10 Break
10 3rd session:

Self-performance 
Self-performed micro-
teaching role-play

Student C taught Students A & 
B. (A & B played pupils’ roles)

10 Reflections on their performances while watching the 
recorded video independently

20 Mutual feedback discussion while watching video together
10 Writing short essays independently regarding what they 

learned in this session
10 Reflections Discussion of what they learned during the three sessions 
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Normal microteaching

puppetry-based microteaching

Fig. 1. Normal microteaching and puppetry-based microteaching.

Table 2. Definition of utterances in roleplay microteaching [7].

Utterances Definition

Teacher-Formal
(TF)

A teacher’s utterance that follows his/her lesson plan or is academic
related

Teacher-
Informal (TI)

A teacher’s utterance based on his or her individual experience and
reaction to the students

Student-Formal
(SF)

A student’s utterance that follows the teacher’s instructions or is
academic related

Student-
Informal (SI)

A student’s utterance based on his or her individual experience and
intention (not academic)
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occurrence connection between the individual codes was mentioned as a feature of the
discourse network to be further examined. The package rENA was used to calculate
and compare the intensity of individual co-occurrences of any two codes (i.e., between
the first and second data points and the second and third). This process made the
isolation of any connection between any two codes for any individual, group, or set of
groups possible. Comparing individual connection strengths made it possible to
determine whether statistically significant differences existed between two groups for
any given connection in an ENA network, even when no statistical differences exist
between groups on the ENA dimensions. In addition, this approach can be used to
compare individual connection strengths to quantify the extent to which differ-
ent connections contribute to statistical differences between groups along an ENA
dimension. This approach is particularly useful when an ENA model has many con-
nections and is hard to interpret visually and in studies where researchers focus on the
differences in theoretic connections, connections detected in qualitative analysis, or
those that emerged as important when conducting an ENA. Therefore, this approach
was used to identify a number of factors affecting the discourse network of
microteaching by identifying the statistical differences among the three microteaching
sessions. Furthermore, the discourse from the puppetry microteaching session that have
significant differences in the co-occurrence connection strength analyses were quali-
tatively analyzed.

3 Results and Discussion

3.1 Results of the ENA

The ENA results are summarized in Fig. 2, which shows the first (self-performance),
second (puppetry), and third (self-performance) ENA networks. The findings show that
the TF–SF connection was the strongest and some of the other connections seem to
have differences when comparing the different microteaching sessions. Figure 3 shows
the differences between the first and second discourse networks and the second and
third. Strong co-occurrence relationships was found for the second time in TF–TI, TF–
SI, and TI–SI connections, whereas the TF–SF connection was stronger for the first and

Table 3. Total number of categorized sentences according to utterances in the discourse.

1st (Self-
performance)

2nd (Puppetry) 3rd (Self-
performance)

Teacher-Formal (TF) 992 1494 1153
Teacher-Informal (TI) 111 529 276
Double-coded utterances (included
in TF & TI)

45 206 112

Student-formal 597 603 731
Student-informal 223 342 409
Double-coded utterances (included
in SF & SI)

61 44 109
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third times. The TF–SF connection consists of a normative IRE sequence [10]. These
differences indicate possible significant changes in TF–SI, TF–SI, and TI–SI due to the
puppetry microteaching.

Figure 3 shows that the mean of the plotted points of the discourse network
fluctuate in each of the three rounds. When the differences between the first, second,
and third rounds were measured with ENA, a significant difference was found along the
X-axis between the first and second rounds (Mann–Whitney’s U = 931.00, p = .000,
r = .48) and the second and third rounds (Mann–Whitney’s U = 456.00, p = .03,
r = .30). This finding suggests that a significant discourse structure fluctuation
occurred, especially during the puppetry microteaching session. As shown in the fig-
ures, the second microteaching session elicited a co-occurrence network with more
connections to informal utterances. To investigate how such a significant fluctuation

First microteaching (self-performance) Second microteaching (puppetry)

Third microteaching (self-performance)

Fig. 2. First (self-performance), second (puppetry), and third (self-performance) microteaching
discourse networks according to the ENA.
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was generated, a Freedman’s test was conducted using rENA on the strength of the
co-occurrence connections between codes for each session. The results revealed a
significant difference among the three microteaching sessions. In particular, the

Differences between the 1st (self-performance) and 2nd (puppetry) discourse networks

Differences between the second (puppetry) and third (self-performance) discourse networks

Fig. 3. Differences observed in the ENA between the first (self-performance) and second
(puppetry) discourse networks and the second (puppetry) and third (self-performance) discourse
networks.
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strength of the co-occurrence connections of TF–TI (v2 (2) = 6.167, p = .046, Cra-
mer’s V = .72) and a small yet significant difference in the co-occurrence of TI–SF (v2

(2) = 5.167, p = .076, Cramer’s V = .66) was observed. Although the TF–TI
co-occurrence network was higher in the second session due to the increase of double
codes, the high co-occurrence of TI–SF still needed to be investigated by focusing on
the puppetry microteaching discourse to identify the kind of specific discourse
prompted in this context.

3.2 Content Analysis of TI-SF

We used ENA webtool to analyze the puppetry-based microteaching discourse con-
taining the co-occurrences of TI–SF. The categories chosen for the analysis were
generated from the dialog in a bottom-up manner, and the syntactic break (e.g., the end
of the sentence) was chosen as the end of the conversational turn. Six categories were
chosen, which will be discussed at length in the following subsections.

3.2.1 Confirming the Children’s Understanding in a Group
This category included scenes where participants roleplaying as teachers asked ques-
tions using the puppets to confirm pupils’ understanding. The participants roleplaying
as students played various children similar to a real classroom setting. The following is
an excerpt from an arithmetic class, which discussed how to find the sum of four
rectangular angles (Teacher is teacher role student, and Child is pupils role student.).
The student playing the teacher role asked child questions such as “who understands?”
or “Do you understand?”. Then based on their reactions, the student playing the teacher
role told the children that the figure is a rectangle or that the sum of the angles can be
obtained when the four angles are combined only by hints:

Child 1: Yes (SF)
Teacher: And who understands that [pointing to a rectangle] angle? (TF)
Teacher: Is it a rectangle? (TF & TI)
Child 2: Angle … (SI)
Teacher: How much would it be if the four were combined? (TF)
Teacher: Do you understand? (TF & TI)
Child 1: There are four 90 s … I guess I should multiply. (SF)

3.2.2 Instructions for Children in a Group
This category included scenes where the teacher deals with a group of students with
different learning levels and capacities. The example below is an excerpt from an
arithmetic class where students struggle with addition and their calculations were
wrong. Accordingly, the teacher improvised by instructing the student to use their
hand:

Teacher: So, with your left hand? Because it is “2”? (TF & TI)
Teacher: Let’s do the same as me everyone. (TF & TI)
Teacher: Raise your hand. (TF & TI)
Child 3: Well. (SF)
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In the puppetry-based microteaching, there were children with various degrees of
understandings, so the student playing the teacher role needed to watch his/her pupils
and to teach them in an improvised manner.

3.2.3 One-to-One Interactions Regarding a Child’s Understanding
This category included teachers’ one-to-one interactions with children who are strug-
gling to understand in a group setting. The following excerpt is from the arithmetic
class that discusses the area of a circle:

Child 4: I do not know too. (SI)
Teacher: Hmmm, what do you not understand? (TI)
Teacher: Well, you could draw a circle, right? (TF & TI)
Child 5: I could draw a circle. (SF)
Teacher: Could you draw a circle? (TF & TI)
Teacher: Oh, fan-shaped … Do you know where the fan-shapes are? (TF & TI)
Child 5: Here, here, here, here, and here? (SF)

The student playing the teacher role did not only teach the whole of the class as
described in Sects. 3.2.1. and 3.2.2, but also responded for each pupil’s understanding
in an improvised manner.

3.2.4 One-to-One Interactions Regarding Class Content
This category included teachers’ one-to-one interactions with students about specific
topics as part of a class discussion. These comments included an in-depth exploration
of the child’s remarks, which is usually in the form of the teacher asking the child more
questions and replying in an improvised manner to the utterance of each child. The
following excerpt is from a Japanese language class where the teacher asks more
questions regarding the topic of “wisdom”:

Child 6: Well. (SF)
Child 6: I, grandma’s, grandma’s wisdom, I have read. (SF & SI)
Teacher: Grandma’s wisdom? (TF & TI)
Teacher: Oh. (TF & TI)
Teacher: Grandma’s wisdom … (TF & TI)
Teacher: Do you understand what that means? (TF)
Child 6: Well, maybe not, Grandma has a lot of wisdom because she has been alive so long.
(SF)
Child 6: So, when I burned myself she applied aloe to my wounds. (SF)
Child 7: Oh, there is aloe; there is aloe. (SI)
Child 7: I am a growing aloe. (SI)
Child 8: Oh, it’s amazing. (TI)

Thus, in order to deepen the children’s remarks, the student playing the teacher role
drew remarks from the children by asking them more questions. The student playing
the teacher role was required to accept the utterance of each child and to speak in an
improvised manner that leads to learning. In the above-mentioned excerpt, the student
playing the teacher role asked them to say what the grandmother’s wisdom specifically
means, and to share it with the class, so that the class theme of “what wisdom is” would
be addressed. As mentioned above, the student playing the teacher role was able to
experience enriching the class-wide conversation by talking with each child in an
improvised manner.
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3.2.5 One-to-One Interactions Regarding Discipline
This category included scenes where children required extra guidance regarding dis-
cipline. The following excerpt is from a Japanese language class where one child was
instructed to listen more attentively to another child:

Teacher: I’m sorry Hana-chan, would you like me to say it one more time? (TF & TI)
Teacher: Well then. (TF & TI)
Teacher: I’m listening to Sho-kun attentively. (TF & TI)
Child9: Well. (SF)
Child10: Mameta was able to go to the Buddha’s place, but after all [inaudible]… I think that he
is a coward because he did not change his mind that he relied on his grandfather. (SF)

Thus, in the puppetry-based microteaching, student teachers playing pupil roles
played various types of pupils who do not necessarily listen to their teacher’s
instructions. The student teacher playing a teacher role is required to respond to such
situations in an improvised manner. In the above situation, the student teacher playing
the teacher role noticed that there would be pupils who did not listen to other children’s
remarks and could experience giving instructions to such problematic pupils.

3.2.6 Summary
In the puppetry-based microteaching, all five of the categories discussed above required
the participants roleplaying as teachers to improvise their responses to participants
roleplaying as students. In a real classrooms, teachers constantly attempt to deepen
their students’ learning and conduct their classes smoothly. Teacher training can reflect
this reality and improve teacher professionalism and confidence. As Sato [11] con-
cluded, teachers’ professional competencies are made up of practical insights requiring
reflection, including (1) improvisational thinking, (2) situational thinking, (3) multidi-
mensional thinking, (4) contextualized thinking, and (5) reflective thinking for
frameworks. In puppetry-based microteaching where participants roleplay as students
and teachers, classes do not proceed according to the prepared teaching plan as they do
in normal microteaching training. This context allows for random events and examples
of learning to occur. It also allows student teachers to practice responding to changing
situations, respond in improvised ways, and get more involved. The EduceBoard
system provides a more authentic, less scripted simulation of classroom involvement
for teachers. Having these experiences as part of teacher training can thus contribute to
the improvement of the student teacher’s professionalism.

4 Conclusion and Future Issues

This study aimed to analyze the discourse patterns used in a puppetry-based
microteaching system (EduceBoard [6]) as part of a university class for student
teachers. We hoped to clarify how puppetry-based microteaching changes the learning
discourse and how this influences students who wish to become teachers. The results
show that the EduceBoard system used for microteaching elicits a great variety of
voices that are more realistic to a classroom setting compared with normal
microteaching training. As part of the exercise, student teachers roleplaying as students
were engaged in improvised dialogs with student teachers roleplaying as teachers. This
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process gave student teachers the opportunity to reflect on microteaching and develop
practical insights.

Further analyses of the results still need to be conducted, including an analysis of
the students’ reflections after participating in microteaching training.
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Abstract. Care transitions are important to patient safety, but we lack con-
sensus on what outcomes of transitions to evaluate. We interviewed 28 physi-
cians and nurses who participate in transitions of adult and pediatric trauma
patients from the operating room to the intensive care unit. The handoff (i.e.,
communication about patient information) in the pediatric care transition was
done together as a team while the other handoff was separated by profession. In
this study, we identify nine care transition outcomes: (1) communication suffi-
ciency, completeness and accuracy, (2) handoff timing, (3) patient outcomes,
(4) change in workload, (5) individual situation awareness, (6) team situation
awareness, (7) organization awareness, (8) team experience and (9) timing of
feedback. These outcomes could be positive and negative (i.e., good or bad).
This study also investigates relationships between outcomes in the two groups
using epistemic network analysis (ENA). While we found the no difference
between the outcomes in the team and separate handoff when comparing fre-
quency counts, relationships between outcomes did differ when using ENA.
Interviewees with the team handoff described more relationships between care
team level outcomes – team situation awareness and team experience – and
other outcomes, while interviewees with the separate handoffs focused on the
relationship between communication and patient outcome. Future work should
investigate differences in relationships between positive and negative valences
of the outcomes.

Keywords: Care transition outcomes � Handoffs � Epistemic network analysis

1 Introduction

Care transitions, i.e., the exchange of information, authority and responsibility for a
patient between two or more healthcare professionals [1], are exceedingly important to
patient safety. While care transitions provide opportunities to detect and correct errors
[2], they are also opportunities for information loss and delays in care [3]. Because of
this importance, and more than 7000 instances of patient harm in the United States
between 2009 and 2013 [4], much work has focused on improving various care
transitions. This paper focuses on care transitions between hospital units.

Research on care transitions between hospital units has focused on identifying key
information to communicate between healthcare professionals and developing inter-
ventions to ensure that information is transferred, such as checklists and mnemonics [5].
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An important component of developing these interventions is the ability to assess their
impact on the care transitions, which requires a way to measure outcomes. However,
there is a notable lack of consensus around outcomes of care transitions; in fact, a
systematic review of care transitions between hospital units identified 82 unique mea-
sures from 29 reviewed studies [6]. Measures included information transfer, satisfaction
of participating healthcare professionals, clinical patient outcomes and compliance with
care transition protocols. These various outcomes of care transitions may not be
meaningful to the healthcare professionals who participate in the care transitions; in
these studies, outcome measures were defined by the researchers, who were not all
practicing healthcare professionals themselves. In other words, while those measures
may be etic, they may not be emic [7].

The distinction of emic and etic can be very important. Emic focuses on the
perspective and interpretation of members of the group, such as healthcare profes-
sionals; etic focuses on the perspective and interpretation of those outside of the group,
such as researchers or scientists [7]. Similarly, in ergonomics – the authors’ area – there
is a strong tradition of focusing on the activity of workers (i.e., healthcare profes-
sionals), rather than the task prescribed by others [8]; to do this, we must obtain some
level of understanding of the perspective of the healthcare professionals themselves. In
other words, we strive for an emic understanding the work and outcomes under
investigation, which in this study is care transitions. Therefore, the key premise of this
study is that emic measures, i.e., measures based on the perspective and interpretation
of healthcare professionals participating in care transitions, will be more useful in
assessing interventions to improve care transitions and/or impacting healthcare pro-
fessional acceptance of those interventions.

1.1 Background on Care Transitions

Previous research has focused on care transitions between hospital units of trauma
patients [9–11], as trauma is the leading cause of death in children and young adults in
the United States [12]. Wooldridge [11] compared care transitions of pediatric and
adult trauma patients from the operating room (OR) to the pediatric intensive care unit
(PICU) or intensive care unit (ICU), respectively, using SEIPS-based process modeling
[13]. Both care transition processes studied involved coordination and communication
work while the patient was still in the operating room, physical transport between the
two units, handoff communication between healthcare professionals in the OR and the
ICU to transfer information about past, ongoing and future patient care and follow up
after the handoff [11]. Work in each phase was distributed across three physical
environments: the OR, patient transport (movement between the units) and the (P)ICU.

However, the way the handoff communication between the two units was organized
was very different in the two transitions. In one transition, the handoff was done as a
team, with surgeons, anesthesiologists, nurses and physicians-in-training from the OR
physically going to the PICU with the patient and communicating as a team at the
patient’s bedside to the physicians, nurses and physicians-in-training from the PICU;
we will refer to this as the team transition. In the other transition, the handoff com-
munication was separate by profession (i.e., nurse to nurse and physician to physician)
and could occur via telephone, in-person at bedside or in-person away from the patient;
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we will refer to this as the separate transition. The team and separate handoffs are two
very different ways of organizing work in the care transition – in fact, this difference
was the impetus for the original study – and could influence what participating
healthcare professional identify as outcomes.

This paper identifies care transition outcomes described by healthcare professionals
who participate in two care transitions. This paper also compares the frequency each
outcome was mentioned healthcare professionals in each care transition, i.e., treats the
outcomes as independent when comparing the two transition. Lastly, we explore the
relationships between care transition outcomes using epistemic network analysis
(ENA), which is a powerful tool to explore relationships between coded elements that
have previously been treated as independent [14]. Specifically, our objective is to
compare the relationships between outcomes described by participants in the team
transition with outcomes described by the participants in the separate transition.

2 Methods

This research is part of a larger project focused on designing health information
technology to support care transitions of trauma patients, in particular comparing
handoffs organized by team or separately by profession. We obtained approval for this
study from the IRB at the University of Wisconsin-Madison and the secondary data
analysis from the IRB at the University of Illinois at Urbana-Champaign.

2.1 Setting and Sample

We conducted this at a level 1 trauma center in the Midwestern United States. The team
transition was from the pediatric OR (8 operating suites) to the PICU (21 beds). The
separate transition was from the adult OR (27 operating suites) to an adult ICU (24
beds). We collected interview data between 2016 and 2018 with 28 healthcare pro-
fessionals (15 from the team transition and 13 from the separate transition). Our sample
was ten nurses, three intensivists, six anesthesiologists, two anesthetists and seven
surgeons. We determined sample size by monitoring for saturation [11].

2.2 Data Collection

Our interviews were semi-structured, focusing on soliciting descriptions of the entire
care transition, examples of good transitions, examples of bad transitions and oppor-
tunities for improvement. The interview guide is available at https://cqpi.wisc.edu/
research/health-care-and-patient-safety-seips/teamwork-and-care-transitions-in-pediatric-
trauma/. Each interview took on average about 50 min.

2.3 Data Analysis

Qualitative Data Analysis. The interview transcripts were cleaned to remove iden-
tifying information. The interview transcripts were analyzed using an inductive
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thematic analysis method inspired by grounded theory [15], iterating between
reviewing the interview data to allow outcomes to emerge from the data and reviewing
care transitions and human factors literature to connect emic concepts with etic ter-
minology, thus developing outcomes with both emic and etic meaning. Two
researchers read one transcript, generating paper-based notes, and then discussed
coding challenges to refine the coding scheme in a consensus-based process. We
repeated this process for a second interview.

To enhance the rigor of the quantitative analysis of qualitative data analysis, a
triangulation of analysts [16] was employed. Two researchers coded four interviews
with the nine care transition outcomes separately; they met and reviewed their coding
to discuss differences and refine outcome definitions. The two researchers then coded
two more interviews separately to evaluate inter-rater reliability to strengthen the
internal validity of the research. Cohen’s j was calculated for all outcomes; all values
were above the acceptable value of 0.8 and indicate that the interpretation and coding
of interview data are reliable. Both authors reviewed and coded the remaining tran-
scripts; any disagreements were resolved by discussion.

Comparison of Outcomes. Following the qualitative data analysis, the frequency of
each code application was counted for both team and separate transitions. Chi-Squared
tests were conducted using Microsoft Excel© to determine if the outcomes were
dependent on the care transition (team or separate).

ENA Analysis. For the ENA analysis, one researcher segmented the interview data by
hand following the interview guide structure. Each segment was one question from the
interview guide, the interviewee’s initial response and any follow-up, probing ques-
tions and responses.

We used ENA to compare the relationships between the nine outcomes described by
the two groups, i.e., team transition and separate transition. To conduct this analysis,
we used the ENA web tool (version 1.5.2) [17]. ENA uses an algorithm that constructs
a matrix for each segment of data that shows connections between the coded outcomes
(i.e., the recent temporal context was defined as 1 line and the codes included in the
model are the nine outcomes seen in Table 1). All matrices for each interviewee are
then aggregated to represent all of the connections made. The adjacency vectors of all
of the individual interviewees are then normalized and subjected to a means rotation to
account for different interviewees having different amounts of coded lines. Finally, an
average network for each group – team transition and separate transition – are devel-
oped. See Shaffer et al. [18] for a more detailed explanation of the mathematics and
information about the resulting networks. For this paper, we compared the average
network for each group – team transition and separate transition – by examining the
centroids and differences between the average network of both groups. To test for
differences, we applied a two-sample t-test assuming unequal variance to the centroids
of the average team transition and separate transition networks.
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Table 1. Care transition outcomes identified by participating healthcare professionals.

Outcome Definition Team
handoff
frequency
count

Separate
handoff
frequency
count

ENA
abbreviation

Communication
sufficiency,
completeness and
accuracy

Whether or not sufficient,
accurate information was
communicated [19] for
healthcare professionals
involved in the handoff, i.e.,
the receiver is/is not able to
care for the patient with
information provided

39 69 O.CommSCA

Handoff timing Whether or not there was a
delay to starting the handoff,
which was/was not
appropriate length (duration)
with/without repeating
information and/or distractions
or interruptions

20 29 O.HandoffTiming

Patient outcomes Whether or not the handoff
impacts patient safety and
quality of care, e.g., harmed
with lost/inaccurate
information potentially
causing patient safety issues,
medical errors or improved
with errors caught, decisions
revisited, etc

7 23 O.PtOutcome

Change in
workload

Whether or not the handoff
impacts healthcare
professionals’ workload, for
example causing an increase
to seek additional information
via phone calls, chart review,
etc

4 13 O.Workload

Individual
situation
awareness

Whether or not each
healthcare professionals in the
handoff perceives information
elements in the handoff,
comprehends the meaning of
these elements and projects
the status of these elements in
the near future [20]; in other
words, whether or not
healthcare professionals can
contextualize the patient and
the information they received

8 18 O.SA

(continued)
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3 Results

3.1 Emic Care Transition Outcomes

Nine handoff outcomes were identified in this study: (a) communication sufficiency,
completeness and accuracy, (b) handoff timing, (c) patient outcomes, (d) change in
workload, (e) individual situation awareness, (f) team situation awareness, (g) organi-
zation awareness, (h) team experience and (i) timing of feedback. See Table 1 in the for
the full definition of each outcome.

The most common care transition outcome was communication clarity, accuracy
and sufficiency, which was often linked with patient outcomes, such as by the adult
critical care fellow:

“I felt that the care was most complete and safest [when]… the fellow, the resident, and the
nurse and the RT all received the same story and sign-out and directions from me directly. …
[N]othing would be missed in that way” (adult fellow).

Table 1. (continued)

Outcome Definition Team
handoff
frequency
count

Separate
handoff
frequency
count

ENA
abbreviation

Team situation
awareness

Whether or not each
healthcare professional on the
care team is on the same page.
At the team level, this is the
aggregate of unique and
shared SA; there should be
some minimum overlap

18 29 O.TSA

Organization
awareness

Whether or not each
healthcare professional is
aware of how their role fits in
the organization [21]

4 5 O.OrgAware

Team experience Whether or not the handoff
impacts how experienced care
teams are in terms of
familiarity, length of time
working together and how
frequently they work together

10 9 O.TeamExper

Timing of
feedback

Whether or not sending
healthcare professionals
immediately know if handoffs
were successful, because they
may not perceive a problem
until much later

2 2 O.DelayedFB
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Related to clear, accurate and sufficient communication was that not only was the
information communicated, but that the healthcare professional(s) in the (P)ICU were
able to “contextualize the patient” (adult surgery chief resident). In other words, their
individual situation awareness was good [20, 22].

One outcome of the transition was timing, leading to delay that prevented partic-
ipants from completing other work, or avoiding delays. An adult anesthesia resident
described this: “[I]t was a nice transition because I had, the surgeons were there in the
room when I got there, the receiving surgical team. The nurse was there. The attending
was there.”

The transition also impacted the workload of healthcare professionals. In particular,
a poor transition could increase their workload and result in effort spent searching for
information, as described by a PICU fellow: “[T]here’s a lot of phone tag that happens
until everyone is back on the same page again.”

Care transitions also impacted team situation awareness, i.e., whether or not the
care team members are on the same page about the patient after the handoff [23, 24]. It
is important to note that team situation awareness is related to the care team – everyone
involved in caring for the patient – and therefore applies to both care transitions, no
matter the organization of the handoff. This was described by the pediatric critical care
fellow:

“[When handoffs are performed over the phone,]… I’m supposed to be able to ask questions for
everybody. But it’s hard for me to think of all those questions because I’m not in that role…[It]
really gets back to the point where if you get everyone on the same page, it makes [the handoff]
easier” (pediatric fellow).

Participants described how participating in care transitions in the (P)ICU could
positively impact organization awareness, i.e., awareness of the impact of their actions
upstream and downstream [21]. For example, participating in the care transition in the
PICU “helps with the flow because our PICU beds, like when we’re on high census,
they’re full” (pediatric OR nurse). Being in the PICU lets the surgical team notice if
beds are available for future patients, and could lead to changes in the surgical
schedule.

Interestingly, participants noted that each care transition was also an opportunity to
increase team experience. Team experience refers to the how experienced the care team
is working together. Team experience therefore also applies to the experience of the
care team working together in the care transitions with separate handoffs. For example,
a pediatric anesthesia resident noted that “the same anesthesia attendings and the same
surgeons are dropping people off day [in] and day out,” and went on to say that this
increase in familiarity made subsequent transitions easier.

The participants also noted that sometimes feedback about the care transition was
delayed, meaning that if it went well or poorly, they might not hear until the next day,
or later. For example, a surgery resident described a case where she transitioned the
patient to the PICU overnight and felt that the transition went well from a communi-
cation perspective. But, the next day, “based on like the questions I had got asked the
next morning by both the nurses and the residents, there clearly was a lack of
understanding” (pediatric surgery resident).
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Table 1 summarizes the frequency of the outcomes by care transition types. The
distribution of outcome frequency counts was not dependent on by the type of care
transition (team or separate; v2(8) = 7.02, p = 0.534).

3.2 ENA Results

Figure 1 shows the resulting ENA plots. The resulting ENA model had co-registration
correlations of 0.95 (Pearson) and 0.96 (Spearman) for the first dimension and co-
registration correlations of 0.95 (Pearson) and 0.94 (Spearman) for the second. These
measures indicate that there is a strong goodness of fit between the two dimensional
visualization and the original model. Outcomes that are at the individual level fall in the
negative x-axis direction, while outcomes at the team level fall in the positive x-axis
direction. Further, sufficient, complete and accurate communication is nearly at the
center of the network, likely because most other outcomes are related (i.e., connected)
to it.

Fig. 1. ENA plots.
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Figure 1a shows the average network for the interviewees participating in the team
transition, while Fig. 1b shows the average network for interviewees participating in
the separate transition. Node size indicates relative frequency of the coded outcome
while edge darkness indicates strength (i.e., frequency) of co-occurrence or relation-
ship. We can compare these networks visually, but Fig. 1c shows the network resulting
when the average separate transition network is subtracted from the average team
transition network. When we compare these networks, first we see that there are
stronger relationships involving the team level outcomes, i.e., team situation awareness
and team experience, and handoff timing in the team transition group. On the other
hand, the separate transition group shows a stronger relationship between patient
outcome and complete, sufficient and accurate communication. When we examine the
centroids of the average network, shown in Fig. 1d with the 95% confidence interval,
we see that there is a significant difference in the location of the centroids along the x
axis (p < 0.01), but not the y axis (p = 1.00).

4 Discussion

In this study, we investigated care transition outcomes described by healthcare pro-
fessionals participating in two care transition processes – one in which the handoff was
done as a team and one in which the handoff was separated by profession. We iden-
tified emic outcomes by first reviewing interview transcripts to identify themes related
to outcomes of the care transition (i.e., what happened after the process was completed)
and then iterating between reviewing the care transitions and human factors bodies of
literature and the interview data to relate etic descriptions from literature to the emic
ideas from the interview [11]. Notably, only two of these nine emic outcomes were
related to the measures identified in the systematic review: the communication being
sufficient, accurate and complete and patient outcomes.

When comparing the frequency that each outcome was mentioned by healthcare
professionals in the two different care transitions, we found that there was not a
significant difference in the distribution of frequency counts between the two care
transitions. In other words, including a team or separate handoff did not influence the
outcomes that were discussed by healthcare professionals participating in the transition.
However, this approach treated the nine outcomes as independent and isolated; in
reality, we suspected that the nine outcomes were related. For example, it follows
logically that a patient outcome would be related to sufficient, accurate and complete
communication. Therefore, we used ENA – with its focus on examining relationships –
to examine the relationship between care transition outcomes described by healthcare
professionals. This analysis demonstrated that complete, sufficient and accurate com-
munication is related to all of the other outcomes; in other words, we cannot assume
they are unrelated.

Further, ENA demonstrated that the relationships between the outcomes varied by
team or separate transition process. Interviewees from the team transition made
stronger connections with care team level outcomes and handoff timing, while inter-
viewees from the separate transition made stronger connections between complete,
sufficient and accurate communication and patient outcome. This is interesting for
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multiple reasons. First, these findings could indicate that the team handoff is more
effective at the team-outcome level. The outcomes identified in this study did not
describe valences – they could be positive (e.g., communication could be sufficient,
accurate and complete; team situation awareness could be high, etc.) and they could be
negative (e.g., communication could be insufficient, inaccurate and/or incomplete; team
situation awareness could be low, etc.). The valences of outcomes described in each
care transition could vary; e.g., one might expect more positive care team outcomes in
the team transition but more positive handoff timing in the separate transition. Con-
firmation would require a future analysis examining whether the data resulting in these
connections described positive or negative outcomes (i.e., coding an additional level to
describe polarity or valence of the outcomes in each excerpt). Second, it could indicate
that the most appropriate outcome measure(s) to study depends on the design of the
process that is being analyzed. This may not be a surprise to pragmatic researchers who
select research methods based on research questions; however, this may not be intuitive
to the clinical researchers subscribe to different research philosophies, and thus could
have important implications for future work.

Nonetheless, this study does have limitations. The sample is limited to one par-
ticipating site, which does limit generalizability. This analysis compares transitions in
two different units in the same hospital, which are different contexts and could influ-
ence some of the differences found. However, all of each unit’s transitions were
organized in the same way (i.e., a comparison of within one unit was not feasible).
A more pressing limitation is that these outcomes do not include the perspective of the
patient and/or their family, who are becoming readily accepted as members of the care
team. Finally, during data collection another adult ICU at the hospital implemented a
team handoff from the adult OR, and some of our interviewees participated in them and
reflected on this during the interviews. While we did not include those reflections in the
dataset for this paper, it could nonetheless influence our findings.

5 Conclusion

This study identified nine care transition outcomes described by healthcare profes-
sionals who participate in two different OR to ICU care transition processes. Those
emic outcomes could guide the evaluation of future care transition outcomes. The
frequency that each outcome was mentioned did not differ between the two care
transitions. ENA showed that not only are the outcomes related, but the relationships
are different in the two care transitions. Interviewees from a team transition described
more relationships between team-level outcomes such as team situation awareness and
team experience and other outcomes, while interviewees from the separate transition
focused on the relationship between completed, accurate and sufficient communication
and patient outcomes. This difference indicates that some outcomes may be more or
less relevant, depending on how the care transition is organized; the current study could
help guide the selection of outcome measures that have importance to healthcare
professionals participating in care transitions. Future work should investigate
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differences in relationships between positive and negative valences of the outcomes,
which may give further insight into the benefit of including a team handoff rather than
separate handoffs in a care transition process.
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Abstract. Facilitating reflection of pre-service teacher is becoming a more and
more important topic in teacher education. There are a number of social media
tools which can support teacher professional development. It also enables us to
examine the development of individuals’ reflective process and group dynamics.
In this study, 50 pre-service teachers were involved to write scripts collabora-
tively using wikis and they were encouraged to reflect upon their written texts
and script-writing strategies during the online collaborative writing process. In
particular, epistemic network analysis is adopted in order to characterize
learners’ reflection dynamics during the two phases of collaborative script
writing. The research results show that the characteristics of reflection type in
different phases are different. Also, teachers tend to reflect on the content and
methods of the group in the first phase; while in the second phase, they tend to
reflect on the group methods and personal gains. Using content analysis and
epistemic network analysis, this paper characterize the development of reflection
during collaborative writing activities and provides reference for the cultivation
of reflection among pre-service teachers.

Keywords: Teacher reflection � Teacher professional development �
Collaborative writing � Epistemic network analysis

1 Introduction

As the practitioners of education and teaching, teachers should become active learners to
improve their professional ability so as to meet teaching and learning needs in the age of
information technology. Reflection is the link between individual’s recent experience
and past experience, and the process of individual’s critical reflection on his own
behavior and thoughts (Colton and Sparks-Langer 1993). It is based on past experience,
a more profound internal psychological state. Therefore, it is important to understand
how to cultivate pre-service teachers’ reflection (Good and Whang 2002). The estab-
lishment of online communities provides a way to cultivate teachers’ reflection and
promote their professional development. However, one’s reflection, as a mental process
inside the individual’s mind, is regarded as implicit and invisible. While engaging pre-
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service teachers in online collaborative activities, it is important to foster their reflection
upon script writing and collaborative work. In order to characterize the dynamics of
reflective process, this study analyzes students’ reflection journals in the process of
collaborative learning.

At present, researches on reflection mainly focus on the analysis of different
reflection level, the exploration of relevant cultivation modes and concepts as well as
the exploration of affecting factors (Blomberg et al. 2014). However, the content of
reflection journals involves multiple aspects, and each aspect may involve different
types of reflection. It is necessary to find out how to dynamically construct the
development of reflection and whether collaborative writing promote a more complex
and interrelated mental schema among pre-service teachers during an extended period
of online collaboration. In this study, epistemic network analysis (ENA) is used to
explore the characteristics of individual or group cognitive framework by quantifying
qualitative data. Due to its dynamic and coupling characteristics, ENA plays an
important role in deep data mining, dynamic assessment of learners’ ability develop-
ment and improvement. It has also been favored by researchers in related fields (Shaffer
2017). The aim of this study is to use ENA method to analyze and compare the
development of reflection among pre-service teachers in different phases of online
collaborative writing activities.

2 Literature Review

2.1 The Cultivation of Pre-service Teachers’ Reflection

The cultivation of teachers’ reflection is generally considered to be an important part of
their professional development. In a way, Teachers’ reflection can predict the degree to
which a teacher can teach students well, which is considered as evidence of teachers’
effective teaching skills (Blomberg et al. 2014). Without reflection, practical experience
is only a quantitative change rather than a qualitative change of experience, and teacher
professional growth will not occur. And through teaching reflection, teachers can
correct teaching problems and improve teaching skills (van Es and Sherin 2008). The
significance of reflection for pre-service teachers is to enable them to reflect on different
experiences, integrate theories with their own practical experience, form their own
understanding of education and teaching beliefs, as well as put them into practice.
However, pre-service teachers’ beliefs and awareness of effective teaching can directly
affect their attention to classroom teaching (Huang and Li 2012). At the same time, the
effective reflection of pre-service teachers in their own teaching practice is an important
part for them to grow and mature from novice teachers to expert teachers as soon as
possible. Effective reflection can enable pre-service teachers to review and study
their own teaching practice in the future teaching process. Therefore, it is necessary to
pay attention to the cultivation of pre-service teachers’ reflection and explore the
development of their reflection.

The development of information technology has opened up new ideas for the
development of teacher education. The use of technology in teaching not only pro-
motes teachers’ teaching reflection as a teaching method, but also changes and enriches
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the content of teachers’ teaching reflection (Mckinney 1998). For example, Krutka
et al. (2014) used the social networking website Edmodo to enable teachers to conduct
collaborative learning and collaborative reflection. Potter (2001) explored the devel-
opment of teachers’ critical reflection in the process of online collaborative research
activities. Research shows that teachers’ reflection is promoted during the process of
collaborative learning, and at the same time, the background experience and opinions
of peers have important contributions to the improvement of teachers’ teaching skills
and teachers’ professional development.

2.2 The Epistemic Network Analysis

Ethnography is considered as an effective method to develop teachers’ reflection, so
ethnography can be used as a means to explore teachers’ reflection (Beyer 1984).
Traditional ethnography is time-consuming and difficult to be analyzed on a large scale.
To solve this bottleneck, Shaffer proposed a method of “qualitative ethnography”, the
most important of which is epistemic network analysis. Epistemic network analysis
(ENA) is not only an evidence-centered tool for quantitative analysis of textual dis-
course, but also a technique for modeling network topics of professional competence
(Shaffer 2017). ENA has three core concepts: code, units, and sections. The code
represents a set of conceptual elements, the purpose of ENA is to understand the
relationships between these elements, not the individual ideas in the discourse (Shaffer
and Graesser 2010). Besides, Analysis units represent ENA objects, such as activity
phases or group divisions. Meanwhile, section represents the scope in which the code
appears together. ENA’s core idea is to establish a network reflecting the connection
between different ability codes in the whole dialogue process, on the basis of the
co-occurrence times of each ability codes in the context of the dialogue.

ENA has been successfully applied to the analysis of teachers’ collaborative
learning and scientific reasoning, and has demonstrated its outstanding characteristics
(Csanadi et al. 2018). Based on this, this study will adopt the epistemic network
analysis to analyze the reflection journals written by pre-service teachers during the
process of collaborative learning, and explore the development process and mode of
teachers’ reflection in this process by comparing teachers’ reflection in different phases
of activities.

2.3 Research Questions

1. What are the characteristics in teachers’ reflection journals while engaging them in
online collaborative script writing?

2. Is there any difference in the epistemic networks of teachers’ reflection between
different phases of the online activity phases? If yes, what are the different epistemic
characteristics of teachers in the two phases?

Exploring the Development of Reflection Among Pre-service Teachers 259



3 Methodology

3.1 Research Context

In this study, 50 sophomore students (23 male students and 27 female students) who
took interactive courseware development course in a university were selected as
experimental subjects. All of them have strong information technology literacy, and
can skillfully operate various software platforms, besides, they will become an infor-
mation technology teacher after graduation. Therefore, they were defined as pre-service
teachers in our study. The students are randomly assigned in different groups with each
containing 4 or 5 pre-service teachers. As a result, the whole class was divided into 12
groups. Before collaborative learning, the course teacher assigned the task of script
writing, and required them to complete the writing task within their groups, and the
activity lasted for three months.

3.2 Design

The whole collaborative scripting activity can be divided into two phases. In the first
phase, the teacher group carries out online and offline discussions respectively to
determine the theme and framework of script and the division of labor. After each
group member completed the division of tasks, the team carried out collaborative
modification to form the prototype script. The course teachers gave feedback on each
group’s prototype script scheme and evaluated the individual teachers’ performance in
the collaboration process. Then, each teacher made reflection and summary, and wrote
the corresponding reflection journals towards their own understanding of the script,
personal writing, group collaboration, the quality of the script, personal gains and
shortcomings, etc.

The second phase is mainly to improve the prototype script. Based on the dis-
cussion results within the class and within the group, the teacher group further
improved the writing of script on the Wiki platform. Each teacher participated in the
collaborative modification process and finally formed the final script of the group. After
course teachers’ feedback, Each pre-service teacher wrote the corresponding reflection
journals according to their performance in the second phase of collaborative learning
activities. And the content of reflective journals mainly includes “individual perfor-
mance “, “team coordination”, “suggestions for script improvement” as well as
“personal gains”.

3.3 Coding Scheme

The data obtained in this study are mainly 100 reflection journals written by the pre-
service teachers, and 50 for each phase. Taking the characteristics of collaborative
script writing and reflection journals into account, we chose the reflection coding
framework which is proposed by Hatton and Smith (1995) as a coding scheme to
characterize different types of reflection in the reflection journal. The specific
description of this framework is shown in Table 1.
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According to the content in student reflections, five main aspects could be identi-
fied: reflection on individual script, reflection on personal methods, reflection on group
script, reflection on group method, and summative reflection. The explanation and
description of each aspect are shown in Table 2.

3.4 Data Collection and Analysis

The coding of the reflection journals is done by two assistants of the course. Due to the
length of teachers’ reflection journals, a series of symbols representing the end of a
sentence such as period, question mark, exclamation mark and so on were used as the
interval points of the meaning unit during the coding in this study, and the content
between each adjacent two symbols was used as a basic unit of analysis. Prior to the
formal coding, the two assistants negotiated and confirmed the content of the coding
framework to ensure that their understanding of it was consistent. At the same time, they
randomly selected 40% of the original corpus for pre-coding, and used SPSS software to
analyze the coding results, and found that the Kappa coefficient was greater than 0.7
(Kappa = 0.87), which indicating that the results of their coding were basically con-
sistent and scientific. The two then went on to code the rest of the reflection journals.

Table 1. The different types in student reflections

Different kinds of
reflection

Description Coding

Descriptive
writing

Not reflective at all, but merely reports events or literature R0

Descriptive
reflection

Does attempt to provide reasons based often on personal
judgment or behavior

R1

Dialogic
reflection

A form of discourse with one’s self, an exploration of
possible reasons

R2

Critical reflection Involving reasons giving for decisions or events which takes
account of the broader historical, social, and/or political
contexts

R3

Table 2. The different aspects in student reflections

Reflection
aspects

Description Coding

Individual
content

Describing the content of individual script writing CC1

Individual
method

Explaining the methods used by himself or herself in script
writing

CC2

Group content Describing the content of the group script CC3
Group method Explaining the writing method of group script CC4
Summary
reflection

Analysis of its experience and harvest in the process of
activities, or reflection on its shortcomings

CC5
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4 Results

4.1 What Are the Characteristics in Teachers’ Reflective Journals While
Engaging Them in Online Collaborative Script Writing?

For the first phase, the most common reflection type was descriptive writing (R0,
56.63%). The frequency of critical reflection was the lowest (R3, 3.75%). In terms of
aspects of reflection content, reflection in the first phase focused on the group content
(CC3, 38.61%). In the second phase, pre-service teachers have the highest frequency in
the descriptive reflective type (R1, 48.78%). The type with lowest frequency was
critical reflection (R3, 10.42%). The proportion of dialogue reflection (R2, 10.42%)
and critical reflection (R3, 7.32%) in the second phase was significantly higher than
that in the first phase. For reflection content, the highest proportion of reflection aspect
was group method (CC4, 32.88%) (Table 3).

4.2 What Are the Differences Between the Epistemic Network
Characteristics of Teachers in Different Activity Phases?

The epistemic network maps of each group in the first and second phase were drawn
and the results showed in Fig. 1. It is shown that there are significant differences in the
reflection ability of each group in the first and second phases (the first phase M = 2.27,
the second phase M = −2.27, t = −7.44, P = 0.00 < 0.05, Cohen’s d = 4.29).

In order to further analyze the differences between the two phases of epistemic
network structure, the overall average epistemic network of the two phases is shown in
Fig. 2. At the same time, the epistemic network connection coefficients of the first and
second phases are shown in Table 4. The values in the table indicate the weight of the
number of times each connection appears in the reflection journals. As a result, for the
first phase of epistemic network, there are more connections between R0-CC3 and R0-
CC4. For the second phase of epistemic network, there are more connections between
R1-CC4 and R1-CC5, which indicates that they appear more frequently in pairs of pre-
service teachers’ reflection journals. By subtracting Fig. 2a, b and c can clearly show
the difference of average epistemic network between pre-service teachers’ reflection
journals in the first and second phases. As can be seen from Fig. 2c, teachers’ reflection
in the second phase focuses more on the connection between elements in the left area,
while in the first phase focuses more on the right area, which also confirms the con-
clusion that there are significant differences between the two phases.

Table 3. Categories and frequency distributions of teachers’ refection domains

Reflection types Reflection aspects

R0 R1 R2 R3 CC1 CC2 CC3 CC4 CC5

Phase one 56.63% 34.35% 5.27% 3.75% 12.24% 5.78% 38.61% 22.45% 20.92%
Phase two 33.03% 48.78% 10.42% 7.32% 8.88% 12.44% 19.96% 32.88% 26.22%

Total 46.63% 40.65% 7.51% 5.30% 10.79% 8.67% 30.34% 20.97% 20.22%
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Fig. 1. Epistemic networks of the first phase (red color) and the second phase (blue color).
(Color figure online)

Table 4. Connection coefficients of the two phases (Phase I & Phase II)

Connection Phase I Phase II Connection Phase I Phase II Connection Phase I Phase II

R0-CC1 1.96 1.34 R1-CC3 2.54 2.25 R2-CC5 0.64 0.45
R0-CC2 0.56 0.81 R1-CC4 1.34 3.31 R3-CC1 0 0

R0-CC3 4.75 1.58 R1-CC5 2.13 3.25 R3-CC2 0 0
R0-CC4 3.01 3.05 R2-CC1 0.03 0.15 R3-CC3 0 0
R0-CC5 0.56 0.66 R2-CC2 0.10 0.36 R3-CC4 0 0.20

R1-CC1 0.34 0.56 R2-CC3 0.16 0.56 R3-CC5 0.76 1.46
R1-CC2 0.49 1.60 R2-CC4 0.10 0.86

Note. The connection between R0 and CC1 represents the co-occurrence of the R0 and CC1 in a stanza.
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Figure 2a. Phase I

Figure 2b. Phase II

Figure 2c. The difference network between the two phases

Fig. 2. The epistemic networks of the two phases (Phase I & Phase II)
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5 Discussion

Based on the online collaborative environment, this study carried out the pre-service
teacher script collaborative writing activities. And research results show that the
characteristics of reflection type in different phases are different. Teachers can think
dialectically in a wider range of fields. Meanwhile, in the first phase, teachers tend to
reflect on the content and methods of the group directly, while in the second phase,
they tend to reflect on the group methods and personal gains.

In the order of the first phase and the second phase, pre-service teachers carried out
collaborative activities on the online platform. In the second phase, the reflection level
of teachers is higher than that of the first phase, which indicates to some extent that
with the progress of the activity, a series of activity designs can effectively promote the
development of teachers’ reflection and enhance their reflection consciousness.
Through providing specific learning feedback, pre-service teachers can deepen their
understanding of the script and promote their in-depth reflection on the content.

During the activity, the reflection of teachers gradually developed. And the
teachers’ group discussion has strengthened the dialogue between each other to a
certain extent. In the process of communicating with others, teachers have accumulated
experience, which provides a reference for later individual reflection. At the beginning,
the teacher simply elaborated the group content and method, and later began to deeply
explore the behavioral reasons behind the method, and on this basis, reflected on its
gains and shortcomings. In the process of reviewing and reflecting, the teacher con-
tinuously deepens the understanding of the script content, expands and extends the
script, and improves the ability of self-reflection. Teachers’ reflection is no longer a
single content theory, but came to a broader field. By summarizing its experience and
methods, it provides reference value for the future study.

Follow-up study will further expand the breadth and explore the epistemic network
analysis in teachers’ reflection development the possibility of related research. We will
use the methods of multi-modal data modeling and weighted network, to construct the
relation map between teachers’ reflective content and their reflection, which can pro-
vide a reference for later pre-service teachers’ reflection ability training.
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Abstract. Applying Quantitative Ethnography (QE) techniques to continuous
narratives in an inquiry where manual segmentation with a multitude of codes is
preferred poses several challenges. In order to address these issues, we devel-
oped the Reproducible Open Coding Kit – convention, open source software,
and interface – that eases manual coding, enables researchers to reproduce the
coding process, compare results, and collaborate. The ROCK can also be
employed to prepare data for Epistemic Network Analysis software. Our paper
elaborates the challenges we encountered and the insights we gained while
conducting a research project on decision-making regarding therapy choice
among patients in Budapest, Hungary. Our aim is to broaden the usage of QE,
while facilitating Open Science principles and transparency.

Keywords: Epistemic Network Analysis � Semi-structured interviews �
Methodology

1 Introduction

Epistemic Network Analysis (ENA) has been applied in modelling a wide range of data
[1], but continuous narratives, such as semi-structured interviews, are sparse within
these worked examples. Continuous narratives are distinguished from discontinuous
narratives by the lack of naturally occurring possibilities for segmentation. Due to the
fact that ENA is a nascent application, the lack of clear segmentation possibilities needs
to be addressed when dealing with continuous narratives in order for ENA to be more
broadly utilized. Gaining insight into questions of segmentation is especially important
if the project warrants manual segmentation and coding of data.

This paper provides an overview of our project, some of the challenges we
encountered and how we addressed these. As a part of weighing options and making
decisions regarding these challenges, we developed the Reproducible Open Coding Kit
(ROCK), which is a protocol and open source software to aid the preparation of data for
ENA. The ROCK guides the researcher in managing their raw data, performing manual
coding and segmentation, as well as aggregating coded data for ENA software.
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2 Research Topic and Relevance

The manner in which individuals encounter, filter, and process information is vital in
decision-making processes; an exemplary domain of said processes is how patients
choose a therapy to treat their illness. Decisions regarding healthcare are multifactorial
and occur throughout the patient journey.

In Western pluralistic healthcare systems, a frequent distinction is made between
conventional and non-conventional medicine, the latter comprised of various modali-
ties referred to as complementary and alternative medicine (CAM). Complementary
signifies treatments used in tandem with, alternative connotes treatments employed
instead of biomedicine. Most studies agree that CAM use is increasing throughout the
Western world [2–4], and depending on the scrutinized illnesses and modalities, ranges
between 40–83% in the United States [5] and reaches 86% in Europe [6].

Characterizing CAM users poses a challenge. Many authors resort to categorization
as a descriptive tool, and “the average CAM user” has been described as a middle-aged,
wealthy, well-educated, Caucasian female most likely suffering from cancer [7, 8]. In
addition to problems stemming from introducing such artificial discontinuities [9],
there may be a variety of sampling biases [10] and undervalued aspects involved.
Clinical factors, such as the type and prognosis of illness, greatly influence choice of
therapy [11, 12]. Furthermore, CAM is often only employed for managing the side-
effects of biomedical treatment [13], thus directing attention to the possible differences
between motivations in complementary and alternative usage.

The scrutiny of CAM use is clinically significant, as, from a biomedical point of
view, it often indicates patient non-compliance and non-adherence. Discontinuing the
recommended biomedical treatment may occur in an a priori (refusal to undergo
treatment) or a posteriori (discontinuing the treatment) manner [14]. Refusal to undergo
biomedical treatment or its discontinuation concerning life-threatening illness is often
difficult to understand from a physician’s perspective. The above phenomena may pose
a threat to patient safety and denote tensions in doctor-patient communication, thus
warranting thorough analysis.

CAM users are frequently conceptualized as a static, homogeneous group, yet
decisions regarding choice of therapy take place throughout the patient journey and are
influenced by e.g. novel symptoms, changes in the patient’s overall condition, infor-
mation from the social network of the patient, and the patient’s interpretation of these.
Because we wanted to explore factors influencing decision-making in a context where
little is known of relevant cognitive processes and behavior, we chose qualitative
methods. Yet we wanted an analytical system that enables us to handle large amounts
of data and capture the systemic nature of many variables. A method suited for this is
ENA, which allows for the visualization of a large number of variables in a single
system. In order to apply ENA, we borrowed terms and concepts from Quantitative
Ethnography (QE) that provide for segmentation and data preparation. We also created
novel additions to this framework to suit the treatment of our data and continuous
narratives in general.
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3 Data Collection

Our inquiry presupposes that patient cognitive and behavioral patterns can be accessed
via semi-structured interviews and their scrutiny. The study takes place in Budapest,
Hungary, as a continuation of a previous exploratory research project dealing with the
same general topic [15]. Data collection began in February 2019 and is on-going; at the
time of submission, 30 interviews have been conducted with patients, at least another
18 are planned.

Subjects were recruited via convenience sampling, but adhering to a predetermined
quota (see point 4: “Sampling”). Interviews were conducted by four researchers: the
principle researcher and three assistants. Assistants were trained in qualitative methods
(especially interview techniques), the employed interview structure and code system.
Interviews lasted 60 min on average, ranging from 40 to 120 min; they were sound-
recorded and transcribed verbatim. Table 1 shows the main topics of the semi-
structured interview, its subtopics, and the number of codes pertaining to these.

For each interview we registered the following: interview date, interviewer ID,
interviewee ID, interviewee sex, age, and level of education, diagnosis type (D1–4),
specific illness, comorbidities, illness onset, time of diagnosis, and therapy choice
(treatment type concerning primary diagnosis: biomedicine only, complementary use of
non-conventional medicine, alternative use of non-conventional medicine). For CAM
users we also registered type of CAM use (product and/or practitioner, for details see
“Sampling” below), attendance in CAM-related courses, disclosure of CAM use to
conventional physician and the employed CAM modalities (inductively coded). For
users of solely biomedicine, reason for rejecting CAM was deductively coded.

Table 1. Areas of the semi-structured interview and related codes.

Realm of
inquiry

Topic
of inquiry

Subtopics Question
load

Code load

Epistemology Information Sources of health-related
information, appraisal of
information

6 questions
+ probes

Parent codes (N = 1)
Child codes (N = 2)
Grandchild codes (N = 16)

Ontology Explanatory
Model

Concepts of illness
and health; metaphors of
illness and health

4 questions
+ probes

Parent codes (N = 1)
Child codes (N = 2)
Grandchild
codes (N = 23)

Behavior Patient journey Choices of therapy,
evaluation of therapeutic
efficacy, dispositions

5 questions
+ probes

Parent codes (N = 1)
Child codes (N = 3)
Grandchild codes (N = 13)
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In addition, at the end of each interview, a brief survey containing six questions was
administered. Four of these consisted of 3-point Likert scales and inquired about how
important “natural” and “holistic” therapies were for the patient, how important it was
for their chosen therapy to be “evidenced-based”, and whether they make a conscious
effort to avoid all pharmaceuticals. Two were open-ended questions and asked par-
ticipants to define what “natural” and “holistic” meant to them, as these expressions
may have vastly different meanings for individuals.

4 Sampling

Our sampling was based on the primary mode of investigation found within the rele-
vant literature, that is, distinguishing between groups of biomedicine versus CAM
users. We utilized non-proportional quota sampling to maximize sample heterogeneity,
stratifying on therapy choice (Biomedical and CAM), primary diagnosis (D1, D2, D3,
D4), and sex (males and females). Inclusion criteria were the following: 18 years of age
or above; having received a diagnosis of D1–D4; and resident of Budapest, Hungary.
Our nosological groups were: D1 – Diabetes (I, II, pre-diabetes), D2 – Musculoskeletal
diseases, D3 – Digestive illnesses (excluding “sensitivities” and “intolerance”), D4 –

Nervous system diseases. Inclusion based on primary diagnosis was defined by the
patient retaining a diagnosis of a specific illness (within the given nosology of D1–4)
made by a conventional doctor based on biomedical test results.

4.1 Stratum: Therapy Choice

Challenges
Although CAM research scrutinizes biomedicine use vis-à-vis non-conventional
medicine use, this distinction implies a false dichotomy. This is sometimes acknowl-
edged by authors who distinguish between three subgroups (biomedicine, comple-
mentary, alternative), arriving at the conclusion that these are based on varying patient
motivations [16]. Yet such research projects are scarce and provide little theoretical
guidance for selecting stratification criteria. Thus, finding a way to create sampling
guidelines and code therapy choice proved to be an important factor in our research
design.

Insights
Aside from our sampling strata, we wanted to take advantage of the ability to explore
our data by specifying and comparing a variety of group categorizations post-hoc based
on participants’ characteristics (i.e. conditional exchangeability). In order to achieve
this, we coded patients for sampling groups, but also coded them for other, more
detailed choice of therapy: complementary use (CM) or alternative use (AM). Both of
these had two subcategories: CM/AM through a practitioner or acquisition of products.
All of these subgroups may signify distinct cognitive patterns and demarcate different
potential subgroups within the sample (Table 2).
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4.2 Stratum: Diagnosis

Challenges
Type of illness connotes an important stratum in our sampling because the illness
experience, lay theories of illness causation, and the available biomedical cures all
interact with it closely and in turn, affect therapy choice. Patients were included based
on a primary diagnosis belonging to one of our nosological groups (D1–4). However,
patients rarely suffer only from their primary diagnosis, and as such, often discuss or
refer to comorbidities as well. Since cognitive and behavioral patterns are likely to vary
for different afflictions, it is important to code this information.

Insights
We decided that diagnoses needed to constitute a fundamental part of coding so that in
later phases of the project, with enough data, we can create distinctive networks based
on illnesses and see what kinds of cognitive and behavioral patterns arise. An
exhaustive nosological coding tree is unwieldy. Thus, for each participant, we recorded
a primary diagnosis (D1–4) and coded the specific illness and comorbidities induc-
tively, classifying them only afterwards. Therefore, a participant received a primary
diagnosis code (e.g. D4) and a specific illness (e.g. epilepsy) that was registered at the
time of the interview and also coded in the interview transcript. Comorbidities were
coded in the transcript (e.g. myoma, migraine) as well, and additionally, symptoms not
referring to a specific illness were also coded inductively, as they may be significant in
understanding the securitized cognitive processes.

Albeit illnesses signify the only inductive coding in our study, they follow the
general structure of all other codes (discussed below). A separate code was designated
for narrative segments referring to illness in general.

5 Operationalization

5.1 Coding

Our deductive coding system is based on a qualitative project conducted between Jan.
2015 and June 2017; participant observation was carried out at four sites of Traditional

Table 2. Examples for registered participant characteristics enabling conditional
exchangeability.

Category Label Possible values

Sampling group GroupID B or CAM
Diagnosis Diag D1 or D2 or D3 or D4
Specific illness Illness Inductive
Treatment type TreatType Biomedicine only (B)/Complementary (CM)/Alternative (AM)
CAM use CAMuse Complementary product (CMprod); Complementary practitioner

(CMprac); Alternative product (AMprod); Alternative
practitioner (AMprac)
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Chinese Medicine (TCM) and 105 patients were involved. Furthermore, semi-
structured interviews were conducted with patients and practitioners of TCM (N = 20).
The collected data was analyzed with Interpretative Phenomenological Analysis with
the aid of Atlas.ti 6.0, and a code system was developed inductively. Our present code
system is founded on this previous one; it is comprised of three levels of abstraction,
containing 52 low-level codes in total.

Challenges
The software used for Epistemic Network Analysis requires data in a spreadsheet-like
format. However, manually coding transcripts using spreadsheets is not feasible, let alone
with such a large number of codes. Completing the binary coding for each utterancewould
have meant constant sideways scrolling and an inability to view the entire code set; this
endeavorwould have led to unreliable coding and results. Furthermore,wewanted to code
the narratives manually via hermeneutic analysis, which necessitates a full view of each
utterance, their proximal context and all applied and applicable codes.

Insights
We decided to involve four researchers in the coding process. Three raters were
checked for inter-rater reliability vis-à-vis the principal investigator. The coding tasks
were divided up amongst the four raters based on the parent codes plus the inductive
coding for illnesses. The three research assistants were trained in coding and special-
ized in detecting their designated parent code and subcodes.

5.2 Segmentation

Sentences are the smallest unit of segmentation in our project, they constitute the QE
term “utterances”. The verbatim transcription of spoken speech comes with inherent
subjectivities; as a sentence in speech may persist across vast reaches, the transcriber
makes many judgement calls in punctuation. Albeit coding occurs on the level of
utterances, co-occurrences are computed based on a higher level of segmentation, the
“stanza”. Continuous narratives introduce the challenge of defining stanzas as an
analytical unit. Stanza size crucially determines analysis results, thus addressing this
issue is vital.

Challenges
Segmentation based on question-response was not an option, as related utterances may
persist over several “turns of talk” between interviewer and interviewee. Furthermore,
narratives may abruptly digress or terminate. We briefly considered numbering stanzas
so that they are linked to each other topic-wise, i.e. interviewees frequently begin a
topic, digress, and then return to it again (uptake on a large scale). If so, would stanzas
need to receive the same identifier then? We came to the conclusion that determining
this would lead to very subjective choices and that we should allow the coding to make
this judgement; if stanzas should be linked, they will be linked through code co-
occurrence.
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Insights
ENA networks are based on adjacency matrices, where co-occurrence is literal co-
occurrence of codes within the same analytical unit (i.e. stanza). Stanza size reflects
how much content the researchers consider indicative of psychological proximity.
Researchers who are only interested in tightly connected concepts may prefer shorter
stanzas, e.g. stanzas may overlap completely with utterances. However, if the research
topic concerns broader, more complex issues, researchers may want to define larger
stanza sizes to study constructs with higher cognitive distance. Our working definition
of a stanza is: a set of one or more utterances that occur in close proximity and discuss
the same topic (i.e. recent temporal context).

Due to the fact that stanzas are so pivotal to the overall network, but our working
definition of them is subjective, we decided that discourse segmentation should be
performed by three autonomous raters: the principal investigator, a research assistant,
and someone not involved in the research project. The latter’s unfamiliarity with the
questions under scrutiny and employed codes lends a different treatment of the nar-
ratives themselves. Albeit coding necessitates specialized knowledge on the part of the
rater, the key to optimal discourse segmentation in continuous narratives may be a
“naïveté” regarding the subject. Because we want to test this hypothesis, we will retain
segmentation from the three raters and run analyses for all to see which set provides the
more accurate model; in later phases we might only use one of them or collapse them.

6 The Reproducible Open Coding Kit (ROCK)

To summarize our circumstances: we wanted to be able to code and segment our data
manually with a multitude of codes and three versions of segmentation. We wanted to
employ both deductive and inductive coding in the hermeneutic analysis of continuous
narratives. We did not want to work with spreadsheets because accomplishing this
would have been problematic. Finally, the large number of participant characteristics
(to be used for subgroup exchangeability) required a simpler way of adding this
information, side-stepping binary coding. For these reasons, we developed the
Reproducible Open Coding Kit (ROCK).

The ROCK is simultaneously a convention for specifying sources of qualitative
data and the coding of those sources; it is a Free/Libre Open Source Software R
package [17]. As such, the ROCK facilitates sharing qualitative coded data, enabling
other researchers to reproduce the coding process, compare results, and collaborate by
expanding the coding system. The ROCK facilitates adhering to Open Science prin-
ciples in research, as well as enables transparency and minimizes research waste.

In ROCK terminology, a source is a document that is coded. All sources are stored
as plain-text files and consist of one or more utterances, which receive unique utterance
identifiers (UIDs) that enable merging or comparing coding by different raters. Utter-
ances are separated by line breaks, and to code an utterance, the relevant code can be
appended to the utterance’s line in the source file, where each code is delimited by two
square opening brackets and two square closing brackets (Table 3).
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The ROCK supports both deductive and inductive coding. Inductive codes use the
“greater-than” sign (>) as hierarchical markers to signify parent-child relationships,
e.g.: [[examples>code1]]. The rock R package can read all codes and reconstruct
the inductive code tree.

In addition to coding functionality, the ROCK allows specification of dynamic sets
of identifiers, e.g.: a case identifier (CID). CIDs can be used to specify the data provider
of sets of utterances, for example by specifying which individual said what. The
utterances identified by a given case identifier can then easily be supplemented with the
attributes specified for that case (e.g. metadata or demographic variables). Finally, the
ROCK allows specifying sections in each source. Sections can be automatically
counted and numbered, providing easy means to segment sources (e.g.: into stanzas)
using a variety of segmentations in tandem.

Table 3. Basic ROCK terminology and related functions

Term Examples and specifics Function

Source document that is coded (plain-text file)
delimiting sources of information
(e.g. interviews) and labeling them 

CID
[[cid=alice]]
case identifier used to specify the data 
provider (e.g. interviewee) 

identifying each participant 
separately

UID
[[uid=73ntnx8n]]
unique identifier for each utterance

Identifying each utterance 
separately (which allows, for 
example, aggregating information 
from various raters for each  
utterance)

Deductive 
code format

[[example_code1]]
providing a universal way of 
coding utterances deductively

Inductive 
code format

[[examples>child1>code1]]
hierarchical marker included in code 
label

providing a universal way of 
specifying hierarchical relationships
between codes while coding  
utterances inductively

Segmentation 
(section 
breaks)

<<stanza-delimiter>> 
several types of section breaks can be 
employed of which “stanza” is one

Parsing the narrative into groups of 
utterances

Attributes

--- 
rock_attributes: 
  - 
    caseId: 1 
    gender: female 
    age: 50s 
--- 

Providing additional information 
about cases, such as metadata about 
data collection or characteristics of 
participants.
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Toperform coding and segmentation, we developed iROCK, a simple online interface
consisting of a file that combines HTML, CSS, and javascript to provide a rudimentary
graphical user interface. Because iROCK is a standalone file, it does not need to be hosted
on a server, which means that no data processing agreements are required (as per the
GDPR). The iROCK interface allows raters to upload a source, a list of codes, and
segmentation identifiers; coding consists of dragging and dropping codes upon utterances
at the end of their line (see Fig. 1 for illustration). Once coding is finished, the coded
sources can be saved. The rockRpackage then reads these and constructs a dataframe inR,
which is then ready for further processing by the rENARpackage or for export to a comma
separated values file that the ENA web application can use.

Our Application of ROCK
First, all interview transcripts were stored as plain-text files with the .rock extension.
Because all interviewswere individual interviews, thefirst line of every sourcewas labelled
with a CID that linked that source’s utterances to that case. Second, the sources were
“cleaned” by the rockR package (e.g. indicating utterances by inserting newline characters
at appropriate places), and the cleaned versions were stored in a different directory.
Third, every utterance received a unique UID, and the resulting versions were stored in yet
another directory. This process documents each step, enabling inspection of intermediate
steps if required at anypoint.Codes (3 lists of subcodes basedon their parent) and 3ways of
denoting segmentation (professional, middle, and “naïve”) were created and placed into
separate plain-textfiles, with the attributes for each source listed in a separate plain-textfile.
Raters import sources, codes, segmentation identifiers into iROCK, perform coding, then
download their document into a designated folder. The rock R package collapses all
information within the folders based on UID and can then construct R dataframes (Fig. 2).

Fig. 1. The iROCK interface. The top ribbon displays controls for uploading sources, codes,
and section breaks. The panel on the right contains the uploaded codes that are appended to the
chosen utterance on the left. The narrative is parsed according to utterances, each receives a
unique identifier. (The coded fragment is merely illustration.)
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7 Closing Remarks

We hope the disclosure of our challenges and means of addressing them offers insight
into QE techniques applied to continuous narratives. Furthermore, the aim of this pilot
study is to operationalize the ROCK and make it available for use by other researchers
as well.
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Abstract. We propose a novel method called Quantitative Multimodal Inter-
action Analysis to understand the meaning of interactions from a set of multi-
modal observable behavior. We apply this method for the measurement of
collaborative problem-solving skills in a dyadic online game specially designed
for this purpose. We outline our assumptions and describe the machine learning
approach that help us tag multimodal behaviors connecting the theoretical
construct with the empirical evidence.

Keywords: Interaction Analysis � Multimodal learning analytics �
Collaborative Problem-Solving skills

1 Introduction

We propose a quantitative method for the analysis of multimodal data for the mea-
surement of collaborative problem-solving (CPS) skills that builds upon the fields of
Micro-Ethnography, Conversation Analysis, Interaction Analysis and Multimodal
Discourse Analysis. For the purposes of this paper we call this approach Quantitative
Multimodal Interaction Analysis. The purpose of our overarching study is summarized
in the following statement: Given a set of completed tasks undertaken by a team, we
need to estimate the CPS skills of each participating individual. To this end, we
developed a novel methodology to help us understand patterns of action-oriented
sequences of communication that took place while a group of participants played a
collaborative online game. Put another way, our goal was to extract the meaning of
these interactions from a set of multimodal observable behaviors in the context of a
problem that requires team collaboration for its solution.

Our arriving at this methodological approach, however, did not go smoothly.
Among all the various challenges we faced, three major issues seem worth mentioning.
First, our methodological approach has been largely pragmatic in that it has been an
abductive, iterative process. Rather than an attempt to fit a theoretical construct to
empirical observations, or an attempt to extract grounded categories from observed
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phenomena, we have attempted to make best guesses from imperfect observations.
A good example of our abductive reasoning took place in our discussions about units of
analysis and the necessary conclusion to which we arrived—to observe multiple levels
of units of analysis organizing the sequences of interaction. Second, the development
of our methodological approach was challenging due to the interdisciplinary nature of
our research team. Importantly, the center of tensions took place in the development of
a coding scheme that was necessarily generalizable across participants but also suffi-
ciently interpretative. This coding scheme with which we could annotate multimodal
data for CPS skills was at the center of many exchanges between the quantitative-
qualitative camps within our team. Third, a big hurdle for us has been the interde-
pendence of multiple modes of communication. Multimodal data, by nature, cannot be
characterized as a collection of parallel streams but rather as a synchronous collection
of co-expressive modes of communication [1]. For instance, as we observed our par-
ticipants play the collaborative game and their attempts at developing rapport among
themselves, they used gestures, facial expressions, and verbal utterances. It quickly
became apparent that evidence for collaborative skills comes as the coevolution of
various communicative tiers. In what follows, we introduce our theoretical and
methodological assumptions, the empirical context of measurement (i.e., the online
collaborative game), an overview of the steps we have taken for using supervised
machine learning methods, and then move on to illustrate our methodology with a case
study.

2 Theoretical and Methodological Assumptions

Interaction Analysis was developed to understand empirical evidence from video
recordings of the interaction of human beings with each other and with objects in their
environment [2]. Interaction Analysis is related to ethnomethodology and it is inter-
ested in examining several themes related to human activity, such as the structure of
events (e.g., beginnings, endings, segmentation), the temporal and spatial organization
of activities (e.g., turn-taking, trouble and repair, use of tools and representations), and
participation structures (e.g., roles and status). Multimodal Discourse Analysis was
developed to understand human action as a function of language and gesture, and the
organization of the social, cultural, material and sequential structures in which it takes
place [3, 4]. Multimodal Discourse Analysis builds upon sociolinguistics and is
interested in studying how participants interact with each other through talk while
including larger semiotic frameworks created by nonverbal communication as well as
relevant surrounding elements in the environment. Both Interaction Analysis and
Multimodal Discourse Analysis address the issue of how students learn in an authentic
context, and not just what is it that they have learned.

As we dive deep into the measurement of CPS, the overarching questions of IA and
MDA become increasingly important. For instance, when we observe a dyad trying to
succeed in a series of tasks, we should consider a series of assumptions for the analysis
of multimodal data. In particular, these assumptions refer to the unit of analysis, the
spatial and temporal structure of the activity, and the use of verbal and nonverbal
elements to create a shared understanding of the problem and the required steps for its
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solution. First, we define our units of analysis as a hierarchical aggregate of low-level
moment-by-moment turns, medium-level sequences of actions, and high-level skills.
Second, it is assumed that a collaborative activity is constituted by a social and material
framework that constraints the possible meanings that participants’ verbal and non-
verbal actions can take. Thus, a participant’s gaze, prosody, or gesture are always
interpreted within a social and material context. Specifically, each task a group attempts
to solve is constrained by the objects it is constituted by (e.g., buttons, labels) and, in
turn, the task affords participants with certain actions (e.g., press a button, read off a
label). In what follows, we flesh out these assumptions before introducing our machine
learning approach.

2.1 Units of Analysis

Conversational Turns. We conceived of as the most meaningful unit of analysis the
attempt by a participant to create a meaningful exchange of information. For instance, a
participant communicates a message that has a text and a subtext. That is, a participant
utters some words that contain one or more ideas, and the meaning of these ideas is also
framed by the underlying nonverbal and paralinguistic elements of the communicative
act. A person might say “Move it to the right” where the “it” of the utterance is
bounded by the materials within the environment and the “right” is bounded by the
spatial organization of the objects and people in the room. Furthermore, the idea can be
communicated with a tone of urgency—e.g., the satellite is going to crash with an
asteroid unless an action is taken-, or it can be said with a hesitant tone. In this sense, a
conversational turn is similar to a speech act, where language is understood as action-
oriented and not just as a passive means for the representation of abstract concepts.

Action-Oriented Sequences. A task is constituted temporally by a patterned sequence
of turns and is bounded by a beginning and an end of an activity. It is patterned because
a task shows regularities that can be more or less expected in similar social situations.
For instance, to solve a problem, participants first gather and share information, then
analyze that information around some plausible conjectures, then execute some actions,
and then make a final decision or conclusion. In addition, an activity can have clear
limits (e.g., it has five minutes to be completed from start to end) or it can be bounded
by a transition to a different activity, such as when participants reorient their attention
to a different goal. Of course, these limits are arbitrary, and, in practice, people can
move seamlessly in and out of an activity.

High-Level Skills. As participants move from task to task, they complete events that
collectively reveal the overall object of the activity. The major difference between tasks
and high-level skills is that tasks might have goals that do not directly reveal the motive
of the group’s performance. In a classical example from Activity Theory [5], Leontiev
describes a primeval collective hunt, where an individual task is to beat a drum.
However, an individual’s goal can only be understood when examining the motive of
the whole activity (i.e., a hunt), where the drum’s beat would scare animals that would
run into an ambush where the hunters are hiding. Although the drummer’s object is to
beat a drum, the group’s motive is to feed themselves.

Quantitative Multimodal Interaction Analysis for the Assessment 283



2.2 Context of the Activity

Social Organization. When humans communicate with each other, they are attuned to
the particular social circumstances wherein that communication takes place. We are
sensitive to social hierarchies and differences among speakers, as well as the timing and
tone of the communicative efforts. Also, the number of participants in a conversation
can affect the volume and level of communication, such as in large events (e.g.,
addressing an audience) versus two-people encounters (e.g., small talk or chit chat).

Material and Spatial Organization. Spatial organization of an action fundamentally
frames its meaning. Proximity to participants or objects can convey important pieces of
information, and the relative importance of different objects different people have
access to can alter the communicative efforts of some speakers to address different
goals. For instance, some form of division of labor takes place when participants have
access to different pieces of information, materials, or other kinds of resources.

Observing Mutual Understanding. It is possible to determine whether participants
achieve shared understanding of a task as they display observable cues during their
communicative endeavors. For instance, Bavelas, Gerwing and Healing [6] describe an
observable three-step micro-process: first, a speaker introduces new information; sec-
ond, the receiver responds accordingly to this new information; third, the speaker
acknowledges the response.

3 Empirical Context: Measuring CPS Skills in an Online
Game

3.1 Collaborative Jigsaw Game: Crisis in Space

Crisis in Space is an online collaborative game where two participants take turns as the
Operator and Engineer roles to solve missions in order to save the International Space
Station (ISS) from a myriad of challenges [7]. Video, audio, eye gaze, and log data are
captured for each participant. We use as a running example the task called Keypad. To
solve the Keypad task the engineer needs to provide the correct order in which the
operator has to press a series of buttons (see Fig. 1).

3.2 Collaborative Problem-Solving Skills

Our first step was to situate the CPS construct into the affordances of the CIS game. We
focus our analysis on seven CPS skills (see Table 1). According to Fiore, Smith-
Jentsch, Salas, Warner and Letsky [8], macro-cognition in collaborative teams consists
of four cognitive processes of (1) individual information gathering, (2) team infor-
mation exchange, (3) individual information synthesis, and (4) team knowledge shar-
ing. In this account, information becomes knowledge when decision to take action (or
actionable information) is developed. Additionally, we include three socio-emotional
skills (leadership, rapport, and resilience).

284 A. Andrade et al.



Game Tasks as CPS Evidence Eliciting Items. In the CIS game, a task is to our
assessment of CPS skills like an item is to a multiple-choice test. A task (e.g., circuit
panel, keypad, repair, asteroids) is an opportunity for the participants to demonstrate
their CPS skills, and for us to evaluate the quality and attributes of their collaboration.
A team task analysis of the Keypad task reveals the presence of the steps outlined in
Table 2.

Fig. 1. Crisis in Space (CIS) online game.

Table 1. Collaborative Problem-Solving Skills

Cognitive Team Task Skills
1. Individual information gathering: a player is tasked with a visual search for the relevant

elements in the problem (number of wires, their color, their position on a circuit, etc.)
2. Team information exchange: communication about task parameters with the other team

member. This communication includes reading off values, properties of game elements,
suggesting, soliciting, and issuing of statements

3. Individual information synthesis: task parameters are to be organized and made sense of.
This operation usually includes the use of the CIS manual and rule look up (e.g., find the
correct wire to cut or the right sequence of symbols)

4. Knowledge building and decision to take action: when parameter and rule information
have been located, steps need to be taken to complete the task. This move from
information to action is conceived of as a collaborative endeavor–rule extraction and
game actions are distributed/accessible across different team members
Socio-Emotional Team Skills

5. Leadership: takes risks in developing and maintaining relationships
6. Rapport: communicates with empathy, provides emotional support, and displays

disposition to work collaboratively
7. Resilience: confidence and self-regulation in the face of obstacles

Quantitative Multimodal Interaction Analysis for the Assessment 285



4 Supervised Machine Learning Approach

To analyze multimodal data such as video, audio, eye gaze, and log data, we train
machine learning algorithms by manually annotating salient parts of the interaction,
which in turn guide our measurement of CPS skills. After synchronizing the multiple
data streams and stitching the individual videos together into a “dyadic” video, we use

Table 2. Keypad Sequential Task Analysis

Cognitive skill Sequence of elicited behaviors

1. Mission starts
Info gathering and
exchange

2. Location of Keypad task
a. Operator states verbal description of symbols or uses the word

“symbols” or “shapes”
i. Click event on Keypad window or gaze on Keypad window

b. Engineer navigates to Keypad tab
i. Gaze over and Click event on Keypad tab. Might include

verbal acknowledgment
3. Location and naming of symbols

a. Operator describes four symbols with talk and gesture
i. Gaze on a particular symbol

b. Engineer acknowledges or asks for repeat/clarify
Info synthesis and
take action

4. Map symbols to Symbol Set
a. Engineer visually identifies Symbol Set
b. Engineer communicates order of to-be-pressed buttons verbally

and with gestures
c. Operator might ask for repeat/clarify
d. Operator presses symbol buttons on symbols window

i. Operator might verbally acknowledge clicks or Engineer
might solicit acknowledgement
5. Evaluation box:

a. If mission success,
i. Operator acknowledges task is completed successfully and

Operator clicks on Back button and moves onto next task
ii. Engineer and Operator increase their positive valence

b. If not mission success,
i. Operator acknowledges task is not completed successfully
ii. Engineer and Operator increase their negative valence
iii. Repeat from Step 3

Socio-emotional skill Observable behaviors
Leadership I. Proportion of speech turns and words, new information in

utterances, prosodic elements in talk indicating confidence, open
body posture

Rapport II. Number of smiles (positive valence), laughs, gaze on partner,
positive and empathy words

Resilience III. Positive words and valence given unsuccessful task or
clarification statements
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the annotation software ELAN [9] to create multimodal tagging of the content (see
Fig. 2). As there are multiple facets to annotate, ELAN contains several tiers with
specific “controlled vocabularies”—a.k.a. coding schemes. In particular, speech, gaze
data, and other prosodic elements that reveal emotions are tagged for its cognitive (e.g.,
describing the task, describing the elements within the task) and socio-emotional
content (e.g., acknowledgments, confusion, apologies). Then, we use deep learning
algorithms to detect facial expressions (valence and arousal), gestures, laughter,
semantic similarity, attention to areas of interest, and click-stream patterns, to auto-
matically predict these behavioral tags. For instance, detecting gestures uses a deep
learning algorithm to first predict the likelihood a hand is present in a video frame and
then the likelihood of whether that hand is producing a communicative gesture [10]. To
detect laughter, we use a pretrained laughter recognition algorithm and then use our
manual annotations to improve the precision of the algorithm. In the same vein, a
pretrained network detects and predicts the likelihood of facial expressions and affect
states for a participant, and the annotated data is used as context to refine the predic-
tions. Furthermore, word and sentence embeddings are used to represent verbal data
and a distance metric is used to detect certain key words and phrases that represent tags
such as “asking questions” and “describing symbols”.

5 Case Study: Automated Assessment of Keypad Task

A combination of manual annotations and supervised learning has allowed us to
develop an assessment of the specific steps present in a dyad’s interaction in the
Keypad task. An example is presented in Table 3. A high-level interpretation of this
case study is as follows. Click-stream data help us segment tasks and particular task

Fig. 2. Multimodal Annotation of Cognitive and Socio Emotional Behaviors using ELAN.
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Table 3. Excerpt 1. A dyad solving the keypad task.

Turn Time Speaker Utterance Task Evidence

1 177.32 Operator: So, now, there should be a
bunch of shapes
somewhere.

1 Click on keypad
window

2.a State “shapes”
2 174.771 Engineer: Okay. So, should I just

press quit?
II Facial valence

increase
3 183.88 Operator: Uh… No. II Facial valence

increase
4 185.48 So… There should be a

section with a bunch of
shapes.

2.a State “shapes”

5 184.49 Engineer: Okay. Yes. I do see it.
Okay.

2.b Gaze on Keypad
tab and verbal
acknowledgement

6 191.8 Operator: So, I have four shapes. I’m
not entirely sure what I
need to do with it but I
should be able to tell you
them, and you have to tell
me which one to click on.
Does that make sense?

7 204.57 Engineer: Okay.
8 206.64 Operator: So, I have one that’s like a

play triangle on top of a
semicircle. But it’s like…
[left hand crosses the
screen]

3.a Verbal
description
Gesture a keypad
symbol

9 217.21 Engineer: Hmm. I don’t see it. 3.b Ask for
clarification

10 219.96 Operator: Okay. Um, I have one that
looks like a key. It’s like…

3.a Describe a
keypad symbol

III Facial valence
increase

11 220.25 Engineer: Oh, I see the one with a
semi-circle and a triangle on
it. Yes, I do see that one.

3.b Acknowledge
symbol

12 229.84 Operator: Okay. I have one that’s a
key. So… It’s a circle and
then there’s an F coming off
of it. Looks like a key.
[gesture]

3.a Describe a
keypad symbol

13 238.57 Engineer: Okay. 3.b Acknowledge
symbol

14 237.96 Operator: I have one that looks like a
lightning bolt. It has a circle
and then like the Harry
Potter squiggle. [gesture]

3.a Describe a
keypad symbol

(continued)
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steps such as when a mission has begun (see Line 1). Although click data also
determines which window the operator has opened, the operator needs to verbally
communicate this information to the engineer. To detect this, we use natural language
processing (NLP) techniques such as sentence embeddings and cosine distances to
compare the utterances to a set of key phrases. For instance, we detect the description
of a task (see Lines 1 and 4) and keypad symbols (e.g., see Lines 8, 10, and 12). Also,
we detect “acknowledge of the message” tag by examining both gaze patterns over
certain areas of interest and the associated verbal reply and clarification statements
(e.g., see Lines 5, 9, and 11). In addition, we are able to locate “task completion” (i.e.,
successful or unsuccessful) using facial recognition techniques by processing the
valence of facial expressions (see Line 23).

Table 3. (continued)

Turn Time Speaker Utterance Task Evidence

15 245.85 Engineer: Ah? You said, Bolt? 3.b Ask for
clarification

16 249.4 Operator: Bolt, lightning bolt.
17 253.41 Engineer: Okay. I do see it. Okay. 3.b Acknowledge

symbol
18 253.6 Operator: I think this is the android

symbol. It’s like a weird,
uh, like two donuts
combined. [two hand
gesture]

3.a Describe a
keypad

19 265.93 Engineer: Okay. 3.b Acknowledge
symbol

20 262.92 Operator: So… those are my four and
I think you should
somehow be able to tell me
which one to click on.

21 272.73 Engineer: Ah… I have no clue. But
just click on the one that
you watched.

4.b Communicate
order of buttons

II Facial valence
increase

22 285.84 Operator: Oh, okay. Okay. Let’s go
with this one.

4.d Click on symbol
buttons

23 289.4 Oh, no, that was wrong! 5.b.i Acknowledge
task not
successful

5.b.ii Facial valence
increase
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6 Conclusion and Discussion

Our goal has been to examine the overlap between qualitative (IA and MDA) and
quantitative methodologies (machine learning) to assess CPS skills in an authentic
setting. Quantitative Multimodal Interaction Analysis has been valuable in collecting
evidence connecting the theoretical construct of CPS with empirical evidence stem-
ming from audiovisual recordings and other multimodal data. As this approach is still
in its initial stages, more evidence is required to understand its affordances and limi-
tations. In particular, further work will add information from other CIS tasks and data
from a different population.
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Abstract. Inductive content analysis is a research task in which a researcher
manually reads text and identifies categories or themes that emerge from a
document corpus. Inductive content analysis is usually performed as part of a
formal qualitative research methodology such as Grounded Theory. Topic
modeling algorithms discover the latent topics in a document corpus. There has
been a general assumption, that topic modeling is a suitable algorithmic aid for
inductive content analysis. In this short paper, the findings from a between-
subjects experiment to evaluate the differences between topics identified by
manual coders and topic modeling algorithms is discussed. The findings show
that the topic modeling algorithm was only comparable to the human coders for
broad topics and that topic modeling algorithms would require additional
domain knowledge in order to identify more fine-grained topics. The paper also
reports issues that impede the use of topic modeling within the quantitative
ethnography process such as topic interpretation and topic size quantification.

Keywords: Topic modeling � Inductive content analysis

1 Introduction

The field of topic modeling has focused on developing algorithms that are able to
discover themes or topics within a textual corpus. Topic modeling is an unsupervised
machine learning technique and is often assumed to be equivalent to inductive content
analysis techniques; as opposed to supervised text classification models used for
directed content analysis that can be trained to identify predefined codes or categories
(see Table 1). Topic modeling has been applied to datasets of varied size and origin,
being particularly suited to large volumes of textual data where it is impractical for
teams of researchers to perform inductive content analysis manually. The mathematical
motivation behind topic modeling algorithms also provides a basis for quantifying and
interpreting the derived topics, potentially making topic modeling a useful tool to aid
quantitative ethnography.

There are two main types of topic modeling algorithms namely Non Negative
Matrix Factorization (NMF) [5], and Latent Dirichlet Allocation (LDA) [2]. Both
algorithms stem from a different mathematical basis but discover the latent topics
within a corpus in an unsupervised manner. NMF uses principles from linear algebra
and optimization while LDA is a probabilistic graphical model. NMF and LDA are not
hard clustering algorithms and naturally allow for topic overlap (i.e., documents are
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able to belong to multiple topics). Topic modeling algorithms require a term-document
matrix (i.e., bag of words representation) and produce matrices mapping latent topics to
words and latent topics to documents. The weights produced that map words to latent
topics are rarely used to aid interpretation or to quantify the magnitude of discovered
topics. Many visualizations and topic modeling browsers also only show the top words
in a topic without including functionality that allows the user to view the top docu-
ments that belongs to a topic [7].

The research presented in this paper addresses two common issues. Firstly, topic
modeling has been assumed to be an appropriate aid for inductive content analysis even
though very few studies have compared the output of manual human coding with the
derived topics from a topic modeling algorithm. Secondly the mathematical output of
topic modeling algorithms, mapping latent topics to words and documents is rarely
used as an aid to help researchers interpret and quantify topics. This paper details a
between subjects study that compares the topics derived by manual coders with the
topics derived with the aid of a topic modeling algorithm namely Non Negative Matrix
Factorization (NMF). The paper seeks to address the following research questions:

1. Are topics derived via the NMF topic modeling algorithm comparable to the topics
identified manually by qualitative researchers?

2. Are qualitative researchers able to interpret and quantify the output of derived topics
(i.e., the mapping between topics and top terms; and the mapping between topics
and corpus documents) from NMF?

2 Methodology

This section details the between-subjects experiment conducted to compare the topics
that were manually derived by qualitative content analysts with the topics derived using
the NMF algorithm. Twenty (20) participants were recruited and split into two
(2) groups. Participants in Group A were required to read the provided corpus and
manually find topics. No participant consensus process was included because Group A
participants were required to perform inductive content analysis. In directed content

Table 1. Coding differences between the three approaches to content analysis, adapted from
Hsieh and Shannon [4]

Coding
approach

Study Code derivation

Summative Keywords Keywords identified before and during analysis
Inductive Observation Categories developed during analysis. Unsupervised

algorithms: Topic Modeling (i.e., NMF, LDA) and clustering
algorithms such as k-means

Directed Theory Categories derived from pre-existing theory prior to analysis.
& Supervised classification algorithms: Support Vector
Machines, Decision Trees and Deep Neural Networks
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analysis studies, analyst consensus in terms of the codes/categories and rationale for
code assignment is usually decided upon before the coding process begins. Within the
study presented in this paper, inductive content analysis was chosen to more closely
model the process individual researchers take to develop a theory (i.e., methodologies
closely related to Grounded Theory).

Participants in Group B were provided with a simple user interface that displayed
the output of the NMF topic modeling algorithm. Participants in Group B were pro-
vided with a tutorial on using the user interface and a basic introduction to the topic
modeling algorithm. Participants with domain knowledge related to the chosen dataset
(i.e., Teaching and Learning background) and qualitative content analysis experience
were recruited. In Group A, 4 participants had a Masters degree and 2 had a PhD. In
Group B, 3 participants had a Masters degree and 4 had a PhD.

The chosen dataset contained responses to a single question namely “What types of
support does your school provide to beginning science or mathematics teachers?”‘ from
a survey for First Year Mathematics and Science Teacher Professional Development.
The corpus contained 100 responses, taking up approximately four (4) A4 size pages.
The collective word count of the corpus was 1397 with individual responses varying
between 1 and 4 lines of text. A small dataset was chosen to restrict the amount of time
manual coders required to complete the coding task. The NMF algorithm was used in
the experiment because it was able to provide topics of a higher quality than LDA for
smaller datasets.

Participants in Group A were also provided with blank topic templates, asked to
label the identified topics and add the response IDs of all related text documents to the
templates. Participants in Group A were instructed to provide a reason for grouping the
responses together in a topic.

Group B was provided with a user interface for the NMF algorithm. A more recent
NMF algorithm, projected gradient descent NMF [6] was chosen because convergence
was shown to be faster (i.e., reduced time to run the algorithm). Participants in Group B
were required to specify the number of topics, a parameter required by the NMF
algorithm. The instructions and user interface are shown in Fig. 1. The top weighted
words in a topic and the top text responses in a topic were both shown to participants.
Keyword-in-context functionality was provided to aid with topic interpretation and
evidence gathering. The inclusion of functionality to allow participants to highlight the
top words within the text responses was a required and included because prior studies
and algorithm evaluation studies neglect to show the documents that map to a topic [3].

Participants in Group B were instructed to continue to change the number of
generated topics until they were satisfied with the generated topics. Once the partici-
pants settled on a specific number of topics, participants were required to label and rate
each topic. At the end of the research task, participants were presented with a ques-
tionnaire. The questionnaire was designed to gauge whether the derived topics were
able to be interpreted. User interaction with the interface was tracked and the derived
topics (i.e., word and document weightings within a topic at each iteration saved for
analysis).
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3 Analysis

In this section the topics found manually by participants in Group A will be compared
with the topics that were derived with the aid of the NMF algorithm. Additional data
collected for Group B, including the use of interpretation tools embedded within the
user interface, the ratings of the final topics and the questionnaire results are also
discussed.

3.1 Analysis of the Topics Manually Discovered by Group A Participants

The analysis of the completed topic templates revealed that there was no consensus
between participants in Group A on the exact number of topics. The number of dis-
covered topics varied between five (5) to eleven (11). Significant overlap between the
discovered topics was present in the completed templates for multiple Group A par-
ticipants. Overlap is measured by counting documents that have been mapped to
multiple topics. This finding clearly substantiates a requirement to use soft clustering
computational aids (i.e. algorithms that allow overlap) such as the NMF topic modeling
algorithm.

A common strategy employed by Group A participants was to group text responses
using similar words together which resulted in broad topics such as Support, Men-
toring, Induction and Professional Development. These broad topics were found by all
participants in Group A. Group A participants were able to uncover additional fine-
grained topics where the documents were grouped together because they contained
related words. The related words in some cases were simple synonyms but were mainly
related via complex domain relationships. As an illustrative example, the Workload
Balance topic was created by a participant with the following rationale: “referred to

Fig. 1. The user interface provided to Group B for analyzing the output of the NMF algorithm.
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reduction of timetable, efforts to lighten teaching load for beginning teachers, release
time for professional development”.

3.2 Analysis of the Topics Derived Using NMF as a Computational Aid

Similarly, to Group A, there was no consensus between the number of topics that
Group B participants were able to derive using NMF. A greater variation in the number
of derived topics was present in the derived topics - between five (5) and nineteen (19).
It is important to note that the user interface allowed the participants to change the
number of topics to be generated and review the resulting topics until they were able to
settle on what they thought was a good approximation of the number of topics. Fig-
ure 2 includes step plots for each participant showing the changes in the number of
topics and the time taken to review derived topics. Completion of the research task took
between 15 and 90 min. Participants in Group B started with a lower number of topics
before increasing the number of topics and finally settling on a lower number of topics.
The selection of an ideal number of topics was a trial and error process for participants
in Group B.

The main NMF derived topics were Support, Mentoring, Induction and Profes-
sional Development. These simple topics were also discovered by the manual coders in
Group A and provides evidence that the NMF algorithm can successfully group text
responses with common words together. More advanced and finer grained topics (i.e.,
Communication, Resources and Workload Balance) that were found by Group A
participants were however not able to be derived by NMF. The NMF algorithm did not
have the appropriate background or domain knowledge to map together related words
and concepts. There were also topics that were generated by the NMF algorithm such
as “Assessment and feedback of beginning teacher performance”, “Personalized
Beginning Teacher Learning Plans” and “Responsibility of HOD and support” that
were not present in any of the topics found by the manual coders. These topics were
only derived when the number of topics exceeded 10.

Participants in Group B were required to complete a questionnaire after they found
an appropriate number of topics. The questionnaire included questions relating to the
quality of the derived topics and whether the display of the topics (i.e., including both
top words and top documents) supported topic interpretation. All participants in
Group B completed the questionnaire. Question 1a asked participants to rate on a scale
of 1 to 7 whether it was very difficult (1) or very easy (7) to use the top weighted words
in the topic to interpret and understand a topic. All participants gave a rating or 4 or
above, with seven participants giving a rating of 5 or above. Question 1b was used to
determine if the documents within a topic were meaningfully grouped together.
Question 1b was included to give an indication of the quality or coherence of the
generated topics. A total of nine participants gave a rating of 4 or above, with five
participants giving a rating of 5 on a scale of 1 (very difficult) to 7 (very easy).
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The inclusion of tools that facilitate in-context analysis such as keyword-in-context
tools also led to improved theme interpretation, facilitating an enhanced understanding
of the theme and providing evidence for validity. The responses to Question 4, “Please
provide general feedback/comments relating to the automatically derived topics?” that
relate to quantifying the derived topics are summarized below:

• Display of Numeric Weightings
Participants were confused by what the weights (of both the top weighted words
and top weighted documents) meant.
“i didn’t know what the numbers meant”
“The numbers in brackets were at first misleading because I thought they might
be averages of some sort”
“Not sure how to compare the word weightings”

• Topic Overlap and Size
Participants require topic overlap visualization.
“Is there a way I can see the overlap between topics?”
“Only the top 10 documents are shown in each theme. How big is a theme?
Am I seeing all the survey responses in a theme?”

• Theme Quality
The quality of the derived topics varied.
“Not all returned themes are of the same quality.”
“Generally the derived themes worked excellently.”
“They were a good trigger - even when they were not obvious, they prompted
thinking/new ideas.”

Fig. 2. Visualization of Group B participant sessions.
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4 Discussion

In this section, the study findings will be used to answer the research questions:

1. Are topics derived via the NMF topic modeling algorithm comparable to the topics
identified manually by qualitative researchers?
NMF can find the simple and broad topics that human coders are able to discover
but was unable to discover the fine-grained topics that human coders were able to
identify. This finding has implications for qualitative researchers currently using
topic modeling to get an overview of the topics within a corpus. Topic modeling
still needs to be used in combination with manual coding used to identify fine
grained topics based upon complex word relationships. A follow up experiment was
conducted that allowed researchers to interact with the algorithm and provide
additional domain knowledge. The research findings showed that the research
participants were able to use the interactivity to improve their ability to address their
research questions [1].

2. Are qualitative researchers able to interpret and quantify the output of derived topics
(i.e., the mapping between topics and top terms; and the mapping between topics
and corpus documents) from NMF?
Participants found the display of both the words and the documents that belonged to
a topic to be a useful aid for topic interpretation. Participants however found the
display of the word and document weightings to be confusing. One reason for this is
that the NMF weightings were not presented as a percentage (or probability).
Participants also wanted to view topic overlap and topic size. The required func-
tionality could easily be included in a topic modeling browser. LDA-Vis for
example is a topic modeling visualization tool that includes an algorithm for
determining topic size and overlap [7]. The findings from this study suggest that
topic modeling can be a valuable aid for topic discover, interpretation and statistical
quantification with enhancements to the display of algorithm output. The required
enhancements include keyword-in-context functionality (i.e., allowing analysts to
review the location of words within their containing documents), visualizations to
help the analyst determine the size and overlap between topics and the display of
top word and document weightings that are a percentage value. With these sug-
gested enhancments topic modeling browsers will become valuable aids within the
quantitative ethnography process.

5 Future Directions

Future research will focus on evaluating the use of topic modeling as a starting point
for quantitative ethnography and the design an algorithm to perform epistemic network
analysis on the output of topic modeling algorithms.
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6 Conclusion

The results presented within this paper provides valuable insight into the differences
between the topics discovered by a topic modeling algorithm and those that have been
identified by manual coders. As datasets are increasing in size it is imperative that
further research is undertaken to help qualitative researchers quantify derived topics
(i.e., understanding topic size and overlap) and make the output of topic modeling
comparable to human coders.
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Abstract. The qualitative content analysis process has traditionally been reliant
on human researchers to read and code data, with limited use of automation.
However, recent advances in Natural Language Processing (NLP) offer new
techniques to improve the reliability and usefulness of content analysis, espe-
cially in the area of quantitative ethnography. In this paper we propose a new
qualitative content analysis workflow that utilizes techniques such as contextual
word embeddings and semantic search. Each of the design principles that inform
this workflow are outlined and potential NLP solutions are discussed. This is
followed by the description of a new prototype, currently in development, that
implements elements of the workflow. The paper concludes with an outline of
two proposed research studies to evaluate the effectiveness of the workflow and
prototype as well as directions for future research.

Keywords: Quantitative ethnography � Qualitative analysis � Content analysis

1 Introduction

Most qualitative researchers are familiar with the analysis workflow that is dictated by
software such as NVivo. The basis workflow involves reading the text corpus, high-
lighting key terms or phrases and either assigning these to a predefined category (i.e.
Directed Content Analysis) or creating a new category (i.e., Inductive Content Anal-
ysis). Simple Boolean search techniques can also be used to identify additional doc-
uments that match a category. Search and retrieval functionality is provided by the
majority of qualitative software applications available (e.g. NVivo, ATLAS.ti,
MAXQDA, QualRus, QDAMiner, nCODER and DiscoverText). Scaling the process to
larger datasets has usually involved the use of supervised machine learning where
example documents that match a category are used to train a machine learning model.
The machine learning model can then be used to classify unseen documents with
reasonable accuracy. Machine learning, however, comes with its own caveats, partic-
ularly for qualitative content analysts and researchers. Qualitative researchers may not
trust the algorithms and there are new processes, terminology, best-practice and
algorithms to learn in terms of model training and validation.
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In this paper, we proposed a rethinking of both the human and algorithmic
involvement in the qualitative content analysis process. The paper focuses on defining a
set of design principles for a new qualitative content analysis workflow. Recent
advances in Natural Language Processing (NLP), made possible by contextual word
embeddings and semantic search, are then proposed as potential solutions to complete
the workflow. Finally, an early prototype of an application that implements the
workflow is introduced along with proposed research experiments and directions for
future research.

2 Design Principles

In this section, we propose four design principles that aim to change the fundamental
way in which qualitative researchers can use machine learning and deep learning
algorithms for content analysis.

2.1 Design Principle 1: Promote Reading, Interpretation and Selection
of Recommended Text Responses

Current workflows used by qualitative researchers involve the reading and tagging of
words or phrases. These steps are also required on a subset of the data when supervised
learning algorithms are used to create a dataset for training a classification model.
Reading and interpretation are key steps followed in both directed and inductive
content analysis [3]. These steps are also key to the new proposed workflow. It is,
however, impractical when working with large datasets for the whole dataset to be read.
Therefore, semantic search algorithms will be used to suggest text responses that are
similar to identified words or phrases that the qualitative researcher has tagged.
Semantic search in the proposed workflow will serve as a replacement for the simple
search and retrieval techniques (i.e. Boolean search and regular expression usage)
currently used by qualitative researchers. The proposed semantic search will also use
recent advances in word embeddings [1, 4].

2.2 Design Principle 2: Seamless Integration of Classification Algorithms

The second design principle aims to remove the need for qualitative researchers to be
familiar with applying supervised machine learning techniques. The process of
selecting an algorithm, choosing algorithm meta-parameters and creating training and
validation datasets will still be part of the process, but occur in the background.
Knowledge of how to train a deep learning or machine learning text classification
model should not be required by the qualitative researcher. It is important to note that
Design Principle 2 does not mean that the algorithm is completely hidden from the
researcher, rather it refers to the simplification of the supervised machine learning
experiment lifecycle. Algorithmic transparency is extremely important and required by
a qualitative researcher to gain trust in the algorithm, prevent bias and understand the
capabilities and decisions being made by the algorithm.
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2.3 Design Principle 3: Include Quantitative Metrics

An integral element of quantitative ethnography is to combine statistical and qualitative
analysis [7]. It is therefore essential to allow analysts to quantify the size of classifi-
cation groups (i.e. the number of responses matching a code) as well as review cross-
rater correlations and accuracy metrics. These metrics help to demonstrate the validity
and reliability of how the analysis method was employed and provide information for
the reporting of research findings.

2.4 Design Principle 4: Support Multiple Analysts and Collaboration

In qualitative studies with multiple researchers, intercoder reliability is important to the
quality of the analysis and a metric often required for publication. The focus of Design
Principle 4 is to ensure that the proposed workflow is able to support research col-
laboration. A key proposed addition to the qualitative workflow is the addition of
semantic search and recommendation after a researcher has tagged or coded a text
response. As multiple researchers will be exposed to this new workflow, the selection
of recommended items (i.e. the mapping of additional text responses to a code found
via semantic search) must be included in intercoder reliability measures.

3 Recent Advances in Natural Language Processing

In 2018 several breakthroughs occurred in Natural Language Processing (NLP) al-
lowing for each design principle to be addressed and for the proposed quantitative
ethnography workflow to be implemented. In this section each breakthrough along with
the details of how it can improve qualitative interpretation and recommendation are
discussed.

3.1 Sentence Pieces

In NLP the predominant method for feeding text into algorithms has been the ‘Bag-of-
Words’ matrix. The ‘Bag-of-Words’ matrix contains a count of each word in a doc-
ument. However, the use of the ‘Bag-of-Words’ matrix has several shortcomings which
include the inability to work with unseen words (i.e. words not part of the initial
training corpus) and the inability to differentiate between word senses. The sentence
pieces [4] research has been key in promoting the idea of using a technique known as
byte-pair-encoding to efficiently group the combinations of characters found in words
together. When used in combination with Word Embeddings (discussed in the next
subsection), the meaning of words not present in the training corpus can be inferred
using combination of characters found in the word.

3.2 Contextual Word Embeddings

A word embedding matrix maps each word to a large vector (between 300 and 500
dimensions) which allows for semantic word comparisons and vector algebra (e.g.,
King - Women = Queen). Word embeddings have existed for many years in NLP
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however the first large scale model used in downstream tasks was Word2Vec [5]
followed by Glove [6]. Word embeddings take advantage of the premise that words that
occur close to each other in a sentence should have a similar representation. Word
embeddings however still map whole words to vectors, so are unable to deal with
words not in a corpus or with multiple word senses.

In 2018, two contextual word embedding models namely ELMO [4] and BERT [1]
were released. Neither provide an embeddings matrix, as they are deep neural learning
language models, instead taking a word and its surrounding words and then provide a
unique contextual vector representation. BERT uses sentence pieces (i.e. character
word groupings) [4] and is able to provide a contextual vector for out of vocabulary
words. BERT and ELMO models are also able to deal with multiple word senses.
BERT is not based on difficult to train neural architectures such as Recurrent Neural
Networks or Long Short-Term Memory models, rather it uses Convolution Neural
Networks and attention mechanisms (known as a Transformer model).

Contextual word embeddings address two of the main shortcomings of the ‘Bag-of-
Words’model identified above. Theproposedworkflow for quantitative ethnography aims
to incorporate contextual word embeddings to provide polysemy word filtering. Both
models are open source with pre-trained models available for use in downstream tasks.

3.3 Semantic Search Using Contextual Word Embeddings

The contextual word embedding models, ELMO and BERT have an additional
advantage in that they provide a vector space where multi-word expressions (i.e.
phrases and sentences) can be compared. This feature enables semantic search. As an
illustrative example, when a qualitative researcher highlights a word, phrase or sen-
tence; the embeddings vector space would be searched for similar responses (i.e. via
cosine similarity) and a list of recommended text responses to review and map to the
category or code would be displayed. While simple cosine similarity will initially be
used in the prototype described below, more advanced neural ranking algorithms are
also available to be explored and evaluated at a later stage.

3.4 Finetuning, Classification and Transfer Learning

Transfer learning involves using a large dataset to train a model and then using the pre-
trained model as the starting point to finetune the model for a more specific task on a
smaller domain dataset. Transfer learning is largely responsible for the increase in
accuracy and reduction in training time for many image and vision deep learning
classification tasks. In image classification tasks, a pre-trained model such as ImageNet
or ResNET is loaded and then finetuned. Up until 2018, transfer learning was rarely
applied in NLP. UMLFit was one of the first NLP models to emerge that utilised
transfer [2]. UMLFit uses a language model pre-trained on a large text corpus as the
starting point for a classification neural network. A language model is a neural network
trained to predict the next word in a sentence. The UMLFit model is then trained using
additional examples from the domain specific task, a process known as finetuning. In
several classification tasks, UMLFit was shown to produce higher classification
accuracy and reduce training time [2].
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Once a subset of text responses has been classified by a qualitative researcher with
additional responses automatically identified via semantic search, UMLFit will then use
the assigned labels to finetune the classifier.

4 Proposed Workflow Using Contextual Embeddings,
Semantic Search and Transfer Learning

Figure 1 details the proposed quantitative ethnography workflow and the integration of
key algorithms including contextual embeddings, semantic search and transfer
learning.

5 A Prototype Implementation

A key challenge has been implementing the workflow within a software product that is
able to execute the required algorithms given that compute power and numerous deep
learning libraries are required. As we are in the early stages of the proposed research,
workflow design and user interface design, the software could not be distributed as a
full executable download. We have rather sought to take advantage of the free compute
resources (including TPU access) provided by Google Collaboratory to any Google

Fig. 1. The proposed quantitative ethnography workflow.

Using Recent Advances in Contextual Word 303



Drive account holder. Google Collaboratory, also known as Google Colab, is an
enhanced version of Jupyter Notebook. The prototype implementation is available as a
Google Colab notebook that can be cloned and used. As the project is open source, the
notebook and associated widgets will also be able to be executed on other cloud
Jupyter Notebook services such as AWS SageMaker.

The Colab notebook allows datasets stored on Google Drive to be loaded and
incorporates custom built Jupyter widgets for text response review, coding (i.e. tagging or
matching to categories) and the display of semantic search results. In Fig. 2, once a

Fig. 2. Prototype implementation in Google Colab.
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document has been read and coded (i.e. tags added), and a word or phrase is highlighted,
the results from the semantic search using the contextual embedding are displayed. The
researcher can then select additional documents that should be mapped to the code.

5.1 Planned Research Experiments

While four design guidelines have underpinned the design of the prototype tool, the
current planned research studies will initially focus on “Design Principle 1: Promote
Reading, Interpretation and Selection of Recommended Text Responses”. Evaluation
will focus on the inclusion of semantic search as an aid to assist the researcher in
selecting additional documents that should be assigned to a code and whether using
semantic search helps the researcher in gaining a deeper understanding of similar text
responses and reduced the time required to complete the coding task. User interface
usability experiments will not be conducted initially. The following two experiments
have been designed:

5.2 Experiment 1: Multiple Researchers Collaborating on a Supplied
Corpus

Qualitative researchers will be recruited, supplied a corpus and a predefined coding
scheme. The recruited researchers will participate in a between-subjects study.
Researchers in Group A will be required to code the corpus and review recommen-
dations of additional items to assign to a code within the prototype tool. Participants in
Group B will be required to manually read each response and assign a code. Group B
participants will be allowed to perform simple Boolean searches and use regular
expression syntax to locate additional responses that must be assigned to a code.
Documents mapped to a code and time taken to complete the coding exercise by
Group A and B will be compared. Both groups will be required to complete a survey.

5.3 Experiment 2: Research Teams Providing Their Own Data

Research teams will be recruited, given access to the prototype tool and allowed to
upload their own dataset. Experiment 2 will allow for a variety of datasets to be coded
with the assistance of semantic search. All participants in Experiments 2 will also be
required to complete a survey and interviewed.

6 Future Directions

An interesting future research direction involves applying semantic search and rec-
ommendation within Epistemic Network Analysis (ENA). ENA is the process of
identifying the connections between codes and uses dynamic network models to
visualize and quantify code relationships [8]. In order to support ENA, the tool would
need to facilitate the highlighting of multiple words or phrases in document and rec-
ommend related documents that match the combination of concepts. A network model
will then be able to be built and displayed.
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7 Conclusion

In 2018, numerous breakthroughs occurred in NLP which have the potential to
transform the quantitative ethnography workflow. In this paper, contextual word
embeddings, semantic search and related item recommendation are incorporated into
the quantitative ethnography workflow with the aim of replacing current simplistic
search and retrieval techniques used in the coding practices. The user interface for a
prototype tool available as a Google Colab notebook was also presented along with
proposed research experiments. In future publications, the implementation and evalu-
ation of all the key design principles for rethinking the qualitative workflow for
directed content analysis will be discussed.
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Abstract. Grounded in child/robot interaction and inclusive education, this
research has designed a small socio-technical community of a robot and two
children where children play and learn equitably together while they help the
robot learn. This designed community was implemented in a school media lab
twice a week over three weeks, each session taking about 20 min. We ethno-
graphically observed and video recorded children’s participation in the triadic
interaction naturally. The phenomena of interest include friendship develop-
ment, collaborative communication, and engagement with the community. Data
collection is still ongoing, and analysis will occur over this summer. This paper
presents the theoretical frameworks and data analytic scheme. We expect to
report the findings at the ICQE conference in October.

Keywords: Child-robot interaction � Collaboration � Engagement � Friendship

1 Research Problem

As the demographics of classrooms in public schools both in the U.S. and worldwide
becomes increasingly diverse, public education faces the urgent challenge of finding
ways to promote effective learning environments in which all children develop and
learn equitably. We propose that supporting equitable friendships and collaboration at
an early age can be an effective way to address this challenge. Also, recent research on
humanoid sociable robots indicates that children develop social and affectionate rela-
tions with the robots, voluntarily engage in the interactions with the robots, and mimic
the robots’ behaviors [1–3]. This research project titled Inclusive Design for Engaging
All Learners (IDEAL) aims to design a socio-technical learning community in which a
social robot fosters friendship building and collaboration among kindergarten-aged
children who come from diverse backgrounds. The research also examines the efficacy
of this design by observing children’s engagement, friendships, and collaboration as
they interact with the robot and with their peer in a natural setting.

There has been a dearth of research on systematically assessing young children’s
verbal and nonverbal behaviors in learning contexts. Examining the efficacy of our
design whose evidence is gleaned from children’s interactive behaviors poses us a great
challenge. We will use ENA (Epistemic Network Analysis), a statistical modelling tool
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which identifies, quantifies and represents (visualizes) connections among three phe-
nomena of interest: friendship, collaboration, and engagement [4]. ENA is designed to
analyze a large number of segments (snapshots of an ongoing activity), and may
therefore allow us to systematically analyze and interpret the patterns and evolution of
children’s engagement in the triadic learning community and their friendship building
and collaborative behaviors while they engage in the community.

2 Theoretical Frameworks

The design of a robotic learning community is grounded in playful learning theory [29]
and culturally-sustaining pedagogy [28]. While they play with peers, children develop
intellectually and socially; therefore, learning and play could be integrated fluidly when
designing for children. Also, in their learning processes, children as cultural beings
should be encouraged to share their personal experiences grounded in home language
and culture. The learning community of a robot and children can offer a kind of third
space where children can develop a sense of agency and comradery as they play and
learn together. The robot verbally invites the children to tell their stories, providing
opportunities for participation and demonstrating empathy and appreciation for chil-
dren’s contribution. In this type of community, children’s diverse experiences are
positioned as assets rather than deficits; children become fully engaged participants
rather than marginalized. This way the robot acts as a cultural broker that mediates
equitable interactions among children regardless of their cultural and linguistic
backgrounds.

Data collection and analysis are grounded in a few theoretical traditions (e.g.,
ethnography, phenomenology, and symbolic interactionism). We ethnographically
observe children’s natural participation in the socio-technical community. As children
are immersed in the triadic interaction with the peer and with the robot, we will pay
attention to what new patterns and protocols of engagement, friendships, and collab-
oration as lived experience will emerge, what existing theories and practices of those
phenomena will be replicated, and/or what new shared meanings and experiences come
out of their interactions. Two main research questions involve (1) in what way and to
what extent aspects of children’s experiences in the robotic community (engagement,
friendship, and collaboration) evolve over time and (2) in what way such experiences
of children interact with each other.

2.1 Friendship

Friendships are characterized by companionship (seeking proximity and spending time
together), intimacy (closeness and self-disclosure), and affection in which reciprocity
and mutuality plays a core role [5]. It is well established that mutual friendship has a
crucial influence on the cognitive, social, and emotional development and well-being of
children [6]. Five-year-olds with a mutual friend significantly outperformed their
friendless peers on a comprehensive social and cognitive development battery, after
controlling for socio-economic status, group popularity, and language skill [30].
Friendship at early age also has a lasting impact on individuals’ well-being in that
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negative friendship experience affects individuals’ mental health adversely throughout
life [7]. In recent decades, developmental psychologists and clinicians have imple-
mented friendship training programs to coach young children to develop socially valid
behaviors, the core of which include cooperation with peers, active listening, and
having fun together equally (Frankel and Myatt 2003). In our robotic community,
children are asked to collaborate with each other to help the robot learn while they play
together. The robot models active listening to children and solicits equal participation.

According to classical intergroup contact theory [8], interacting with other ethnic
groups may help reduce cognitive biases against outgroups. A volume of subsequent
research confirms this theory, reporting that intergroup interactions enhances socio-
cognitive skills of children. Having cross-ethnic friendships in childhood has also been
associated with positive intergroup attitudes in adolescence and adulthood [9, 10].
Particularly in ethnically heterogeneous contexts, cross-ethnic friendship is considered
powerful in developing positive intergroup attitudes, such as equal status and coop-
eration [8, 11]. Children show less cognitive biases when they have more cross-ethnic
companions and high-quality cross-ethnic friendships than when they do not have such
relationships. Cross-ethnic friendship is also related to positive change in trust and
sympathy toward other ethnic groups. These growing trust and sympathy in turn
predict adolescents’ inclusive attitudes [12]. In the context of inclusive schooling,
direct dyadic friendship is more effective in changing intergroup attitudes than
extended friendship – i.e., being aware of others’ friendship [13]. Especially for young
children, cross-ethnic friendships seem to be associated with other positive develop-
mental outcomes of children judged by teachers [14] such as improved social adjust-
ment, inclusive relationships, prosocial behaviors, and leadership skills. In this
research, the robotic learning community sets physical space for direct friendship of
two children coming from different backgrounds, where the robot model constant
positive regard and appreciation for the information and help contributed by each child.

One important challenge is that some characteristics of friendships can be subtle
and are difficult to identify particularly among young children whose thoughts, lan-
guage, and emotions are still developing. For young children, therefore, friendship
characteristics are typically inferred from their behaviors during interactions and
play [15].

2.2 Collaboration

With solid curricular efforts, kindergartens can be the context where young children not
only learn early academic skills but also develop such social skills that are necessary to
be successful in school [16]. Studies on kindergartners’ social skills – defined as the
ability to resolve conflicts, to collaborate and to understand social cues – and academic
development in the first years of school suggest a positive association (e.g. [17]).
Mirroring this finding, Welsh, Parke, Widaman, and O’Neil [18] report that children
rated at high risk of failure in school demonstrate less than average social competence
already in kindergarten. Activities and task designs which foster collaboration are
essential to help develop social skills. Through joint play, for example, children learn to
share objects, how to resolve peer conflicts, and what it means to work together with
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others. Indeed, programs designed to help young children learn social skills are found
to yield significant positive effects in the targeted competencies [19].

A promising means to foster collaboration among children is digital technology
although the design and development of advanced technology to support collaborative
interaction among young children are rare. Given the early stage of social and intel-
lectual development of children, design can be focused on fostering effective collab-
orative communication, rather than collaborative problem solving. Our design of
robotic triads seeks to elicit forms of collaborative communication which occur with
increasing frequency in the real world. Referring to intercultural communication theory
[20], we identify three core constructs of collaborative communication particularly for
inclusion and diversity: common ground, equitable partnership, and co-cultural sche-
mas. While two children and a robot play and engage in learning together, the robot can
act as a mediator to draw both children to achieving the three communication goals.

2.3 Engagement

There is broad agreement that being engaged in learning means learners are partici-
pating actively in learning, persist when facing difficulties, and maintain a strong
interest in resources available in the learning environment [21]. Renninger [22]
emphasizes that strongly engaged learners appropriate resources for the purpose of
learning, including to answer questions they themselves developed, in contrast to less
engaged learners who simply carry out an assigned task or follow prescribed rules.
Similar to the characterisation of engagement in older children and teens, engagement
in younger children is described as demonstrating curiosity, enthusiasm, initiative and
effort [23]. For many scholars, engagement is a description of learners’ relation to the
environment, not a psychological construct [24]. Psychological constructs such as
motivation and interest however are directly related to engagement. It is presumed to be
malleable, responsive to contextual features, and amenable to environmental change,
making it an important measure to evaluate learning design.

While the positive correlation between high levels of engagement and learning
achievements is well established for school grades 6–12 (e.g. [25]), much less is known
on the impact of engagement on learning for young children. McClelland, Morrison,
and Holmes [26] found that children demonstrating high task engagement (including
with playful tasks) during kindergarten outperform their peers in academic tasks when
in first and second grade. Brock, Rimm-Kaufman, Nathanson and Grimm [23] obtained
a similar result for cognitive (task) engagement of kindergartners, but additionally
found that high emotional engagement does not affect their academic achievement in
the first school years. Blair, Denham, Kochanoff and Whipple [27] argue that social
competence affects positively children’s level of emotional engagement but may
negatively influence their on-task behavior. Overall, there is agreement that different
types of engagement affect children’s learning differently, but very few studies have
examined all components of engagement concurrently to identify the unique contri-
bution of each to children’s learning. Furthermore, there are additional challenges in
examining the efficacy of this new type of robotic interaction community where
children’s engagement is multi-layered (i.e., engagement with the robot, with the peer,
and with the task).
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3 Method

3.1 Participants and Context

Participants were ten kindergarten-aged children (six girls and four boys) in a rural
elementary school neighboring Northern Illinois University. Five groups were formed
with two children per group (one child with the native-English speaking background
and the other child from the Spanish speaking background). Four groups were mixed
genders and one group was girls only. Each group participated in six interaction
sessions (each taking 15 to 20 min). The interaction activities were implemented during
an afterschool program run by the school two days per week over three weeks. The
activities were video recorded and transcribed for analysis.

3.2 Intervention: Robotic Interaction Triads

In an interaction triad of robot and children, we personified the robot, Skusie, as a new
friend who just arrived from another planet and did not know much about life on earth.
In this learning community, Skusie needed children’s help in order to learn about
animal, birthday, school, and family. Skusie spoke both Spanish and English but its
speech was not always perfect. Children were asked to work together to teach Skusie.
We adopted a Wizard of Oz method to control Skusie, where a hidden researcher
remotely controlled its pre-scripted utterances and bodily movement while children
interacted with it. Skusie asked open-ended questions as prompts to initiate and then
extend engaging conversations between pairs of children, e.g., what are animals? What
do you do on your birthday? Why do you come to school?

4 Plan for Data Analysis and Interpretation

We will analyze three sets of data: video recording, transcripts, and ethnographic
observation notes. Table 1 presents our initial analytic scheme. To examine friendship
development, we will assess children’s behaviors in terms of three core constructs of
friendship (sharing, togetherness, and parity). Friendship in essence involves sharing
physical space, tasks, ideas, and experiences. Friendship is inferred by proximity as
friends sit together, draw together, and play together. Parity involves being equal while
children exchange views, negotiate, and agree/disagree with each other. For our
observation of children’s engagement, we will start with the widely accepted categories
of engagement (behavioral, emotional and cognitive) [21] as a tentative conceptual
guide.

Although we start with theory-based categories for each phenomenon of interest,
we fundamentally will take a grounded approach to analyzing children’s experiences
while they are working on tasks and interacting with the robot and each other. In this
grounded analysis, observation data will be evaluated qualitatively to determine the
presence or absence of potentially meaningful behaviors. We expect that these data
from children’s natural interactions will enable us to produce genuine elements of each
phenomena.
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5 Significance of This Work

Being able to work collaboratively and equitably in diverse groups is an essential skill
to succeed in schooling and career development. We view some urgent challenges that
public education faces currently (e.g., high dropout rates of minority youths) through
the lenses of equitable collaboration, friendships, and engagement. The provision of
constructive contexts assisted by humanoid robots might offer a solution, where all
students engage in collaborative learning of STEM topics and develop positive rela-
tionships. Importantly, the way in which collaboration, engagement and friendship
interact and potentially strengthen each other has not yet been studied before. In our
designed interaction setting, the three phenomena can be studied systematically.
Using ENA will allow us to gain a deeper understanding of how the phenomena co-
occur and evolve over time.
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1 Introduction

Designing an effective lesson leveraging dialogic pedagogy is an essential skill for
schoolteachers [1]—but it is difficult even for experienced teachers to operationalize in
a classroom. In the dialogic classroom, teachers need to design a dialogue to stimulate
the students’ thinking and advance their learning and understanding through structured
and cumulative questioning and discussion, without monologic knowledge transmis-
sion. To prepare for designing a dialogue that ensures various students’ participation,
the teachers need to imagine a wide variety of voices of their students and possible
reactions and questions [2].

Microteaching is one way to practice the implementation of dialogic pedagogy in
teaching; however, it is not easy to achieve. One of the reasons discussed in the “ap-
prenticeship of observation” framework [3] is that student teachers and novices had
experienced monologic teaching as students themselves. However, we argue that there is
another difficulty – excessive self-consciousness [4] or evaluation apprehension [5]
during microteaching sessions. The role-play requires (student) teachers to act out young
pupils roles in a realistic way in which theymay find difficult, which creates a tendency to
play “honest students” who follow the teacher’s instructions without question.

Our past studies indicated that puppetry can serve as a powerful device for allowing
people to overcome emotional or interpersonal obstacles in face-to-face role-plays and
for eliciting reactions including inner emotions or unconscious experiences that they had
in a problematic situation [6]. Then we developed a tangible puppetry CSCL system to
help microteaching role-play in a puppetry format [7]. The system records the actions
and conversations of the participants (hereinafter, the “character”) on top of a trans-
parent table (Fig. 1(a)). In Fig. 1, photo (a) shows the system ready to be implemented.
Each puppet or prop is attached to a transparent box with an AR marker on the bottom.
Each character can express his or her puppet’s conditions (such as distracted or con-
centrated) by manipulating a switch to change the color of the LED in the box to either
red or blue (Fig. 1(b)). These functions allow participants to elicit a variety of voices
from possible pupils even in the self-performed role-play after the puppetry role-play
(Fig. 1(c)) [8]. After the role-play, the participants can view the recorded puppetry to
inspire reflection (Fig. 1(d)). This function provides a 3D animation movie of the
recorded role-play. This 3D animation function was developed to foster deep
perspective-taking by completely shifting a person’s viewpoint, based on Lindgren’s [9]
argument that experiencing a first-person perspective in a virtual world can generate a
person-centered learning stance and perspective-taking. This process enables the learner
to see through the avatar’s point of view and as a result blurs the boundaries between the
self and the other; hence, the learner can gain novel perspectives. Thus, this animation
movie allows participants to reflect upon their role-play by combining their wide and
thorough (bird’s-eye) view for all the dialogues and the various participant views
(character points of view); the participants can examine the overall situation from the
bird’s-eye view, whereas, from the character points of view, they can consider the
possible reactions (communication and behavior) of specific characters. The participants
can switch the interface, while watching the role-play animation; as a result, they can
consider the first-person perspective of each character, when necessary.
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The present study aims to examine the effectiveness of 3D animation for reflection
that the system generates to foster perspective-taking. We demonstrate a preliminary
evaluation of the system by comparing mutual feedback discussions with the 3D
animation and those with normal video recording of the puppetry (i.e. as similar to the
self-performed microteaching). Then we discuss how an immediate transfer of
perspective-taking training emerges.

2 Method

2.1 Participants and Design

We conducted a comparative experiment with participants that totaled 30 undergrad-
uate student teachers (normal video only: 24; 3D animation introduced after the pup-
petry microteaching: 6; Female 86.7%) at a private university in Japan studying to
become elementary school teachers and taking a pedagogy course. The participants in
each condition participated in a part of the course in different years. Those students in
each condition were randomly assigned to groups of three forming 8 and 2 triads,
respectively.

Each microteaching session included a role-play and a mutual feedback discussion
for reflection. Each participant in both conditions conducted a self-performed
microteaching role-play or a puppetry microteaching for 10 min. To examine the
effectiveness of perspective taking in the puppetry role-play and its 3D animation
reflection, each participant enrolled in one puppetry microteaching and two self-
performed microteachings; the first and third participants played the teacher in the

Fig. 1. The CSCL system for tangible puppetry.
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self-performed role-plays, and the second participant played the teacher in the puppetry
role-play. The rest of the participants played the pupil’s role in every session in the same
way (i.e., puppetry or self-performance) as the student teacher. Regardless of the form of
microteaching, students playing the pupil’s role were asked to act realistically, as though
they were in an actual classroom. Thus, the first session was designed as the pretest, the
second as the intervention, and the third as the posttest to examine the immediate
transfer of the puppetry microteaching. Then the participants had a mutual feedback
discussion for reflection according to instructions saying that the students needed to
consider how to improve the lesson from the pupils’ viewpoints, lasting for 20 min.

All the students in each group were video-recorded during the self-performed
microteaching, as well as during the puppetry microteaching in the normal video only
condition, then the triad students reviewed the corresponding video in each mutual
feedback discussion. The 3D animation described above was used for recording and
reflecting on the puppetry microteaching in the 3D animation condition; the triad
students reviewed it instead of the video in the mutual feedback discussion for the
puppetry microteaching.

2.2 Assessment

All the mutual feedback discussions were video-recorded and transcribed. Two of the
authors coded all of the utterances in the student discussions for mutual feedback,
adapting slightly modified Rosaen et al. [10] ’s coding scheme (Table 1) in order to
examine how the students reflected on their role-playing in both conditions (j = .729).
If an utterance contained several codes, the coders coded the corresponding categories.
We did not code the microteachings utterances because previous studies showed that
the puppetry changed the discourse patterns of the microteaching; the puppetry elicited
a variety of informal discourse that is rarely used in self-performance, and those
positive effects were also seen in the self-performance when made just after the tangible
puppetry (see Mochizuki et al. [7] and Wakimoto et al. [11] for more details).

Table 1. Definition of codes for utterances in the mutual feedback discussions.

Code Definition

Focus on Teacher-
Management (TM)

Managing students’ behavior, role in organization for a smooth
lesson flow

Focus on Teacher-
Instruction (TI)

Instructional strategy that facilitates the cognitive and social
interaction around the goals of the lesson; focuses on the
teacher’s role

Focus on Student-
Management (SM)

Managing students’ behavior, organization for a smooth lesson
flow; focuses on the children’s behavior or attitudes

Focus on Student-
Instruction (SI)

Instructional strategy that facilitates the cognitive and social
interaction around the goals of the lesson; focuses on how the
students responded to the instruction
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2.3 Analysis

In this study, we applied Epistemic Network Analysis [12, 13] to our data using the
ENA1.5.2 Web Tool [14]. We defined the units of analysis as all lines of data asso-
ciated with a single value of session IDs (IDs for each microteaching session in each
condition such as Video1, Video2, Video3, 3D1, 3D2, or 3D3), subsetted by group IDs
(triad’s IDs) and student IDs (participant’s IDs).

The ENA algorithm uses a moving window to construct a network model for each
line in the data, showing how codes in the current line are connected to codes that occur
within the recent temporal context [15]. The moving window in this study was defined
as four lines (each line plus the three previous lines) within a given conversation. The
resulting networks are aggregated for all lines for each unit of analysis in the model. In
this model, we aggregated networks using a binary summation in which the networks
for a given line reflect the presence or absence of the co-occurrence of each pair of
codes.

Our ENA model included the following codes: TM, TI, SM, and SI shown in
Table 1. We defined conversations as all lines of data associated with a single value of
group IDs subsetted by the session IDs, turn numbers in a conversation, and follow
numbers within each turn.

The ENA model normalizes the networks for all units of analysis before they are
subjected to a dimensional reduction, which accounts for the fact that different units of
analysis may have different amounts of coded lines in the data. For the dimensional
reduction, we used a singular value decomposition, which produces orthogonal
dimensions that maximize the variance explained by each dimension.

ENA visualizes networks using network graphs where nodes correspond to the
codes, and edges reflect the relative frequency of co-occurrence, or connection,
between two codes. The result is two coordinated representations for each unit of
analysis: (1) a plotted point, which represents the location of that unit’s network in the
low-dimensional projected space, and (2) a weighted network graph. The positions of
the network graph nodes are fixed, and those positions are determined by an opti-
mization routine that minimizes the difference between the plotted points and their
corresponding network centroids. Because of this co-registration of network graphs and
projected space, the positions of the network graph nodes—and the connections they
define—can be used to interpret the dimensions of the projected space and explain the
positions of plotted points in the space. Our model had co-registration correlations of
0.95 (Pearson) and 0.95 (Spearman) for the first dimension and co-registration corre-
lations of 0.97 (Pearson) and 0.97 (Spearman) for the second. These measures indicate
that there is a strong goodness of fit between the visualization and the original model.

ENA can be used to compare units of analysis in terms of their plotted point
positions, individual networks, mean plotted point positions, and mean networks,
which average the connection weights across individual networks. The networks may
also be compared using network difference graphs. These graphs are calculated by
subtracting the weight of each connection in one network from the corresponding
connections in another.
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To test for differences, we applied Mann-Whitney tests to the location of points in
the projected ENA space for units in the first sessions in both conditions, those in the
second sessions in both conditions, and those in the third sessions in both conditions.

3 Results

3.1 Results of the ENA

Table 2 shows epistemic networks of each session in each condition, as well as com-
parison plots between the conditions. There were significant differences between the
video-only condition and the 3D animation condition in the first session (along the
Y axis, the video-only: Mdn = −0.19, N = 24; the 3D: Mdn = −0.77, N = 6;
U = 116.00, p = .02, r = −.61), as well as in the second and third sessions. We interpret
the first session’s differences to have been caused by the new curriculum standard that
emphasizes student-centered teaching introduced in the video-only class condition.
However, in the second session, the mean of the plotted points of the 3D animation
condition moved up dramatically on the Y axis compared to the video-only condition
where we did not observe a significant change on the Y axis. The strength of the
connections between TI-SI was higher in the second session in the 3D animation con-
dition, while that of TM-SM was higher in the video-only condition. There are signif-
icant differences along the X axis with a fairly large effect size (for the X axis, the video-
only: Mdn = 0.37, N = 24; the 3D: Mdn = −0.82, N = 6; U = 11.00, p = .00, r = .85).
These results indicate that the participants in the 3D animation condition made more
instruction-centered connections during their reflection on the puppetry microteaching;
that is, the participants tended to discuss how they should teach pupils who showed
unexpected reactions (for example, they discussed the problem of pupils not under-
standing the instruction) in the puppetry microteaching in the 3D animation condition,
while participants in the video-only condition discussed how they should use utterances
of pupils and how they should ask pupils to do something (such as how to take a note,
howmany characters the pupils should take notes for preventing irregular actions such as
chatting, and the like). This suggests that the 3D animation condition elicited more
student-centered utterances that considered pupils’ learning from the viewpoint of their
understanding, which is important for achieving teaching objectives [16].

Furthermore, we also observed a significant difference between conditions in the
third session along the X axis with a fairly large effect size (the video-only: Mdn =
0.18, N = 24; the 3D: Mdn = −1.41, N = 6; U = 20.00, p = .01, r = .72). The com-
parison plot between the two conditions in the third session shows that the co-
occurrence connections of TI-SI-SM in the 3D animation condition are stronger than
those in the video-only condition, which implies that the participants used more
instruction-centered utterances as well. In addition, along the X axis, a Mann-Whitney
test showed that the first session (Mdn = 0.91, N = 6) was statistically significantly
different from the third session (Mdn = −1.29, N = 6; U = 3.00, p = 0.02, r = 0.83)
with a substantive effect size when we examined within the 3D animation condition.
This suggests that the 3D animation’s effect that elicits utterances with student-centered
connections remains even in the feedback discussion the third session.
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3.2 Content Analysis for the Third Session

The ENA results described above show that the positive effects of perspective-taking
persisted even in the mutual feedback discussion after the second self-performance
when the student teachers watched the 3D animation for their reflection on their
puppetry. In order to examine the characteristics of the differences between the video-
only condition and the 3D animation condition, we qualitatively examined the
reflective discourse. The ENA webtool extracted eight pieces of discourse in SI-TI and
two pieces of discourse in TI-SM.

Table 2. Epistemic networks of the mutual feedback discussions in each session in each
condition and comparison plots between two conditions in each session.

Video only 3D animation introduced 
in the 2nd (puppetry) 

session

Comparison plots 
between two conditions

1st

2nd

3rd
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3.2.1 SI-TI: Discussion on How Possible Pupils Felt the Instructions
All eight discourse excerpts extracted by the ENA webtool for the stronger connection
of SI-TI in the third session in the 3D animation condition contain the same pattern of
participants discussing how pupils could feel in response to their instruction during the
self-performed microteaching. The following is one representative excerpt:

C (pupil role): I think it was a good idea to provide 3 � 5 at this point. [TI]
In some ways, the teacher asked, “how many?” and wanted to
answer in a multiplication. [TI]
However, even without numbers, pupils who are good at math can
answer it, but those who do not understand students are not making
any sense. So only by providing 3 � 5. [SI]
Yeah. [SI]
I thought it would be easy to answer because pupils would
probably understand that you are asking for a 3 � 5. [SI]

A (teacher role): I wanted to do this in the other way, but I wrote 3 � 5 (on the
blackboard) at first. [TI]
Because the topic of the class was division. [TI]
After confirming the multiplication, I will delete a number of one
side, but I forgot to do so and left it for a while. [TI]

Before participant A, in the role of the teacher, explained their original intention of
instruction as a teacher, participant C, in the role of a pupil, said that the flow of A’s
instruction was good, imagining that various pupils would exist in an actual classroom.
Other episodes also showed that the participants discussions were based on the
assumption of various pupils’ perspectives and focused on improving their instruction
from the viewpoints of possible pupils.

3.2.2 TI-SM: Discussion on Their Possible Instructions with Imagining
Possible Slow Pupils
Two excerpts extracted by the ENA webtool for the TI-SM connection showed that the
student teachers discussed how they should manage the pupils who are not good at
math. The following is a representative example of the TI-SM connection:

E (teacher role): Honestly, I do not know how to cope with pupils who are not good
at math. [SM]
I did not say anything but “that’s true”. [SM]

F (pupil role): I think it’s difficult. [SM]
What should the teacher do for pupils who cannot understand?
[SM]
I think they would probably keep going uneasy for a long time.
[SM]
So what a kind of message should the teacher talk to? [SM]
To the pupils who do not understand our instruction [SM]
There are so many children who don’t like math … [SM]
To pupils feeling uneasiness [SM]
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D (pupil role): Anyway, was it the first time for the pupils to learn division? [TI]
E: Yup. [TI]

The unit has just started and it’s the first class for the unit. [TI]
D: I thought that it would be easy for pupils to understand even if the

instruction started from a small number from 4 or 6 or so. [SI]
I thought there would be two pupils, and it would seem like it
would be easy to understand if you put the example, as it would be
like dividing the four bonds into two. [SI]

The example began what participant E, who played a teacher role, sharing their
anxiety surrounding their teaching in light of pupils’ viewpoints, such as whether their
students are participating in their class with feeling of uneasiness or low confidence,
and how to respond to them. Participant F, who played a pupil role, showed sympathy,
and participant D was trying to propose an actual solution which considered pupils’
perspectives. Another excerpt also showed that the participants imagined how pupils
would use mathematical manipulatives, their textbook, or other provided resources. As
such, the student teachers considered how pupils would behave while learning math in
their classroom during their reflective discussion of their performance.

4 Discussion and Conclusion

This study shows how the use of puppets—as transitional objects that elicit the pro-
jection of self (puppeteer) to non-self (puppet)—elicited a variety of informal utter-
ances, enabling student teachers to achieve perspective-taking of a variety of possible
pupils in actual classrooms even when the student teachers reflected on their perfor-
mance. We introduced a 3D animation that records the puppetry to prompt perspective-
taking of a variety of pupils in the mutual feedback discussion when student teachers
reflected on their microteaching performances. The comparative experiment revealed
that the positive effects of perspective-taking were maintained even in the mutual
feedback discussion after the second self-performance when the student teachers
watched the 3D animation for their reflection on their puppetry. The qualitative analysis
of the discourse in the third reflective discussion showed that the student teachers
maintained pupils’ perspective while they discussed their performance.

Our past study, which introduced 2D animation for reflection on puppetry [7],
showed that the effects were lost in the mutual feedback discussions after the second
self-performed microteaching. The current study showed that the 3D animation, which
allows a first-person view [9], is powerful enough to elicit student teachers’ discussion
of diverse perspectives. This may enhance the student teachers’ perspectives in
imagining possible pupils’ voices for achieving dialogic teaching.

Further research is needed to investigate the effectiveness of the perspective-taking
that the system and its 3D reflection movies prompted in this study, by examining
dialogues in a more qualitative manner, after getting more data in additional experi-
ments. In addition, other contexts such as nursing or disaster prevention should also be
studied [6] to generalize the effectiveness of the tangible puppetry CSCL.
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Abstract. This study proposes a new temporal Socio-Semantic Network
Analysis (SSNA) of discourse by using the network lifetime and the moving
stanza window method to analyze idea improvement in learning as knowledge-
creation. The procedure of our proposed method has four steps. The first step
entails making a discourse analysis unit. One discourse analysis unit is com-
posed of discourses depending on the set numbers at a size of the moving stanza
window method. The second step is calculating the total value of degree cen-
trality for each discourse analysis unit with periods of the network lifetime by
using SSNA. The third step involves calculating the difference value between
discourse analysis units to define the candidates for the pivotal points. The last
step is tracing the discourse back from the candidates for the pivotal points to
identify segments for in-depth dialogical discourse analysis. To evaluate the
proposed method, we analyzed discourse data in collaborative learning using
different methods with and without the network lifetime and moving stanza
window. As a result, new pivotal points were detected by implementing both the
network lifetime and the moving stanza window method. An in-depth dialogical
discourse analysis of a new pivotal discourse segment confirmed the appropri-
ateness of the detection. Based on the results, it is concluded that our proposed
method is better in detecting pivotal points of learning as knowledge-creation
compared to the previous approach.

Keywords: Visualization � Socio-Semantic Network Analysis � Temporal
analysis � Discourse analysis

1 Theoretical Background and Research Purpose

This study proposes the use of temporal analysis methodology to examine how learners
engage in learning as knowledge-creation [1]. Over the past few years, Socio-Semantic
Network Analysis (SSNA) has been recognized as a valuable method for analyzing
idea improvement [2, 3]. The total value of degree centralities has been used to evaluate
idea improvement. A recent study revealed the usefulness of a combination of SSNA
and in-depth dialogical discourse analysis as a mixed method approach [4]. However,
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existing SSNA research has mostly focused on aggregative discourse analysis and has
not paid much attention to the nature of temporary interactions. Thus, the appropriate
implementation of dialogical and temporal analysis techniques in SSNA needs to be
further examined in the quantitative approach to learning as knowledge-creation. Our
study attempts to pursue the issue by suggesting a new analysis technique.

We propose a new temporal method of analysis by coordinating two important
ideas: (1) the moving stanza window method, and (2) the network lifetime. Figure 1
shows how the aggregative discourse analysis is conducted in SSNA. The cooccurrence
of vocabularies is calculated an exchange by another. It shows the temporal nature of
how the network structure develops but not how the structure is restructured.

Figure 2 shows how SSNA is conducted with the moving stanza window method.
The difference between the aggregative analysis and the analysis with the moving stanza
window method is shown in the difference in network structures in Figs. 1(a) and 2(a).
The unit of analysis is comprised of multiple exchanges based on the assumption of
dialogism of human conversation. Dyke, Kumar, and Rosé [5] suggested analyzing a
small amount of discourse using a sliding window to examine the discourse that is in
close temporal proximity. Siebert-Evenstone et al. [6] have further proposed moving a
stanza window method model within a conversation by dividing the activity into mul-
tiple overlapping stanzas. We integrated these two features into our current SSNA
application to evaluate the temporal nature of discourse in collaborative learning.

Figure 3 shows how SSNA is conducted with the moving stanza window method
and the network lifetime. The network lifetime is a concept concerning the calculation
for the period of the number of discourse analysis units (Fig. 3) from the network
science field. The concept of the lifetime contributes to making a temporal network for
analysis of the interactions because most interactions in a network do not continue, and
the network has a finite duration [7]. Barabási [8] has suggested the burst model i.e., the
human activity patterns involve two types as follows: long periods of rest and short
periods of intense activity. To visualize this model, we used the concept of network
lifetime in that the effect of links should be sustained within a limited time. The
network of keywords is constructed of all of the discourses from the discourse analysis
unit 0 to the discourse analysis unit 2, when we do not set the network lifetime (Fig. 2
(b)). Thereby, the total value of degree centrality in the keyword network is calculated
the discourse analysis unit 0 to the discourse analysis unit 2. In the case of setting the
network lifetime, the keyword network is constructed of the limited periods, and the
sum total value of degree centrality of keywords is reckoned for only periods of the set
numbers at a size of the moving stanza window method (see Fig. 2). The keywords a,
b, c, d, e, and f are connected to the network from the discourse analysis unit 0 and the
discourse analysis unit 1 in the first calculation (see Fig. 3(a)). Following this, the
keyword network is constructed of keywords b, c, d, f, and g. In the second calculation,
keyword a and keyword e are missing from the keyword network (Fig. 3(b)).
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(b) The result upon finished calculation via discourse #4. 

(a) The result upon completed calculation via discourse analysis unit 1.

Fig. 2. Examples of SSNA with the moving stanza window method (size = 2). (Discourse
analysis unit and keywords on the left; keyword network on the right)

(a) The result upon completed calculation via discourse analysis unit 1.

(b) The result upon finished calculation via discourse #4. 

Fig. 1. Examples of the aggregative SSNA method. (Discourse analysis unit and keywords on
the left; keyword network on the right)
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2 Method

Our proposed method has four steps. Firstly, we concatenated discourses of the set
numbers at a size of the moving stanza window method as a discourse analysis unit (see
Fig. 2). Secondly, we calculated the total value of degree centrality (Cd) for each
discourse analysis unit with periods of the network lifetime by using SSNA. Thirdly,
we calculated the differences value ΔCd between the total value of degree centrality at a
discourse analysis unit n and the total value of degree centrality at a discourse analysis
unit n-1 in formula (1):

DCd ¼
X

Cdn �
X

Cdn�1 ð1Þ

We defined the candidates of the pivotal points based on the differences value ΔCd.
Finally, to define the pivotal point, we traced the discourse back from the candidates for
the pivotal points to identify segments for in-depth dialogical discourse analysis.

To evaluate our proposed temporal analysis, we conducted a comparative study by
analyzing the same set of discourse data with using the three different methods: (1) the
aggregative SSNA; (2) SSNA with the moving stanza window method (size = 2); and,
(3) SSNA with the moving stanza window method (size = 2) and the network lifetime
(period = 2).

(b) The result upon finished calculation via discourse #4. 

(a) The result upon completed calculation via discourse analysis unit 1.

Fig. 3. Examples of SSNA with the moving stanza window method (size = 2) and the network
lifetime (period = 2). (Discourse analysis unit and keywords on the left; keyword network on the
right)
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We used the data set of tenth grade students’ collaborative discourses to solve the
problem related to the human immune system in their regular biology classes. Thirty-
nine students participated. There were twelve groups of three or four students. The
problem they discussed was “Can you explain how vaccinations protect us from
infections?” We selected the transcribed conversation from two successful groups
where all the students attained a high conceptual understanding of the topic in their
post-test [9]. Target Group 1 had two-hundred five discourse exchanges, and Target
Group 2 had two-hundred seven discourse exchanges.

Following Oshima et al. [2], we used an application called KBDeX to calculate
how the total value of degree centralities of 23 nodes (words representing their con-
ceptual understanding of the human immune system) in the network transitioned across
discourse exchanges.

3 Results and Discussion

Figures 4 and 5 show the transitions of values of degree centralities in the high-
performance groups. In the top half, we show how the total value of degree centralities
transitioned across the discourse analysis units. In the bottom half, we show how the
difference value (ΔCd) of the total value of degree centralities transitioned. Line 1 (gray
line) shows the result of the aggregative SSNA, and Line 2 (black line) shows the result
of SSNA with the moving stanza window method (size = 2). Line 3 (red dotted line)
shows the result of SSNA with the moving stanza window method (size = 2) and the
network lifetime (period = 2). The data of a discourse analysis unit is changed as per
the size of the moving stanza window method. However, the same discourse analysis
unit number includes the same discourse in each method (see Figs. 1, 2 and 3).

Line 1 and Line 2 had similar patterns although Line 2 showed the differences more
clearly because the same discourses had been calculated twice. For example, discourse
#2 is used for a calculation at discourse analysis units 0 and 1 (see Fig. 2). Line 3 had a
different pattern from Lines 1 and 2. It was found that the addition of the moving stanza
window method and the network lifetime demonstrated the different temporal nature of
discourse in SSNA.

Discourse #70 and discourse #71 were detected as the candidates of the pivotal
points when we focused on the difference value (ΔCd) at Target Group 1 (see Fig. 4).
These candidates of pivotal points are detected in Line3. Line 2 and Line1 did not
demonstrate the changes in network structure at these points. To examine whether these
points are “pivotal,” we conducted dialogical analysis and confirmed that discourses
#68, #69, #70, #71, and #72 were pivotal points for improving the group’s idea in high-
performance Target Group 1 as follows. The original discourse was in Japanese and
translated into English by the first author (keywords in SSNA is shown in bold). In this
conversation, the question from Student B (#68), the comment of Student C (#70) and a
statement of Student A (#71) contributed the group’s understanding from the discourse
#68 to the discourse #72. The conversation sequence started from discourse #68:
Student B expressed doubt for previous one utterance of Student A. Student A
explained own new understanding about the human immune system with discourse #71
as a reaction for discourse #68. Student C supported Student A, and Student B, in

330 A. Ohsaki and J. Oshima



discourse #70. This is a result of in-depth dialogical discourse analysis by tracing the
discourse back from the candidates for the pivotal points. Our previous SSNA did not
detect a rise in total degree centrality at this point.

Student B (#68): So, really?
Student A (#69): The B cell is also slow.
Student C (#70): The humoral immunity doesn’t work the first time. It starts

working after the second time after memorizing its [virus’s] the
information. So, the B cell is slow.

(a) The total values of degree centralities.

(b) The difference in total values of degree centralities.

Fig. 4. Transitions of values of high-performance Target Group 1.
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Student A (#71): Slow. No, I made a mistake. The first, only the natural [immunity]
works for protection. For the first time. For the virus of that
vaccination. A handful of T cells and B cells receive it [the virus of
that vaccination] at that time, then the B cells makes antibodies.
The number of T cells increases. So, the second time, when it
[virus] arrives really, the B cells put antibodies and the T cells
attack it [virus]. Because it [T cells] increases. Maybe so.

Student B (#72): I got it.

(a) The total values of degree centralities.

(b) The difference in total values of degree centralities.

Fig. 5. Transitions of values of high-performance Target Group 2.
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The purpose of this study was to develop a new method of analysis to analyze idea
improvement. SSNA is a well-known analytical method for learning as knowledge-
creation. However, a more dialogical and temporal analysis method is required for a
quantitative approach to knowledge-creation. We proposed SSNA with coordinating
the network lifetime and the moving stanza window as a new analytical method, and
conducted a comparative study of three methods: (1) the aggregative SSNA, (2) the
aggregative SSNA with the moving stanza window method, and (3) SSNA with the
moving stanza window method and the network lifetime. As a result of the examination
of three methods, we confirmed the effects of the implementation both the network
lifetime and the moving stanza window method as follows: (1) the moving stanza
window method was effective in more greatly calculating a difference value, and (2) the
network lifetime contributed to analysis for details by calculating the data of the short
periods. In conclusion, our results suggest the usefulness of our proposed method. On
the other hand, as the current research was conducted with high-performance groups,
only, and thus further study is required on other groups of varying capabilities.

Acknowledgements. This work was supported by JSPS KAKENHI Grant Numbers 16H0187,
JP18K13238, 19H01715.
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Abstract. Recently, there have been growing calls to make research data more
widely available. While the potential benefits of sharing research data are many,
there are also many challenges, including the interpretability, attendability, and
complexity of the data. These challenges are particularly salient for research data
associated with quantitative ethnographic analyses, which often use relatively
novel and sophisticated techniques. In this paper, we explore design consider-
ations for an interface for sharing research data that attempts to address these
challenges for quantitative ethnographic analyses. These considerations include:
(a) maintaining the consistency of the interpretive space, (b) simplifying model
details, (c) including example results and interpretations, and (d) highlighting
key affordances in the user interface. To explore these considerations, we
describe the design of an interactive visualization of the thematic networks
present in the HBO television series, Game of Thrones.

Keywords: Sharing research data � Interface design � Epistemic network
analysis � Quantitative ethnography

1 Introduction

Recently, there have been growing calls to make research data—the raw data, field
notes, models, software and so on that are integral to scientific results—more widely
available (see, e.g., Borgman 2012; Feldman & Shaw 2019; Tsai et al 2016). While the
potential benefits of sharing research data are many, there are also many challenges,
including the interpretability, attendability, and complexity of the data. These chal-
lenges are particularly salient for research data associated with quantitative ethno-
graphic analyses (Shaffer 2017), which often use relatively novel and sophisticated
techniques such as epistemic network analysis (ENA). In this paper, we explore design
considerations for an interface for sharing research data that attempts to address these
challenges for quantitative ethnographic analyses. To do so, we describe the design of
an interactive ENA-based visualization of the thematic networks present in HBO’s
television series, Game of Thrones.
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2 Theory

Calls for sharing research data have come from variety of audiences including funding
agencies, publishers, the academic community, and the public. These calls may go
beyond sharing the raw data used in a given analysis and extend to the constellation of
information and tools that researchers use to produce scientific results, such as inter-
view protocols, field notes, statistical models, code, and other software. As Borgman
argues (2012), there are at least three rationales for sharing such research data. First,
sharing research data may make it easier to reproduce or verify research results. Sec-
ond, it may make publicly funded research more available and transparent to the public.
And third, it may enable others (including researchers and the public) to ask new
questions of the data and potentially advance the state of research.

While there may be good reasons to share research data, there exist many chal-
lenges to doing so. The processes researchers use to generate research data require
expertise and are often complex, non-linear, and labor intensive (Borgman, 2012).
Moreover, it is difficult, if not impossible, to separate research data from the inter-
pretations of the primary researchers, especially when the data have qualitative com-
ponents (Feldman & Shaw 2019; Tsai et al. 2016). Because audiences may lack the
expertise of the primary researchers, and almost certainly were not participants in the
production of the research data and its interpretation, an important challenge associated
with sharing such data is interpretability, or the extent to which audiences can
understand the meaning of the data and analyses.

A second challenge in data sharing is that quantitative analyses often use tech-
niques that require both sophisticated mathematical reasoning and prior experience and
training in statistical techniques. Even a relatively straightforward regression analysis
presents a number of “results” which might or not be important in answering a
question, as well as a range of a priori and post hoc tests that can (and in many cases
should) be run to determine the validity of a result. Thus, there is an inherent com-
plexity that needs to be addressed in any context of data sharing.

Finally, in a nascent field, by definition techniques and their applications are novel.
In turn, any attempt at data sharing needs to address the problem of attendability, or the
ability of audiences to focus on the salient affordances of the analyses being conducted.
For example, many audiences are not (yet!) familiar with quantitative ethnographic
techniques such as Shaffer’s Rho and epistemic network analysis.

Sharing quantitative ethnographic research data thus faces all of these challenges.1

Hence any approach to doing so needs to address to questions of interpretability,
complexity, and attendability.

In this paper, we describe one attempt to address these issues by exploring design
considerations for an interface for sharing quantitative ethnographic research data. We
present some of the critical design principles of an interactive ENA-based visualization

1 Of course, there are many other important challenges associated with sharing research data,
including: practical challenges, such as the establishment of sharing protocols, epistemological
challenges, such as what it means to reproduce results or whether it is possible at all, and ethical
challenges, such as maintaining the confidentiality of participants involved in the data collection.
However, these challenges are beyond the scope of this paper.
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of the thematic networks present in HBO’s television series, Game of Thrones. This
dataset was chosen because it exemplifies the structural features of datasets commonly
analyzed using quantitative ethnographic techniques, and because it comes from a
context with which many audiences are likely to be at least peripherally familiar.

The design considerations we explore draw on prior work described by Herder and
colleagues (2018) to design and test an ENA-based teacher dashboard. While the
interface described here shares some affordances with the dashboard, they differ in
important ways. The teacher dashboard was designed to scaffold the real-time
assessment of students participating in virtual internships. The time-constraints asso-
ciated with real-time assessment meant that the presentation of the research data needed
to be greatly simplified. In addition to being designed for audiences that include but are
not limited to educators, the lack of such time constraints allows the present interface to
maintain a higher fidelity to the original research data. In the sections below, we
describe the analysis of the data and design considerations for the interface in more
detail.

3 Methods

Game of Thrones focuses on the efforts of four families to secure power over the
fictional continent of Westeros. While the social network of the show’s many char-
acters has been analyzed before (Beveridge & Shan 2016), our goal was to model how
their dialogue, actions, and interactions serve to advance the themes of the story.

To conduct this analysis, we obtained transcripts of all episodes from the first 7
seasons of the show using a web-scraping tool (Miller 2017). Next, we constructed a
dataset by including dialogue and significant events from the transcripts, as well as
metadata about families of characters, locations, seasons, episodes, and scene breaks.

Using a grounded approach, we developed codes that capture major themes of the
show: Honor, Family, Sex, Love, Violence, Death, Religion, and Drinking. To code the
data, we developed automated classifiers for each code using the ncodeR R package
(Marquart et al. 2018). For each code, we achieved j > 0.76 and q (0.65) < 0.05
between human raters and the automated classifier.

To analyze the data, we constructed three ENA models using the rENA R package
(Marquart et al. 2018), each with different units of analysis: characters, episodes, and
characters by season.

ENA uses a moving window to construct a network model for each line in the data
that occurs within a given conversation, or collection of related lines. Here, we defined
lines as lines in the transcripts, which could contain dialogue or events, and conver-
sations as scenes. Connections in the network are defined as the co-occurrence between
codes in the current line and codes within the window. For this analysis, we used an
infinite moving window to identify connections between codes in the current line and
any prior line in the conversation. The resulting networks are aggregated for all lines
for each unit of analysis. ENA then normalizes these networks and performs a
dimensional reduction via singular value decomposition to project the networks into a
lower dimensional space.
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Networks are visualized using two coordinated representations: (1) projected
points, which represent the location of the units of analysis in the space created by the
dimensional reduction, and (2) weighted network graphs in which the nodes corre-
spond to codes, and the edges are proportional to the relative frequency of connection
between two codes. These network graphs can be used to interpret the dimensions of
the space, and thus the positions of the projected points: dimensions in the space
distinguish units of analysis in terms of connections between codes whose network
nodes are located at the extremes of the space. Network graphs for groups of units can
be computed and plotted by taking the mean of the individual networks in the
group. Moreover, network graphs for any two units (or any two groups of units) can be
subtracted and plotted in the space to show the connections that are stronger in one unit
or group relative to the other.

We used the Shiny application for R (Chang et al. 2019) to create an interactive
web interface for exploring these models.

4 Results

The interface is divided into three main sections (see Fig. 1). On the left is the panel for
selecting units or groups to plot. In the middle, network graphs and their associated
projected points are plotted in real-time. And on the right is a record of the data used to
generate the models. Interested readers can explore the interface by visiting https://got.
epistemicnetwork.org/. In the sections below, we describe in more detail the design
principles we used to create the interface.

Fig. 1. GoT-ENA interactive visualization. Plotting selections are made on the right; network
graphs and projected points appear in the middle; data is shown on the right.
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4.1 Consistency of Interpretation

The three ENA models we created each used different units of analysis. In turn, they
each produced different dimensional reductions, network node locations, and dimen-
sional interpretations. For example, Fig. 2 shows the network layout for the model that
used characters as units of analysis (left) and the layout for the model that used
episodes as units (right). In the character model, the X dimension distinguishes units in
terms of connections to Magic versus Family, Love, and Religion, while in the episode
model, it distinguishes units in terms of connections to Drinking versus Family. In the
character model, the Y dimension distinguishes units in terms of connections to Death,
Honor, and Family versus Drinking, while in the episode model, it distinguishes units
in terms of connections to Religion and Magic versus Death.

Interpreting the dimensions from a dimensional reduction can be difficult (Shenet
et al. 2008), however, we have found that spaces where nodes clearly distinguish the
extremes of the two dimensions are easier to interpret. We thus attempted to reduce the
interpretive challenge for users by selecting the set of dimensions that was easiest to
interpret by this criterion—in this case, those from the episode model—and projecting
the data points from the remaining models into that space. As a result, users can change
between different models without having to re-interpret the dimensions.

4.2 Simplification of Model Details

ENA models are typically used by researchers to warrant qualitative claims using
statistical methods. As such, standard ENA representations often include visual aspects
that convey statistical information such as the amount of variance explained by each
dimension and confidence intervals around the mean of the projected points for a given
group. While these aspects are important for researchers, they can be distracting and
confusing for other audiences. Thus, to make the ENA models in this tool more
accessible, we removed information that would be critical for a researcher in vali-
dating a model, but was not necessary to understand the results of a valid model. This
included removing variance explained metrics, confidence intervals, and outlier inter-
vals. In future versions of the tool, we plan to make this feature optional so as to
support audiences with different goals and expertise.

Fig. 2. Network layout for character model (left) and episode model (right).
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4.3 Example Results and Interpretations

Within the interface, we also included several example results. These included network
graphs for key characters and network comparisons between key characters and families.
We also provided a narrative interpretation for each example result to help users (a) make
sense of the results, and thus (b) scaffold their ability to understand the networks and
comparisons for other units and models. In addition to the presets, users can view
networks and comparisons (without interpretations) for all units within a given model.

4.4 Highlighting Key Affordances

One of the most powerful affordances of ENA that distinguishes it from other network
techniques is that it allows comparisons between networks in terms of both network
graphs and network summary statistics. To focus users on this affordance and its ben-
efits, we designed the user interface to facilitate network comparisons in several ways.
For example, clicking a unit on the left panel plots its projected point and network.
Clicking subsequent units adds their projected points to the plot and automatically plots
the network subtraction between the first unit and the most recently added unit. Simi-
larly, clicking a group of units in on the left panel—for example, a family or a season—
plots all of the projected points associated with that group, the mean projected point
position for the group, and the mean network for the group. Clicking subsequent groups
adds their projected points and means to the plot and automatically plots the mean
network subtraction between the first group and the most recently added group (see
Fig. 3). In this way, the interface focuses user attention on the key affordances of the
analytical technique: in this case allowing them to quickly and easily compare multiple
networks simultaneously via there projected points and means, and to investigate the
differences between any two networks in more detail using network subtractions.

Fig. 3. Comparison between two families (green and orange) showing the projected points for
characters in each family, mean points for each family, and the subtracted network for the
families (Color figure online).
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4.5 Linking Visualizations and Data

A critical component of ENA analyses and quantitative ethnographic methods more
generally is investigating the alignment between the model and the data used to gen-
erate it—a process known as closing the interpretive loop (Shaffer 2017). Closing the
interpretive loop is a critical step in checking the validity of the model and its inter-
pretation. While this process is typically undertaken by the primary researcher, it can be
an important process for external audiences as well, particularly if their aim is to better
understand the model or to verify its accuracy. We scaffolded the process of closing the
interpretive loop by including both analytical visualizations and the underlying data to
which they correspond: in this case, by including network models and their corre-
sponding data in the interface. Specifically, users can filter the data to show lines
corresponding to particular units, codes, and connections. These affordances make the
warrants for model interpretations explicit in ways that are infeasible with traditional
methods of sharing research data.

5 Discussion

In this paper, we explored design considerations for an interface for sharing quanti-
tative ethnographic research data. In particular, our design attempted to address the
challenges of interpretability, attendability, and complexity.

The design presented here supported interpretability by (a) holding constant the
dimensions of the visualization so that they did not have to be reinterpreted for different
views of that data; (b) removing information about the models that was not central to
interpreting the results; (c) providing a set of example results with corresponding
interpretations, and (d) including the underlying data that corresponded to visualiza-
tion. That is, we tried to remove extraneous statistical information and include addi-
tional interpretive scaffolds.

The design supports attendability by (a) removing information that was not central
to interpreting the results, and also (b) designing the tool such that the affordances of
the user interface were aligned with the affordances of the analytical technique. That is,
we tried to focus user attention on the key modeling choices and their associated
results.

Finally, all of these design decisions reduced the complexity of the analysis by
(a) limiting the set of decisions that a user could make, (b) removing unnecessary
details of the model. That is, we tried to simplify the analytic space.

These design considerations allow the presentation of research data in way that
addresses the potential lack of expertise and experience of the audience. By making it
possible for audiences to easily change models, see interpreted research data, and
interact with the data to verify those interpretations and produce new insights, the gap
between the primary researchers and the audience is made smaller.

Our results are of course limited by the specific data we analyzed and the processes
we used to create the interface, which required a team of researchers, designers, and
programmers. But while the design considerations are derived from one particular tool
and interface, we believe that they have the potential to scaffold other attempts to

340 Z. Swiecki et al.



communicate quantitative ethnographic analyses through data sharing. Our future work
will include efforts to scaffold researchers in the creation of an interface for sharing
their own data. Such a tool would make a variety of quantitative ethnographic analyses
more widely usable, and in turn, would have the potential to grow the Quantitative
Ethnography community and advance the state of its research.
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Abstract. Applied researchers are often forced to test an uninteresting (and
unrealistic) hypothesis: that the mean difference between groups is zero in some
imagined population. Misinterpretation of these common null hypothesis tests
often obscure actual findings, and the testing process itself can result in inflated
estimates over time. In this paper, we demonstrate the use of freely available
software to conduct Bayesian hypothesis tests on ENA findings, in addition to
traditional null hypothesis testing.

Keywords: Bayesian hypothesis testing � ENA � Quantitative methods

1 Introduction

The social and psychological sciences are currently in the throes of a replication crisis,
resulting in revised perspectives on best practices regarding quantitative research
design and analysis over the last half-decade [1]. The field of quantitative ethnography
and its prime methodology, Epistemic Network Analysis (ENA), had its genesis at the
beginning of the replication crisis, and has evolved rapidly along with the method-
ological best-practices in the social sciences. In an effort to avoid some of the analysis-
related pitfalls identified in the replication crisis, we motivate the utility and demon-
strate the use of a freely available statistical software package [2] to conduct post-hoc
Bayesian hypothesis testing on common classes of t-tests that researchers using ENA
might encounter.

2 Background

2.1 Limitations of Null Hypothesis Significance Testing

Most of the hypothesis testing mechanisms built into the extant ENA software are
based on parametric and non-parametric null-hypothesis significance testing (NHST).
In this inferential paradigm, applied researchers estimate the mean difference between
two sampled groups, and use that information, along with estimates of a standard error,
to determine an appropriate test statistic to summarize the magnitude of the observed
difference. Then, based on assumptions about the sample and its relationship to a
hypothesized population of interest, a p-value is calculated that communicates the
probability that a test statistic of that magnitude or greater would have been observed if
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the data were sampled from a population in which no relationship exists. If this
probability (p-value) is below a pre-designated, and often arbitrary, cut-point (e.g.,
0.05), then the observed relationship is deemed “statistically significant” in the sample,
and generalized to the population.

The limitations of this procedure are manifold, and have been highlighted in recent
critical research [3]. Of chief concern for this paper are the facts that: (a) rejecting a null
hypothesis does not “prove” that a particular hypothesized relationship exists [4];
(b) failing to reject a null hypothesis does not “prove” that a relationship does not exist
[4]; and (c) NHST may result in errors in estimated magnitudes and directions of
effects, a problem that is even more pronounced in small noisy data [5].

2.2 Introduction to Bayesian Parameter Estimation and Hypothesis
Testing

Bayesian Parameter Estimation. Frequentist parametric statistical tests (such as t-
tests) are computationally tractable and deceptively easy to interpret. This ease of
estimation and interpretation come at the expense of strong assumptions, however. As
highlighted above, analysts assume that data are independent and represent a random,
adequately powered (i.e., large) sample from a population of interest. They then cal-
culate some type of point-estimate that represents their best guess at a population-level
difference given the data (usually via mean square error reduction or maximum like-
lihood estimation). Oft-misinterpreted 95% Confidence Intervals can then be estimated
by adding/subtracting approximately two standard errors from the point estimate. This
results in a range of probable values, given the data and associated analytic assump-
tions. The point estimate should not be privileged in this model, and all values within
the range of the 95% Confidence Interval should be communicated in order to properly
capture the uncertainty in the data.

In practice, this is rarely done. The point estimates are presented with their asso-
ciated NHST results (p-values), and treated as “real” if the null is rejected. However,
the results of frequentist t-tests can be used to generate post-hoc Bayesian estimates of
effect size differences that are less vulnerable to the influence of spuriously large or
small data points (especially important when dealing with small data sets) and that
treats the estimated effects as a probability distribution, with the median being the most
likely value (in essence, how most people interpret the point estimates from frequentist
parametric models).

For example, assume that we wanted to estimate the mean difference (as an effect
size, d) between two groups. Using Bayes Theorem, we can express the probability of a
certain value of d given the data (D) as:

P djDð Þ ¼ P Djdð Þ
P Dð Þ � P dð Þ ð1Þ

That is to say, our belief in the probability of a given effect size given the data, P(d|D)
(also known as the posterior) is a function of two things:
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1. the degree to which the given data are consistent with a particular effect size (also
known as the likelihood): (P(D│d))/(P(D)), and

2. our prior knowledge or belief about the distribution of plausible effect sizes: P(d).

Because it is framed as a probability distribution, our interpretation of the area
under the curve where 95% of the estimates are located (the 95% Credibility Interval) is
much easier to interpret as a measure of uncertainty. Another important distinction is
the fact that frequentist methods do not allow us to incorporate prior knowledge, as
they have uniformly wide prior distributions that treat all potential values as equally
plausible. As such, their estimates are often overly sensitive to the data at hand, an issue
known as over-fitting [6]. The JASP software allows us to use default or user-specified
prior estimates to regularize the findings [6], decreasing over-fitting the model to the
data and increasing our out-of-sample fit (i.e., generalizability). The ability to specify a
range of prior is especially important in small samples, such as those often found in
ENA analyses, which can be particularly sensitive to abnormal data.

Model-Based Bayesian Hypothesis Testing. Unlike NHST, which can only test the
hypothesis that the data were sampled from a population in which the relationship
under consideration is exactly zero, Bayesian Hypothesis Testing allows analysts to
compare the probability that a host of hypotheses are true, given the data. For example,
consider two hypotheses, one in which the relationship under study is zero (H0) and the
other in which the relationship is non-zero (H1). Under NHST, we would only be able
to directly test H0 and would have to qualitatively build the case that H1 is the best
alternative hypothesis, given our rejection of H0. The Bayesian paradigm, on the other
hand, allows us to directly compare the relative probabilities of the competing
hypotheses given the observed data. Again utilizing Bayes Theorem, we can write the
pertinent probabilities as:

P H0jDð Þ ¼ P DjH0ð Þ
P Dð Þ � P H0ð Þ ð2Þ

P H1jDð Þ ¼ P DjH1ð Þ
P Dð Þ � P H1ð Þ ð3Þ

In simple terms (using the null hypothesis as an example), we are stating that support
for a hypothesis given observed data, P(H0 |D) (the posterior) is a function of two
things:

3. the degree to which a given data are supported by a particular hypothesis (the

likelihood): P DjH0ð Þ
P Dð Þ , and

4. our prior belief about the hypothesis under question: P(H0).

We can then compare the likelihoods directly by taking their ratio, called a Bayes
Factor:

BF10 ¼ P DjH1ð Þ
P DjH0ð Þ ð4Þ
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which indicates the degree to which data are supported by the alternative hypothesis.
Thus, we are able to directly quantify our preference for an alternative hypothesis in
comparison to the null. Using heuristic guidelines based on the work of [7] in Table 1,
we can then label the degree of support ranging from Anecdotal (BF10 = 1 to 3) to
Extreme (BF10 = 100+).

The JASP software computes the posterior estimates of parameters, model-based
likelihoods, and associated Bayes Factor based on information about the t-statistic and
sample size from a traditional t-test, such as those conducted by the ENA software.
Further details and examples of Bayesian estimation and hypothesis testing can be
found in [8].

3 Analysis and Results

3.1 Hypothetical ENA t-test Example

To highlight the above process, we consider a t-test conducted in a hypothesized ENA
study that shows a comparison of two groups of observations in a frame (8 in each
group) at a difference of 0.20 and standard error of 0.09, which results in a t-statistic of
2.22 with 14 degrees of freedom. The associated two-tailed p-value with such an
analysis would be 0.043. As such, one might be tempted to declare statistical signifi-
cance and move on. However, as previously discussed, small and potentially noisy
datasets are vulnerable to spurious findings under the NHST paradigm, and rejecting a
null hypothesis does not prove the existence of a given alternative hypothesis [4].

To illustrate this, we use the retrodesign package [9] in R [10] to simulate the
power, expected magnitude of inflation, and rate of sign-reversal in studies similar to
the one described above, over time. In ENA studies similar to the one described above,
we have a power to properly reject null hypotheses about 53% of the time (well below
the preferred 80%), and the magnitude of estimated difference is expected to be inflated
by a factor of about 1.3. That is to say, this would be a particularly noisy analysis, the
results of which might be inconclusive.

Table 1. Interpretation of Bayes Factors in support of a given hypothesis.

Bayes factor Magnitude of support

1–3 Anecdotal
3–10 Moderate
10–30 Strong
30–100 Very strong
100+ Extreme
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3.2 Bayesian Estimation and Testing of ENA Results

A better approach would be to supplement the NHST with a post-hoc Bayesian
hypothesis test. As shown in Fig. 1 (which compares the posterior and prior parameter
estimates described above), the median estimated difference was 0.77 with a very wide
95% Credible Interval ranging from about −0.12 to +1.9. This indicates a large degree
of uncertainty in our estimation. We also note in Fig. 2 that the Bayes Factor associated
with these findings are robust across a range of assumed prior probabilities, and
indicate that the data at best only anecdotally support a hypothesis that the observed
relationship is non-zero.

Given this analysis, we can now speak to our degree of confidence about the
observed difference on the ENA graph. Instead of relying upon NHST as a heuristic
decision-making guide, we can explicitly state that, while we do note a probable effect-
size difference ranging between −.12 to +1.9, with a majority of estimated effect-sizes
being greater than 0 and the most probable effect being 0.80, evidence for it is anec-
dotal at best and interpretations should be made cautiously.

Fig. 1. Results of post-hoc Bayesian parameter estimation of the estimated effect-size in mean
differences.
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4 Discussion and Conclusion

Traditional parametric statistical analyses, such as t-tests, have historically relied upon
NHST (i.e., statistical significance) to determine if sample-based differences might
exist in a hypothesized population. The strength of these inferences depends largely on
the quality and size of the samples being tested, and the degree to which a host of
assumptions are tested and met. As such, critiques of their continued use across the
social sciences have been widespread.

As demonstrated in the above analyses, post-hoc Bayesian hypothesis testing of the
t-tests produced by the ENA tool offers researchers the ability to make sample-specific
inferences in a framework that includes information about the uncertainty of estimation
(via the 95% Credibility Interval of effect sizes) as well as an estimation of the degree
of support the data provide for a given hypothesis (via the Bayes Factor). This is a vast
improvement to traditional parametric analyses and NHST, which focus primarily on
testing a sharp null hypothesis on a “point-estimate” of an effect via a common but
often arbitrary cut-point (a = 0.05).

Future work should seek to include Bayesian hypothesis testing, ideally at the
parameter-level, in ENA software using methods such as those proposed by [11] or
[12]. Until then, secondary analyses such as those described here can be used to
directly test hypotheses of interests based on the results of t-test results reported in the
ENA software.

Fig. 2. Results of post-hoc Bayesian hypothesis testing robustness checks across a range of
priors.
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Abstract. With the rapid development of information technology, teaching
assistant software has been constantly appearing in classroom learning. How to
effectively apply this technical resource in classroom learning has become one
of the focus of educational research and practice. In this study, the epistemic
network analysis method was used to process the interview text of students
using teaching AIDS, and the effect of the application of teaching AIDS in
classroom learning was discussed. The results show that there is a significant
difference between high-score students and low-score students in using
instructional software in classroom learning, especially with regards to their
learning motivation towards it. Additionally, the use of epistemic network
analysis technology could improve the accuracy of decision-making reference
for evaluating the effect of software use and implementing accurate teaching.

Keywords: Rain Classroom � Teaching aid software � Epistemic network
analysis

1 Introduction

With the rapid development of information technology, the application of mobile
internet and big data technology in the field of education has become more and more
extensive. Computer network technology not only provides resources support for
learning, but also promotes the reform and renewal of teaching ideas and forms. Most
disciplines are currently facing the challenges like the increasing requirements for
student individuality, diverse learning needs and teaching information resources of
various aspects. How to make full use of the new era of information technology to
effectively improve the students’ classroom learning with the support of teaching
software is pretty essential for education. As an intelligent teaching tool in higher
education, “Rain Classroom” is widely used in different disciplines among Chinese
universities. As of December 9, 2017, the active teaching teachers and students in the
rain classroom have exceeded 2.2 million, covering 150,000 classes, and the monthly
living number has reached 760,000. It is one of the most active intelligent teaching tool
in China. Therefore, the research sample of “Rain Classroom” as teaching aid software
is representative.
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The existing literature on the Rain Classroom mostly focuses on the interpretation
and application of the functions of the tool itself, without in-depth exploration of the
effect of this teaching aid on different aspects of college students’ classroom learning.
Simple qualitative or quantitative analysis is difficult to identify the use difference,
engagement and thinking process of different students in the learning process of using
auxiliary software. It is difficult to provide authentic and reliable evidence for the
reasonable application of auxiliary software. Epistemic Network Analysis (ENA), as a
data analysis method for quantifying ethnography, combines qualitative and quanti-
tative analysis. It enables individuals (or groups) to associate with different abilities to
be represented by coding in a networked form. In-depth analysis is made on the
learning attitude and process of students at different levels to efficiently and conve-
niently evaluate the dynamic coupling relationship between different “objects”, so as to
compare the network structure characteristics and differences of students or learning
groups [1]. Aiming at this problem, this study will focus on three important elements of
students’ learning in classroom, namely, learning motivation, learning strategy and
learning effect, using ENA to reveal the differences and changes in the use of teaching
assistant software among students of high-score and low-score learning level, so as to
explore the relationship between the application of teaching assistant software and
students’ classroom learning.

2 Theoretical Basis

2.1 Rain Classroom

“Rain Classroom” is an online hybrid teaching tool, which integrates technology into
PPT and micro-letters. By creating online virtual classroom, it creates an efficient
learning environment to ensure effective interaction between teachers and students in
pre-class preparation, classroom teaching and after-class review. One of the innova-
tions of the concept of “Rain Classroom” is the realization of Digital-channel Teaching
under the background of mobile Internet. Through information technology, two
communication channels, Synchronous and Asynchronous, are established in the
teaching process, so that all teaching contents and forms can be carried out in the most
appropriate channel. Its basic functions can be roughly divided into: question feedback;
classroom exercise response system; “mobile courseware” push; “bullet curtain”
classroom discussion; data acquisition and analysis. Xiao Anbao confirmed that “Rain
Classroom” helps to improve learning initiative in the flip teaching of Ideological and
political lessons in Colleges and universities [2]. If the data recorded in rain classes are
taken as part of the course assessment results, students will be more active in com-
pleting tasks. Wang Ruijuan and others have constructed a new teaching model based
on rain classroom by analyzing the characteristics of rain classroom [3]. They have
carried out practical research in the teaching of Computer Network course. It is found
that the application of rain classroom in the reverse classroom can stimulate students’
learning initiative and achieve better teaching results. At present, most researchers are
still in the interpretation and application of the functions of the tools themselves, and
there are few studies on the relationship between teaching aids software and scientific
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learning. This study can be further explored on the basis of existing research. From the
perspective of subject learning, this paper reflects on the design and application of
teaching assistant software.

2.2 Theoretical Definition of Classroom Learning

The three important elements of students’ learning in class include learning motivation,
learning strategy and learning effect. Among them, the learning motivation is related to
self-regulation, which means individuals coordinate their internal requirements with the
external incentives of learning behaviors, so as to form the dynamic factors to stimulate
and maintain learning behaviors [4]. In order to control and maintain a good positive
learning motivation, Keller (2008) proposed an ARCSV model of great practical value
to improve the rate of knowledge absorption and the level of academic achievement,
which includes: Attention, Relevance, Confidence, Satisfaction, and Volition [5].

The learning resources provided to students by teaching AIDS are often frag-
mentary and short. For better understanding and mastery of knowledge, one learning
strategy is to establish and arrange a good knowledge structure. However, learners of
different levels differ in the quantity, frequency and quality of learning strategies [6].

In terms of process data, the learning effect of students is closely related to their
participation and engagement during class. Learning outcome has a strong correlation
with students’ academic performance. Some researchers have pointed out that the
involvement of teaching AIDS directly affects the learner-instructor interaction,
teaching effect and learning result in the classroom learning environment [7].

2.3 Theoretical Framework of ENA

Epistemic Network Analysis (ENA) is a data analysis tool, which identifies and
quantifies the core elements in text (discourse) data. It can also simulate the connection
structure between the core elements, and construct the visual dynamic network graph
[8]. ENA is based on the cognitive framework theory and the “evidence-based” edu-
cational evaluation design model [9]. The cognitive framework theory holds that
professional knowledge can be modeled as the understanding expressed through
specific discourses. The model compares the differences between different cognitive
networks through statistical data and visualized graphs reflecting the connections
between various elements, and then presents the differences of cognitive development
reflected by corresponding teaching activities. ENA provides reliable ideas and
methods for measuring complex thinking and problem solving ability through quan-
titative connection model.

In recent years, researchers have used ENA to analyze and visualize cognitive
phenomena in various fields and come to many meaningful conclusions. For example,
ENA is used to evaluate the chat discourse in online classroom collaborative learning
and analyze the thematic connection of students’ performance in the discourse, so as to
predict students’ performance [10]. Beside this, ENA can be used as a tool to assist
teachers in formative and summative evaluation, and visual analysis can be carried out
on college students’ compositions at different levels [11]. This study further suggests
that ENA can be used as a method or tool to help demand objects to evaluate.
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3 Experimental Research

3.1 Research Objects

This study takes the course Python Programming in the spring semester of a university in
east China as the research context, and conducts in-depth interviews on the impact of the
teaching mode based on Rain Classroom on students’ learning. The total number of
students in this course is 25, and the final number of participants in the in-depth interview
is 17 (no. S1–S17), accounting for about 2/3 of the total number, so the questions
reflected by the interviewees are representative to a certain extent. Research interview
samples are distributed from the first-year to the third-year undergraduates, involving
multiple majors, ensuring the diversity of data sources. As a rain classroom promotion
lecturer, the teacher has a good command of the software, which avoids the possibility of
poor teaching effect due to human and technical factors. In case analysis, this study
collects and analyses data through in-depth interviews with relevant individuals.

3.2 Data Collection and Analysis

The research mainly adopts semi-structured interview and records the whole interview
process in the form of recording. The interview time of each person is about 20–
30 min. After the interview, the recordings were transcribed into words by the
researchers. The total text is more than 100,000 words, providing abundant materials
for qualitative research.

The data were collected using the traditional in-depth interview method, and the
content of the interview was divided into the following five parts according to the
theoretical basis: general perception, learning motivation, learning strategy, learning
effect, and students’ suggestions and opinions on it. The general perception is mainly
based on the learners’ previous experience of using the rain classroom to get the
information about their overall feelings towards this software. Learning motivation is
designed according to the ARCSV model proposed by Keller in 2008. The three
dimensions of Confidence, Satisfaction and Volition are selected because of their close
correlation with teaching aid. Learning strategies are divided into pre-class preparation,
notes, feedback in class, and review after class according to chronological order. At
last, the students’ understanding of subject knowledge, particularly the change of their
level of mastery were investigated. The data processing includes collecting, tran-
scribing and coding the interview contents of different students, and finally quantitative
analysis using the method of cognitive network modeling.

3.3 Coding Scheme

According to the interview structure, the study focused on three important elements in
classroom learning: learning motivation, learning strategy and learning effect. Coding
scheme was designed on the basis of these three dimensions to analyze the interview
text data (Table 1).

Firstly, the audio of the interview was transcribed into text. The dialogue recorded
in the transcript reflects the speakers’ conversation rounds. And then encodes it
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sentence by sentence, Table 2 shows the coding example of the part of the interview
data in the learning strategy dimension. The 17 interview records were independently
coded by two researchers and the coding results were found to be consistent
(Kappa = 0.78). Differences in individual coding scores reached to consensus after
consultations.

Table 1. Coding scheme.

Dimension Code Definition

Learning
motivation

Confidence The use of Rain Class, on the ease of learning and students to
complete the learning task confidence

Satisfaction Students’ learning expectation and Rain Class play a role in
achieving the goal

Volition The use of mobile phones in class has an effect on students’
attention

Learning
strategy

Preview Student preview survey and the value of Rain Class
Note Changes in students’ note-taking habits
Feedback Student learning feedback
Revision Survey of students’ review after class and the role of Rain Class

Learning
effect

Atmosphere Compared with the traditional classroom, the classroom
atmosphere changes

knowledge
Master

The influence of Rain Class on students’ learning effect

Table 2. The coding example of the part of the interview data in the learning strategy
dimension.

Student
name

Interview text Preview Note Feedback Revision

LYW I usually preview, preview time mainly
depends on the length or difficulty of the
courseware, about ten minutes to half an hour

1 0 0 0

LYW There will be some review, which is what I
have talked about in this lesson. I may review
it every other day or the day, or I will review
it when I am doing my homework

0 0 0 1

WSL I have clicked the “Understand” and “Do not
understand” buttons

0 1 0 0

WSL For the barrage and submission, I will send it
if I can. And if it’s about feelings, I’ll send it

0 0 1 0

WYQ Yes. I often take notes. 0 1 0 0
WYQ I usually preview, and I think it’s worth it 1 0 0 0
GXY I like the feedback after class, and it helps me

make a very good note so that I can
understand what I have learned

0 0 1 0

GXY I usually do a quick review according to the
homework after class, and review what I have
learned and what I have talked about in this
lesson

0 0 0 1
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4 Analysis Result

In the interview records, there are dialogues about the correct rate of homework.
According to the correct rate, students are divided into high-score group and low-score
group. The overall correct rate of high-score students in homework is more than 60%,
while those below 60% are classified as low-score group. The final statistical results
show that there are 11 high-score group students and 6 low-score group students. In
order to illustrate the characteristics of using teaching assistant software in learning for
high-score and low-score students, this study adopted epistemic network analysis and
established a quantitative analysis model based on all the interview data to further show
the differences between the two groups in the two dimensions of learning motivation
and learning strategy.

The author drew the cognitive network graphs of two groups and each student
according to the students interview text coding data. As shown in Fig. 1, each dot in the
figure represents the center of mass of each student’s cognitive network graph. Two
squares represent the average value of the center of mass of each group member’s
network graph, which can also be understood as the center of mass of two groups’
network graph. The surrounding rectangle represents the confidence interval of the
center of mass of each group at 95% level.

According to the results of epistemic network analysis, the first dimension (X-axis)
and the second dimension (Y-axis) in the generated two-dimensional projection
account for 40.1% and 15.5% of the total variance of the data. It can also be seen from
the figure that there is a significant difference in the data of cognitive network between

Fig. 1. Cognitive network map of high-score grouping (Blue) and low-score grouping
(Red) students in projection space. (Color figure online)
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the two groups in the first dimension (high grouping M = 1.26, low-score grouping
M = −2.31, t = 4.07, p = 0.01 < 0.05), while there is no significant difference in the
data in the second dimension.

In addition, ENA was used to draw the average cognitive network graph of the
high-score and low-score groups as a whole (Fig. 2), so as to further analyze the
differences between the cognitive network structures of the two groups. In the ENA
network model, line thickness and saturation represent the strength of the connection
between two elements. As shown in Fig. 2, the connection between elements in the
high-score group is more complex, and the connection between volition and preview
and review is stronger than that in the low-score group, as well as the connection
between note-taking and feedback and confidence. This shows that the students with
higher grades have stronger volition and self-control, and they can keep preview and
review. When using the teaching assistant software, they still take notes and give
feedback to the teacher in time, so they are full of confidence in learning. The students
in low-score group are more likely to have a strong connection between confidence and
review, preview and review. In addition, you can see from the two figures that both
groups are closely linked to the other elements in the preview.

By subtracting two average network graphs, we can get the difference network
graph as shown in Fig. 3. If there is overlap between the two groups of elements, the
lines connecting the stronger groups will eventually appear, and the lines will be
superimposed on each other, which can show the difference of average cognitive
network between the high-score group and the low-score group students more clearly.
As can be seen from the figure, the lower group focuses more on the connection of
elements in the lower right corner, while the higher group focuses more on the con-
nection of elements in the upper left corner. The difference between the left and right
regions is more obvious, which just confirms that the difference between the two
groups described above is significant in the first dimension, but not significant in the
second dimension.

Fig. 2. Average network graph (left: high-group, right: low-group).
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5 Discussion and Suggestion

In this study, epistemic network analysis is used to analyze the interview data of
students’ use of teaching assistant software. By comparing the visual cognitive network
structure figure, it is found that there are obvious differences in learning motivation and
learning strategies between high-score group students and low-score group students.
This difference brings new ideas and methods for teachers to predict the effect of
software use and students’ learning under the teaching mode of teaching assistant
software. Through the learning analysis technology based on ENA and other tools and
means, the feedback data of students using teaching aids software are processed and
analyzed, and the different cognitive levels and structures of the evaluators about the
use of teaching aids software can be obtained. Relevant analysis can help teachers
understand more detailed and specific information about learning status and usage than
examination results. It is able to help educators predict students’ performance trends,
thereby implementing more targeted and accurate teaching. Relevant differences can
also inform learners their gap in learning effectiveness, and improve the software use
method and learning method in a targeted way, so as to achieve a comprehensive grasp
of the course knowledge.

What’s more, some suggestions have emerged from the conclusions of the study for
students’ learning, teacher teaching, and development and design of teaching assistant
software such as Rain Class.

Firstly, for students, when they utilize teaching assistant software in the classroom
learning, certain methods should be adopted to maintain strong volition and self-
control. In addition, students should also pay attention to the use of effective learning
strategies, especially to timely feedback the learning situation to the teacher, adhere to
preview review. Secondly, in the teaching process, teachers need to adjust the

Fig. 3. Difference network figure.
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classroom mode according to the actual situation of the use of the software, such as
strengthening the tracking and management of learners’ after-class learning. In addi-
tion, prior to the decision to use the tool, teachers should make full preparations,
familiar with the software features and functions, design appropriate teaching plan.
Thirdly, there is still a large room for improvement in software functions. For example,
teaching assistant software can set certain encouragement mechanism, such as points
and rewards, so as to enhance students’ learning motivation and confidence; provide
more feedback mechanisms for teachers and students, such as analyzing students’
problem solving and constructing students’ knowledge map.

To sum up, existing studies have shown that epistemic network analysis is an
extremely effective method for quantitative analysis of qualitative data, and this study
further confirms the significant value of ENA in t exploring the use and learning of
teaching assistant software. In future research, the combination of other information
means and technologies can better improve the analysis effect and efficiency of ENA
and give full play to its value.
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