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Preface

The ICT Innovations conference series, organized by the Macedonian Society of
Information and Communication Technologies (ICT-ACT) is an international forum
for presenting scientific results related to innovative fundamental and applied research
in ICT. The 11th ICT Innovations 2019 conference that brought together academics,
students, and industrial practitioners, was held in Ohrid, Republic of North Macedonia,
during October 17–19, 2019.

The focal point for this year’s conference was “Big Data Processing and Mining,”
with topics extending across several fields including social network analysis, natural
language processing, deep learning, sensor network analysis, bioinformatics, FinTech,
privacy, and security.

Big data is heralded as one of the most exciting challenges in data science, as well as
the next frontier of innovations. The spread of smart, ubiquitous computing and social
networking have brought to light more information to consider. Storage, integration,
processing, and analysis of massive quantities of data pose significant challenges that
have yet to be fully addressed. Extracting patterns from big data provides exciting new
fronts for behavioral analytics, predictive and prescriptive modeling, and knowledge
discovery. By leveraging the advances in deep learning, stream analytics, large-scale
graph analysis and distributed data mining, a number of tasks in fields like, biology,
games, robotics, commerce, transportation, and health care have been brought within
reach.

Some of these topics were brought to the forefront of the ICT Innovations 2019
conference. This book presents a selection of papers presented at the conference which
contributed to the discussions on various aspects of big data mining (including algo-
rithms, models, systems, and applications). The conference gathered 184 authors from
24 countries reporting their scientific work and solutions in ICT. Only 18 papers were
selected for this edition by the international Program Committee, consisting of 176
members from 43 countries, chosen for their scientific excellence in their specific fields.

We would like to express our sincere gratitude to the authors for sharing their most
recent research, practical solutions, and experiences, allowing us to contribute to the
discussion on the trends, opportunities, and challenges in the field of big data. We are
grateful to the reviewers for the dedicated support they provided to our thorough
reviewing process. Our work was made easier by following the procedures developed
and passed along by Prof. Slobodan Kaljadziski, the co-chair of the ICT Innovations
2018 conference. Special thanks to Ilinka Ivanoska, Bojana Koteska, and Monika
Simjanoska for their support in organizing the conference and for the technical
preparation of the conference proceedings.

October 2019 Sonja Gievska
Gjorgji Madjarov
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Machine Learning Optimization
and Modeling: Challenges and Solutions

to Data Deluge

Diego Klabjan1,2,3

1 Department of Industrial Engineering and Management Sciences,
Northwestern University

2 Master of Science in Analytics, Northwestern University
3 Center for Deep Learning, Northwestern University

d-klabjan@northwestern.edu

Abstract. A single server can no longer handle all of the data of a machine
learning problem. Today’s data is fine granular, usually has the temporal
dimension, is often streamed, and thus distributed among several compute nodes
on premise or in the cloud. More hardware buys you only so much; in particular,
the underlying models and algorithms must be capable of exploiting it. We focus
on distributed optimization algorithms where samples and features are
distributed, and in a different setting where data is streamed by an infinite
pipeline. Algorithms and convergence analyses will be presented. Fine granular
data with a time dimension also offers opportunities to deep learning models that
outperform traditional machine learning models. To this end, we use churn
predictions to showcase how recurrent neural networks with several important
enhancements squeeze additional business value.

Keywords: Distributed optimization • Deep learning • Recurrent neural
networks



Computing and Probing Cancer Immunity

Zlatko Trajanoski

Division of Bioinformatics, Medical University of Innsbruck
zlatko.trajanoski@i-med.ac.at

Abstract. Recent breakthroughs in cancer immunotherapy and decreasing costs
of high-throughput technologies sparked intensive research into tumour-immune
cell interactions using genomic tools. However, the wealth of the generated data
and the added complexity pose considerable challenges and require computa-
tional tools to process, analyse and visualise the data. Recently, a number of
tools have been developed and used to effectively mine tumour immunologic
and genomic data and provide novel mechanistic insights. In this talk I will first
review and discuss computational genomics tools for mining cancer genomic
data and extracting immunological parameters. I will focus on higher-level
analyses of NGS data including quantification of tumour-infiltrating
lymphocytes (TILs), identification of tumour antigens and T cell receptor
(TCR) profiling. Additionally, I will address the major challenges in the field
and ongoing efforts to tackle them.
In the second part I will show results generated using state-of-the-art

computational tools addressing several prevailing questions in cancer
immunology including: estimation of the TIL landscape, identification of
determinants of tumour immunogenicity, and immuno editing that tumors
undergo during progression or as a consequence of targeting the PD-1/PD-L1
axis. Finally, I will propose a novel approach based on perturbation biology of
patient-derived organoids and mathematical modeling for the identification of a
mechanistic rationale for combination immunotherapies in colorectal cancer.

Keywords: Cancer immunotherapy • Tumour-infiltrating lymphocytes •
Perturbation biology



Bioinformatics Approaches for Sing Cell
Transcriptomics and Big Omics Data Analysis

Ming Chen

Department of Bioinformatics, College of Life Sciences, Zhejiang University
mchen@zju.edu.cn

Abstract. We are in the big data era. Multi-omics data brings us a challenge to
develop appropriate bioinformatics approaches to model complex biological
systems at spatial and temporal scales. In this talk, we will describe multi-omics
data available for biological interactome modeling. Single cell transcriptomics
data is exploited and analyzed. An integrative interactome model of non-coding
RNAs is built. We investigated to characterize coding and non-coding RNAs
including microRNAs, siRNAs, lncRNAs, ceRNAs and cirRNAs.

Keywords: Big data • Multi-omics data • RNA



Crosslingual Document Embedding
as Reduced-Rank Ridge Regression

Robert West

Tenure Track Assistant Professor, Data Science Laboratory, EPFL
robert.west@epfl.chs

Abstract. There has recently been much interest in extending vector-based word
representations to multiple languages, such that words can be compared across
languages. In this paper, we shift the focus from words to documents and
introduce a method for embedding documents written in any language into a
single, language-independent vector space. For training, our approach leverages
a multilingual corpus where the same concept is covered in multiple languages
(but not necessarily via exact translations), such as Wikipedia. Our method,
Cr5 (Crosslingual reduced-rank ridge regression), starts by training a
ridge-regression-based classifier that uses language-specific bag-of-word fea-
tures in order to predict the concept that a given document is about. We show
that, when constraining the learned weight matrix to be of low rank, it can be
factored to obtain the desired mappings from language-specific bags-of-words to
language-independent embeddings. As opposed to most prior methods, which
use pretrained monolingual word vectors, postprocess them to make them
crosslingual, and finally average word vectors to obtain document vectors, Cr5
is trained end-to-end and is thus natively crosslingual as well as document-level.
Moreover, since our algorithm uses the singular value decomposition as its core
operation, it is highly scalable. Experiments show that our method achieves
state-of-the-art performance on a crosslingual document retrieval task. Finally,
although not trained for embedding sentences and words, it also achieves
competitive performance on crosslingual sentence and word retrieval tasks.

Keywords: Crosslingual • Reduced-rank • Ridge regression •
Retrieval • Embeddings
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Automatic Text Generation in Macedonian
Using Recurrent Neural Networks

Ivona Milanova, Ksenija Sarvanoska, Viktor Srbinoski,
and Hristijan Gjoreski(&)

Faculty of Electrical Engineering and Information Technologies,
University of Ss. Cyril and Methodius in Skopje, Skopje, North Macedonia

ivonamilanova221@gmail.com,

ksenija.sarvanoska@gmail.com,

viktor_srbinoski@hotmail.com,

hristijang@feit.ukim.edu.mk

Abstract. Neural text generation is the process of a training neural network to
generate a human understandable text (poem, story, article). Recurrent Neural
Networks and Long-Short Term Memory are powerful sequence models that are
suitable for this kind of task. In this paper, we have developed two types of
language models, one generating news articles and the other generating poems
in Macedonian language. We developed and tested several different model
architectures, among which we also tried transfer-learning model, since text
generation requires a lot of processing time. As evaluation metric we used
ROUGE-N metric (Recall-Oriented Understudy for Gisting Evaluation), where
the generated text was tested against a reference text written by an expert. The
results showed that even though the generate text had flaws, it was human
understandable, and it was consistent throughout the sentences. To the best of
our knowledge this is a first attempt in automatic text generation (poems and
articles) in Macedonian language using Deep Learning.

Keywords: Text generation � Storytelling � Poems � RNN � Macedonian
language � NLP � Transfer learning � ROUGE-N

1 Introduction

As the presence of Artificial Intelligence (AI) and Deep Learning has become more
prominent in the past couple of years and the fields have acquired significant popu-
larity, more and more tasks from the domain of Natural Language Processing are being
implemented. One such task is automatic text generation, which can be designed with
the help of deep neural networks, especially Recurrent Neural Networks [16]. Text
generation is the process of preparing text for developing a word-based language model
and designing and fitting a neural language model in such a way that it can predict the
likelihood of occurrence of a word based on the previous sequence of words used in the
source text. After that the learned language model is used to generate new text with
similar statistical properties as the source text.

© Springer Nature Switzerland AG 2019
S. Gievska and G. Madjarov (Eds.): ICT Innovations 2019, CCIS 1110, pp. 1–12, 2019.
https://doi.org/10.1007/978-3-030-33110-8_1
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In our paper, we do an experimental evaluation of two types of word-based lan-
guage models in order to create a text generation system that will generate text in
Macedonian. The first model is generating paragraph of a news article and the other is
generating poems. For generating news articles, we also tried implementing transfer
learning, but as there are no pre-trained models on a dataset in Macedonian, we used a
model that was trained on a dataset in English, so the results were not satisfying. The
second model we created was used to generate poetry and was trained on a dataset
consisting of Macedonian folk poems. In order to measure how closely the generated
text resembles a human written text, we used a metric called ROUGE-N (Recall-
Oriented Understudy for Gisting Evaluation), which is a set of metrics for evaluating
automatic generation of texts as well as machine translation. With this metric, we got
an F1 score of 65%.

2 Related Work

Recent years have brought a huge interest in language modeling tasks, a lot of them
being automatic text generation from a corpus of text, as well as visual captioning and
video summarization. The burst of deep learning and the massive development of
hardware infrastructure has made this task much more possible.

Some of the tasks in this field include automatic text generation based on intuitive
model and using heuristics to look for the elements of the text that were proposed by
human feedback [1, 2]. Another approach has leaned towards character-based text
generation using a Hessian-free optimization in order to overcome the difficulties
associated with training RNNs [3]. Text generation using independent short description
has also been one topic of research. The purpose of this paper has been to describe a
scene or event using independent descriptions. They have used both Statistical Machine
Translation and Deep Learning to present text generation in two different manners [4].
The other kind of text generation application has been designing text based interactive
narratives. Some of them have been using an evolutionary algorithm with an end-to-end
system that understands the components of the text generation pipeline stochastically [5]
and others have been using mining of crowd sourced information from the web [6, 7].

Many papers have also focused on visual text generation, image captioning and
video description. One recent approach to image captioning used CNN-LSTM struc-
tures [8, 9]. Sequence-to-sequence models have been used to caption video or movie
contents. They are using an approach where the first sequence encodes the video and
the second decodes the description [10, 11].

The idea behind document summarization has been used on video summarization
where instead of extracting key sentences, key frames or shots are selected [12].

Visual storytelling is the process of telling a coherent story about an image set.
Some of the works covering this include storyline graph modeling [13] and unsuper-
vised mining [14].

Another state-of-the-art approach includes using hierarchically structured rein-
forcement learning for generating coherent multi-sentence stories for the visual sto-
rytelling task [25].
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However, all of these approaches include text generation in English where the
amount of available data is enormous. Our paper focuses on creating stories in
Macedonian using data from Macedonian news portals and folk poetry as well as
exploration of different model architectures in order to get the best result, regarding
comprehensibility and execution time.

3 Dataset and Preprocessing

The first dataset that we used was gathered from online news portals and consisted of
around 2.5 million words. The data was collected with the help of a scraper program we
wrote in .NET Core using the C# programming language. The program loads the web
page from a given Uniform Resource Locator (URL) and then looks at the html tags.
When it finds a match for the html tags that we have given the program, it takes their
content and writes it to a file.

The second dataset consisted of a collection of Macedonian poetry written by
various Macedonian writers [17] and was made up of roughly 7 thousand words. The
data was not clean so we had to do a fair amount of data preprocessing.

The collected datasets are publically available at https://github.com/Ivona221/
MacedonianStoryTelling.

In order to prepare the data that we collected to be suitable to enter the algorithm
and to simplify the task of the algorithm when it starts learning, we had to do a
considerable amount of data cleaning. For this purpose, we created a pipeline in C#,
which in the end gave us a clean dataset to work on. The first step in the algorithm was
to remove any special characters from the text corpus including html tags that were
extracted from the websites along with the text, JavaScript functions and so on. We
also had to translate some of the symbols into text like dollar signs, degree signs and
mathematical operators in order to have the least amount of unique characters for the
algorithm to work with. The next step was to translate all the English words if there
existed a translation or remove the sentences where that was not the case. Next, we had
to separate all the punctuation signs from the words with an empty space in order for
the algorithm to consider them as independent words. The last and one of the most
important steps in this pipeline was creating a custom word tokenizer. All the existing
word tokenizers were making a split on an empty space. However, they do not take into
consideration the most common word collocations as well as words containing dash,
name initials and abbreviations. Our algorithm was taking these words as one. The
abbreviations were handled by using a look-up table of all the Macedonian abbrevia-
tions, as well as the most common collocations and the initials were handled by
searching for specific patterns in text like capital letter-point-capital letter (Fig. 1).

Fig. 1. Data preprocessing flow

Automatic Text Generation in Macedonian 3

https://github.com/Ivona221/MacedonianStoryTelling
https://github.com/Ivona221/MacedonianStoryTelling


4 Language Model Architecture

We have trained two types of models that work on the principle of predicting the next
word in a sequence, one for news generation and one for poem generation. The lan-
guage models used were statistical and predicted the probability of each word, given an
input sequence of text. For the news generation model, we created several different
variations, including a transfer learning approach (Fig. 2).

4.1 News Article Generation

The first approach for news generation was trained on news articles and used a
sequence of hundred words as input. It then generates one word based on that
sequence, meaning the word with the biggest probability of appearing next. In the next
time step it adds the generated word to the sequence of a hundred words and cuts out
the very first word, meaning that it once again makes a sequence with a length of one
hundred. It then feeds this new sequence to itself as input for the next time step and
continues doing so until it generates the preset amount of words.

We tried out multiple architectures and the best results were acquired from the
following architecture. The neural network was an LSTM (Long-Short Term Memory)
recurrent neural network with two LSTM layers and two dense layers and also, we tried
a variation with a dropout layer in order to see how that affects the performance. The
first LSTM layer consists of 100 hidden units and 100 timesteps and is configured to
give one hidden state output for each input time step for the single LSTM cell in the

Fig. 2. Language model architecture
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layer. The second layer we added was a Dropout layer with a dropout rate of 0.2. They
key idea behind adding a dropout layer is to prevent overfitting. This technique works
by randomly dropping units (along with their connections) from the neural network
during training. This prevents units from co-adapting too much [18]. The next layer is
also an LSTM layer with 100 hidden units. Then we added a Dense layer which is a
fully connected layer. A dense layer represents a matrix vector multiplication. The
values in the matrix are the trainable parameters, which get updated during back-
propagation. Assuming we have an n-dimensional input vector u (in our case 100-
dimensional input vector) presented with the formula:

u 2 Rn�1 ð1Þ

We get an m-dimensional vector as output.

uT :W ¼ W 2 Rn�m ð2Þ

A dense layer thus is used to change the dimensions of the vector. Mathematically
speaking, it applies a rotation, scaling, translation transform to your vector. The acti-
vation function meaning the element-wise function we applied on this layer was ReLU
(Rectified Linear Units). ReLU is an activation function introduced by [19]. In 2011, it
was demonstrated to improve training of deep neural networks. It works by thresh-
olding values at zero, i.e. f(x) = max (0, x). Simply put, it outputs zero when x < 0, and
conversely, it outputs a linear function when x � 0. The last layer was also a Dense
layer, however with a different activation function, softmax. Softmax function calcu-
lates the probability distribution of the event over ‘n’ different events. In a general way
of saying, this function will calculate the probabilities of each target class over all
possible target classes. Later the calculated probabilities will be helpful for determining
the target class for the given inputs. As the loss function or the error function we
decided to use sparse categorical cross entropy. A loss function compares the predicted
label and true label and calculates the loss. With categorical cross entropy, the formula
to compute the loss is as follows:

�
XM

c¼1
yo;c logðpo:cÞ ð3Þ

where,

• M – number of classes
• log – the natural log
• y – binary indicator (0 or 1) if class label c is the correct classification for obser-

vation o
• p – predicted probability observation o is of class c

The only difference between sparse categorical cross entropy and categorical cross
entropy is the format of true labels. When we have a single-label, multi-class classifi-
cation problem, the labels are mutually exclusive for each data, meaning each data entry
can only belong to one class. Then we can represent y_true using one-hot embeddings.
This saves memory when the label is sparse (the number of classes is very large).
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As an optimizer we decided to use Adam optimizer (Adaptive Moment Estimation)
which is method that computes adaptive learning rates for each parameter. It is an
algorithm for first-order gradient-based optimization of stochastic objective functions.
In addition to storing an exponentially decaying average of past squared gradients vt
like Adadelta and RMSprop, Adam also keeps an exponentially decaying average of
past gradients mt, similar to momentum [20]. As an evaluation metric we used
accuracy.

For the second approach, we tried using a transfer learning method using the pre
trained model word2vec, which after each epoch generated as many sentences as we
gave it starting words on the beginning. Word2vec is a two-layer neural net that
processes text. On the pre-trained model, we added one LSTM layer and one Dense
layer. When using a pretrained model the embedding or the first layer in our model is
seeded with the word2vec word embedding weights. We trained this model on 100
epochs using a batch size of 128. However, as the pre-trained models are trained using
English text, this model did not give us satisfying results and that is the reason why this
models results will not be observed in this paper [22].

4.2 Poem Generation

This model has only slight differences from the first LSTM network we described. It is
an LSTM neural network as well, with two LSTM layers and one dense layer. Having
experimented with several different combinations of parameters we decided on the
following architecture. The first LSTM layer is made up of 150 units, then we have a
Dropout layer with a dropout rate of 0.2 so that we can reduce overfitting. The second
LSTM layer is made up of 100 units and it has another Dropout layer after it with a
dropout rate of 0.2. At last, we have a dense layer with a softmax activation function,
which picks out the most fitting class or rather word for the given input.

In this model we have decided on the loss function to be categorical cross entropy
and as an optimizer once again we use the Adam optimizer.

Another thing that we do differently with the second model is the usage of a
callback function EarlyStop [21]. A callback is a set of functions that are applied at
certain stages of the training procedure with the purpose of viewing the internal states
and statistics of the model during training. EarlyStop helps lessen the problem of how
long to train a network, since too little training could lead to under fitting to the train
and test sets while too much training leads to overfitting. We train the network on a
training set until the performance on a validation set starts to degrade. When the model
starts learning the statistical noise in the training set and stops generalizing, the gen-
eralizing error will increase and signal overfitting. With this approach during the
training after every epoch, we evaluate the model on a holdout validation dataset and if
this performance starts decaying then the training process is stopped. Because we are
certain that the network will stop at an appropriate point in time, we use a large number
of training epochs, more than normally required, so that the network is given an
opportunity to fit and then begin to over fit to the training set. In our case, we use 100
epochs.

Early stopping is probably the oldest and most widely used form of neural network
regularization.
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5 Text Generation

As mentioned before the first language model is fed a sequence of hundred words and
to make this possible, a few steps in the text preprocessing need to be taken. With the
tokenizer we first vectorize the data by turning the text into a sequence of integers, each
integer being the index of a token in a dictionary. We then construct a new file which
contains our input text but makes sure to have one hundred words per each line. In the
text generation process we randomly select one line from the previously created file for
the purpose of generating a new word. We then encode this line of text to integers using
the same tokenizer that used when training the model. The model then makes a pre-
diction of the next word and gives an index of the word with the highest probability
which we must look up in the Tokenizers mapping to retrieve the associated word. We
then append this new word to the seed text and repeat the process.

Considering that the sequence will eventually become too long we can truncate it to
the appropriate length after the input sequence has been encoded to integers.

6 Results

As we mentioned before we trained two different main models one for news article
generation and another one for poems.

The accuracy and loss for this kind of task are calculated on the train set since one
cannot measure the correctness of a story, therefore test set cannot be constructed. In
order to evaluate the result we compared it against a human produced equivalent of the
generated story.

Regarding the news generation model, we tried two variations, one with dropout
and one without dropout layers and tested how that affected the training accuracy and
loss. Both variations were trained on 50 epochs, using a batch size of 64. Comparing
the results, adding dropout layers improved accuracy and required shorter training time
(Figs. 3 and 4).

The poem generation model was trained on 100 epochs using a batch size of 64.
This model also included dropout layers (Figs. 5 and 6).

In order to evaluate how closely the generated text resembles a human written text,
we used ROUGE-N metric. It works by comparing an automatically produced text or
translation against a set of reference texts, which are human-produced. The recall (in
the context of ROUGE) refers to how much of the reference summary the system
summary is recovering or capturing. It can be computed as:

number of overlapping words
total words in reference text

ð4Þ

The precision measures how much of the system summary was in fact relevant or
needed. It is calculated as:

number of overlapping words
total words in system generated text

ð5Þ
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Fig. 3. Train accuracy, comparison with and without dropout layer

Fig. 4. Train loss, comparison with and without dropout layer

Fig. 5. Train accuracy
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Using the precision and recall, we can compute an F1 score with the following formula:

F1 ¼ precision � recall
precisionþ recall

� 2 ð6Þ

In our case we used ROUGE-1, ROUGE-2 and ROUGE-L.

• ROUGE-1 refers to overlap of unigrams between the system summary and refer-
ence summary

• ROUGE-2 refers to the overlap of bigrams between the system and reference
summaries

• ROUGE-L measures longest matching sequence of words using LCS (Longest
Common Subsequence). An advantage of using LCS is that it does not require
consecutive matches, but in-sequence matches that reflect sentence level word
order. Since it automatically includes longest in-sequence common n-grams, you do
not need a predefined n-gram length.

The reason one would use ROUGE-2 over or in conjunction with ROUGE-1, is to
also show the fluency of the texts or translations. The intuition is that if you follow the
word orderings of the reference summary more closely, then your summary is actually
more fluent [24].

The results from the ROUGE-N metric are shown in Tables 1 and 2:

Fig. 6. Train loss.

Table 1. Results for the news generation model

Precision % Recall % F1-score %

ROUGE-1 66.67 76.92 71.43
ROUGE-2 35.85 57.58 44.19
ROUGE-L 66.67 76.92 70.71
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In the end we present a sample generated from each of the models:

• News generation model:

…ќe ce cлyчи и дa ce кopиcтaт нa кopиcницитe, a и дa ce cлyчи, ce нaoѓa вo
игpaтa, a и дa ce cлyчи, ce yштe нe ce cлyчyвa вo Maкeдoниja. Bo мoмeнтoв, вo
тeкoт нa дpжaвaтa ce вo пpaшaњe, ce вo пpaшaњe, нo нe и дa ce cлyчи, нo и зa
дa ce cлyчи, ce нaвeдyвa вo cooпштeниeтo нa CAД. Bo тeкoт нa дpжaвaтa ce вo
пpaшaњe, ce вo пpaшaњe, и дa ce cлyчи, ce yштe нe и кopyпциcки cкaндaли, ce
нaoѓa вo вoдaтa и…

• Poem generation model:

Bo зaлyлa вpeмe тaмo - oд пpaнгитe sвeкoт, opo нa зeмниoт
зeмниoт poдeн кaт, - тpeндaфил вo oдaja, плиcнaлa вpeвa. мaглa
нa oчивe мoja! жeтвa нajбoгaтa цвeтa, opo нa кaj, шap.
jaзик љyбoвтa нaшa дeлaтa в тиx. paкa jaзик пaднa, -
cтиcнaт cитe љyѓe - нoќ, yбaвa, кpacнa, дишe poj, пиcнaт,
нajдe нa тyѓинa - чeмep вo oдaja, шap. jaзик идeш
пpaг, poдeн кaт, и cкитник co здpжaнa тyѓи opo cин
cтиcнaлa - ПOEMA - нoк, yбaвa, кpacнa, дишe нa poбja,
шap. издpжa cитe љyѓe - нoќ, yбaвa, кpacнa, дишe poj,
пиcнaт, мajкa, кaт, - paзвивa opa, вo oнaa вeчep, в
oчи oчивe нocaм, y ceкoa дoбa. opo ќe cpeтнaм, нajдe.

7 Conclusion

In this paper we present a solution to the problem of automatic text generation in
Macedonian language. To the best of our knowledge this is a first attempt in automatic
text generation (poems and articles) in Macedonian language using Deep Learning.

We made attempts with two types of models, the first for news generation and the
second for poem generation. We also tried a transfer learning model using word-2-vec,
however the results were not satisfying. Excluding the network where we used transfer
learning, we got promising results. The first model was able to generate a text of a
hundred words, including punctuation marks. It used syntax rules correctly and put
punctuation marks where needed. Even though the generated output of the poem model
was nonsensical, it was still a clear indication that the network was able to learn the
style of the writers and compose a similar looking piece of work.

Table 2. Results for the poem generation model

Precision % Recall % F1-score %

ROUGE-1 47.89 46.58 47.22
ROUGE-2 21.05 21.28 21.16
ROUGE-L 40.85 39.73 40.26
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There is, of course, a lot left to be desired and a lot more can be done to improve
upon our work, such as using a more cohesive dataset. Because our dataset was created
by putting different news articles together, there is no logical connection from one news
article to the other, which resulted in our model not having an output that made much
sense. The same point can apply to our dataset of poems where each poem was
standalone and there was no connection from one to the other. Another suggestion for
achieving better results is adding more layers and units to the networks, keeping in
mind that as the size of the neural network gets bigger, so do the hardware requirements
and training time needed [23].
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Abstract. This paper describes the use of two different deep-learning approa-
ches for object detection to recognize a toy soldier. We use recordings of toy
soldiers in different poses under different scenarios to simulate appearance of
persons on footage taken by drones. Recordings from a bird’s eye view are
today widely used in the search for missing persons in non-urban areas, border
control, animal movement control, and the like. We have compared the single-
shot multi-box detector (SSD) with the MobileNet or Inception V2 as a back-
bone, SSDLite with MobileNet and Faster R-CNN combined with Inception V2
and ResNet50. The results show that Faster R-CNN detects small object such as
toy soldiers more successfully than SSD, and the training time of Faster R-CNN
is much shorter than that of SSD.

Keywords: Object detectors � SSD � Faster R-CNN

1 Introduction

Convolutional neural network (CNN) [21] is a particular architecture of artificial neural
networks, proposed by Yann LeCun in 1988. The key idea of CNN is that the local
information in the image is important for understanding the content of the image so a
filter is used when learning the model, focusing on the image, part by part, as a
magnifying glass. The practical advantage of such approach is that CNN uses fewer
parameters than fully-connected neural networks, which significantly improves learn-
ing time and reduces the amount of data needed to train the model.

Recently, after AlexNet [22] popularized deep neural networks by winning Ima-
geNet competitions, convolutional neuronal networks have become the most popular
model for image classification and object detection problems. Image classification
predicts the existence of a class in a given image based on a model that is learned on a
set of labeled images. There are several challenges associated with this task, including
differences between objects of the same class, similarities between objects of different
classes, object occlusions, different object sizes, various backgrounds. The appearance
of an object on the image might change due to lighting conditions, position (height,
angle) of the camera and distance from the camera and similar [19]. The detection of an
object beside the prediction of the class to which the object belongs, provides infor-
mation about its location in the image, so the challenge is to solve both the
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classification and location task. The detected object is most often labeled with the
bounding box [23], but there are also detectors that segment objects at the pixel level
and mark the object using its silhouette or shape [5, 14].

Some of today’s most widely used deep convolution neural networks are Faster R-
CNN, RFCN, SSD, Yolo, RetinaNet. These networks are unavoidable in tasks such as
image classification [22] and object detection [26], analysis of sports scenes and
activities of athletes [6], disease surveillance [25], surveillance and detection of sus-
picious behavior [19, 20], describing images [17], development and management of
autonomous vehicles in robotics [10], and the like.

In this paper, we have focused on the problem of detecting small objects on footage
taken by the camera of a mobile device or drones from a bird’s eye view. These
footages are today widely used when searching for missing persons in non-urban areas,
border control, animal movement control, and the like.

In [1], drones were used to locate missing persons in search and rescue operations.
Authors have used HOG descriptors [8]. In [3] the SPOT system is described. It uses an
infrared camera mounted on an Unmanned Aerial Vehicle and Faster R-CNN to detect
villains and control animals in images. A modified MobileNet architecture was used in
[9] for body detection and localization in the sea. Images were shot both with an optical
camera and a multi-spectral camera. In [33] YOLO was used for detection of objects on
images taken from the air. In [24], three models of deep neural networks (SSD, Faster
R-CNN, and RetinaNet) were analyzed for detection tasks on images collected by
crewless aircraft. The authors showed that RetinaNet was faster and more accurate
when detecting objects. The dependence analysis of Faster R-CNN, RFCN, and SSD
speed and precision in case of running on different architectures was given in [18].

In this paper, we will approximate the problem of detecting small objects on bird-
eye viewings or drone shots with the problem of detecting toy soldiers captured by the
camera of a mobile device.

The rest of the paper is organized as follows: in Sect. 2. we will present the archi-
tecture of CNN networks, ResNet50, Inception and MobileNet with Faster R-CNN and
SSD localization methods that are used in our research. We have examined their per-
formance on a custom toy soldiers’ dataset. The comparison of the detector performance
and discussion are given in Sect. 3. The paper ends with a conclusion and the proposal
for future research.

2 Convolutional Neural Networks

Convolutional Neural Networks (CNNs) are adapted to solve the problems of high-
dimensional inputs and inputs that have many features such as in cases of image
processing and object classification and detection. The CNN network consists of a
convolution layer, after which the network has been named, activation and pooling
layers, and at the end is most often one or more fully connected layers.

The convolution layer refers to a mathematical operator defined over two functions
with real value arguments that give a modified version of one of the two original
functions. The layer takes a map of the features (or input image) that convolves with a
set of learned parameters resulting in a new two-dimensional map. A set of learned
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parameters (weights and thresholds) are called filters or kernels. The filter is a 2D
square matrix, small in size compared to the image to which it is applied (equal depths
as well as the input). The filter consists of real values that represent the weights that
need to be learned, such as a particular shape, color, edge in order to give the network
good results.

The pooling layer is usually inserted between successive convolution layers, to
reduce map resolution and increase spatial invariance - insensitivity to minor shifts
(rotations, transformations) of features in the image as well as to reduce memory
requirements for the implementation of the network. Along with the most commonly
used methods (arithmetic mean and maximum [4]), there are several pooling methods
used in CNN, such as Mixed Pooling, Lp Pooling, Stochastic Pooling, Spatial Pyramid
Pooling and others [13].

The activation function propagates or stops the input value in a neuron depending
on its shape. There is a broader range of neuron activation functions such as linear
activation functions, jump functions, and sigmoidal functions. The jump functions and
sigmoidal functions are a better choice for neural networks that perform classification
while linear functions are often used in output layers where unlimited output is
required. Newer architectures use activation functions behind each layer. One of the
most commonly used activation functions in CNN is the ReLU (Rectified Linear Unit).
In [13], the activation functions used in recent works are presented: Leaky Relu
(LReLU), Parametric ReLU (PReLU), Randomized ReLU (RReLU), Exponential
Linear Unit (ELU) and others.

A fully connected layer is the last layer in the network. The name of the fully
connected layer indicates its configuration: all neurons in this layer are linked to all the
outputs of the previous layer. Fully connected layers can be viewed as special types of
convolution layers where all feature maps and all filters are 1 � 1.

Network hyperparameters are all parameters needed by the network and set before
the network provides data for learning [2]. The hyper-parameters in convolution neural
networks are learning rate, number of epochs, network layers, activation function,
initialization weight, input pre-processing, pooling layers, error function.

Selecting the CNN network for feature extraction plays a vital role in object
detection because the number of parameters and types of layers directly affect the
memory, speed, and performance of the detector. In this paper, three types of network
have been selected for feature extraction: ResNet50, Inception, and MobileNet.

2.1 ResNet

ResNet50 is a 50-layer Residual Network. There are other variants like ResNet101 and
ResNet152 also [15]. The main innovation of ResNet is the skip connection. The skip
connection in the Fig. 1 is labeled “identity.” It allows the network to learn the identity
function that allows passing the input through the block without passing through the
other weight layers. This allows stacking additional layers and building a deeper net-
work, as well as overcoming the vanishing gradient problem by allowing network to
skip through layers if it feels they are less relevant in training. Vanishing gradients
often occurs in deep networks if no adjustment is performed because during back-
propagation gradient gets smaller and smaller and can make learning difficult.
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2.2 Inception

GoogLeNet has designed a module called Inception that approximates a sparse CNN
with a normal dense construction, Fig. 2. The idea was to keep a small number of
convolutional filters taking into account that only a small number of neurons are
effective. The convolution filters of different sizes (5 � 5, 3 � 3, 1 � 1) were used to
capture details on varied scales. In the versions Inception v2 and Inception v3, the
authors have proposed several upgrades to increase the accuracy and reduce the
computational complexity [28, 29].

2.3 MobileNet

MobileNet is a lightweight architecture designed for use in a variety of mobile
applications [16]. It filters the input channels by running a single convolution on each
color channel instead of combining all three channels and flattening them all.

2.4 Faster R-CNN

In the earlier version of R-CNN [11] and Fast R-CNN [12], region proposals are
generated by selective search (SS) [31] rather than using convolutional neural network
(CNN). The SS algorithm was the “bottleneck” in region proposal process, so in the
Faster R-CNN a separate convolution network (RPN) is used to propose regions.
The RPN network then checks which location contains the object. Appropriate loca-
tions and bounding boxes are sent to the detection network that determines the class of

Fig. 1. A residual block, according to [15].

Fig. 2. Inception module, according to [28].
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the object and returns the bounding box of that object. This kind of design has speed up
the object detection.

2.5 Single Shot Detector

The Single Shot Detector (SSD) method for objects detection uses deep network that
omits the stage of bounding box proposal and allows features extraction without losing
accuracy. The approach assumes that potential objects can be located within the pre-
defined bounding box of different size and side ratios centered in each location of
feature map. The network for each bounding box determines the probability measure
for the presence of each of the possible categories and adjusts the position of the box to
frame the object better. In order to overcome the problems inherent in the difference in
object sizes, the network makes decisions by combining prediction from several feature
maps of different dimensions [23].

3 Comparison of SSD and Faster RCNN Detection
Performance on Scenes of Toy Soldiers

We have tested and compared the accuracy of the object detector for a class of person (toy
soldier) at different scene configurations, changing the number of object, their position,
background complexity and lighting conditions. The goal is to select the appropriate
model for future research on the detection of missing persons in rescue operations.

We used publicly available pre-trained models with corresponding weights learned
on the Microsoft’s common object and context (COCO) dataset [7] by transfer learning
and fine-tune the model parameters on our data set.

We used the Tensorflow implementation [30] of the CNN model and the Python
programming language in the Windows 10 � 64 environment. All models were trained
on a laptop with the i5-7300HQ CPU and the Ge-Force GTX 1050Ti 4 GB GPU. The
number of epochs and the training time differs among models and depends on loss. The
parameters of each model have not been changed and were equal to the parameters of
the original model.

3.1 Data Preprocessing

The data set contains 386 images shot by a mobile device camera (Samsung SM-
G960F) at a 2160 � 2160 px resolution, without using a tripod. Each image contains
multiple instances of toy soldiers, taken under different angles and different lighting
conditions with a different background type from a uniform to complex (such as grassy
surfaces). The images are divided into a learning and test set in a cutoff of 80:20, and
their resolution is reduced to 720 � 720 px. In total, there are 798 toy soldiers in the
images, of which 651 are in learning set and 147 in test.

The LabelImg tool was used to plot bounding box and create responsive XML files
with stored xmin, xmax, ymin, ymax position for each layout. Images and corre-
sponding XML files are then converted to TFRecord files that are implemented in the
Tensorflow environment. TFRecord files merge all the images and notes into a single
file, thus reducing the training time by eliminating the need of opening each file.
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3.2 Methods

SSD with MobileNet
This method uses SSD for detection while the MobileNet network is used as a feature
extractor. The output of MobileNets is processed using the SSD. We have tested the
detection results of two versions of the MobileNet network (V1 and V2), referred to as
ssd_mobilenet_v1 and ssd_mobilenet_v2. Both networks were pre-trained (ssd_mo-
bilenet_v1_coco_2018_01_28 and ssd_mobilenet_v2_coco_2018_03_29) on COCO
dataset of 1.5 million objects (80 categories) in 330,000 images. We trained the net-
work using toy soldier’s images width bounding box as input to the training algorithm.
The network parameters include: prediction dropout probability 0.8, kernel size 1 and a
box code size set to 4. The root mean square propagation optimization algorithm is
used for optimizing the loss function with learning rate of 0.004 and decay factor 0.95.
At the non-maximum suppression part of the network a score threshold of 1� 10�8 is
used with an intersection of union threshold of 0.6, both the classification and local-
ization weights are set to 1. Ssd_mobilenet_v1 was trained for 17,105 steps and
ssd_mobilenet_v2 for 10,123 steps.

SSD with Inception-V2
The combination of SSD and Inception-V2 is called SSD-Inception-V2. In this case,
SSD is used for detection while Inception-V2 extracts features. We trained the network
using predefined ssd_inception_v2_coco_2018_01_28 weights. The training process
uses similar hyperparameters as SSD with MobileNet, except in this case of the kernel
size that is set to 3. The network was trained for 6,437 steps.

SSDLite with MobileNet-V2
SSDLite [27] is a mobile version of the regular SSD, so all regular convolutions with
detachable convolutions are replaced (depthwise followed by 1 � 1 projection) in SSD
layers. This design is in line with the overall design of MobileNet and is considered to be
much more efficient. Compared to SSD, it significantly reduces the number of param-
eters and computing costs. We trained the network using pre-trained ssdlite_mobil-
enet_v2_coco_2018_05_09 weights. Similar hyperparameters were used as before, and
the network was trained for 14,223 steps.

Faster R-CNN with ResNet50
Faster R-CNN detection involves two phases. The first phase requires a region proposal
network (RPN) that allows simultaneous prediction of object anchors and confidence
(objectiveness) from some internal layers. For this purpose, a residual network with a
depth of 50 layers (ResNet50) is used. The grid anchor size was 16 � 16 pixels with
scales [0.25, 0.5, 1.0, 2.0], a non-maximum-suppression-IoU threshold was set to 0.7,
the localization loss weight to 2.0, objectiveness weight to 1.0 with an initial crop size
of 14, kernel size was 2 with strides set to 2. The second phase requires information
from the first phase to predict the class label and the bounding box. We trained the
network using pre-trained faster_rcnn_resnet50_coco_2018_01_28 weights. The IoU-
threshold for prediction score was set to 0.6; the momentum (SGD) optimizer for
optimizing the loss functions has initial learning rate set to 0.0002 and momentum
value 0.9. The network was trained for 12,195 steps.
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Faster R-CNN with Inception-V2
Faster R-CNN uses the Inception V2 feature extractor to get features from the input
image. The middle layer of the Inception module uses the RPN network component to
predict the object anchor and confidences. As in previous cases, the network was
trained with pre-trained fast-er_rcnn_inception_v2_coco_2018_01_28 weights. Similar
hyperparameters were used as in case of Faster R-CNN with ResNet50 and the learning
process lasted for 33,366 steps.

3.3 Results and Discussion

We compared the results of the SSD model and the Faster RCNN object detector based
on CNNs on our toy soldiers test set concerning mean average precision (mAP) [32].
A detection is considered as true positive when more than half of the area belonging to
the soldier is inside the detected bounding box. Detectors performance are also eval-
uated in terms of recall, precision and F1 score.

F1 ¼ 2 � Recall � Precision
Recallþ Precisionð Þ ð1Þ

Figure 3 shows a comparison of results of models that were additionally learned on
our learning set with original models trained on the COCO dataset. The results show a
significant increase in the average precision of all models after training on our dataset.
The best results of over 96% were achieved with the faster_rcnn network. The
implementation of faster_rcnn with Resnet50 proved to be somewhat successful than
architecture with the Inception Network. Faster_rcnn has also shown the best classi-
fication results concerning F1 score and Recall [19], Fig. 4. All classification result of
all models in terms of precision, recall and F1 score are shown in Fig. 4.

Fig. 3. Comparison of the evaluation result of the toy soldier’s detection.
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Figure 5 shows the time required to train the model on our learning set. The least
amount of time was needed to learn the faster_rcnn model. The longest, more than 3.5
times longer than learning the fast_rcnn model, was needed to learn the ssdlitle-
mobilenet_v2 model.

Model performances are additionally presented in two scenarios: simple and
complex. The simple scenario has a uniform background color and up to 8 visible
objects near the camera, which may overlap. A complex scenario is considered when
the number of objects in a scene is equal to and greater than 9, away from the camera
and with occlusions. A Fig. 6 shows an example of the detection results in the case of a

Fig. 4. Comparison of the results of the trained model detection concerning the F1, Precision
and Recall metrics.

Fig. 5. Comparison of model learning time on the custom dataset.
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simple scenario. The images marked A through F show the same scenarios with a
uniform background with a wooden pattern and five soldiers in different poses such as
walking with a gun, shooting, crawling and lying down.

In all the images, the results of individual models are indicated in the following
way:

• A – ssd_mobilenet_v1,
• B – ssd_mobilenet_v2,
• C – ssdlite_mobilenet_v2,
• D – ssd_inception_v2,
• E – faster_rcnn_resnet_50,
• F – faster_rcnn_inception_v2.

In figure A, no soldier was detected, B has 3 of 5 true positive (TP) detections, C
and D only one detected soldier, while E has 4 TP with one false positive (FP) de-
tection, and F all positive detections with one FP.

In the case of a uniform background with higher contrast to soldiers, as in Fig. 7 all
models have detected with greater success in comparison to the previous case, even
though in this example, we have a higher number of soldiers and at a greater distance.
There were 11 soldiers on the scene, but no model detected a soldier on a tank of the
identical color. The best results were achieved in E and F images with 10 successful
detections, then model B with 7, and then models A and C follow. The sequence of the
success of the model is similar to the one in the previous example.

Fig. 6. The detection results in the case of a simple scenario.
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Figure 8 shows a complex scene in which soldiers are partially covered with grass.
The camera’s position is not as in the previous cases from the top, but from the side.

Fig. 7. The case of a uniform background with higher contrast to soldiers.

Fig. 8. A complex scene in which soldiers are partially covered with grass.
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The models in Figures A and D did not have any detection, while B detected almost
the entire image as a soldier. C has one positive and two false detections, E has
repeatedly detected the same object, but with different rectangle size and has a false
detection, and F has an accurate, true positive detection.

Figure 9 shows two scenes with a camera positioned from a bird’s perspective at a
greater distance than in earlier cases and with 8 soldiers on a uniform blue background.
Model A detected only one soldier (Fig. 9a) whereas B, C, and D had no detection
(Fig. 9b). Model E detected all soldiers (Fig. 9d), while F detects all soldiers plus three
false detections (Fig. 9e).

In the second scene recorded from a greater distance on the grass, Fig. 9c and f,
only F detects one soldier out of 7 possible. Examples show that all models have
problems with object detection when an object is less than 50 px in height or width,
especially when the contrast of the subject and background is not significant, and when
the background is more complex than in the case of grass.

Figure 10 is an example of a scene with two soldiers with a cluttered background.
E and F models detected both soldiers with a probability of detection of 100%
(Fig. 10a, c and e), while model B detected only one soldier (Fig. 10b and d) and other
models failed to detect anything. Figure 10e shows a higher contrast between the
soldiers and the background, but this did not help models A, B, C, D to have a
successful detection. Figure 10f shows the occlusion of soldiers; however, models B,
D, E, and F were able to detect them.

Fig. 9. Two scenes with a camera positioned from a bird’s perspective.
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4 Conclusion

Recordings taken from the air today are used mainly in search of missing persons, in
mountain rescue, in the control of animal movement, and the like. The ability to
automatically detect persons and objects on the images taken from a bird’s perspective
would greatly facilitate the search and rescue of people or the control of people and
animals.

CNN networks have proven successful in classification and object detection tasks
on general-purpose images, and in this paper, we have tested their performance in
detecting toy soldiers taken from the bird’s eye view. On the custom dataset, we
compared the performance of ResNet50, Inception, and MobileNet networks with
Faster RCNN and SSD methods of localization. The analysis of the obtained results
shows that Faster RCNN is more suitable for detection because it detects toy soldiers
more successfully. The configuration with the Inception network is more successful
than the configuration with ResNet50. The problem with this method is that it requires
more time and computation power.

The examples also show the background effect on detection accuracy. With a
uniform background and higher color contrast, detection of all models is significantly
successful than in case of detection at a greater distance, on the grass, and with semi-
hidden objects. In future work, we will try to find a way to solve this problem.

This paper provides a promising base ground for further research in real-time
detection of missing persons in search and rescue operations. We plan to investigate the
further use of different detection methods (speed, accuracy) on the android system.

Fig. 10. A scene with a cluttered background and the occlusion of soldiers.
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Abstract. Data mining together with learning analytics are emerging topics
because of the huge amount of educational data coming from learning man-
agement systems. This paper presents a case study about students’ grade pre-
diction by using data mining methods. Data obtained from Moodle log files are
explored to understand the trends and effects of students’ activities on Moodle
learning management system. Correlations of system activities with the student
success are found. Data is classified and modeled by using decision tree,
Bayesian Network and Support Vector Machine algorithms. After training the
model with a one-year course activity data, next years’ grades are predicted. We
found that Decision tree classification gives the best accuracy on the test data for
the prediction.

Keywords: Data Mining � Learning Analytics � LMS � E-learning � Prediction

1 Introduction

With the rapid development of e-technologies distance learning has gained a bigger
role in the education. E-learning systems are used even in the formal education settings
very often as they offer instructor great variety of opportunities. Learning management
systems (LMSs) are one of the most popular methods as they offer the opportunities to
facilitate to distribute information to students, communicate among participants in a
course, produce content material, prepare assignments and tests, engage in discussions,
manage distance classes and enable collaborative learning with forums, chats, file
storage areas. One of the most commonly used LMS is Moodle (modular object-
oriented developmental learning environment), which is a free and open learning
management system.

E-learning systems like Moodle contain a huge amount of data related to the
students. This data gives a big opportunity to analyze students’ behavior and under-
stand the characteristics and behavior of students.

This huge amount of data, in other words Big Data in education emerged two
research areas: Educational Data Mining (EDM) and Learning Analytics (LA). EDM is
concerned with developing tools for the discovery of patterns in educational data [15].
LA is concerned with the measurement, collection and analysis and reporting of data
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about learners to understand, to optimize learning and the learning environment [9].
Learning analytics can be used to understand students’ behaviors in learning man-
agement systems.

Especially log data in Moodle can be used as a basis for creating educational data
which gives us the information about students’ online behavior. In all LMSs, every
student posses’ digital profile, and every student can access the LMS by using their
personal account. All activities performed by the students are saved in log files. Col-
lected log data provide a descriptive overview of human behavior. Simply observing
behavior at scale provides insights about how people interact with existing systems and
services [4]. Generally observational log studies contain partitioning log data; by time
and by user. Partitioning by time helps us to understand significant temporal features,
such as periodicities (including consistent daily, weekly, and yearly patterns) and sharp
changes in behavior during important events. It gives an up-to-the-minute picture of
how people are behaving with a system from log data by comparing past and current
behavior. It is also interesting to partition log data by user characteristics [4].

Recently there are many studies in the literature about log analysis in e-learning
environments. In [14], authors explain educational data mining with a case study on
Moodle logs for visualization, clustering and classification purposes. Another study
about log analysis on e-learning systems demonstrates the disengagement of the stu-
dents by looking their online behavior [3]. In [11], authors use learning analytics for
monitoring students’ online participation from Moodle logs and discover frequent
navigational patterns by sequential pattern mining techniques. In study [2], clusters are
used for profiling the students according to their learning styles as deep learners and
surface learners with the help of Moodle log data. The study [7] aims to detect the
relationship between the observed variables and students’ final grades and to find out the
impact of a particular activity in an LMS on the final grade considering also other data
such as gender. In [10], authors used Excel macros to analyze and visualize Moodle
activities based on metrics such as total page views, unique users, unique actions, IP
addresses, unique pages, average session length and bounce rate. The study [8] inves-
tigates the impact of students’ exploration strategies on learning and proposes a prob-
abilistic model jointly representing student knowledge and strategies based on data
collected from an interactive computer-based game. The study [13] analyzes log data
obtained from various courses of an university using Moodle platform together with the
demographic profiles of students and compares them with their activity level in order to
find how these attributes affect students’ level of activity. In [12], authors suggest an
analytics package which can be integrated with Moodle, to fetch the log files produced
from Moodle continuously and produce the results of learning trends of the students.
Some studies like in [5], use log data for the grade prediction by using decision trees.

In our study we focus on the engagement of the students by evaluating number of
their activities and we make grade prediction upon these activities. The purpose of this
study is to predict students’ success in terms of grade and also to figure out the students
who are about to drop out. Differently from the above mentioned studies, in this paper
we use one years’ data to predict the next year. The paper presents overall steps of the
analysis of Moodle log data by using several data mining methods and tools as a case
study. The second section defines the used methodology for the analysis, while the third
section gives results and discussion, finally the last section is the conclusion of the paper.
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2 Methodology

Generally e-learning data mining process consists of four steps like in the general data
mining process: (1) collect data, (2) pre-process the data, (3) apply data mining,
(4) interpret, evaluate and deploy the results [14]. When the log files are considered for
data mining pre-processing part is more complicated because of the structure of the log
files. Log files contain one row for each activity in the system, so for the user based
analysis logs should be filtered and the data should be transformed into a data frame
based on user and number of each activity of the user. In Fig. 1 we give the
methodology describing the work flow of the steps used for the case study.

2.1 Data Collection

For the study, two log files are taken from Moodle which is installed and used at the
Faculty of Computer Science and Engineering at the University of Ss. Cyril and
Methodius in Skopje. Log files were extracted in .csv format and they contained all
activities of the students from a one semester bachelor’s degree course of User Inter-
faces at two academic years; 2016–2017 and 2017–2018. Teaching process was
designed as blended learning. Moodle was used to support classroom teaching to
distribute course material, lectures, homework, laboratory exercises and to provide
discussion through the forums. A total of 260 students registered with Moodle for the
course of User Interfaces for the first year and 206 students for the second year.

The standard retrieved fields in the log files are: Time, User full name, Affected
user, Event context, Component, Event name, Description, Origin, IP address. The
retrieved data for the academic year 2016–2017 was composed of 161.007 rows, for the
academic year 2017–2018 was composed of 165.000 rows each with a filled value in
every of the above-mentioned column fields.

Data collection

Data Pre-processing 

Data Transformation

Data Integration

Data Exploration

Statistical Analysis of Data

Classification of Data

Prediction 

Fig. 1. Flow chart of the used methodology.
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Separately, another file is used which contained scores and grades of the students
from the course for both academic years.

2.2 Data Pre-processing

Several pre-processing steps are applied to the log files, to keep on relevant and correct
information. The first step was to convert all Cyrillic letters found in the original log
files into Latin letters, as they were not recognized by R packages. The second step was
to remove the actions logged by instructors and administrators selectively by filtering
them using sqldf package [6], as we want to analyze only the students’ actions. Log
data produced by the system is also removed by filtering the data where component
field is system. Required fields are extracted and duplicate records are removed. The
number of remaining rows after filtering is 144.522 and 146.711 for the first and the
second file respectively.

As the last step, userID and moduleID from the description field is filtered so we
generated new columns for userID to be used instead of user full name to provide
anonymity of the data.

2.3 Data Transformation and Integration

For data transformation sqldf package which allows complex database queries is used
in RStudio. Raw data was consisting of Time, User full name, Affected user, Event
context, Component, Event name, Description, Origin, IP address. After filtering and
transformation, we created a table with the fields given in Table 1.

Transformed data is integrated with the data containing course grades. Table 1 is
updated by adding one more attribute “Grade”. Grades are in the range of 5–10 where 5
represent failure of the student, while 10 is the highest score.

Table 1. Attributes after data transformation.

Name Description

UserID ID number of the student
Visits Total number of visits by the student
Quizzes Number of quizzes taken by the student
Assignments Number of submitted assignments by the student
ForumCreated Number of forum creations by the student
ForumView Number of forum views by the student
CourseView Number of course views by the student
FileSubmission Number of file submissions by the student
GradeView Number of grade views by the student
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2.4 Data Exploration and Statistical Analysis

The results of this step are obtained by using the sqldf package and the lattice package
in R Studio and also with WEKA software.

In a previous study [1], we explored 2016–2017 data in details by visualizing views
of lectures for each week, views of lab exercises, total visit frequency, distribution of
the grades, quiz, assignment, forum, file submission, grade view frequencies and dis-
tribution of weekly visits. Here we just give the summary statistics of both years’ data
and correlation matrices of visits, quizzes, assignments, forum creations, forum views,
file submissions, grade views with the course grade as they show us the similarity of
the activities and correlations of both years. Also, we tried to use those summary
statistics (5-point summary of data) for classification when labeling the classes. Stan-
dard discretization/binning methods in WEKA could not be used, because the data of
the next year has different summary statistics. This is why 5 point summary of the data
is important for both of the years’ data.

Correlations are found by using Pearson correlation test. Equation 1 gives the
formula for Pearson correlation coefficient which calculates the correlation between
two variables X and Y. The value of the Pearson coefficient is always between –1 and
+1, where r = –1 or r = +1 indicates a perfect linear relationship, where sign indicates
the direction, while r = 0 indicates no linear relationship.

r ¼
P ðx� �XÞðy� �YÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P ðx� �XÞ2
h i P ðy� �YÞ2

h ir ð1Þ

2.5 Classification of Data

Classification is a supervised learning method which uses labels to group the data. The
attributes of both years shown in Table 1 are labeled in terms of LOW, MEDIUM,
HIGH; or in terms of YES and NO. For the labeling process 5 point summary statistics
of the data is used. The attributes Visits, Assignments, Course views and Forum views
are labeled as LOW if the value is between min to Q1, MEDIUM if the value is in
between Q1-Q3 and HIGH if the value is in between Q3-max, where Q1 represents the
first quartile and Q3 represents the third quartile of the data attributes in 5-point
summary statistics. The attributes Forum created and Grade view are labeled in terms
of YES or NO as their number is very low and their first quartile values are 0. So, all
activities of the students are labeled with in their study year.

The grade attribute in the first data file are left in form of numbers 5, 6, 7, 8, 9 and
10 just changed from numeric to nominal by using WEKA’s NumericToNominal
function so that the text values of the grades are considered. The grade attribute is set as
the target attribute to be predicted.

We also tried the model with the labeling of the grades in terms of FAIL, GOOD
and EXCELLENT, and in terms of PASS and FAIL to compare the accuracy of the
model in different number of labels.
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2.6 Prediction

The data from 2016–2017 is used as training data to generate a model and this model is
used to predict the grades of the next year. In this step WEKA is used. For the
classification, J48 Decision Tree (DT), Bayesian Network (BN) and Support Vector
Machine (SVM) algorithms are applied. In all cases the model is trained with 10 fold
cross-validation. After training the first data file with above mentioned classification
algorithms, it is saved as a model in WEKA; so this model can be loaded and used any
time on a test data set. The second file for 2017–2018 data also contained grade
attribute. The content of this attribute is changed by a “?” and this file is used as a test
set. So, the created model from the first-year data is used to predict the grades of the
second year by using DT, BN and SVM. In the end the grades generated by the model
and the real grades are compared.

2.7 Evaluation of the Predictions

Evaluation of the classification models are done in terms of True Positive (TP) rate,
False Positive (FP) rate, Precision, Recall and F-Measure parameters for the algorithms
DT, BN and SVM. After the models are created and applied on the test data in WEKA,
results are given in form of confusion matrices for the predicted data vs. real data.
Confusion matrices contain Recall and Precision parameters. In the end three classi-
fication models are compared in terms of overall accuracy and Kappa Index values.

3 Results and Discussion

In the complete process we used two software; RStudio and WEKA which are both
open source under GNU. RStudio is a development interface for R language which
allows easy manipulation of data. WEKA is useful in terms of its ready interface, which
contains machine learning algorithms for data mining tasks.

3.1 Exploratory Data Analysis of Student Activities

Tables 2 and 3 gives the summary statistics of data in years 2016–2017 and 2017–2018
respectively. Summary statistics contain 5-point summary of the data which is mini-
mum value, first quartile, mean, third quartile and maximum value; and additionally
median value.

Table 2. Summary statistics of 2016–2017 data.

Visits Quizzes Assignment Forum
created

Forum
view

Course
view

File
submission

Grade
view

Grade

Min 1 0 0 0 0 0 0 0 5
Q1 206.8 1 7 0 3 45.75 7 0 5
Median 281.5 2 11 0 7 65.50 11 1 6

Mean 301.9 1.938 10.87 0.1769 11.7 71.8 10.87 2.85 6.77
Q3 390.2 3 15 0 14 93.50 15.00 3 8

Max 1188 5 25 5 77 256 25.00 74 10
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Figure 2 shows the activities of the students in terms of grades for the year 2016–
2017. To generate this graph grades are grouped in terms of PASS and FAIL. The blue
color represents the failed students while the red color represents passed students.
Figure 3 shows the data when grades are classified in terms of numbers from 5 to 10.

Table 3. Summary statistics of 2017–2018 data.

Visits Quizzes Assignment Forum
created

Forum
view

Course
view

File
submission

Grade
view

Grade

Min 1.0 0 0 0 0 0 0 0 5
Q1 258.2 7 7 0 2 66.25 7 0 6
Median 362.5 11 12 0 5 95.00 12 1 4

Mean 402.5 9.53 11.35 0.01 8.28 106.03 11.35 3.64 7.3
Q3 494.8 13 16 0 11 127.75 16 4 9

Max 2853 15 31 1 63 531.00 31 52 10

Fig. 2. WEKA output of 2016–2017 data with two classes (Pass/Fail).
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Figures 4 and 5 gives the correlation matrices of 2016–2017 and 2017–2018 data
respectively.

Fig. 3. WEKA output of 2016–2017 data with six classes (5, 6, 7, 8, 9, 10).

Fig. 4. Correlation analysis of 2016–2017 data.
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Comparison of the correlations is given in Table 4. The higher correlation is found
in Assignment, Total visits and Course views. Correlations in first and second year data
are close to each other. This is why previous year’s data can be used for predicting next
year’s grades. We can assume that students behaving similarly will receive similar
grades.

Fig. 5. Correlation analysis of 2017–2018 data.

Table 4. Correlation of attributes with the grade.

Attributes Correlation coefficients
2016–2017 data 2017–2018 data

Total visits 0.55 0.51
Course view 0.43 0.54
Forum view 0.20 0.19
Forum created 0.04 −0.07
Quizzes 0.38 0.68
Assignment 0.69 0.72
File submission 0.69 0.72
Grade view 0.23 0.21
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3.2 Prediction

As we found positive correlations between all Moodle activities except the forum
creations in second data set; and the course grade as a success measure, we can use this
data for modeling. The first file with 2016–2017 data is selected as training set to create
the model.

At the first step the model is created by using J48 decision tree algorithm when
grades are scaled from 5 to 10. The model is trained with 10 fold cross-validation.
Table 5 shows the evaluation of the model with 6 classes for the grade. Overall
accuracy of the model is 42.7% while TP rate for the failed students is 68.6%. The
model with 6 classes works well for two classes: 5 and 10 only, and could not predict
the grade 9 at all.

When the grades are labeled into three classes, such as FAIL for grade 5, GOOD
for grades 6–7–8 and EXCELLENT for the grades 9–10; overall accuracy of the model
increases to 71.5%. Table 6 shows the evaluation of the model for 3 classes, but TP
rate for the FAIL class decreases to 67.1%.

When the grades are labeled into two classes, such as FAIL and PASS, overall
accuracy of the model increases to 86.5%. TP rate for the FAIL class decreases to
65.7%. Table 7 shows the evaluation of the model for 2 classes.

Table 5. Evaluation of training data set - J48 decision tree with 5 classes.

Class TP rate FP rate Precision Recall F-Measure

5 0.686 0.179 0.585 0.686 0.632
6 0.290 0.217 0.295 0.290 0.293
7 0.529 0.230 0.360 0.529 0.429
8 0.000 0.040 0.000 0.000 0.000
9 0.000 0.000 ? 0.000 ?
10 0.750 0.067 0.545 0.750 0.632
Weighted Avg. 0.427 0.156 ? 0.427 ?

Table 6. Evaluation of training data set - J48 decision tree with 3 classes.

Class TP rate FP rate Precision Recall F-Measure

FAIL 0.671 0.105 0.701 0.671 0.686
GOOD 0.824 0.428 0.718 0.824 0.767
EXCELLENT 0.405 0.028 0.739 0.405 0.706
Weighted Avg. 0.715 0.277 0.717 0.715 0.706
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As it can be seen from Tables 5, 6 and 7; having less classes increase the overall
accuracy of the model and precision of the failed grades as well, but the TP value of
FAIL class decreases slightly.

We can conclude here that the activities in the learning system are not giving the
complete picture of the effort and the grade for the students who passed. But on the
other hand it is good measure for the prediction of failed students. For the prediction of
real grades, other parameters from the course and the students should be considered,
not only online activities. To provide higher overall accuracy for the model, we decided
to use 2 classes and we trained the J48 decision tree model with two classes, and got the
predictions for the second-year data. Confusion matrix of the test data predictions is
given in Table 8. Overall accuracy of the predictions is calculated 89.32% with Kappa
index 0.701 for the test data when we compared with the real grade results.

We applied the same procedure by using Bayesian Network and Support Vector
Machine classification algorithms. Tables 9 and 10 show the confusion matrices for the
prediction on the test set.

Table 7. Evaluation of training data set - J48 decision tree with 2 classes.

Class TP rate FP rate Precision Recall F-Measure

FAIL 0.657 0.058 0.807 0.657 0.724
PASS 0.942 0.343 0.882 0.942 0.911
Weighted Avg. 0.865 0.266 0.862 0.865 0.861

Table 8. Confusion matrix for the predicted data vs. real data with Decision tree algorithm.

Real/Predicted PASS FAIL Classification overall Precision

PASS 147 10 157 93.63%
FAIL 12 37 49 75.51%
Truth overall 159 47 206
Recall 92.45% 78.72%

Table 9. Confusion matrix for the predicted data vs. real data with Bayesian Network
algorithm.

Real/Predicted PASS FAIL Classification overall Precision

PASS 146 10 156 93.59%
FAIL 13 37 50 74.00%
Truth overall 159 47 206
Recall 91.82% 78.72%
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In the end Table 11 gives the comparison of the accuracies of three different
classification algorithms on the training set and on the test set. The best accuracy is
achieved with J48 Decision Tree algorithm (89.32%) on the test set.

4 Conclusion

This study explains all steps of Moodle log data analysis from raw data to the pre-
diction of new data by using different classification algorithm. Data is taken from a
bachelor degree course for two different years. The results show that activities in
learning management system have positive correlations with the student success in
terms of grade.

The main purpose of the study is to predict students’ success and figure out the
students who are about to drop out. Differently from many existing studies, we used
one year’s data to predict the next year’s success; so that the drop outs of the students
could be recognized in advance.

When the DT model is used with all grades from 5 to 10, it could not predict all the
grades accurately. But the most sensitive group of the students (failing ones) with grade
5 were predicted with a high accuracy. Predicting the students who are about to drop
out would help instructors to take precautions. Accuracies with passing grades are quite
small it means system activity level is not significant on the exam score but it is
significant on passing or failing the course. Because of that for predicting all grades
accurately learning styles, cognitive styles and study habits of the passing students
could be considered in the future studies.

Table 10. Confusion matrix for the predicted data vs. real data with SVM algorithm.

Real/Predicted PASS FAIL Classification overall Precision

PASS 155 33 188 93.59%
FAIL 4 14 18 77.78%
Truth overall 159 47 206
Recall 97.48% 29.79%

Table 11. Comparison of classification methods.

Classification method Evaluation of the model
on the training set

Evaluation of the
prediction on the test set

Accuracy Kappa Index Accuracy Kappa Index

J48 Decision Tree 86.50% 0.693 89.32% 0.701
Bayesian Network 85.00% 0.624 88.83% 0.69
Support Vector Machine (SVM) 86.15% 0.64 82.04% 0.348
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We applied DT model also with three and two labels, and we saw that two labels
give the best accuracy overall. By using these two labels we also created BN and SVM
models for classification. Accuracy results on the test sets show that DT had the best
accuracy on the prediction,

Additionally this study gave us opportunity to try two different tools: RStudio and
WEKA which are very popular in data science and to see advantages and disadvan-
tages. We preferred RStudio in pre-processing and visualization as it gives great
support for executing SQL queries for data transformation. For the application of
decision tree algorithm and prediction we used WEKA as its interface is very simple to
set training and test data sets.

In the future, to obtain a model which can predict the grades in a complete scale;
different modeling methods can be used. In this study the models were created by using
9 data attributes, in the future more data attributes can be included in the analysis. Also
analyzing online activities in a weekly manner and measuring the impact of activities in
the first few weeks of the semester could be done as a future work, so the early
prediction of drop outs might be useful for further prompt actions.
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Abstract. The ubiquity of modern sensor nodes capable of network-
ing has incentived the development of new and intelligent embedded
devices. These devices can be deployed anywhere and by connecting with
each other they form a wireless sensor network (WSN). WSN add a new
dimension to the world of information which enables the creation of new
and enriched services widely applied in different industrial and commer-
cial application areas. The subject of this paper is comparison of different
techniques for reduction of overall energy consumption in WSN. Many
techniques try to reduce the amount of data sent by the sensor nodes by
predicting the measured values both at the source node and at the sink
(base station). By doing that, transmission would only be required if the
predicted value differs from the measured value by a predefined margin.
The algorithms presented here treat the sensor data as part of a time
series. They provide great reduction in power consumption and do not
require any a-priori knowledge.

Keywords: Wireless sensor networks · Dual prediction scheme ·
Energy saving

1 Introduction

Wireless sensor networks (WSN) generate space and time progressions of the
quantities they measure. If their nodes periodically transmit data, then a signif-
icant traffic overhead will occur and the network’s lifespan will be rather short.
To overcome this problem, several techniques for data reduction have been pro-
posed. These techniques aim to reduce the overall traffic load of the network and
save substantial amounts of electrical energy.

Data reduction techniques can be divided into three groups: data compres-
sion, data prediction and techniques for in-network data processing. This paper
deals with the problem of in-network data prediction. The strategy presented
here aims to reduce traffic load and save on energy costs while still maintaining
low error margins and high rates of accurate predictions. The presented strategy
is called dual prediction scheme, because it uses the same model to predict the
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sensor data both at the source sensor node and at the base station simultane-
ously. Three different algorithms for data prediction are proposed, simulated and
evaluated against four independent data sets. Results show that this strategy can
save up to 90% of energy. The rest of this paper is organized as follows. The next
section continues by going further in depth with the problem of data processing
and describes the different techniques developed so far. The third section covers
the algorithms proposed. The fourth section gives an overview of the simulation
process and it’s results. In the last section these results are analysed and a final
summary is given at the end.

2 Data Prediction Methods

Keeping in mind the limitations of sensor nodes in WSN, the periodical transmis-
sion of measured data to the base stations is not a straightforward task. Because
of the limited memory space, the nodes can only save a certain amount of data
and because of their limited computing abilities they cannot compute complex
or long mathematical operations. The biggest issue however, is the energy con-
sumption. In most part, energy is spent by communicating with other nodes.
To increase the nodes’ lifespan the communication should be reduced. Many
techniques have addressed this issue, Fig. 1 shows a brief overview.

Intelligent data processing

Data prediction Data compressionIn-network processing

Time series predictionStochastic approach Algorithmic approach

Fig. 1. Overview of data processing techniques

As seen on the figure, the data processing techniques are grouped in three
groups: data compression, data prediction and techniques for in-network pro-
cessing.

In-network data processing is useful only in situations where the original
measured data values are not needed and an aggregated value can suffice. In-
network processing is executed when the original data arrives at the base station.
The base station can then aggregate (compute minimum, maximum, average,
sum or some other function) the many data values the sensor nodes transmit to it.
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By doing that, the base station then communicates only with the aggregated
value, thus saving as many transmissions as many original values have been
sent.

Data compression techniques use some kind of scheme to encode the sensor
data in such a way that the encoding will decrease the overall memory space
of the data while still leaving it in such a state that they can be decoded in
their original values (or as close to their original value as they could possibly be)
in the future. These techniques can be applied when the data is not needed in
real time and the encoding and decoding processes are easy to implement. An
example of WSN solution utilizing a data compression technique can be found
in [10].

Data prediction techniques are most often implemented through the dual
prediction scheme. In that scheme the same model (or algorithm, both terms
are used interchangeably) is simultaneously being used to predict measured data
both at the source node and at the base station. It should be noted that the
base station predicts the data for all the sensor nodes it oversees. Both devices
should implement the same model so that they execute the same predictions. If
the model prediction at the base station is satisfactory i.e. is within a predefined
threshold limit, then the predicted value will be accepted and treated as if it
was the real, measured value. If however, that is not the case i.e. the prediction
differs from the measured value more than the defined threshold limit, then an
error has occurred and the real, measured value is transmitted from the source
node to the base station. Because both the node and the station execute the
same model, both of them will know when an error occurs and a transmission
should be expected. Using this scheme, whenever a correct prediction has been
made, a node will not transmit a data value and the traffic load shall thus be
reduced. Using the same model as the source node, the base station will be
able to reconstruct the measured data with a certain precision. Periodically, the
models should be validated and updated so that the correctness of a model does
not diverge. Once again, keeping in mind the nodes’ limitations, a model for
data prediction should follow these two guidelines:

1. The model should execute fast, large time complexity is not suitable for the
small computing power the nodes posses.

2. The model should also keep track of the memory and should not save many
measured values upon which the predictions will be made.

The model complexity will not affect the energy savings as much as it’s ability
to correctly predict the data value. In [1], chapter 4.2, the authors have conducted
experiments for determining the energy consumption of mica2 and mica2dot
sensor nodes in different working modes. The results are as follows. Mica2 nodes
spent slightly more energy than mica2dot nodes, in all modes. Both nodes show
that slightly more energy is needed to send some data (one byte in this particular
case) than it is to receive the same amount. Energy consumption during normal
CPU mode is two times less than during wireless communication. This is why
much research is put into decreasing WSN transmissions. When a node does
not send or measure data it should be put in hibernation (sleeping) mode. In
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this work mode, the node keeps only one signal line awake on which it waits
for a notification about the occurrence of a certain event. Nodes should spend
as much time as they possibly can in hibernate mode. If for example, a node
only measures and transmits data every 5 min, it should spend the rest 04:59 min
hibernating. The amount of energy needed to keep the node in hibernation is
1,000 times lower than the amount needed for it’s normal working mode.

Data prediction techniques can be further categorized in techniques with
stochastic or algorithmic approach and techniques which treat the data as a
time series. The stochastic approach treats the data as a random process and
creates a probabilistic model of the data which then is used to predict the future
data values. This approach is general and heavyweight for implementation thus
it is very rarely used. Algorithmic approach is used whenever a certain heuristic
can be used for data prediction and is often application specific. The simplest,
most general and easiest to implement, while still maintaining a certain level of
accuracy, are the techniques which treat data as time series. The time series mod-
els offer great transmission reductions, even in cases where no a-priori knowledge
for the data is available.

3 Algorithms for Data Prediction

Times series data prediction in WSN is done in real time and is a great way to
reduce network traffic load. In [9] a comparison analysis of three different models
is presented. Here, a similar analysis will be introduced, between the following
models: simple moving average, single- and double exponential smoothing. The
work of these models will be evaluated for different parameter values and on
different data sets. These and many other models for time series prediction are
described in [6].

3.1 Simple Moving Average

The simple moving average (SMA) model is the easiest to implement as it pre-
dicts it’s values as just an arithmetic mean of the previous M values:

xn+1 =
1
M

×
n∑

i=n−M

xi (1)

This algorithm is always the first choice for predicting time series data or dig-
ital signal processing [8]. It’s simplicity has a very good property, i.e. the SMA
model offers most reduction of white noise in the data. White noise is a random
process i.e. an array of values that are completely random and have no corre-
lation between themselves, and thus they cannot (theoretically) be accurately
predicted. SMA is an optimal solution for minimising white noise influence on
the prediction process.
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3.2 Exponential Smoothing

Predicted time series data consist of two components: prediction function and
random error (white noise):

xt+1 = f(xn) + εn, n = 1, 2, 3, ...t (2)

Because ε is completely random value and introduces an error which can-
not be predicted, the function must offer a solution to minimise it’s effect on
the prediction. That is done by using a smoothing method. Two exponential
smoothing methods will be presented here. An exponential smoothing method
breaks the time series data value into multiple components (if they exist): trend,
period, cycle, error. The error component is represented with an ε in the equa-
tion above. Trend is a long term progression in the series, for example the rise
of average temperature each year in the last 20 years due to global warming
issues. The periodic component consists of a repeating pattern in the values for
a particular period or a season. An example would be the monthly temperature
each year. The cyclic component represents data patterns which are not periodic
or in any way expected but are predictable, for example the temperature will
rise near an exploding volcano; the volcano eruption is an irregular occurrence,
but the increase in temperature after eruption is expected and can be predicted.
Depending on the presence and strength of each of these components, different
methods can be used to model them.

Exponential smoothing methods are useful when the time series exhibit pres-
ence of periodic and/or trend component. The single exponential smoothing
(SES) method assumes that there is not present a periodic component or large
variance in recent time series values. The SES method is essentially weighted
moving average parameterized with a weighting parameter α which can take on
values in the [0, 1] interval. This parameter gives more meaning to the more
recently measured values. The most recent measured value is multiplied by a
factor of α, and for each step further back in the past a multiplier of (1 − α) is
put into effect, so for example, the fourth last measurement will be multiplied
by a factor of α(1 − α)3, the fifth last with α(1 − α)4 and so on. This way, an
equation for predicting the next measurement in moment t - Ft can be deducted:

Ft = αxt−1+α(1−α)xt−2+α(1−α)2xt−3+α(1−α)3xt−4+...+α(1−α)n−1xt−n

(3)
By simplifying this geometric progression, we obtain the following:

Ft = αxt−1 + (1 − α)[αxt−2 + α(1 − α)xt−3 + α(1 − α)2xt−4]
= αxt−1 + (1 − α)Ft−1

(4)

This next equation shows the final, simplified formulas for data prediction with
SES where F are the predicted values and x are the original series:
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F0 = x0

F1 = αx0 + (1 − α)F0 = αF0 + (1 − α)F0 = F0

F2 = αx1 + (1 − α)F1

...

Ft+1 = αxt + (1 − α)Ft

(5)

That way, SES model should only memorize two values: α parameter and pre-
viously predicted value Ft−1. The key point in this model is the value of α. If α
is taken to be zero, than the model will “smooth out” all values, and for each t
the following will be true:

Ft+1 = Ft (6)

If however α is to be given a value of one, than for each t:

Ft+1 = xt (7)

For any other value between zero and one, α will have different effect on the
prediction. Figure 2 illustrates a graphic on which the influence of different α
values over the previously predicted data values is shown. It can be noted that
the greater α is the greater influence is given to the more recent predicted values
and that influence decreases steeper as we go further back in the past.

Fig. 2. Influence of α over the weight of previously measured data values. Illustration
from [6], page 87

SES does not predict so well when there is periodicity in the data. In order to
incorporate the periodical component of the series into the prediction process,
the smoothing needs to be done twice, recursively, and this method is called
double exponential smoothing (DES). DES takes two parameters α and β (again
with values in range [0, 1]) which control the influence of the period component.
Predicting with DES is more complex than it is with SES. The predicted value is
sum of two terms: periodic component and smoothing factor. DES needs to keep
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track of four values: α, β, previous period value Tt−1 and previous smoothing
factor value Ft−1. Mathematically, it is represented as follows:

X̂0 = x0

F1 = x0, T1 = x1 − x0, X̂ = F1 + T1

...

Ft = αxt + (1 − α)(Ft−1 + Tt−1)
Tt = β(Ft − Ft−1) + (1 − β)Tt−1

X̂ = Ft + Tt, t = 2, 3, 4...

(8)

4 Simulation Runs

The algorithms described in the previous section were implemented in Python.
The code is available for download at [7]. The basic method around which the
whole project is organized is the method simulate(series, predictedSeries,
thresholds) which simulates the work of a WSN. The method takes three argu-
ments: original (multidimensional) sensor data, the sensor data that has been
predicted by applying one of the algorithms over the original series and a matrix
of threshold limits. Then, the corresponding elements of the matrices of origi-
nal and predicted data are subtracted and checked if their absolute difference is
within the appropriate threshold limit. As a result the method will return two
arrays containing elements of mean square error and percentage of sufficiently
correct predictions for each threshold combination. These arrays are further pro-
cessed to get the final results and evaluate the performance of the algorithms as
shown in the figures in the next section. Figure 3 shows a perfect inverse rela-
tionship between the values of the two result arrays. Python libraries numpy
and matplotlib were used for figure drawing and data processing. The results
shown on the figures are used for algorithm evaluation. To obtain those figures,
the algorithms were simulated on four real data sets. Those data sets were pre-
processed and cleaned. For some measurements a missing value has been noted
and ignored because in reality wireless communication is not 100% reliable and
package loss can occur.

The first data set (DS1) contains sensor data for air temperature and humid-
ity from 9 rooms in a household generated by a ZigBee sensor network [2]. The
set contains 19,735 measurements from each node measured in 3 min interval in
a period of 4 and a half months. They were originally used to model and predict
energy consumption in the household.

The second data set (DS2) contains meteorological data (temperature,
humidity, pressure, PM2.5 concentration levels, speed and wind direction) for
five Chinese cities: Beijing, Shanghai, Guangzhou, Chengdu and Shenyang. Data
were taken at one hour intervals in the period between 1 January 2010 and 31
December 2015 [4]. This data set has been published as a part of a research
project regarding air quality in bigger Chinese cities. Because many of the
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Fig. 3. Simulation run results of applying SES with α = 0.9 over DS1. Highly negative
correlation between accuracy (left) and error values (right) exists.

measurements are missing for Shanghai, it has been left out of the simulation.
The data for temperature, humidity, pressure and dew point will be used only.

Third data set (DS3) was obtained from “Intel Berkeley Research Lab” [3]
where 54 mica2dot sensor nodes measuring temperature, humidity and light
intensity were deployed. Because many of the measurements are missing for some
sensor nodes, in the simulation only the data available from sensor nodes 16, 17,
18, 19 and 20 will be used. Each of them contains circa 35,000 measurements.

The fourth data set (DS4) was downloaded from the national oceanic and
atmospheric administration center [5] located near “NASA Johnson Space Cen-
ter” in Houston, Texas, USA. The center keeps records of atmospheric parame-
ters in the area near by: air temperature, dew point, water currents, salt levels,
water surface pressure, water levels and other information regarding the wind
and the tides. The simulation executed here will only use the data available for
sea level pressure and air and water temperature.

4.1 Results

The following figures show aggregated simulation run results from applying a
particular algorithm over all four data sets. For example, DS1 consists of 9 sensor
nodes which would generate 9 different accuracy and error values, and in order
to visualize them more compactly their values were averaged. This enables us
to make more generalized observation of the algorithms’ performances. Figure 4
illustrates simple moving average and Fig. 5 the simulations run for the single
exponential smoothing method.

Both figures have parameter values on x axis i.e. order value for SMA and
decaying factor for SES. Figure 4 shows that for each data set except DS4 a trend
in decreasing evaluation metric values with an increasing order can be seen. This
particularly applies for DS1 and DS3.

Regarding SES, DS1 and DS4 show similar results in terms of prediction
accuracy, but diverge from one another when it comes to error values. DS1 and
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Fig. 4. Simulation run results from applying simple moving average over all four data
sets, on the left are the accuracy values and on the right are the error values

DS3 have similar error margins, but different accuracy. DS2 is an outlier from
the patterns exhibited from the other three sets (Fig. 6).

Fig. 5. Simulation run results from applying SES over all four data sets, on the left
are the accuracy values and on the right are the error values

DES shows similar patterns as SES. The x axis shows α and β values which
are always taken to be the same (both for simpler view and in compliance with
previous performance results). In terms of accuracy DES best performs at DS1
and DS4, at DS1 having the least error margin. Other data sets show increasing
errors as parameter value also increases, except for 0.9, when it decreases. This
suggests that for DES either very small (<0.4) or very large (>0.8) parameter
values should be used. Figure 7 shows the effect that α and β have in predicting
with DES. The figure shows DES being applied over DS4 with different α and
β values on x and y axis respectively. Low β values result in low accuracy and
low errors, while high values result in high accuracy and high errors. It can be
concluded that the α values do not affect the performance whatsoever. Figure 7
also shows an inverse relationship between accuracy and error values.
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Fig. 6. Simulation run results from applying DES over all four data sets, on the left
are the accuracy values and on the right are the error values

Fig. 7. Simulation run results of DES being applied over DS4. α parameter has almost
no effect on the outcome of the prediction

5 Conclusion

This paper dealt with the problem of saving energy in wireless sensor networks
by employing dual-prediction scheme for data prediction. A framework for simu-
lation and evaluation of different data prediction algorithm was also developed.
Additionally, a comparison analysis for simple moving average, single and double
exponential smoothing methods was given. The conclusions are as follows.

As the name suggests, the simple moving average is the simplest one to
implement and gives rather predictable results. It performs best when it is used
with a small order value (<4). Single exponential smoothing method keeps track
of only one past predicted value and it’s α parameter. The bigger α is the
better the results are and a value of (0.7 < α < 1) is highly suggested. Double
exponential smoothing method is somewhat complex to implement and requires
much more calculations than the previous two models. It however still keeps
track of only two previous values and two parameters. It was demonstrated that
only the β parameter has an effect on the simulation results, but in isolated
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simulations it was shown that α can in small doses still effect the outcome and
a value very close to β is always recommended. Also, DES shows great results
when very small (<0.4) or very large (>0.8) parameter values are used.

From these analysis it is somewhat hard to say that the performance of
the algorithm depends on the nature of the data, even though there are very
clear patterns that support that argument. Figure 4 most clearly shows that
DS1, DS3 (indoor data) and DS2, DS4 (outdoor data) are clustered in terms
of both accuracy and error values. These clusters are also noticeable in the
smoothing methods’ simulation runs, but they diverge from one another in terms
of accuracy. For a future WSN application in an outdoor data setting, we would
recommend using simple moving average with a low order value (<4) because it
most easily deals with the high fluctuations and variance this type of data most
often exhibits, and for applications regarding indoor data settings, either SES or
DES with large parameter values (>0.8) because they require less memory and
can easily model the slowly changing, low variance phenomena.
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Abstract. The user privacy, in particular, user tracking, has always been a
considerable concern, and moreover nowadays, when we are completely sur-
rounded by Wi-Fi enabled devices (smartphones, tablets, wearables, etc.). These
devices transmit unique unencrypted signals containing information which
includes a device’s MAC (Media Access Control) address. Such signals can be
monitored with a passive attack by using cheap hardware. Since the MAC
address is unique for each device, there is an unquestionable privacy threat to
the devices’ owners. To this moment, the only countermeasure vendors have the
MAC Address Randomization. In this paper, we show that the effectiveness of
this solution, five years after it was introduced for the first time, is insufficient to
prevent Wi-Fi users from tracking. Moreover, the solution itself is not even
widely used.
To validate such conclusions, we have conducted a week-long passive attack

using Single Board Computer (Raspberry PI), and we were able to obtain real-
world sample data (7.522 total wireless probe requests). Thus, we were being
able to: analyze data and count users, notify their presence measure time they
spent in an area, determine the working hours and the busiest day, distinguish
vendors, etc.
The paper also suggests mitigations, including some that may affect the MAC

Randomization implementation itself as well as the user behavior.

Keywords: MAC randomization �Wi-Fi � Passive attack � Privacy � Network �
Single Board Computer

1 Introduction

According to [1], Wi-Fi is the most commonly used wireless communications tech-
nology and the primary medium for global Internet traffic with 13 billion devices in use
in 2018. It is based on the Institute of Electrical and Electronics Engineers (IEEE)
wireless communication standard 802.11 and is present in every mobile device, such as
mobile phones, laptops, tablets, etc. Since every Wi-Fi enabled device is using an MAC
address, and the MAC address is unique for each device, there is a possibility to track
the owner of the device [2]. Some companies are using Wi-Fi to track users in the
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shops in order to obtain shopping behaviors [3–5], whereas examples for tracking
people in urban areas exist as well [6]. However, tracking users raises a significant
privacy issue. The uniqueness of mobility traces is so high that only four spatiotem-
poral points are sufficient to identify 95% of individuals in a population of 1.5 million
individuals [7]. In [8], MAC randomization was proposed as a countermeasure for Wi-
Fi tracking by using a disposable identifier instead of a device’s MAC address. Vendors
started implementing MAC address randomization in 2014 [9]. However, since then,
different attacks appeared capable to defeat the randomization.

In our work, we are investigating how effective MAC randomization is in practice,
five years after the first implementation efforts. For that purpose, we conducted a
passive attack on the IEEE 802.11 by using Raspberry PI with software for monitoring
probe requests. Inspired by the approach in [10], we are analyzing the IEEE 802.11
standard’s probe requests in order to see whether there are random MAC addresses
used by mobile devices during the discovery of AP (Access Points). For the com-
pleteness of the paper, we firstly make a literature review referring to the basic prin-
ciples of the 802.11 standard device discovery and the MAC randomization. Then we
present related work in the field, as well as the attacks on the MAC randomization, is
known so far. Afterward, we explain in detail our methodology and findings. The final
section contains a conclusion - based on our results and the literature review given,
including some suggestions for possible improvements to this concept and the user
privacy in general.

2 Background

2.1 802.11 Standard Device Discovery

When using an 802.11 wireless network (Wi-Fi), before joining the network, mobile
stations must identify whether that network is compatible. As it is specified by Gast
[11, 12], the process of identification of existing networks is called scanning. The case
when a mobile station only listens for a beacon frame sent from the Access Points
(AP) in order to discover them, is called passive scanning. In order to perform active
scanning for a wireless network, Wi-Fi-enabled mobile stations use Probe Request
frames to scan an area for existing Wi-Fi networks [11] (Fig. 1).

Probe Request frame contains information about network capability, RSSI
(Received Signal Strength Indicator) signal, previous SSID (Service Set Identity) [11,
13]. Most importantly, it contains the mobile station’s MAC address. After sending the
Probe Request, the mobile station starts its Probe Timer countdown. During the

Fig. 1. Probe request frame.
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countdown period, it waits for some answers (Probe Response) from AP called. At the
end of the timer countdown, the mobile station processes the answer it has received.

However, if no answers received, the mobile station moves to the next Wi-Fi
channel and sends another probe request. Hence, Probe Requests are sent without being
connected to the Wi-Fi network [14].

On the other hand, the beacon frame, which is one of the management frames in
IEEE 802.11 based WLANs, is sent periodically at a time called Target Beacon
Transition Time (TBTT) in a time unit (TU) - which is a unit of time equal to 1024
microseconds. By default, the beacon is transmitted every 100TU (102, 400 µs) [11].

2.2 MAC Randomization

In order to communicate, every device possesses a MAC address. The MAC address is
considered globally unique. In order to ensure the global uniqueness of MAC
addresses, the first three bytes (prefix) of this address is an Organizationally Unique
Identifier (OUI) which has to be bought by vendors from the IEEE Registration
Authority in order to be used (see Fig. 2). The last three bytes are the Network Interface
Controller (NIC) bytes.

As shown in Fig. 2, one particular bit of interest in the MAC address is the
Universal/Local (U/L). If this bit is set to 1, then it indicates that the MAC address has
been changed by the administrator of the device and is not guaranteed to be unique as
from the factory, but is changed to a local MAC address instead [15]. On the other
hand, this may also be used to create randomized MAC addresses as a measure of
privacy [10].

For a correct implementation, MAC Randomization requires operating system
support as well as correct addresses randomness. In practice, MAC Randomization
means that probe requests no longer use the real MAC address of the device. Since
there is no specification on MAC address randomization, Windows, Linux, Android,
and iOS all have implemented their variants of randomization [10, 16–20].

On the Windows Hardware Engineering Community conference (WinHEC),
Microsoft announced MAC Randomization on Windows 10 as a feature [16], enabling
randomization depending on the hardware and driver support. To ensure randomiza-
tion, Windows uses random addresses for probe requests and also uses random
addresses when connecting to a network [18, 21].

Fig. 2. 48-bit MAC address structure
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MAC Randomization implementation on Windows 10 is not perfect as there are still
ways to bypass it, but when enabled, it significantly improves the end-user privacy [22].

Linux implemented MAC Address randomization during network scan since kernel
version 3.18. In Linux, the Wi-Fi driver generates per burst random MAC Addresses.
Linux has a default duration of 60 s for a random MAC address located in wpa_sup-
plicant [23]. Linux has 3 MAC address policies: use permanent MAC address, use
random MAC address, use random MAC address with maintained OUI. The way that
the MAC randomization is implemented in Linux makes it vulnerable as such [10].

In early 2015, Google introduced the MAC Address randomization as a feature that
was intended to increase user privacy and avoid real-time tracking [17], but it is not
used consistently by all manufacturers [10]. Google’s solution was to rotate a sequence
of pseudo-random addresses while scanning for networks and revealing the real MAC
Address, once the device is connected to the network. The solution features periodical
update of the MAC address to a random value, but most Android devices simply do not
have this feature enabled, even though the majority of them has versions of the
operating system that should allow using it. Troublesomely, Android devices that have
this feature enabled tend to reveal the hardware real MAC Address regularly, even
when they are not associated with the network. As stated in [10], in most of the cases,
this happens when the device is receiving a call, and when the device is turning on its
screen. On the other hand, Android devices can be forced to reveal the MAC address
even when the user disables Wi-Fi or enables Airplane Mode, in the case when
location-service is enabled [10].

With iOS 8, Apple introduced the newly implemented MAC Randomization feature
[24]. At first, they offered MAC Randomization only when the device is not connected
to any network while the device is in sleep mode [18, 19]. The original address is used
when the device connects to a network [18]. As it is shown in [20], later in iOS 9, the
MAC Randomization feature was also extended to use randomization in location and
auto-join scans, which is used for automatic joining to open Wi-Fi hot-spot. Interest-
ingly Apple devices do not transmit Wi-Fi Protected Setup (WPS) fields to indicate any
other sort of model information other than the iOS version [10].

3 Related Work

After the implementation of MAC Randomization, researchers presented several
attacks on how randomization can be defeated. It was shown that the MAC address is
not the only information that can be used for tracking.

One approach was presented in [25] and is related to iOS devices. Namely, the
sequence number field of probe requests was not reset when the MAC address was
changed. This was used for further device tracking.

Then, as it is showed in [23], during active scanning, mobile stations tend to follow
predictable temporal patterns of probe requests, which are sent in short bursts.
Therefore, temporal fingerprints can be created in order to isolate and track the device.
This is done by measuring the temporal distribution of probe requests within a burst
and between bursts. Timing attack that can defeat MAC randomization and therefore
enable device tracking was presented in [26] as well.
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Researchers in [22] suggest another way to defeat MAC randomization. Probe
requests contain so-called Information Elements (IE) in their payload, which contains
information about the capabilities supported by the mobile station. Such information is
enough to track some device. One IE they point out is WPS IE as part of the probe
request, which can allow reverting back to the original MAC address of some device.
Another element they point out is SSID, which is used to specify a network searched by
the device and can be used to identify and track some device. There is also an attack
that advertises SSIDs in order to get association requests from mobile devices known as
Karma attack [27]. This attack uses a fake AP and relies on the SSIDs that the mobile
device broadcasts as part of the probe requests and therefore can allow device tracking.

In [22], they even discovered a predictable field located at the physical layer, which
allows linking together random MAC addresses of the same device. As a result,
although using different MAC addresses, the device can be locked and tracked.

As mentioned in the introduction part, in our research, we are using the approach of
Martin et al. [10], in identifying whether there is MAC randomization. They performed
broad capture and analysis of Wi-Fi traffic in order to determine which device models
and operating systems are using MAC randomization. Martin et al. [10] were using U/L
bit as a starting point to identify MAC randomization. We took in consideration their
findings regarding known prefixes (such as Google’s DA:A1:19 and Motorola’s 92:68:
C3) and regarding iOS’s randomization that is completely random including the 24
OUI bits, where the local bit was always set to 1.

4 Research Methodology

In continuation, we present our research equipment design, data gathering, data col-
lection procedures, results obtained, and data analyses.

The initial objective is identifying if there are devices that are using MAC Address
randomization. During a weeklong survey, we captured 802.11 device probe requests
traffic (which is unencrypted), by using inexpensive commodity hardware and open-
source software.

The experimental setup was established on a semi-public place (premises with a
certain number of employees which are providing services to visitors) where we set our
equipment. Measures were taken in order not to collect other data than needed.
Therefore, for the purpose of our research, i.e., in order to show the effectiveness of the
MAC randomization, our setup did not capture actual user traffic, but only Probe
Requests transmitted from mobile devices. In our case, there were no MAC addresses
that were used for P2P services and Wi-Fi extenders.

4.1 Equipment and Software

We primarily used a single-board computer (SBC) – “Raspberry Pi” with installed
Raspbian, a Debian based operating system for the device, and an individual Ralink
RT5572 USB wireless card. The software that we used is a simple Python script
designed for the purpose of this research. The “tshark” application was also used for the
scanning process.
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4.2 Equipment Setup

The Ralink RT5572 USB wireless card is connected to the SBD USB port. Our Python
script uses the card for the purpose of scanning. “Ralink RT5572” is capable of
working in promiscuous mode, and therefore we can obtain passive scanning, i.e.,
nothing is being transmitted from our wireless card. The script scans the 2.4 GHz band
with a specialized tool called “tshark”. Then it reads the “tshark” output data and sorts
it according to our needs. The collected data is sorted and kept in JavaScript Object
Notation (.JSON) file on the server that makes it easily accessible via web browser or
triggered via hooks.

The set up was capable of collecting packets on a 2.4 GHz band. There is a total of
14 channels in the 2.4 GHz band. In order to have successful data gathering, a full scan
is needed, which will take approximately 3 s or 102,400 µs � 2 � 14 = 2,867,200 µs
[28]. In particular, our setup scans in three intervals, where each interval is 3 s long
(total 9 s) and then writes collected data in a file.

4.3 Questionnaire

In order to achieve the objective of our research, we were also interested in whether
other people have some knowledge of MAC randomization. To get a quick result, we
performed simple research using a questionnaire method where we collected 67
responses. In the interest of conciseness, we asked two questions only:

1. Are you familiar with the term “MAC address randomization”?
2. Are you using MAC address randomization on some of your portable devices?

4.4 Results and Analysis

In this section, we present results and evaluate how much information can be revealed.
With an efficient process, we ignored duplicate sample polls in order to avoid total user
duplication.

A total of 67 people took part in the questionnaire (see Table 1). There is no data
obtained about sex and age.

We can conclude that 58% of the respondents are NOT familiar with the term
“MAC address randomization” and that only 8% replied that they use MAC address
randomization on some of their devices. However, these results indicate that the
majority of people are not familiar with MAC randomization, whereas very few are
actually using it.

Table 1. Questionnaire results

Question Answer
Yes No

Are you familiar with the term MAC address randomization? 28 39
Are you using MAC address randomization on some devices? 9 59
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As shown in Table 2, 7,522 probe requests were captured during the research
period. From those 7,522 requests, we were able to extract 671 MAC addresses.

The next step was to determine how many of the extracted MAC addresses are
randomized, so we would be able to count how many of the devices were using MAC
randomization feature. In order to do that, we checked the U/L bit of every MAC address
captured. Parts of captured MAC addresses with their OUI parts are shown in Fig. 3.

After analyzing the U/L bits, we arrived at the finding that captured MAC addresses
had no U/L bit enabled. Prefixes such as DA:A1:19 or 92:68:C3 were not detected.
This leads towards the conclusion that MAC Randomization feature was not used by
the devices. This means that all captured MAC addresses are unique and therefore, 671
unique devices were identified. Knowing this, we were able to proceed with the
analysis and to obtain more results.

The semi-public place has working hours from 08:00 to 20:00 on Monday-Friday.
Figure 4 shows the number of gathered probe requests between two working days. It
can be noticed that the number of probe requests starts increasing as the semi-public
place starts to work. Then, the number of probe requests decreases by the end of the
working hours, and when the working hours are over a couple of devices are active
only. Later we determined that these are some office Wi-Fi devices.

Table 2. Number of probe requests and MAC addresses during research

Dataset Raspberry Pi

Mac addresses 671
Probe requests 7,523
Time frame Seven days

Fig. 3. OUI part of captured MAC addresses
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Figure 4 shows that by having such measurements, it would be obvious to deter-
mine working hours, even if the researcher did not know the working time. Having
such results in mind, we analyzed and counted probe requests per day during the week
(see Fig. 5).

As a result, it can be determined that although the regular working time of the place
is Monday to Friday, there are some devices active even on Saturday. However, it can
be definitely concluded that there is no activity, i.e., no visitors on Sunday. By ana-
lyzing Probe Requests per day, we were also able to determine that Tuesday is the most
frequent day at the research site with 146 unique MAC Addresses captured.

Fig. 4. Number of probe requests related with working hours

Fig. 5. Number of probe requests per day
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The measured and analyzed results showed that the majority of MAC addresses
repeats during the week. Figure 6 shows one segment from these results, i.e., different
MAC addresses presence at the experimental area for about one hour during the day.
Each MAC address on Fig. 6 is colored with a different color.

Figure 6 clearly shows how one MAC address/device travels, i.e., approaches and
leaves (movements) from the experimental area during the specified period. The
presence is determined through the RSSI (Received Signal Strength Indicator) level
obtained for each MAC address/device. Therefore, we were able to determine when
some MAC address/device is present in the area and how far it is from the AP. It is
essential to mention the comparable data, i.e., during such movement, there was no
indication showing MAC randomization at any time.

Since there was no randomization present and we were able to distinguish indi-
vidual original MAC addresses, during the analysis, we were also able to connect all
collected MAC addresses to the corresponding manufacturer. Randomly generated
MAC addresses would affect such findings. Table 3 shows the number of devices by
the manufacturer and their percentage within the total number.

5 Discussion and Conclusion

The goal of this paper was to show the effectiveness of MAC Randomization as a
countermeasure for tracking users over Wi-Fi, five years after the first implementation
efforts. For that purpose, we conducted a passive attack, which allowed us to collect

Fig. 6. Presence of different MAC addresses at research site

Table 3. Number of devices by manufacturer

Manufacturer Devices %

Apple, Inc. 120 17,9%
HTC Corporation 14 2,1%
LG Electronics 17 2,5%
Motorola Mobility LLC 21 3,1%
Samsung Electro-Mechanics (Thailand) 52 7,7%
Samsung Electronics Co. Ltd 428 63,8%
Xiaomi Comm. Co. Ltd 19 2,8%
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probe requests transmitted from mobile stations. Inspired by an approach of Martin
et al. we analyzed IEEE 802.11 standard’s probe requests in order to see whether there
are random MAC addresses used by mobile devices during the discovery of AP
(Access Points). By using literature review, first, we referred to the most basic prin-
ciples of the 802.11 standard device discoveries and to the MAC randomization. We
also presented related (literature reviewed) work in the field and known attacks on
MAC randomization. Different vendors and operating systems implement randomiza-
tion differently, and therefore, different weaknesses can be exploited. There are known
methods/attacks that can defeat MAC randomization, such as Karma attack, by using
IE fields in probe requests (WPS and SSID), by using different timing attacks, by using
sequence number and by using field located at the physical layer. Moreover, there are
cases with Android devices where real MAC address is revealed when enabling
screen/receiving a call, or even when Wi-Fi is not enabled.

The results we have obtained in our research were surprisingly unexpected. Having
in mind that researchers already discovered that the MAC randomization is imple-
mented by different vendors and that some small percentage of people who participated
in the questionnaire were using it, our expectations were to see some percent of devices
not using the randomization.

However, after analyzing known prefixes and the U/L bit of MAC addresses we
collected, we were able to see that none of the devices used MAC randomization
(related work and literature review did not point out complete randomizations where
U/L bit is set to 0).

As a limitation to our research, we could point out the small number of captured
time frames and extracted MAC addresses in a limited period of time and space.
However, having in mind that no randomization was detected at the specified time
period, we concluded that there was no need to collect probe requests from different
locations at the premises (semi-public place) where APs are also available. Namely, it
would be expected that we would receive the same results at different locations at that
specified period of time.

Since there was no randomization in use, we were able to determine the working
hours of the semi-public place by observing when the number of probe requests
increases and decreases. We were also able to precisely determine when people are
present at the premises during the week and what the most frequent day in the week is.
Such information could give attackers a very good idea about when is right time to
perform different attack activities.

By cross-referencing all the MAC addresses with the correspondent timestamp, it is
obvious to determine that whenever some device is in the area, there would be probe
requests from that device. When the device moves out of range, we will stop receiving
probe requests, so it will be safe to assume that the person who carried that device left
the area and therefore its movement can be tracked.

We were also able to connect MAC addresses with manufacturers. This can also be
very beneficial for attackers. By having such information, attackers would be able to
target specific device/users with a specific approach.

Since there is no randomization used, many other data could be extracted by using
analysis. In this paper, we presented only some of them.
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According to our findings from the literature review, Windows 10 OS offers the
best implementation of MAC randomization so far. During the time period of our
research, we did not have a chance to detect randomization from a device using
Windows 10, although we knew there were some laptops in the premises using Wi-Fi
during the research. This means that users of these devices did not turn on MAC
randomization.

Probe Requests can be transformed into a fingerprint, i.e., can be used to classify
the MAC address uniquely. Having in mind the vulnerabilities presented in this paper
and our findings, it is more than evident that MAC randomization only makes user
tracking harder, but not impossible. Through our research, we were able to prove that
MAC Randomization is not even in use, which leads to the conclusion that there is not-
at-all attack needed in order to track users and to extract different data that some
attacker needs. Having this in mind, we are encouraged to perform the same research
on different and busier sites, as part of our future work, in order to gather data on a
large scale about MAC randomization usage.

As a summary of all of the above as well as our investigations mentioned so far, we
give several suggestions for the future development of the concept.

1. First of all, if implemented, MAC randomization should be enabled by default.
However, after enabling Wi-Fi on the device, users shall be notified about some
obvious downsides of MAC randomization use and therefore give them an option to
disable the randomization if needed.

2. Due to the fact that there are proven cases when Android devices reveal their MAC
addresses when enabling screen/receiving a call, or even when Wi-Fi is not enabled,
vendors must not allow such a situation. In other words, if some option is not
enabled by the user (in this case Wi-Fi), it should not be enabled automatically,
without user approval. Otherwise, it presents a severe threat on security.

3. No matter that almost half of the users in our questionnaire stated that they know
what MAC randomization is, the results from our research showed that users were
not using it at all. (This means that the users themselves are their own greatest
‘enemies’). Hence, user education and awareness are necessary, no matter how
much MAC randomization is safe or not since it is the only protection available at
the moment.
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Abstract. It has been known that a binary code with parameters [n, k, d] does
exist provided that k Hamming balls with diameter d-2 may be fitted in n-
dimensional binary field. This simple bound, known as the Varshamov bound,
relies on the fact that the number of linear combinations of d vectors from a
collection of n vectors cannot be larger than the number of combinations of d or
less elements from an n-element set. In this paper, we present several results that
extend this counting mechanism and improve the binary Varshamov bound.

Keywords: Linear codes � Greedy codes � Lexicodes � Gilbert-Varshamov
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1 Introduction

Given an n-dimensional vector space Fn
q over some finite field Fq, a code C is any

subset of M elements. Let d x; yð Þ denotes Hamming distance between two vectors x
and y, i.e. the number of coordinates in which they differ; then we can define minimum
distance d of a code as d ¼ min d x; yð Þð Þ; 8x; y 2 C; x 6¼ y. We write n;M; dð Þ to denote
a code of M elements and minimum distance d over Fn

q [4].

In this paper we focus on linear codes, where the M ¼ qk codewords form a k-
dimensional subspace in Fn

q . We write n:k:d½ � to denote a linear code of dimension k
and minimum distance d. A linear code C may be defined with a k � n generator matrix
G and n� kð Þ � n parity check matrix H, such that HGT ¼ 0. Throughout the paper,
we will assume that the generator and parity check matrices are in standard form,
namely G ¼ I A½ �, and H ¼ �AT I

� �
.

One of the fundamental properties of the parity check matrix H of a linear n; k; d½ �
code C is that all linear combinations of d � 1 columns of H are independent [4].
Relying on this property we can prove existence of new codes from old. Let
H n; k; d � 2ð Þ denote the set of all n� kð Þ-touples that are linear combination of d � 2
or fewer columns of H. Then C can be extended to a code with parameters
nþ 1; kþ 1; d½ � provided

H n; k; d � 2ð Þj j � qn�k � 2 ð1Þ

In other words, if (1) holds true, then there exists a nonzero vector that is not d � 2
linear combination of columns of H. Adding this vector as a column to H does not
violate the property of linear independence of all d � 1 combinations of columns of H.
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Let V n; dð Þ denote the number of combinations of d or less elements from an n-set,
namely

V n; dð Þ ¼
Xd

i¼0

n
i

� �

ð2Þ

Theorem 1: [Varshamov bound]: A code with parameters n; k; d½ � does exist provided

V n� 1; d � 2ð Þ� 2n�k � 2 ð3Þ

Proof: It is obvious that H n� 1; k; d � 2ð Þj j �V n� 1; d � 2ð Þ. Thus an
n� 1; k � 1; d½ � code can be extended to an n; k; d½ � code. Since V n� 2; d � 2ð Þ�
V n� 1; d � 2ð Þ the n� 1; k � 1; d½ � code can be derived from an n� 2; k � 2; d½ �
code, and so on.

In the following section we present four theorems that improve the Varshamov
bound. The common assumption is that code with parameters n; k; d½ � does exist. It is
also assumed that neither the generator matrix G nor the parity check matrix H are
known. The goal is to extend this code to a code with parameters nþ l; kþ l� 1; d½ �
and codimension n� kþ 1. Throughout the paper we will write iþ ¼ 2 in the index of
summation

P
i¼i0
iþ¼2

to denote that summation index i increments with step 2 starting

from i ¼ i0. The remainder from the division of two integers a and b will be denoted as

amod b, and we will assume that
a
b

� �

¼ 0 when a\b. Other words, if (1) holds true,

then there exists a nonzero vector that is not d � 2 linear combination of columns of H.
Adding this vector as a column to H does not violate the property of linear indepen-
dence of all d � 1 combinations of columns of H.

2 Main Results

We will start with a simple improvement of the Varshamov bound.

Theorem 2: Let the minimum distance d be an even number. Then a code with
parameters n; k; d½ � does exist provided

V n� 2; d � 3ð Þ� 2n�k�1 � 2 ð4Þ

Proof: According to (4) and Theorem 1, a code with parameters n� 1; k; d � 1½ � does
exist. Adding overall parity check, proves the existence of a code with parameters
n; k; d½ �.

It is obvious that for d� n=2, Theorem 2 is stronger bound than the Varshamov
bound (3). However, it only shows existence of codes with dimension better for at most
1 than the Varshamov bound. For example, the Varshamov bound may show existence
of a code with parameters n; k; d½ �, while (4) may show existence of a code with
parameters n; kþ 1; d½ �.
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The following theorem was first published in [6], but with an unnecessary condition
that specifies the parity check matrix H of the n; k; d½ � code be given.

Theorem 3: Any n; k; d½ � code can be extended to a code with parameters
nþ l; kþ l� 1; d½ � provided

Xd�2

i¼1
iþ¼2

l� 1
i

� �

V n; d � 2� ið Þ� 2n�k � 1 ð5Þ

Proof: Letm ¼ n� k. We build the parity check matrixHmþ 1 of the ½nþ l; kþ l� 1; d�
code from the parity check matrix Hm of the n; k; d½ � code by greedily adding columns to
0 � � � 0
Hm

� �

with first row equal to 1. Hence, the resulting matrix Hmþ 1 will have the form

Hmþ 1 ¼ 0 � � � 0 1 � � � 1
Hm Lm

� �

ð6Þ

Let l be the number of columns of
1 � � � 1
Lm

� �

. We are interested in estimating the

number of d � 2ð Þ-linear combinations spanned by the columns of Hmþ 1 whose first

row is 1. If this number is less than 2n�k we can keep adding columns to
1 � � � 1
Lm

� �

.

Each of the combinations must include odd number of vectors i from
1 � � � 1
Lm

� �

and at

most d � 2� i vectors from
0 � � � 0
Hm

� �

. We can choose i columns from
1 � � � 1
Lm

� �

in

l
i

� �

ways and at most d � 2� i columns from
0 � � � 0
Hm

� �

in V n; d � 2� ið Þ ways.

Since Lm and Hm are two disjoint sets, for fixed i we need the product of the two

quantities
l
i

� �

V n; d � 2� ið Þ. Thus, the number of combinations from Hmþ 1 whose

first row equals to 1 is sum over the odd values of i, namely we conclude (5).
To obtain code parameters that satisfy (5), first we must prove existence of a code

with parameters n; k; d½ �. To show the existence of an n; k; d½ � code we can use the
Varshamov bound (3), thus solving one additional inequality, or we can use (5) in
recurrent fashion. With the recurrent method, we use (5) to prove existence of an
n; k; d½ � code. Then we use (5) again for the nþ l; kþ l� 1; d½ � code. The repetition
d; 1; d½ � code can be used as stopping criterion for the recurrent method. It is expected
that the latter method gives better results but requires n� k � d inequalities to be
solved. We should note that in each recurrent step l� 1, thus providing the trivial
lengthening (as defined in [1]). Forcing l� 2 we obtain Elia’s result [3].

Improvement of the Binary Varshamov Bound 67



Next, we will assume that additional information is known about the parity check
matrix of the initial code – the number of columns of H with nonzero first row. We will
use this information to improve Theorem 3.

Theorem 4: Let assume that a code with parameters n; k; d½ � does exist. Let lm�1 be
the number of columns of its parity check matrix whose first row is 1. Then there exist a
code with parameters nþ lm; kþ lm � 1; d½ �, where lm ¼ l

0
m þ l

00
m, provided that l

0
m, l

00
m

satisfy

Xd�2

i¼1
iþ¼2

l
0
m�1
i

� 	 Xd�2�i

j¼0
jþ¼2

lm�1
j

� 	
V n� lm�1; d � 2� i� jð Þ� 2n�k�1 � 1 ð7Þ

Xd�2

i¼0

l
00
m�1
i

� 	 Xd�2�i

j¼ iþ 1ð Þmod2
jþ¼2

l
0
m
j

� 	 Xd�2�i�j

k¼ iþ 1ð Þmod2
kþ¼2

lm�1
k

� 	
V n� lm�1; d � 2� i� j� kð Þ� 2n�k�1 � 1

ð8Þ

Proof: We will assume that Hm ¼ 0 � � � 0 1 � � � 1
Hm�1 Lm�1

� �

is the parity check matrix of the

n; k; d½ � code. Starting from Hm we greedily build the parity check matrix Hmþ 1 by
adding vectors from Fmþ 1

2 . Eventually, Hmþ 1 will have the following form

Hm ¼
0 � � � � � � 0
0 � � � 0 1 � � � 1
Hm�1 Lm�1

1 � � � � � � 1
0 � � � 0 1 � � � 1
L

0
m L

00
m

2

4

3

5

Let nm�1, lm�1, l
0
m, and l

00
m be the number of columns of Hm�1, Lm�1, L

0
m, L

00
m,

respectively. In similar fashion as in Theorem 3 we are interested in the number of
d � 2 or less combinations of columns of Hmþ 1 that result in a vector of the form
1 x1 x2 x3 � � � xmþ 1½ �T . Each combination must include odd number of

vectors i; i� d � 2, from
1 � � � 1
0 � � � 0
L

0
m

2

4

3

5, even number j; j� d � 2� i, vectors from

0 � � � 0
1 � � � 1
Lm�1

2

4

3

5, and at most d � 2� i� j vectors from
0 � � � 0
0 � � � 0
Hm�1

2

4

3

5. Since these matrices are

disjoint set of vectors, the number of d � 2 or less combinations from Hmþ 1 that result
in a 1 0 x2 x3 � � � xmþ 1½ �T vector is

Xd�2

i¼1
iþ¼2

l
0
m�1
i

� 	 Xd�2�i

j¼0
jþ¼2

lm�1
j

� 	
V n� lm�1; d � 2� i� jð Þ
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This proves (7). Next, we are interested in the number of d � 2 or less combinations
of columns of Hmþ 1 that result in a vector of the form 1 1 x2 x3 � � � xmþ 1½ �T .
We will consider two cases:

1. A combination of even number i of columns from
1 � � � 1
1 � � � 1
L

00
m

2

4

3

5 must have odd number

j; j� d � 2� i columns from
1 � � � 1
0 � � � 0
L

0
m

2

4

3

5 and odd number k; k� d � 2� i� j, of

columns from
0 � � � 0
1 � � � 1
Lm�1

2

4

3

5. Then we can add V nm; d � 2� i� j� kð Þ columns from

0 � � � 0
0 � � � 0
Hm�1

2

4

3

5. Thus, the number of d � 2 or less combinations from Hmþ 1 that result

in a 1 1 x2 x3 � � � xmþ 1½ �T vector when i is even is

Xd�2

i¼0
iþ¼2

l
00
m�1
i

� 	 Xd�2�i

j¼1
jþ¼2

l
0
m
j

� 	 Xd�2�i�j

k¼1
kþ¼2

lm�1
k

� 	
V nm�1; d � 2� i� j� kð Þ ð9Þ

2. A combination of odd number i of columns from
1 � � � 1
1 � � � 1
L

00
m

2

4

3

5 must have even number

j; j� d � 2� i, columns from
1 � � � 1
0 � � � 0
L

0
m

2

4

3

5 and even number k; k� d � 2� i� j,

columns from
0 � � � 0
1 � � � 1
Lm�1

2

4

3

5. In addition, we can add V nm; d � 2� i� j� kð Þ columns

from
0 � � � 0
0 � � � 0
Hm�1

2

4

3

5. Hence the number of d � 2 or less combinations from Hmþ 1 that

result in a 1 1 x2 x3 � � � xmþ 1½ �T vector, when i is odd is equal to

Xd�2

i¼1
iþ¼2

l
00
m�1
i

� 	 Xd�2�i

j¼0
jþ¼2

l
0
m
j

� 	 Xd�2�i�j

k¼0
kþ¼2

lm�1
k

� 	
V nm�1; d � 2� i� j� kð Þ ð10Þ

The left-hand side of (8) is sum of (9) and (10).
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Though Theorem 4 looks complex it can be solved recurrently, i.e. first we use (7)
and (8) to secure existence of a n; k; d½ � code with codimension m-1, and then we use it
again and prove the existence of a code with parameters nþ lm; kþ lm � 1; d½ � and
codimension m. We should mention that l

0
m � 1 thus allowing the trivial lengthening,

but l
00
m � 0.

3 Conclusion

We have shown several results that improve the estimate of the number of d linear
combinations from a set of k vectors (1) and thus improve the Varshamov bound. The
Varshamov bound considers the parity check matrix H as set with n elements, wherein
columns of the parity check matrix are considered elements of the set. A linear com-
bination of columns of H is considered a combination of elements of the set. The
problem with this counting mechanism is that two linear combinations may evaluate to
the same vector, but they will be counted twice on the left-hand side of (3). Theorem 3
improves the Varshamov bound by developing a counting mechanism where certain
linear combinations that evaluate to the same vector are counted only once. Theorem 4
improves Theorem 3 and the Varshamov bound by developing more sophisticated
counting mechanism where more linear combinations that evaluate to the same vector
are counted only once. A question that naturally arises in this context is if we can
further improve Theorem 4 by using additional assumptions for the structure of the
parity check matrix of the n; k; d½ � code. For example, we can include the second row of
H in the considerations and assume that the number of columns that start with
0 0 � � �½ �T , 0 1 � � �½ �T , 1 0 � � �½ �T , and 1 1 � � �½ �T is known. Continuing
along these lines, we will obtain a complex system of four inequalities that will
improve (7) and (8). But with each additional structural assumption about H, the
number of inequalities doubles, thus ultimately leading to unsolvable system of 2m

inequalities.
Jiang and Vardy [5], (later improved in [8]) have asymptotically improved the

Gilbert bound by showing that there exist a nonlinear n;M; dð Þ code such that

M� c � 2n

V n; d � 1ð Þ � n ð11Þ

In [2], it has been proved that linear binary n; n2
� �

random double-circulant codes
satisfy the Jiang-Vardy bound. One may ask how Theorem 4 compares with the Jiang-
Vardy bound. We leave this question as open, but we believe that (7) and (8) are better
bound than (11) in terms of proving better code parameters. Our belief is based on the
comparison between the Varshamov bound (3) and the Jiang-Vardy bound (11).
Comparing these bounds, we can observe that the Jiang-Vardy bound is better that the
Varshamov bound for a factor n only when d

n ! 0. However, at the other side of the
spectrum, where d

n ! const, these bounds differ by a constant.
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Abstract. The paper presents a Machine Learning (ML) approach to household
Electrical Energy (EE) consumption prediction. It includes: data preprocessing,
feature engineering, learning a classification model, and experimental evaluation
on one of the largest datasets for household EE consumption – DataPort dataset.
Beside the features extracted on the historical EE consumption, we additionally
analyze weather and contextual-calendar related features. We believe that the
combination of multiple sources of data (calendar, weather, historical EE con-
sumption) provides more information to the model in order to learn better
performing model. The experimental results showed that in all the cases the ML
algorithms outperform the baselines, with the best performing the XGBoost -
achieved 0.69 RMSE score, 0.41 MAE score and 0.67 R2 score which is sig-
nificantly better than the best performing baseline model (the value from 24 h
ago). Additionally, the results show that the largest errors are made for the
weekends, which was expected due to the irregularities in the schedule - trips,
vacations, etc.

Keywords: Energy consumption � Prediction � Forecast � Machine learning �
Deep learning � Household � Day-ahead

1 Introduction

Electrical energy (EE) consumption is essential in our daily life. In recent years, with
the concept of deregulation in the power industry, many challenges have been faced by
the participants in the electricity market. The excessive produce of electrical energy is a
problem because the storage of excess electricity is difficult and challenging. Therefore,
a system that can accurately predict the EE consumption can significantly reduce the
problems with overproduction and storage of the EE. Such system can help to optimize
the production and the consumption of EE. Also, it may potentially decrease the EE
consumption costs for each individual household by better planning the production/
buying the EE in advance.
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The massive deployment of smart grid technologies in the residential sector brings
both opportunities and increased challenges to the load forecasting community. The
electricity consumption can be accessed in close to real time and allows both the
demand and supply side to extract valuable information for efficient management of the
electrical network load.

In this paper we present a machine learning approach to household EE consumption
prediction. The approach includes: data preprocessing, feature engineering, learning a
classification model, and experimental evaluation on one of the largest datasets for
household EE consumption.

2 Related Work

Most of the approaches for prediction of the consumption of the electrical energy can
be classified as conventional statistical methods, machine learning (ML) methods and
deep learning (DL) methods. Statistical approaches usually use mathematical function
to model the load with several input factors. These methods include curve fitting, data
extrapolation and smoothing techniques, and are usually based on the assumption that
the load data have an internal structure. Some examples of statistical based approaches
in the field of short-term load forecasting (STLF) in the literature are: multiple
regression method [15], exponential smoothing [1, 12], adoptive load forecasting [21],
and stochastic time series [13, 16, 20]. However, the load forecasting is a complex
multi-variable and multi-dimensional estimation problem and these approaches are not
always able to find the implicit nonlinear relationship between the load and the
influencing variables. On the other hand, ML methods are able to find some regularities
and patterns in the historical data and use them to forecast the future load consumption.
In the literature, the most common ML algorithms used for STLF are: Support Vector
Machines [17], Random Forest [4, 8] and Artificial Neural Networks (ANN) [11, 12].
In recent years, DL has been a subject undergoing intense study in many fields,
especially in load forecasting. DNN have demonstrated capability to do non-linear
curve-fitting and approximate any complex functions with arbitrary precision. The most
popular artificial neural network architecture for electric load forecasting is back
propagation, as presented in [19, 22, 24].

Extensive and comprehensive review papers on point load forecasting at aggregated
level already exist. However, the literature on individual household load forecasting is
limited. That is because it is widely acknowledged that short-term load forecasting
(STLF) at such granular level is extremely challenging due to significant uncertainty
and volatility underlying the smart metering data. At this level, uncertainty is more
influenced by customer behavior, which is too stochastic to predict. Therefore, the
nature of our challenge is to forecast load with significant uncertainty.

In general, most of the papers present satisfactory results within their research, but
without comparing the accuracy of the used ML methods to standard benchmarks and
existing methods, which is essential in order to prove that the proposed methods
introduces some improvements in the load forecasting field, as stated in [14]. Our
proposed solution in the energy consumption forecast includes a short-term forecast
(day ahead hourly forecasts) for consumer-level consumption (a special forecast for
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each hour of the next day), which has great industrial and economic value. Except
historical electrical load, we take into account other factors that can affect the actual
energy consumption of a residential house, such as weather conditions (i.e. in winter
and summer, a large percent of the electrical power is consumed for heating and
cooling), and the type of day (working day, holiday).

3 Dataset and Preprocessing

In this research we have studied multiple datasets for EE consumption. After the
analysis we chose the Dataport dataset [6], which is one of the largest sources of
detailed, disaggregated customer energy data. The database contains electricity data
collected from more than 1000 households in the US, mainly in Austin, Texas. The
dataset stores the actual measurements of every circuit in these houses, collected by
eGauge devices [9]. Additionally, it contains extensive weather data for the observed
region. Short-term load forecasting is mainly affected by weather parameters, because
heating, ventilation, and air conditioning (HVAC) are strongly dependent on the out-
door temperature, wind speed, humidity, etc.

In the next phase we performed preprocessing of the dataset, including:

– Dealing with instances that contain incorrect values for some of the col-
umns – We came across some negative values for consumed electricity. In
this case, we provided the required value based on values from other
columns. We calculated the total load consumption as sum of the power
drawn from the electrical grid and consumed power from the solar system
grid.

– Dealing with instances that have column values that deviate from the
expected range (outlier values) or lack values for some of the columns – If
the incorrect value referred to some of the weather related variables, we
simply found the true value among the other instances referring to the
same hour of the same day. However, if the value of the load consumption

was incorrect even after the first step, we deleted the instance.
– Dealing with duplicate values for some of the columns - There were some cases

when the measuring devices set in particular households gave the same value over a
longer period of time. This led to a conclusion that there had to be a problem with
the sensor itself. Since we had a dataset and a large number of households included,
we were able to delete all instances referring to those households without substantial
loss of data.

After these steps, the filtered dataset was ready for further processing. The average
load consumption per household over the 2016 and 2017 can be observed in Fig. 1.
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4 Methods

4.1 Feature Extraction

The electrical load consumption is a complex time series driven by multiple factors.
After a thorough analysis, we extracted different types of features: calendar, weather,
interaction and historical load.

The calendar features include seasons, days, calendar data, holidays, etc.
The weather features include temperature, humidity, precipitation intensity and

wind speed, etc. Since the effect of outdoor temperature on load consumption is
obviously significant, we included more temperature related features, such as
temp_beforeX, which represents the temperature of the previous X-th hour, and the
daily average temperature from two days ago.

Interaction features represent the features that are calculated by interaction with
another feature. The hours in different days of a week may result in different load due to
human activities. For instance, there may be lower load in the morning of the weekends
than the other mornings, because people do not have to get up as early as weekdays to
go to work, which results in less load consumption at home. We implemented the
interaction by multiplying two variables.

It is also very intuitive that load consumption is highly related to historic loads. We
included the load consumption values by a single user at the same hour of some of the
previous days, as well as the average values of consumption from all the users included
at the same hours. Based on these previously extracted features, we generated more
statistical input data (for example: standard deviation, median, variance…) out of four
different types of time series, that give new insights into the time series dynamics.

In total we have calculated 96 features.

4.2 Machine Learning Algorithms

We have used the following regression learning algorithms:
Linear Regression [7] is a statistical method that allows us to study the relationship

between variables. It attempts to model the relationship by fitting a linear equation to
observed data. It works by minimizing the total of the square of the errors.

Fig. 1. Average EE load consumption per household for the 2016 and 2017.
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K-Nearest Neighbors (kNN) [5] is a simple algorithm that uses ‘feature similarity’
to forecast values of any new data points. This means that the new point is assigned a
value by local interpolation of the targets associated of the nearest neighbors in the
training set. The distance between the points is measured by Manhattan distance.

Decision Tree Regressor [25] is an algorithm that builds regression models in the
form of a tree structure. It breaks down a dataset into smaller and smaller subsets while
at the same time an associated decision tree is incrementally developed. The final result
is a tree with decision nodes with two or more branches, each representing values for
the attribute tested, and leaf nodes which represent a decision on the numerical target.

Support Vector Machines [23] are very specific class of algorithms, characterized
by usage of kernels, absence of local minima, sparseness of the solution and capacity
control obtained by acting on the margin, or on number of support vectors, etc.

Gradient boosting [10, 11] is a ML technique for regression which produces a
forecast model in the form of an ensemble of weak forecast models, typically decision
trees. It builds the model in a stage-wise fashion like other boosting methods do, and it
generalizes them by allowing optimization of an arbitrary differentiable loss function.

XGBoost [3] is a highly sophisticated gradient boosting algorithm. It has imple-
mented regularization which reduces over fitting and in-built routine that handles
missing values. As well as that, it implements parallel processing which makes it much
faster than other gradient algorithms.

5 Evaluation Setup

We used Root Mean Squared Error (RMSE), Mean Absolute Error (MAE) and R2

score to evaluate the methods. They are defined as follows:

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
n

X

n

i¼1

True� Pr edictedj jð Þ2
s

ð1Þ

MAE ¼ 1
n

X

n

i¼1

True� Pr edictedj j ð2Þ

R2 ¼ 1

P

n

i¼1
True� Pr edictedð Þ2

P

n

i¼1
True� Averageð Þ2

ð3Þ

where n is the number of data samples. Both MAE and RMSE express average model
forecast error in units of the variable of interest – kilowatt hour (kWh). Both can range
from 0 to infinity and are indifferent to the direction of errors. They are negatively –

oriented scores, which means lower values are better. R2 score on the contrary, is
positively - oriented score, where the best possible value is 1. It provides a measure of
how well observed outcomes are replicated by the model.
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The data is collected from 925 households, for a period of 3 years (2015, 2016, and
2017) and partially 2018 (10 months). We sliced the data to three pieces: the models
were trained on a total of 27 months of measured hourly load data, 6 months were taken
for validation (model selection and parameter optimization), and a blind year of test
data was withheld until the final testing of the forecasting capabilities of the models.

6 Experimental Results

Figures 2, 3 and 4 show the RMSE, the MAE and the R2 score for each of the
algorithms respectively. Additionally, we included different baselines for comparison:

– Baseline 1 - provides the average amount of used EE from all the instances in the
training set.

– Baseline 2 - provides the amount of used EE by the specific user 24 h before the
prediction hour.

– Baseline 3 - provides the EE used by the specific user 168 h (1 week) before the
hour of prediction.

– Baseline 4 - provides the average EE used 24 h before the prediction hour.
– Baseline 5 - provides the average amount of used EE 168 h (1 week) before the

hour that we want to predict.

The results show that in all the cases the ML algorithms outperform the Baselines,
with the best performing the Gradient Boost and the XGBoost. The XGBoost achieved
0.69 RMSE score, 0.41 MAE score and 0.67 R2 score which is significantly better than
the best performing Baseline model (last value - from 24 h ago).
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Fig. 2. RMSE comparison of algorithms.
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Figures 4, 5 and 6 show the RMSE, MAE and R2 score achieved for each of the
days of the week. The results are obtained by averaging the errors for all the users for
each day. The results show the ML algorithms significantly outperform the Baseline.
Additionally, the results show that the largest errors are made for the weekends. This
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was kind of expected, because the weekends are more challenging to forecast due to
trips, vacations and irregularities in our everyday life. This suggests using separate
models for the weekends (Fig. 7).
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Fig. 5. RMSE for the Baseline, Gradient Boosting and XGBoost calculated for each day of the
week.
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Fig. 6. MAE for the Baseline, Gradient Boosting and XGBoost calculated for each day of the
week.
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7 Conclusion

The paper presented a machine learning approach to household EE consumption
prediction. The approach includes: data preprocessing, feature engineering, learning a
classification model, and experimental evaluation on one of the largest datasets for
household EE consumption – DataPort dataset. Beside the features extracted on the
historical EE consumption, we additionally extracted weather and contextual-calendar
related features. We believe that the combination of multiple sources of data (calendar,
weather, historical EE consumption) provides more information to the model in order
to learn better performing model.

The experimental results showed that in all the cases the ML algorithms outperform
the Baselines, with the best performing the XGBoost. The XGBoost achieved 0.69
RMSE score, 0.41 MAE score and 0.67 R2 score, which is significantly better than the
best performing Baseline model (last value - from 24 h ago). Additionally, the results
show that the largest errors are made for the weekends. This was kind of expected,
because the weekends are more challenging to forecast due to trips, vacations and
irregularities in our everyday life. This suggests using separate models for the
weekends.

For future work, we plan to apply deep learning approach, in particular Recurrent
Neural Network – which has been shown in the literature to perform very well on time-
series data. Additionally, we plan to perform clustering of the households, and this way
to have different prediction models for different clusters of users. We believe this will
be beneficial and will improve the performance, because there are different types of
users (elderly users that are mostly home, active users that are mostly outside working,
etc.) and it is more challenging to the model to try to learn a model for all these types of
users.
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Fig. 7. R2 score for the Baseline, Gradient Boosting and XGBoost calculated for each day of the
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Abstract. Weighted Pattern Tree (WPT) algorithm is as an extension of the
Pattern Tree (PT) algorithm, which could be used for fuzzy modelling. This
algorithm utilizes the similarity between two fuzzy sets in order to quantify how
much a particular tree model is confident to predict a given class. The Mem-
bership Functions (MFs) play an important role in model induction and thus on
the model’s performance. Therefore, this paper aims to investigate the influence
of different MFs, not only by analyzing different mathematical distributions, but
also to investigate the influence of the number of MFs per attribute used for
fuzzification of the datasets, as well as the different settings of the algorithm in
the area of diatom ecological modelling. The experimental results show that
WPTs with depth 10 using polygonal MFs with high number of MFs per
attribute are excellent for describing the training data, while the models that are
built with low number of MFs are excellent for making predictions for unseen
data. The results from this research can be used for ecological modelling of
diatoms, to classify a given diatom into a particular water quality class.

Keywords: Weighted Pattern Trees � Diatoms � Membership Functions �
Statistical significance

1 Introduction

In many water related studies, the aquatic biologists try to find different ways to
understand and reveal the relationship between the environment and how that envi-
ronment influences on the aquatic organism’s life cycle. Typically, a water quality class
is defined in a certain range of the environmental stress factors in which the organism
belongs. In such studies, the ecological experts usually relay on the data that is col-
lected over period of time, and then they apply statistical methods to reveal any hidden
pattern that can be found in the data. Usually classical statistical approaches such as
canonical correspondence analysis, detrended correspondence analysis and principal
component analysis are used as modelling techniques in this research area [13].
Although these techniques provide useful insights in the data, they are limited in terms
of interpretability, and in most cases they are influenced by the subjective opinion of
the expert.
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With the advancements in computer science, particularly in the area of machine
learning and data mining, where algorithms gain new knowledge from the data at hand,
the algorithms provide better understanding of the data compared to the traditional
statistical approaches. Many machine learning algorithms have provided better inside
look in the data. They also provide models with better interpretability, and at the same
time with improved accuracy. One such group of algorithms are decision trees [12],
which partition the space in order to find the relationship between the input and output
attributes. This could be done using various metrics to measure the benefit of making a
given split, which has impact on the algorithm’s performance. Also, there is a sub-class
of decision tree algorithms that are based on the concepts of fuzzy theory, which are
introduced to further improve the performance.

There is an extensive research effort in developing algorithms based on fuzzy set-
theory, and many of these advancements are inspired by crisp decision trees [12]. For
example, Yuan and Shaw [20] proposed fuzzy decision trees induction using fuzzy
entropy. Janikow [7], Olaru and Wehenkel [11] have introduced other algorithms for
fuzzy decision tree induction. Suárez and Lutsko [14], and Wang and Chen [18] have
presented some optimizations of fuzzy decision trees, while Nikravesh [10] presented
evolutionary computation based multi-aggregator fuzzy decision trees. As successors,
the Pattern Tree (PT) [5] and fuzzy operator tree [19] algorithms offer several
improvements over the previous fuzzy based algorithms. The PT algorithm is able to
retain the traditional tree like hierarchical structure. This algorithm provides opportu-
nity to use different aggregation operators and similarity metrics with the aim to obtain
better results. This is very important in fuzzy modelling because decisions could be
made on basis on multiple-criteria group decision making. There were efforts, mainly
in the area of rule fuzzy induction, to build such algorithms, like in the research made
by Kóczy, Vámos and Biró [8], where they have proposed fuzzy theory concepts to
model complex datasets with different aggregation operators including triangular
intersections and average aggregation operators. The aggregation operators provide
opportunity for multiple-criteria group decision making. This can be also achieved with
the Weighted Pattern Tree (WPT) algorithm [6], which additionally gives weights how
well a given pattern tree represent the corresponding class. Beside the use of fuzzy
aggregation operators and similarity metrics, the algorithm could be applied by using
various MFs.

Therefore, in this paper we experimentally evaluate the influence of the Trape-
zoidal, Triangular and Gaussian MFs on the WPT algorithm using different number of
MFs per attribute over three ecological datasets. These datasets contain 10 input
attributes detailing the abundances of the diatoms found in lake and one output attribute
that describes the ecological status of the lake using certain parameters (in our case:
Conductivity, pH and Saturated Oxygen). Furthermore, we investigate how the com-
plexity and resistance to over-fitting influence on the model’s performance. Models
with different depths (5 and 10) are used for this purpose, as well as the four variants of
the PT algorithm that are described in [5]. These four model variants are obtained by
using various settings in the algorithm. We evaluate the resistance to over-fitting of the
WPT algorithm by calculating the Root-mean squared error (RMSE) between the two
evaluation procedures (in the first experiments the entire data set is used for both
training and testing, while in the second experiments a cross validation is made). In
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order to ensure that the improvement in the performance is statically significant, we use
statistical significance test. For this purpose, we use a two-stage procedure that com-
bines the Aligned Friedman [3] test and post-hoc Hommel test [4], as described in [2].

The rest of the paper is organized as follows: Sect. 2 provides description of the
WPT algorithm and its main building blocks: definitions of the similarity metric,
aggregations operators, as well as the three MFs that are used. In Sect. 3, the dataset
description as well as the experimental setup procedures are described. Section 4
presents the experimental results as well as the conclusions and discussions from this
experimental evaluation. Section 5 concludes the paper and outlines our future work.

2 Weighted Pattern Tree Algorithm

The WPT algorithm uses the same concepts as the pattern tree algorithm. The similarity
metric is also used to weight the confidence of a particular tree to predict a given class.
Before this can be done, the WPT algorithm builds a tree model using aggregation
operators and fuzzy terms from the input dataset. The input values for these fuzzy terms
are obtained by fuzzification as every algorithm based on fuzzy theory requires, which
could be done using different mathematical distributions. In this section, first we will
describe the main concepts that are used in the algorithm, and then we will present how
the WPT is induced.

In fuzzy theory, MFs are used to transform the crisp values or to transfer from the
classical domain to fuzzy domain by a process known as fuzzification. This is an
important part of the WPT algorithm, because the fuzzification has influence on the
performance of the algorithm. The polygonal MFs (triangular and trapezoidal MFs)
have advantages of simplicity, but in many cases datasets consist of smoothed and
nonzero values, which are handled much better by Gaussian MF and thus more
accurate models are produced. Besides the impact of the MF on the model’s perfor-
mance, also it is important how many MF are used per attribute. Namely, each attribute
produce a predefined number of fuzzy terms that could be linguistically labelled.
Therefore, in this paper we don’t just experimentally evaluate the different types of
MFs, but also we make experiments by using different number of MFs per attribute.

Another parameter that plays an important role in increasing the performance of the
algorithm is the similarity metric. Therefore, it is important to consider metrics that will
reflect the dataset properties. In this paper, we use the similarity metric proposed in [5],
which could be used to calculate the similarity between two fuzzy sets A and B defined
in the universe of discourse U as a complement of the root mean squared error metric.
The similarity is computed as

SimRMSE ¼ 1�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

P

n

i¼1
lAðxiÞ � lBðxiÞð Þ2

n

v

u

u

u

t

; ð1Þ

where lA(xi) and lB(xi) are the membership degrees of an element xi in the fuzzy sets
A and B, respectively. The larger the similarity is, the more similar the fuzzy sets are.
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The similarity metric could be used to evaluate the degree of similarity between a
given fuzzy set and the class attribute. These fuzzy sets could be the initial sets that are
obtained with fuzzification. However, they often do not provide best description of a
given class. For that purpose, fuzzy aggregation operators are used in order to combine
the fuzzy sets. There are several categories of aggregation operators, but mainly tri-
angular norms are used as in many other fuzzy algorithms. In this research paper, we
use the Algebraic AND and Algebraic OR aggregation operators. However, in future
our focus can shift towards additional aggregation operators, since they also play an
important role in producing more accurate models.

The induction of WPT starts by fuzzification of the dataset by using a particular
MF. Each attribute is presented by a given number of fuzzy terms. For each of the fuzzy
terms, a pattern tree model is generated. These pattern trees are called as primitive trees,
and also we will refer to them as trees at level 0. However, they are too simple and
could not provide accurate results in making predictions. Thus, by using aggregation
operators, these primitive trees could be aggregated, thus obtaining more complex
models. For that purpose, first, for each primitive tree the similarity between the fuzzy
set that corresponds to the particular tree and the fuzzy set for the class attribute is
calculated. The best primitive tree, which is the tree for which highest similarity is
obtained, is further aggregated with the remaining primitive trees. In this way, the
candidate trees are obtained. We will refer to these trees as trees at level 1. The
candidate tree for which highest similarity is calculated is further aggregated with the
remaining primitive tress, thus obtaining the candidate trees at level 2, and this is
repeated until the tree reaches the predefined depth. In this way, for each class we
obtain separate model tree, and for each of these trees a corresponding weight is
assigned based on the similarity between the fuzzy set that corresponds to the tree and
the fuzzy set for the class attribute. The model trees that are obtained in this way are
simple trees. Besides aggregation of the best candidate tree with the primitive trees that
are not used for making that candidate tree, also there is other possibility where besides
the primitive trees (trees at level 0), also the trees at the remaining levels (levels 1, 2,
etc.) could be considered in the aggregation. In this way, we can distinguish simple
models, where in the aggregation only the trees at level 0 are aggregated with the best
candidate tree, and general models, where the trees at all levels are considered in the
aggregation. The difference between the PT and WPT algorithm is that in WPT besides
generation of a model tree for each class, also a corresponding weigh is associated to
that models. More details about the induction of the PT and WPT can be found in [5]
and [6], respectively.

3 Dataset Description and Experimental Setup

The ecological datasets that are used to experimentally evaluate the influence of the
shape, the number of MFs per attribute and the four different model variants are
obtained from a real measured dataset collected within an EU project for ecological
assessment of Prespa Lake [15]. During the time period of 16 months within the project
timeframe, several physico-chemical parameters are measured. This dataset also con-
tains measurements regarding the biological aspects of the lake, through measurements
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of the diatoms’ abundances. These diatoms live in certain conditions, which are defined
with the range of the physico-chemical parameters. Using the measured data, it is
possible to find the relationship between the diatoms and the physico-chemical
parameters in the environment. In this way, we may find out what are the required
conditions in the environment in which a given diatom can survive. In this study, from
these physico-chemical parameters, we consider three environmental stress factors
whose classification systems can be found in the ecological literature [9, 16, 17].
Conductivity [9], pH [9, 17] and Saturated Oxygen [17] classification systems are
directly related to some measured diatom species in a similar manner like the examples
found in the ecological literature [16]. Since we are using a single target classification
algorithm, which could be used for prediction of a single attribute, while from the
measured dataset we consider three physico-chemical parameters, therefore we make a
separate dataset by considering each of these three parameters as a single target attri-
bute. The diatom ecological datasets consists from 10 input numeric attributes that
represent the relative abundances of the 10 most abundant diatoms in the samples, and
one target attribute that may obtain from 4 to 6 nominal values (different number of
values for each dataset based on the considered target attribute).

As we mentioned previously, in this paper we evaluate these three ecological
datasets and the influence of different number of MFs per attribute (3, 4, 5, 10, 20, 30,
50 and 100). The complexity and resistance to over-fitting of the models are evaluated
by using the four different variants of WPTs, which could be simple weighted pattern
trees (SWPT) and general weighted pattern trees (GWPT) with depth 5 and 10. The
four variants of the WPTs are denoted with: SWPT5 (SWPT with depth 5), SWPT10
(SWPT with depth 10), GWPT5 (GWPT with depth 5) and GWPT10 (GWPT with
depth 10). These four WPT variants lead to different properties and performances of the
obtained models. For example, trees with higher depth (depth 10) would lead to more
complex models but may have higher predictive power, while trees with lower depth
(depth 5) are less complex but may have lower predictive power.

The descriptive classification accuracy, denoted as “Train” in the experimental
results, shows how well the model tree suits to the training data, where the entire data
set is used for both training the model and testing its accuracy. However, in this way we
will obtain high results for the models that are over-fitted. Therefore, it is needed to
estimate how accurate the model is for unseen data. Therefore, we also use the pre-
dictive classification accuracy, denoted as “Test” in the experimental results, by making
10-fold cross validation.

In order to confirm the statistical significance of the obtained results, the two-stage
procedure proposed in [2] is employed, which combines the Aligned Friedman test [3]
and post-hoc Hommel test [4]. In the first stage, non-parametric Aligned Friedman test
[3] is used with so called aligned ranks, which is recommended when the number of
experiments is not too large. The average rank according Aligned Friedman test is
calculated by using Eq. 2, where k represents the number of different settings variants
that could be used, while n is the number of datasets used in the experiments.
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The average rank also considers the total rank for each of these parameters (k and
n), where Xi is the total rank for the i-th dataset, while Xj is the total rank for j-th
settings variant, respectively. For more information regarding the total rank, the reader
is referred to [3]. In ER1 experiment, the number of MFs per attribute is fixed, and the
average rank is calculated by using the three types of MFs and the four model variants,
so k = 12. Similarly, in ER2 experiment, the type of MFs is fixed so k = 32, while in
ER3 experiment the model variant is fixed so k = 24. In this way, the average rank for
each dataset is calculated, and also the average rank over all dataset is calculated by
using Eq. 2.

Next, the obtained rank is compared for significance with a chi-squared distribution
for k - 1 degrees of freedom. The p-value is computed using normal approximations [1],
and if the null hypothesis is rejected, usually with high level of significance, we can
proceed with the post hoc Hommel test [4]. Since the Aligned Friedman test does not
examine the difference among the settings variants, it only shows differences among
datasets. For this purpose, pairwise comparison is performed with a post-hoc procedure
and a control variant is selected, which is the variant with highest rank, as it is indicated
in [2]. The calculated p-value is compared with an appropriate level of significance,
usually 0.05, to compensate for multiple comparisons. Because the post-hoc procedure
adjusts the level of significance for each comparison, adjusted p-values are recom-
mended to be used in order to make fair comparison among p-values.

4 Experimental Results

In this section, the experimental results are presented for the four model variants
(SWPT5, SWPT10, GWPT5, GWPT10), as well as three types of MFs by using
different number of MFs per attribute. The descriptive and predictive classification
accuracies are determined, and also the RMSE between these two measures is calcu-
lated in order to estimate the resistance to over-fitting.

4.1 Performance Analysis

In this section, first, we present the experimental results obtained for the Conductivity
dataset (see Table 1). The experiments with the triangular MF are characterized with
highest peak of descriptive performance when we are using thirty MFs per attribute,
while best predictive performance is obtained with ten MFs per attribute. If we
investigate the different WPTs variants that we have employed, we may found out that
GWPT5 and GWPT10 have highest predictive and descriptive classification accuracy,
which is confirmed by the average accuracy.
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When we are using the trapezoidal MF, the models with highest descriptive and
predictive performance are achieved with hundred MFs per attributes, except for the
descriptive analysis for GWPT5 variant when the best descriptive accuracy is achieved
with twenty MFs per attribute. But, the average accuracy is the same as in the previous
experiment.

For Gaussian MF, the highest value for the model’s descriptive accuracy is when
thirty MFs per attribute are used, while the predictive performance settle the highest
peak between four and five MFs per attribute. In the case of Gaussian MF, the simple
and general WPT variants are similar between each other, but it is interesting that the
average accuracy, again, is highest for the descriptive performance for the GWPT10

Table 1. Evaluation results for the Conductivity dataset by using different number of MFs per
attribute. Train denotes descriptive classification accuracy, while Test denotes predictive
classification accuracy. Underlined results show the models with highest descriptive classification
accuracy, while bolded results show the models with highest predictive classification accuracy.

Triangular membership function

3 4 5 10 20 30 50 100 Avg RMSE

Traina 71.56 72.94 75.23 78.44 77.06 76.61 75.69 72.48 75.00 6.82

Testa 69.09 70.04 71.86 68.61 66.75 67.25 69.05 69.09 68.97

Trainb 73.39 72.94 75.23 79.36 78.90 79.82 76.15 74.31 76.26 8.73

Testb 69.09 69.59 71.41 68.18 65.41 66.77 70.43 66.82 68.46

Trainc 71.10 74.77 75.23 77.98 76.15 76.61 74.31 72.48 74.83 5.93*

Testc 69.09 70.95 71.84 72.36 66.30 66.32 71.36 69.55 69.72

Traind 72.02 74.77 75.23 78.90 77.98 81.19 76.15 74.77 76.38 8.12

Testd 69.07 69.13 70.93 71.90 66.77 65.84 72.29 68.18 69.27

Trapezoidal membership function

3 4 5 10 20 30 50 100 Avg RMSE

Traina 74.31 73.85 72.94 77.06 77.52 77.98 76.15 78.90 76.09 8.10

Testa 69.98 67.73 65.41 71.86 63.53 68.59 68.59 72.27 68.50

Trainb 73.85 73.85 72.94 79.82 79.36 81.19 79.82 82.11 77.87 10.31

Testb 69.07 66.36 64.48 70.95 64.46 67.68 68.14 73.18 68.04

Trainc 73.39 74.31 76.61 78.90 80.28 77.98 76.15 78.90 77.06 8.53

Testc 69.98 69.09 68.20 71.43 64.03 69.05 69.03 74.13 69.37

Traind 73.85 74.77 76.15 80.28 81.19 81.19 80.28 81.19 78.61 11.03

Testd 69.98 67.73 67.29 70.06 63.12 67.68 68.59 72.27 68.34

Gaussian membership function

3 4 5 10 20 30 50 100 Avg RMSE

Traina 71.56 74.77 74.31 77.52 76.61 79.36 75.69 73.85 75.46 8.03

Testa 68.14 70.95 73.27 68.64 67.29 65.45 68.64 64.89 68.41

Trainb 72.48 74.77 74.31 77.06 77.98 81.19 76.61 76.61 76.38 8.55

Testb 69.09 71.41 71.39 67.73 64.91 68.18 70.45 67.21 68.80

Trainc 73.39 74.77 75.23 77.52 75.69 79.36 75.69 73.85 75.69 7.38

Testc 69.55 69.52 72.79 68.64 69.13 66.36 70.00 65.80 68.97

Traind 73.39 74.77 75.23 77.98 78.44 81.19 76.61 76.61 76.78 8.77

Testd 69.07 70.00 71.86 67.25 66.32 69.55 70.45 65.37 68.73
aSWPT5
bSWPT10
cGWPT5
dGWPT10
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variant, while the predictive performance is best with GWPT5. If we examine the
resistance to over-fitting, we can note that best value is achieve with GWPT5 variant
using triangular MF with value of almost 6% error. In the other experiments, various
models obtain 2 to 4% higher error when it comes to resistance to over-fitting.

In Table 2, the experimental results obtained for the pH dataset are presented. The
first part of the table depicts the influence of the triangular MF for which best
descriptive results are achieved using high number of MFs per attribute (fifty and
hundred). On the other side, for predictive accuracy, the models with low number of
MFs per attribute (between three and five) obtain best results.

Table 2. Evaluation results for the pH dataset by using different number of MFs per attribute.
Train denotes descriptive classification accuracy, while Test denotes predictive classification
accuracy. Underlined results show the models with highest descriptive classification accuracy,
while bolded results show the models with highest predictive classification accuracy.

Triangular membership function

3 4 5 10 20 30 50 100 Avg RMSE

Traina 58.26 61.01 62.84 62.84 62.39 62.84 65.60 65.60 62.67 14.78

Testa 56.30 57.12 56.73 48.92 41.49 45.71 48.42 43.85 49.82

Trainb 59.63 61.47 62.84 64.68 66.51 69.27 70.64 71.56 65.83 17.58

Testb 56.30 57.14 57.16 50.74 43.31 43.90 49.81 47.06 50.68

Trainc 60.09 61.93 61.01 63.30 62.39 62.84 66.97 65.60 63.02 13.65

Testc 55.82 53.90 54.44 48.44 44.22 50.80 48.87 47.10 50.45

Traind 61.47 63.30 61.01 65.14 66.51 69.27 73.85 72.48 66.63 17.00

Testd 55.82 54.39 55.80 50.74 45.13 49.42 50.69 48.44 51.30

Trapezoidal membership function

3 4 5 10 20 30 50 100 Avg RMSE

Traina 59.17 60.55 61.93 62.39 65.60 67.43 66.06 65.14 63.53 14.26

Testa 53.01 54.85 54.46 46.58 51.13 50.24 48.42 44.29 50.37

Trainb 59.17 60.55 61.93 63.76 66.97 68.35 70.64 72.94 65.54 16.83

Testb 53.01 54.85 56.73 47.97 50.17 49.35 47.03 46.15 50.66

Trainc 60.55 60.09 63.30 62.39 65.60 65.60 66.06 65.14 63.59 14.82

Testc 52.55 55.30 55.41 46.10 48.42 47.03 50.30 43.79 49.86

Traind 60.55 60.09 63.76 63.76 68.35 69.27 71.10 73.39 66.28 18.26

Testd 52.55 53.90 58.14 47.03 48.38 46.15 47.06 46.13 49.92

Gaussian membership function

3 4 5 10 20 30 50 100 Avg RMSE

Traina 58.72 57.80 61.93 63.30 62.39 59.63 66.97 65.60 62.04 13.16

Testa 55.35 53.01 54.89 53.92 47.94 42.51 49.81 45.17 50.32

Trainb 58.26 57.34 62.39 63.30 67.43 63.76 72.02 71.56 64.51 16.14

Testb 55.35 55.80 55.37 52.99 48.38 41.10 51.65 46.56 50.90

Trainc 59.17 57.80 55.50 63.30 61.01 59.63 66.06 64.68 60.89 12.22*

Testc 53.05 52.51 50.28 53.46 48.40 45.26 47.49 47.49 49.74

Traind 59.63 57.80 56.42 63.76 66.06 65.60 72.02 71.56 64.11 15.82

Testd 53.05 56.71 52.10 52.53 48.38 43.44 50.24 48.40 50.61
aSWPT5
bSWPT10
cGWPT5
dGWPT10
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The simple WPTs obtain best predictive accuracy, while general WPTs are better in
descriptive analysis. The average accuracy in the overall performance analysis for the
triangular MF, placed the GWPT10 and GWPT5 among the best for building diatom
ecological models. WPT with depth 10 are better in ecological modelling than the WPT
with depth 5 based on the model’s descriptive accuracy.

The next MF is the trapezoidal function, for which higher number of MFs per
attribute (from thirty till hundred) give better descriptive performance, while the
models that have low number of MFs per attribute have best predictive performance.
Regarding the WPT variant, the models with depth 5 are worse in both descriptive and
predictive analysis, while both simple and general models with depth 10 are better in
the experimental evaluation. This is confirmed by the average performance analysis,
which puts the SWPT10 as the best model with highest predictive accuracy, while
GWPT10 is best in the descriptive analysis.

And finally, the Gaussian MF doesn’t change the pattern that we found for this
dataset. It attains high descriptive accuracy using high number of MFs per attributes
(exactly fifty) and low number of MFs per attribute for predictive accuracy (between
three and ten). When it comes to depth analysis, again, simple and general WPT with
depth 10 are best for obtaining models with high descriptive and predictive accuracy.
This is confirmed with the obtained average classification accuracy, but compared to
the triangular MF, SWPT10 are best in the case of Gaussian MF. The analysis of the
RMSE regarding the resistance to over-fitting over this dataset, shows lower resistance
to over-fitting compared to the Conductivity dataset (twice much higher error of
12.22%), and the best model variant to build such models is using GWPT5. The other
variants are having 3 to 5% lower resistance to over-fitting.

The experimental results for the last dataset that we used, the Saturated Oxygen
dataset, are presented in Table 3. Here, the triangular MF continues the trend of sep-
aration between the models regarding their descriptive and predictive accuracy, when it
comes to the number of MFs per attribute. In this case, the descriptive accuracy is
higher with higher number of MFs per attribute (more than twenty), while the models
obtained by using low number of MFs per attribute (between three and five) are having
highest value for predictive accuracy. There is no big difference when using simple or
general WPT, even with different depths. That’s why there is not much difference in the
average accuracy, where SWPT5 slightly overruns the other variants for predictive
analysis, while GWPT10 is best in the descriptive analysis.

If we examine the trapezoidal MF, the trend of separating the train and test per-
formance with different number of MFs per attribute stops here. Here, the best models
are obtained when the number of MFs per attribute is higher than 5. When it comes to
model variants, the results are very close, and there is not much difference between the
models with depth 5 and 10. The average accuracy shows that the best model with
highest descriptive accuracy is the same as for the triangular MF, while SWPT10 is
best for obtaining models with high predictive performance.

The best model according to the descriptive performance is the same when using
the Gaussian MF, while best average predictive performance is obtained by using the
GWPT10 variant. Here, there is not much difference between the descriptive and
predictive performance when it comes to number of MFs per attribute. It is noticeable
that for the modes obtained by using more than 5 MFs per attribute, better descriptive
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as well as predictive accuracy is achieved. Here, again, there is no noticeable difference
regarding the WPT variants, both simple and general models with different depths can
be used and they obtain very similar results.

Table 3. Evaluation results for the Saturated Oxygen dataset by using different number of MFs
per attribute. Train denotes descriptive classification accuracy, while Test denotes predictive
classification accuracy. Underlined results show the models with highest descriptive classification
accuracy, while bolded results show the models with highest predictive classification accuracy.

Triangular membership function

3 4 5 10 20 30 50 100 Avg RMSE

Traina 60.70 61.19 63.68 65.67 65.17 62.19 67.66 63.18 63.68 9.53*
Testa 57.00 56.50 55.50 53.50 52.50 53.50 56.00 53.00 54.69
Trainb 60.70 61.69 64.68 67.16 66.17 66.17 68.66 69.15 65.55 11.99
Testb 55.50 56.50 56.50 52.50 54.50 52.00 54.50 52.50 54.31

Trainc 60.70 59.70 60.20 64.68 68.66 62.69 67.66 63.18 63.43 11.76
Testc 57.00 54.50 53.00 51.00 52.00 48.00 52.50 53.00 52.63
Traind 60.20 59.70 61.69 66.67 69.65 69.65 68.66 68.66 65.61 13.70

Testd 56.00 54.50 55.00 53.00 53.50 49.00 52.50 52.00 53.19

Trapezoidal membership function

3 4 5 10 20 30 50 100 Avg RMSE

Traina 60.20 60.70 62.19 65.17 66.17 61.69 66.67 67.66 63.81 11.04

Testa 53.00 53.00 55.00 55.00 56.00 46.00 56.00 52.00 53.25
Trainb 60.20 61.19 63.68 67.66 70.65 64.68 69.15 69.15 65.80 13.07

Testb 53.00 52.00 55.50 57.00 58.00 46.50 54.00 51.00 53.38
Trainc 60.20 61.19 62.19 66.17 66.17 61.69 67.16 67.66 64.05 12.01
Testc 53.00 53.00 56.00 54.50 55.00 43.50 54.50 52.00 52.69

Traind 60.70 61.69 63.68 67.66 68.66 64.68 69.65 69.15 65.73 13.49
Testd 53.50 52.00 56.00 56.50 56.50 44.50 53.50 51.50 53.00

Gaussian membership function

3 4 5 10 20 30 50 100 Avg RMSE

Traina 56.22 57.71 57.71 63.18 65.67 65.67 65.67 65.67 62.19 10.95
Testa 52.00 52.00 49.00 56.00 50.00 53.00 51.00 53.00 52.00
Trainb 56.72 58.21 58.71 65.17 67.66 70.15 69.15 69.65 64.43 13.50

Testb 53.00 52.50 49.50 54.00 52.50 53.00 51.00 51.00 52.06
Trainc 58.71 60.20 61.19 61.69 68.16 65.67 65.17 65.67 63.31 15.19

Testc 52.00 52.50 53.00 51.50 50.50 41.50 42.50 53.00 49.56
Traind 58.71 60.20 58.71 60.70 69.65 70.15 69.15 69.65 64.61 16.52
Testd 54.00 53.50 52.50 50.00 51.50 44.00 43.00 56.00 54.31
aSWPT5
bSWPT10
cGWPT5
dGWPT10
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For the Saturated Oxygen dataset, the resistance to over-fitting is better than for the
pH dataset, and it is worse compared to the Conductivity dataset, peaking lowest error
of 9.53%.

The in-depth analysis found mixed patterns which cannot be distinguished. In order
to test/report statistical significance of the results, next, we present the results from the
two-stage procedure.

4.2 Ranking the MFs and WPT Variants

In this section, we perform ranking by using different number of MFs per attribute,
different types of MFs, and different WPTs variants. The ranking is done by using the
two stage procedure presented in [2] in order to measure the statistical significance of
the obtained results. This procedure combines the Aligned Friedman test [3] and the
post-hoc Hommel test [4]. The results from the ranking are presented in Table 4.

Table 4. The average ranks over the three datasets by using different settings (different number
of MFs per attribute, different types of MFs and WPTs variants). The best rank is bolded and the
model with best average rank is taken as control model for the post-hoc Hommel test. The
rejected null hypothesis based on the Hommel adjusted p–values are underlined, and they
correspond to statistically significant differences between the examined and the control model.

Different
settings

Conductivity pH Saturated
Oxygen

All datasets

ER1 Train Test Train Test Train Test Train Test

3 86.45 40.75 82.16 22.66 83.62 36.21 290.5 91.6
4 73.00 41.41 78.75 18.41 78.96 42.58 230.4 93.2
5 65.66 33.92 69.12 16.92 69.25 37.75 204.6 84.4
10 24.04 36.83 52.62 51.92 46.96 40.00 126.7 132.8
20 28.71 82.75 38.62 68.67 22.96 43.75 91.6 194.7
30 14.16 68.25 37.37 74.08 39.67 78.95 97.5 221.8
50 46.54 35.08 13.38 55.96 21.79 53.14 72.6 152.7
100 49.42 49.00 15.96 78.37 24.79 55.62 82.8 184.6
ER2 Train Test Train Test Train Test Train Test
Triangular 62.95 43.53 38.33 44.17 44.98 35.75 144.6 121.4
Trapezoidal 28.62 53.00 37.87 52.98 38.98 43.58 103.8 148.3
Gaussian 53.92 48.97 69.30 48.34 61.53 66.17 185.0 163.7
ER3 Train Test Train Test Train Test Train Test
SWPT5 71.18 50.71 66.77 52.87 69.25 40.20 204.7 142.6
SWPT10 35.98 58.25 32.12 39.12 31.54 37.75 98.12 131.1
GWPT5 61.54 33.10 68.54 57.27 61.92 64.71 192.5 157.5
GWPT10 25.29 51.94 26.56 44.73 31.29 51.33 88.6 146.7
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The results from this ranking confirmed what we have concluded in the previous
section: higher number of MFs per attribute (thirty for Conductivity and fifty for pH
and Saturated Oxygen datasets) are best for obtaining models with higher descriptive
accuracy, and these results showed as statistically significant compared to the models
built with lower number (three, four and five) of MFs per attribute. Completely dif-
ferent picture can be seen for the models’ predictive accuracy, where lower number of
MFs per attribute, especially five MFs per attribute, are statistically significant com-
pared to the models that are built with higher number of MFs per attribute (higher than
ten). The conducted experiments that include all the datasets confirms this. Another set
of experiments that were conducted evaluated different types of MFs. In most cases, the
results for the triangular and trapezoidal MFs are statically significant compared to the
results for the Gaussian MF. And the final analysis was made to evaluate the different
WPT variants, which confirmed some of the discussion points that we made in the
previous section. In most of the cases simple and general WPT models with depth 10
achieve best predictive and descriptive performance, and they are statistically signifi-
cant compared to the models with depth 5. GWPT10 obtains statically significant
descriptive performance compared to the models with depth 5, while SWPT10 is the
best model in predictive analysis but without statistical significance.

5 Conclusion

In this paper work, we performed extensive experimental evaluation of the influence of
the different MFs on the classification accuracy on diatom datasets using the WPT
algorithm. Beside the influence of the different MFs on the descriptive and predictive
performances of the models, we also investigated the influence of the number of MFs
use per attribute and the different WPTs variants that have different complexities on the
accuracy of the models. The results from the evaluation revealed some interesting
patterns, like best ranked model with highest descriptive classification accuracy can be
obtained using high number of MFs per attribute (fifty) in combination with triangular
MF and GWPT models with depth 10. On the other hand, models built with lower
number of MFs per attribute in combination with Triangular MF and SWPT with depth
5, have highest predictive classification accuracy. These conclusions are based on the
outputs obtained from the two-stage procedure for testing the statistical significance of
the results.

As future work, we plan to investigate other types of MFs, as well as different
similarity metrics and aggregation operators that influence on the classification accu-
racy of the models.
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Abstract. Reddit is a community-oriented social network, where users
can pose questions, share their own views and experiences within subred-
dit communities they have subscribed to, with the possibility that other
users might view, rate and comment on their posts. A recommender sys-
tem plays a crucial role in advancing and steering interactions on social
media platforms, and in the case of Reddit, it performs across many
levels. This study investigates the potential benefits of social media ana-
lytics for improving the quality of recommendations. Five models are
proposed and validated, with a particular focus on improving the recom-
mendations of subreddits that might be of interest to a particular user.
The results reinforce the notion that capturing and fusing diverse set
of features is crucial for confronting the challenges of predicting elusive
phenomenon such as user’s preferences and interests.

Keywords: Social network analytics · Recommender systems · Data
fusion · Network embeddings · Content similarity

1 Introduction

Reddit is a community-oriented social media platform, where users can post
links and their own content, rate and comment on other users’ postings within
thematic communities i.e., subreddits they belong to. The quality and type of
submitted user’s post adhere to the rules set and are controlled by each subreddit
community.

Filtering and relevance-ordering of the posts, comments and subreddits a
user is advised to view or join helps both, active and passive participants deal
with the overwhelming number of shared content. In the era, when popular
social networks silently run intelligent software that acquires huge amounts of
private user data infringing on the boundaries of ethics, Reddit prides itself for
requesting no personal information from its users as they remain anonymous. In
this research, we argue that social media analytics of user-community interaction
network and natural language processing of user content may be employed as a
basis for a recommender system that still respects user’s anonymity.
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A recommender system plays a crucial role in advancing and steering inter-
actions on social media platforms, and in the case of Reddit it could perform
across many levels:

– Subreddit recommendation - new users receive general information about
popular subreddits, while veteran users are notified of new communities that
are expected to be aligned with user’s preferences and interests.

– Post recommendation - personalized ordering of the posts should help each
subreddit’s subscriber focus on the most relevant posts.

– Comment recommendation - a relevance-ordering of comment threads or sub-
threads in line with user’s current and past interest.

The scope of this study is limited to the problem of subreddit recommenda-
tion. Overall, this research has provided insights into the roles different types
of information play in the recommender system under investigation. The anal-
ysis has suggested several directions that can be pursued to extend the current
research.

The next section follows the most related research to trace the new trends
in the field. The five models for improving subreddit recommendations proposed
in this paper are discussed in Sect. 3. Section 4 presents the evaluation results of
testing the models and points to future research directions that could strengthen
our work. Section 5 concludes the paper.

2 Related Work

The research objectives for proposing a new recommender system are drawn from
the shortcomings of what is currently being offered by the social media platform
in question and the ongoing research in the field of recommender systems. This
research follows the line of work of the research groups that have contributed to
the discourse on recommender systems.

Jamonnak et al. [7] use the Apriori association rule mining algorithm for
discovering subreddits that might be of potential interest to a user, which was
incorporated in a web-based application called Recommenddit that allows a user
to query and retrieve a set of subreddits closely related to a particular subreddit
community. The associations between two subreddits were established based on
the overlap of active users participating in both communities. In contrast, our
approach for improving the subreddit recommendations uses a large number of
diverse set of features, extracted by network analysis of graphs created on the
basis of user-subreddit interactions, and text processing of users’ postings.

A Reddit recommendation engine, named RedTweet, proposed by Nguyen
et al. [11], relies upon text analysis of user’s postings on another social net-
work, Tweeter to build user profiles that might shed light on users’ interest and
preferences. A number of natural language processing techniques and resources
have been utilized, from WordNet-based similarity measures to genre classifica-
tion based upon an augmented genre-tagged Brown Corpus. The top K genres
detected in user’s profile are used to recommend subreddit articles that are
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inline with their interests. A comparative analysis of the performance of their
genre-based classification approach against topic classification based on tradi-
tional machine learning algorithms points to comparable results. While content
similarity of users’ posts has been included in our models, the text analysis we
perform is limited to Reddit users’ postings, without the need for inclusion of
external sources of information for identification of user’s interests in certain
topics.

Another text processing inclined research on community recommendations
on Reddit is published recently by Tuomchomtam and Soonthornphisaj [15].
The study uses a number of textual features for clustering subreddit communi-
ties by using the Density-based clustering algorithm for applications with noise
(DBSCAN) algorithm, followed by a logistic regression algorithm for ranking
the subreddits mostly related to a given post. High accuracy of 90% has been
achieved during the evaluation of this framework, which is comparable to the
performance reported in this paper.

We would like to acknowledge two student projects that incited interesting
ideas that were considered in our framework for subreddit recommendations. The
first one, explores the use of a modularity based community detection algorithm
for clustering subreddits into global communities against which user’s subreddit
subscriptions are compared [14]; when a match is found, the recommendations
for a new subreddit to a user comes from the matching group of subreddit com-
munities. The latter postulated that chronologically-ordered sequence of user’s
subreddit subscriptions captures the variations, but also the stability of user’s
interests through time [9] - past user’s subscriptions were used for training vari-
ous deep learning architectures to “learn” to provide recommendations that are
inline with past user’s subreddit discoveries.

A plethora of other studies on Reddit recommender systems has been
reported, providing evidence of a number of alternative approaches for solv-
ing the problem Lakkaraju et al. [8], Poon et al. [13], Das et al. [3], Huang et
al. [6]. Although, the focus of some of these studies is on recommending posts
instead of subreddit communities, they provide insights into the suitability and
effectiveness of particular methods and point to a particular type of social net-
work analysis and behavior analytics that could be fruitfully applied in similar
contexts and objectives.

While we draw upon some of the ideas presented across studies with objec-
tives related to ours, the models and analysis presented in this paper brings
new insights to the discussion and offers promising direction for future research.
Comparative performance analysis of five subreddit recommender models pro-
posed in this paper with the related research is challenged by the differences
in methodologies, deep learning vs. traditional feature engineering, as well as
the size of the datasets, giving a unique advantage to each model in certain
situations.
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3 Methodology

The following section describes the details of the models of Subreddit recom-
mender system we have experimented with. Three models that rely upon infor-
mation extracted from diverse sources were evaluated as a basis for the proposal
of two more robust fusion-ensemble style models. This study highlights the rele-
vance of both, network analysis of graphs created on the basis of user-subreddit
interactions, and text processing of users’ postings for recommending subreddits,
which prove to highly coincide with user interests.

The system1 was implemented using Python 3.6, with the ScikitLearn [12],
NLTK [1], and NetworkX [5] packages.

3.1 Dataset

The Reddit dataset collected for previous research by Lakkaraju et al. [8] and
made publicly available as part of the Stanford SNAP dataset collection2 was
used. The dataset was collected with a specific objective in mind, namely, anal-
ysis of the popularity of users’ postings containing images, which proved to
be easier to follow in resubmissions by using the reverse image searching tool
designed for Reddit.

Each image in the dataset is associated with its title and URL, as well as
a number of metadata related to the post: the date and time when the post
was created, the username of the person who submitted the image, the subred-
dit to which it had been posted and the number of upvotes and downvotes the
submission had received. In addition, the entire comment threads attached to
every post had been retrieved, with each comment complemented with similar
metadata as the posts. In total, the dataset contains 132,307 image posts, with
16,736 unique images. Additionally, the dataset includes almost 5 million com-
ments and 250 million upvotes/downvotes. Submissions from 63 thousands users
to 867 different subreddits are present in the dataset.

The original dataset of the post submissions can be downloaded in a conve-
nient text format, however the comment threads attached to each post are not
parsed and are given in their original HTML format. To this end, parsing and pre-
processing was required to extract the relevant information from user comments.
For this task, the Beautiful-Soup HTML parser was utilized and the following
information were extracted for each comment: username of the comment author,
name of the subreddit to which the original post had been published, timestamp
of the posting and the textual content of the comment. Similarly, for each post
item in the text collection, the following fields were deemed relevant for our
research objective and were extracted: username of the post author, name of the
subreddit where it had been posted, the post title, and the timestamp of the
posting.

1 The complete source code is available at: https://github.com/Bani57/
subredditRecommender.

2 http://snap.stanford.edu/data/web-Reddit.html.

https://github.com/Bani57/subredditRecommender
https://github.com/Bani57/subredditRecommender
http://snap.stanford.edu/data/web-Reddit.html
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3.2 User-Subreddit Interaction Networks

At the outset of our exploration, we wanted to map the information between
subreddits and users in both directions. Namely, to each subreddit, a list of
every user who had made a post or left a comment is attached, conversely to
each user, a list of all subreddits the user has shown involvement in is associated.
In a total of 847 different online subreddit communities, 658,254 unique users
have been active, with a total of 1,266,122 users’ postings. While the number
of communities is not too large and is computationally viable to process, the
number of users and interactions was decided to be reduced.

Close inspection of user activities within subreddits reveals the fact that the
majority of users’ interactions happen within a very small group of subreddits,
while the rest of the activities could be described as activities of leaving a single
comment in a single subreddit. It is neither necessary nor valid to keep these
interactions as no recommendation can be made for a user with so little data.
Data reduction was performed in the following fashion: (1) users showing activity
in at least 10 different communities were preserved and (2) two users are set to
be linked only if they have 7 subreddits in common. These values were derived
from mean and median user-subreddit interaction statistics. The process of data
reduction was performed in parallel with the creation of two interaction networks,
as a representation of the links between users and subreddits.

Short description of the two interaction network follows:

– User-subreddit-User (UsU) network - The nodes of the UsU network
represent users, while an edges links two users only if they have at least 7
subreddits in common. The number of overlapping subreddits is associated as
an edge weight, while the number of subreddits a user is active is represented
as a node weight;

Fig. 1. Histogram and boxplot for node degrees in the UsU network.
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– Subreddit-user-Subreddit (SuS) network - The nodes of the SuS network
represent subreddits, while an edge link two subreddits only if they have at
least 1 user in common i.e. a user is subscribed and active in both subreddit
communities. The weight of an edge represent the number of users they have
in common, while the number of active users in a community is associated as
a node weight;

Encoding the activity of users within subreddit communities in a graph for-
mat was a prerequisite for the subsequent process of network analysis, which
started with investigating the basic properties of the two created networks.

The UsU network is more voluminous than the other, containing 2751 nodes
and 845,128 edges, with an average edge density of 22.34%. The SuS network
is substantially more compact, containing 847 nodes and 22,940 edges with an
average edge density of 6.4%. Degree distribution plots of nodes belonging to the
UsU and SuS are shown in Figs. 1 and 2, respectively. Figures 3 and 4 visualize
samples from UsU and SuS interaction networks, respectively. The power-law-
like degree distributions are not too surprising, as Reddit is a typical scale free
network in which only few users and communities achieve global popularity.

Fig. 2. Histogram and boxplot for node degrees in the SuS network.

3.3 Model Design

Five models for subreddit recommendation are discussed in this paper, each one
relies on a collection of diverse type of features that are hypothesized to be
important for discriminating between “good” and “bad” subreddit recommen-
dations.
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Network Statistics Model. The underlying assumption for the first model
is that the association between a user and a subreddit could be based upon
the similarities between the network properties of subreddits a user belongs to
and the similarities between the “roles” a user has in those communities. It was
expected that this particular knowledge is encoded in the two user-subreddit
interaction networks we have initially created.

The set of features in this model consist of several standard network statis-
tics, calculated for each node in the UsU and SuS networks, which includes:
node degree (weighted and unweighted), degree centrality, closeness centrality
(weighted and unweighted), betweenness centrality (weighted and unweighted),
clustering coefficient (weighted and unweighted), HITS hub score and PageRank
score (weighted and unweighted).

A prediction of a strong connection between a user and a subreddit implies
close connections in the SuS network between this particular subreddit and the
other subreddit the user belongs too. Conversely, if a user shows a strong sense of
belonging to a certain community, then he and the users currently active in this
group should exhibit strong ties in the UsU network. To capture these underlying
assumptions, average distances, expressed as hop counts and weighted distances,
between the corresponding nodes in the two interaction networks were included
as additional features in this model.

Following the idea presented in Sundaresan et al. [14], modularity-based com-
munity detection was performed on our networks using the Clauset-Newman-
Moore greedy modularity maximization algorithm Clauset et al. [2] available
in the NetworkX package. The algorithm has detected 1965 user communities
in the UsU network, and 292 subreddit communities in the SuS network. The
identification of the detected user communities in UsU, and the subreddit com-
munities in the SuS network were added to the features set. The existence of a
large number of communities indicates that many of the nodes may be isolated

Fig. 3. Visualization of a sample of the UsU network.
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or linked to at most one other node, which is not surprising considering the
scale-free type of network model the two networks belong to (Figs. 3 and 4). The
final set of features for this model included 30 network-specific features in total.

Node Embeddings Model. Processing large networks is computationally-
expensive, and in the last decade, more efficient approaches to network analysis
based on network embeddings are proposed as a suitable vector representation
of graph properties.

Node2Vec algorithm, proposed by Grover and Leskovec [4] was utilized for
both, SuS and UsU networks, to generate node embeddings for each user and
subreddit. Context window size was set to 5, with 30 random walks of length 50
used to generate node embedding vectors of dimension 500. By simply concate-
nating the user and subreddit embeddings, a feature vector of length 1000 was
constructed for this model.

Fig. 4. Visualization of a sample of the SuS network.

Content Similarity Model. One might argue that sometimes a user might
be tempted to join an existing subreddit community because of their personal
interest in the content that is posted, even though it may appear that the topic
is not related to the topics of other subreddits the user is active on. Under
the premise that linguistic analysis of user’s posts might shed light on their
personal interests, we propose analyzing similarity between user’s text postings
and the entire textual content posted within a certain Reddit community. It was
expected that natural language processing might reveal patterns and relations
that are missed by network-related features that previous two models rely upon.
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Keywords were extracted from the title and the content of user’s postings.
Two corpuses were generated, one containing the entire content posted by a
user, and the other corpus containing the entire textual content posted within a
certain subreddit. Each corpus was tokenized, and TF-IDF metric was calculated
for each token i.e., unigram. Tokens with TF-IDF score lower than the mean and
median were discarded. The top 30 TF-IDF-ranked tokens or all if the number
is less than 30, were selected as keywords.

By doing this, words that are commonly used by a user or a community, but
not frequently used by others, were identified. The following examples demon-
strate that the selected keywords appear to be the appropriate representation
of the content posted in a given community. For example, the keywords selected
for subreddit r/atheism include: atheism, bible, belief, jesus, science, church etc.
while the set differs for subreddit r/GifSound: sync, gif, sound, sidebar, submis-
sion, etc. On the other hand, the keywords representing the text posted by the
Reddit user u/markycapone are: calorie, muscle, exercize, protein, sport, etc.,
which point to some of his interests. To compress the information contained
in the keyword lists into a numerical feature vector, the Word2Vec model pre-
trained by Google [10] was used to calculate the mean word embedding vector
of size 300 for each keyword list. The total of 600 embedding values for each
user-subreddit pair were used as features in the third model based on textual
content similarity.

Fusion Models. Two new multi-source fusion models were designed as a com-
bination of the previous three models. The first one falls under the category of
decision-fusion, namely, a linear combination of the outputs of the three models
were considered as a majority vote. The second, fuses all features from the three
models and produces the output in a feature-fusion like manner.

3.4 Training and Evaluation

A feature vector was constructed for every user-subreddit sample present in the
two interaction networks per the specific requirements of each of the three mod-
els. One must unambiguously define the classification task at hand: for a given
(user, subreddit) tuple, the trained model should predict whether the subreddit
is considered to be a “good” or a “bad” recommendation for the user. The fea-
ture vector representation the models rely upon were expected to capture the
information necessary to distinguish between good and bad recommendations.

In the absence of labeled data, we augmented the dataset with samples rep-
resenting the negative class i.e., what is considered to be a bad recommenda-
tion, by random sampling from the pool of subreddits a user is not subscribed
to. The sampling is performed to balance the number of negative samples (bad
recommendations) with the number of samples of the positive class (good recom-
mendations), denoted by the links between the communities a user is subscribed
to.

The models were trained following the same procedure. The list of subreddits
was sorted according to their timestamps, i.e. the last date and time a user had
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shown activity in a given community, so that the past historical data can be used
for training and the recent history for testing. For each user, the first 80% of the
samples of each class are selected to be used for training, while the remaining
20% were used for testing.

We considered three type of classifiers for the experiments, logistic regression,
a neural network and a random forest classifier. An optimal classifier, one that
performs the best on the validation dataset, is selected for each of the three
models. For the decision-based fusion model, it is an ensemble of classifiers,
since each model employs a different one i.e. the best-performing classifier.

4 Discussion of Results

A set of six evaluation metrics, namely, accuracy, precision, recall, F1, area
under the ROC curve and cross-entropy loss was used to validate and compare
the effectiveness of the proposed models. The evaluation results from the testing
experiments are summarized in Table 1.

Table 1. Evaluation results for each of the models

Model Classifier Accuracy Precision Recall F1 ROC AUC Cross-entropy

loss

Network statistics Neural Network 0.8631 0.8764 0.8631 0.8619 0.8631 0.2824

Node embeddings Random Forest 0.8529 0.8628 0.8529 0.8519 0.8529 0.3156

Content analysis Random Forest 0.8432 0.8553 0.8432 0.8419 0.8432 0.3558

Fusion - Majority Ensemble 0.8615 0.8721 0.8615 0.8605 0.9881 0.1878

Fusion - All features Random Forest 0.9269 0.9286 0.9269 0.9268 0.9862 0.1795

The three models that are based on one type of features, network-related only,
network embeddings only, and content analysis only, have shown comparable
results across all performance metrics, with the first model yielding the best
results. We should note, that while superior in the results, the first model is
computationally-demanding, frequent updates might prove too expensive and
timely, and is more biased toward the familiar or popular choices. The other
two models based on network embeddings and content similarity, seem like a
promising and more robust choices, with the latter one especially suited for
discovering hidden and new user’s interests.

The fusion-ensemble model displays comparable results in all metrics, except
a 13% increase of ROC AUC and a 10% drop in cross-entropy loss. The ROC
curve plots for the models’s performance displayed in Figs. 5 and 6, show that the
two multi-source fusion model show comparable performance and that are not
greatly affected by the drop in accuracy. Close inspection of misclassified data
gave us some insights into the possible reason for the slightly lower performance
yielded by the fusion-ensemble model. Namely, the problem lies in the fact that
the content similarity model frequently disagrees with the network based models.
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Fig. 5. ROC curve for the majority-based fusion model.

Fig. 6. ROC curve for the fusion model trained on all features

This research has highlighted the relevance of both, network and content lin-
guistic features when fusing different sources of information. However, the anal-
ysis has suggested several directions that can be pursued to extend the current
research. One research question that could be particularly useful investigating is
a strategy for selecting the best model based on the particularities of the situa-
tion at hand. Depending on the outcome of interest one wishes to predict (e.g.,
recommendation for a new user v.s. “surprise me” recommendation), one may
wish to employ the most effective model which is best suited for the situation.

The fusion-ensemble model falls under the category of decision-based fusions,
currently fusing by majority voting of the estimates of the three models, however
the decision function is not restricted to any method per se as other strategies
(e.g., weighted, best) can be plugged in and further investigated. Our current
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research efforts are directed toward more experimentations, as we continue to
refine the diverse set of features included to model users’ interests for certain
topics i.e., subreddits.

The relevance of any study can only be established at the juxtaposition with
previous research that made a significant impact in the field. There are few
research studies exploring objectives related to our research. Comparative per-
formance analysis of the results of our study with other approaches is challenged
as usual by the differences in the quality and quantity of the datasets, context of
use and the objectives of our research, which is recommending subreddit groups
a user should join. The diverse set of features included in the models we propose
and the encouraging results we have reported warrant further research efforts to
strengthen the work.

5 Conclusions

In this paper, several models for subreddit recommendations have been proposed
and evaluated. As the basis for the models, two user-subreddit interaction net-
works were created that capture the knowledge on users’ activity within the
themed subreddit communities. Creating value from social networks cannot be
discussed without regard to the ongoing advances and challenges in related fields,
from graph analysis to social data mining and behavioral analytics to natural
language processing.

Drawing on successful practices and experiences of related studies, a selection
of features, diverse by nature (network vs. linguistic features) has been inves-
tigated, and two fusion models were proposed to accommodate much broader
recommendation scenarios. The analysis points out to the role each type of fea-
tures could play in recommending communities to Reddit users in tune with
their interests and preferences. The main challenge for future research would
be to select the most suitable fusion method i.e., a strategy that recognizes the
strengths and weaknesses of each type of modelling feature set to reach the
ultimate goal of devising a successful recommender system.
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Science and Engineering at the “Ss. Cyril and Methodius” University.
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Abstract. The problems with statistical results based on p-values,
together with multiple comparisons have been criticized often in the lit-
erature. Many authors argue that this way of reporting scientific research
creates unreliable results. This issue is especially important in the era
of Big Data, when many tests are done on the same data sets, which
are often openly available. A way to overcome these problems is offered
by Bayesian analysis. In our previous research we have used traditional
statistical approach to conduct multiple hypothesis tests on our data in
ophtalmological study. The goal of this paper is to apply the hierarchical
Poisson exponential model on the data and test the dependence of con-
genital heart disease and Brusfield spots. We give detailed description
of the model, analyze the generated Markov chains and the posterior
distributions for the simulated parameters and discuss the results from
Bayesian perspective. The results are original and have not been pub-
lished yet.

Keywords: Bayesian methods for test of independence · Contingency
table · Hierarchical Poisson exponential model

1 Introduction

In the recent decades, many scientists have criticized some practices in the sci-
entific research. This, among the other, includes bad practices in study design,
unreproducible studies, small study power and the continuous chase for signif-
icant results [6,12,18,23]. p-values have become a publishing criteria in many
areas, which has lead to the so called “drawer effect” and the problem of p-
hacking [11,17,20,25]. In [21] Simmons et al. give guidelines for both authors
and researchers in the hope to establish a scientific practice that would slowly
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overcome the presented problems. However, some authors point out other impor-
tant problems in the classical framework of hypothesis testing. Kruschke in [14]
explains how the p-values and confidence intervals depend upon the researcher’s
intentions. The researcher may decide upfront to collect a sample with fixed size,
but he may also decide to run the experiments for a fixed amount of time or
until some condition is fulfilled. Though the sample size may be the same in all
three cases, the experimental design is not. The sampling plan determines the
underlying probability distribution and thus may considerably influence p-values,
confidence intervals and hence data interpretation and conclusions. In [10] Gel-
man addresses the problem of multiple hypothesis testing. In many exploratory
studies in new research fields, but also in fields like genomics and neural imaging,
it is often necessary to test the relationship of large number of variables. This
increases the family wise error rate, i.e. the probability of false positive results
(false discovery). Many adjustment techniques have been suggested (see [24] and
references therein) but this does not completely solve the issue. Many of these
methods may be conservative, there is often no criteria that recommends their
application and even more, their unclear reporting may create results which are
hard to compare. What is more important, as Gelman argues, when applying
these adjustment techniques we have to consider all possible comparisons that
could be reported in the data. This includes all current and future possible
research on the same data set. This becomes especially relevant in the era of Big
Data, when many data sets are openly available for different analysis, but only
partial results are reported as significant findings.

As a solution, both Kruschke and Gelman suggest applying Bayesian meth-
ods, to overcome the problem with p-values and multiple comparisons. In
Bayesian data analysis the results are not reported in terms of p-values. Instead,
based on the posterior distribution we can decide which parameter values are
most credible and we can define measures of uncertainty based directly on pos-
terior credible intervals. For details on Bayesian data analysis we refer to [9,13].
However this approach is still not widely accepted, especially in medical sciences,
where traditional statistical approach is still a standard and the research articles
are interpreted based only on p-values. One of the reasons may be the fact that
the Bayesian methods rely heavily on simulation algorithms for the posterior
distribution, generally referred to as Markov chain Monte Carlo (MCMC). In
the recent years different software became available, which automatically cre-
ates samplers for the models (ex. BUGS, JAGS, STAN). This gave the Bayesian
methods more practical use and popularity.

The previous discussion has motivated us to extend the statistical analysis of
our previously published ophtalmological study [16] and get additional informa-
tion by conducting some post-hoc Bayesian analysis. The goal of this paper is to
apply the hierarchical Poisson exponential model for independence on our data
and discuss the methods and results. To the best of our knowledge, Bayesian
methods have been rarely applied in the ophtalmological research and there are
no applications on our population. Thus we have no information that can be
included in our prior but we believe the results can be informative for some
future research.
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The rest of the paper is structured as follows - in Sect. 2 we give details
on our ophtalmological study, the previously conducted analysis and results,
and motivate our post-hoc analysis. In Sect. 3 we refer to different Bayesian
approaches for tests of independence, and give details on the hierarchical Poisson
exponential model. The model is applied to our data and we discuss the results
of the simulation. Finally we draw conclusions in Sect. 4.

2 Study on Ophthalmic Manifestation in Children and
Young Adults with Down Syndrome and Congenital
Heart Disease

We have conducted a study which included 185 children and young adults from
Caucasian population with Down Syndrom (DS), who reported presence (51
subject) or absence (134 subjects) of congenital heart disease (CHD). The goal
of the study was to investigate association of CHD with different types of ocular
manifestations and to compare the results with studies based on data from other
regions in the world. In the study we tested 30 hypothesis using Welch two-
sided t-test, two-tailed Student’s test, Levene’s test for equality of variance, χ2

or Fisher’s exact test of independence. We reported mean differences or odds
ratios, together with confidence intervals, supported by p-values. The results
were published in [16].

We did not apply any correction for multiple comparisons, for few reasons.
Many of the correction methods are conservative, and the adjustments may lead
to rejection of findings. In [24] we have compared different adjustment methods
and we concluded that all the adjusted p-values turned out to be not significant.
However, the comparisons do give an insight in this exploratory study and may
give direction for future research on the topic. Additionally, there are only few
results in the literature on this topic - in [1,3,4] the authors consider different
ocular manifestations and systemic diseases in DS patients from different pop-
ulations and only [22] gives results based on a Caucasian population which is
geographically close to ours. These studies did not report multiple comparison
corrections, which enables us to easily compare the results between studies. How-
ever, any further post-hoc analysis should apply adjustments. Motivated by the
previous discussion, we have decided to analyze the data using Bayesian meth-
ods. This will lead to more detailed inference, since the posterior distribution is
more informative and we can also analyze joint probabilities of combination of
parameter values.

Brusfield spots are collagenous tissue that may be present in the iris, with
a higher frequency in the DS population. In [5] the authors report association
between heart defects in DS population and genetic variations of a gene which
encodes type of a collagen. However, there is no definitely established medical
association. The observed frequencies from our study are presented in Table 1.
We reported that the presence of Brushfield spots is not independent from CHD
(χ2 test of independence, p = 0.03). We concluded that additional studies are
needed to confirm statistical and explain medical significance.
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Table 1. Observed frequency for different levels of CHD and BS in the DS population
of children and young adults.

x2 \ x1 With CHD Without CHD Total

With BS 15 21 36

Without BS 33 110 143

Total 48 179 183

The goal of this paper is to use Bayesian approach for the test of independence
for the data in Table 1 and discuss the results from Bayesian perspective. In the
next section we explain in more details the hierarchical Poisson exponential
model which will be applied to the data.

3 Hierarchical Poisson Exponential Model, Results
and Discussion

In [2] the author describes different Bayesian methods, which can be applied to
estimating probabilities of categories, testing independence in two-way contin-
gency tables and calculating Bayes factor. It also includes Bayesian interaction
analyses and analyses of general linear models. In [19] the authors give details
on Bayesian inference on contingency tables based on Poisson ANOVA model.
The hierarchical ANOVA model which we use was popularized by Gelman [7,8].
Next we present the model following the second edition of the book of Kruschke
[13].

Let us assume that we have two factors of influence (categories) x1 and x2

which are predictor variables, with number of levels n1 and n2, respectively.
The data is usually represented in a contingency table, where the columns are
labeled by the levels of x1 and the rows are labeled by the levels of x2, with
total of n1 · n2 = n cells (ex. Table 1). With fr,c we denote the data (observed
frequency) in the (r, c) cell. If the categories are independent, then their joint
probability is product of marginal probabilities (multiplicative independence).
Thus we need to estimate the marginal probabilities of the categories. Let us
denote with f̂rc the predicted frequency for the (r, c) cell, and f̂r and f̂c are the
predicted marginal frequencies for the r-th row and the c-th column. If N is the
sample size (total count), then the independence implies

f̂rc

N
=

f̂r

N
· f̂c

N

This can be transformed to

f̂r,c = exp
(
ln

1
N

+ ln f̂r + ln f̂c

)
.
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Hence we can model the cell tendency λr,c as following

λr,c = exp
(
β0 + βr + βc

)
(1)

where β0 = ln 1
N is the overall central tendency (baseline), while βr = ln fr and

βc = ln fc are the drifts away from the baseline, which come from the corre-
sponding factor of influence (also called deflections). As in the case of standard
ANOVA, the necessary constraints are given by

∑
r βr = 0 and

∑
c βc = 0.

The Eq. (1) obeys multiplicative independence, which is the desired property
for the contingency table. In order to model the possible dependence, we have
to add a term which may violate this property. This is achieved by adding
interaction terms, which describe the joint influence of the factors. Thus the
Eq. (1) is transformed to

λr,c = exp
(
β0 + βr + βc + βr,c

)
(2)

where (βr,c)n1×n2 matrix has rows and columns that sum to zero, i.e.
∑

r βr,c = 0
for all c and

∑
c βr, c = 0 for all r. Thus, the analysis of the interaction terms

may tell us more about the violation of the independence. Next we should specify
a likelihood function which, given the mean λr,c, will calculate the probability of
the observed frequency fr,c. Since in our model the sample size N was not fixed
apriori, it is suitable to use the Poisson distribution with λr,c being the average
rate of occurrence of a subject which reports both of the characteristics r and c
(data belonging to (r, c) cell). The average rates will be calculated based on the
observed frequencies fr,c.

To easily write the simulation, the data is reordered - the two factors and
their labels are presented in columns, such that each row represents one (r, c)
combination. Then the count of the (r, c) combination in the i−th row is denoted
by yi (ex. Table 2).

Table 2. Reorganization of Table 1.

x1 x2 y

With CHD With BS 15

With CHD Without BS 33

Without CHD With BS 21

Without CHD Without BS 110

In our model, yi comes from Poison distribution P(λi) where

λi = exp
(
β0 +

∑

j

β1,jx1,j(i) +
∑

k

β2,kx2,k(i) +
∑

j,k

β1×2,(j,k)x1×2,(j,k)(i)
)

(3)

or in vector form

λ = exp
(
β0 +

−→
β1 · −→x1 +

−→
β2 · −→x2 +

−−→
β1×2 · −−→x1×2

)
(4)
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Here −→xk = 〈xk,1, ..., xk,nk
〉 for k = 1, 2 and when the subject has the level j

from the corresponding category, then xk,j = 1 and xk,i = 0 for i �= j. Similar,−−→x1×2 is a matrix which corresponds to n1 ×n2 combinations of the levels of both
predictors. When a subject has a particular combination (j, k), then the (j, k)
entry of the matrix equals to 1 and all other entries are zero. The components
of

−−→
β1×2 are also called interaction coefficients.
The hierarchical model first defines prior distributions for the baseline and

the deflection parameters in (3). The choices for the prior may be different,
depending on the previous knowledge of the researcher and his belief in the
model. Since no similar research on the topic was available to us, we chose the
prior presented in [13]. At this stage of the research we did not test and compare
the results from different priors.

Based on the defined prior, the MCMC simulates representative parameter
values from the posterior distribution, but the simulated deflection parameters
will not be centered. Thus we denote the simulated parameters by a0, a1, a2 and
a1×2 and the deflection parameters are transformed to β1, β2 and β1×2 and they
will satisfy the given constraints.

The mean and standard deviation for the parameters are chosen to com-
ply with the logarithm of the data. For the mean of the baseline parameter a0

we choose ln ȳ = ln
∑

i yi

N - this is the case when all the cells in the contin-
gency table have equal counts. The highest standard deviation of the data S′ is
achieved when all cells, but one, are equal to zero, i.e. all subjects report only
one (r, c) combination. We select a broad prior by taking a0 ∼ N (ln ȳ, 1

(S′)2 ).
The components of the vectors a1, a2 and the matrix a1×2 are assumed to be
normally distributed with means zero, and standard deviation 1

σα
. Here σα is

generated from a gamma distribution with mode ln ȳ and standard deviation
2 · S′.

The simulation of the parameters was done in R and we used the OpenBUGS
version of BUGS (Bayesian inference Using Gibbs Sampling). Our code is an
adjustment of the code presented in the first edition of the book of Kruschke
[15]. For implementation using JAGS or STAN we refer to the second edition of
the book [13].

An important characteristic which shows how much the chains change from
step to step is autocorrelation. The first simulations showed very high autocor-
relation for all the simulation parameters. This means that it will take a long
time for the chain to cover (investigate) the full range of the distribution. Based
on this we decided to generate 4 MCMC samples with length 500000 from the
posterior distribution of all simulated parameters. However, some regions of the
distribution may still be over represented. Thus we use thinning of m = 500,
meaning we keep every m-th value in the sample. We also need to check whether
the generated values are representative of the posterior distribution. The start-
ing point of the chain may influence the convergence, and also the early steps of
the chain may be unrepresentative. This initial iterations may be discarded and
we have set this so called burn-in steps to 50000. The results of the simulation
of the a1×2 parameters are given below - Fig. 1 represents the trace plot of the
Markov chain trajectories for parameters a1×2, after the burn-in steps.
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Fig. 1. Trace plots for the Markov chain trajectories for the simulated parameters a1×2,
represented after the burn-in period. (Color figure online)

Fig. 2. Autocorrelation function for chains for the simulated parameters a1×2 with lag
L = 1, 30. (Color figure online)

In Fig. 2 we give autocorrelation of a1×2 chains with lag L = 1, 30. The
autocorrelation is high and since it may depend on the sampler, we may try to
use different sampler (ex. Hamiltonian Monte Carlo).

There are different measures to check whether the chains explore the whole
distribution and do not get stuck in an unrepresentative region of the parameter
space. For each parameter we checked whether the four chains are well mixed. We
used the Brooks-Gelman-Rubin measure, which in BUGS is called bgr statistics.
It compares the variance between chains with the variance within the chains. If
this ratio is close to 1, it shows that the chains are well mixed. Figure 3 shows this
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analysis for the a1×2 chains - the red curve is the bgr curve, while the between-
chain and within-chain variances are represented in green and blue. Thus, the
simulated chains are well mixed.
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Fig. 3. BGR statistics for the chains of the simulated parameters a1×2 - the red curve
is the bgr curve, while the between-chain and within-chain variances are represented
in green and blue. (Color figure online)

Next we analyze the posterior distribution. In order to discuss independence
of the categories, we have to check whether the relative proportions of the levels
of one category are independent on the levels of the other category. For this
we have to consider the differences of the corresponding deflections. Figure 4
shows the marginal histograms of the posterior distribution. This figure helps us
analyze the histograms for the interaction parameters of each cell.

The histogram corresponding to no presence of CHD and presence of BS
shows interaction parameter values below zero - this means that this combi-
nation of levels happens less frequently than expected if it was true that the
two categories are independent. We can draw similar conclusions from the other
histograms. The 95% highest density intervals (HDI) are plotted on each his-
togram. The HDI contains the values of the distribution which are most credible
and cover the 95% of the distribution. The width of the interval is a measure
for the degree of certainty - a wide HDI implies uncertainty. We remark that
all the HDI for the single-cell interaction coefficients do not include zero, based
on which one may conclude that there is dependence between the categories.
However, all HDI are very close to 0. In our original research we have used the
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Baseline

β0

3.2 3.4 3.6 3.8 4.0

mean = 3.61

95% HDI
3.43 3.78

x1: CHD

β11

−0.8 −0.6 −0.4 −0.2 0.0

mean = −0.391

95% HDI
−0.567 −0.22

x1: noCHD

β12

0.0 0.2 0.4 0.6 0.8

mean = 0.391

95% HDI
0.22 0.567

x2: BS

β21

−0.8 −0.6 −0.4 −0.2 0.0

mean = −0.407

95% HDI
−0.581 −0.235

x2: noBS

β22

0.0 0.2 0.4 0.6 0.8

mean = 0.407

95% HDI
0.235 0.581

x1: CHD , x2: BS

β12x1=1, x2=1
−0.2 0.0 0.2 0.4 0.6

mean = 0.199

1.2% <= 0 < 98.8%

95% HDI
0.0218 0.369

x1: noCHD , x2: BS

β12x1=2, x2=1
−0.6 −0.4 −0.2 0.0 0.2

mean = −0.199

98.8% <= 0 < 1.2%

95% HDI
−0.369 −0.0218

x1: CHD , x2: noBS

β12x1=1, x2=2
−0.6 −0.4 −0.2 0.0 0.2

mean = −0.199

98.8% <= 0 < 1.2%

95% HDI
−0.369 −0.0218

x1: noCHD , x2: noBS

β12x1=2, x2=2
−0.2 0.0 0.2 0.4 0.6

mean = 0.199

1.2% <= 0 < 98.8%

95% HDI
0.0218 0.369

Fig. 4. Posterior distributions for the hierarchical Poisson exponential model applied
to the data in Table 1.

χ2 test to analyze the independence of CHD and Brusfield spots. Based on the
p-value only (p = 0.03) we may conclude the two characteristics are dependent.
However, if we apply multiple comparison corrections as in [24], we may con-
clude the contrary. The current analysis indicates there may be independence,
but additional information may be needed.

One way to get some additional information is through the analysis of the
histograms of different interaction contrasts - this analysis may tell us where
does the dependence come from. Figure 5 shows one of the interaction contrasts,
difference of differences of BS levels with respect to the CHD levels.

We can see from Table 1 that the difference of BS levels in the first level of
CHD category is significantly different from the difference of BS levels in the
second level of CHD category. The simulation results in Fig. 5 are presented
together with the HDI values which are negative and HDI again does not con-
tain the zero. This interaction contrast analyses gives us more details on the
dependence of the characteristics, without the cost of multiple hypothesis test-
ing. Since this is one of the first studies considering these characteristics, new
data will update the posterior and will lead to additional information.
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CHD.noCHDxBS.noBS

 + −1 CHD BS + 1 CHD noBS + 1 noCHD BS + −1 noCHD noBS

−2.0 −1.5 −1.0 −0.5 0.0 0.5

mean = −0.804

98.9% <= 0 < 1.1%

95% HDI
−1.52 −0.127

Fig. 5. Histogram of interaction contrast - difference of differences of BS levels with
respect to the CHD levels.

x1: CHD , x2: BS

probabilityx1=1, x2=1
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mean = 0.114

95% HDI
0.0695 0.16
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Fig. 6. Distribution of credible cell probabilities. (Remark. The presence and absence
of a characteristic are denoted by 1 and 2, respectively.)
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Last in Fig. 6 we give the histograms for the estimated cell probabilities for
our data. As expected, the probability for absence of both CHD and BS is the
highest, which corresponds to the data and the previous contrast analyses.

The presented model can be applied to test independence of any of the factors
which were considered in the original study, and this can be extended with any
number of posthoc tests. We can try to improve the convergence of the chains
with choosing different starting point - for ex. we can start at a point in the
middle of the distribution, or at the maximum likelihood of the estimate of
the parameter if we assume that the data will overpower the prior. We can
compare the results of simulations based on different prior distributions. One
can also describe effects of shrinkage, calculate region of practical equivalence
(ROPE), effective sample size (ESS), power analysis etc. This is all possible
without any concerns of multiple testing, since the number of tests does not
affect the interpretation of the results from Bayesian analysis.

4 Conclusions

In this paper we applied the Bayesian hierarchical Poisson exponential model to
test the independence of Brushfield spots and congenital heart defects in pop-
ulation of children and young adults with Down syndrome. We have motivated
the Bayesian approach by addressing the problems with p-values and multiple
comparison in the traditional statistical hypothesis testing. In the model we have
defined the prior distributions for the parameters, exponential link function and
based on these we generated MCMC samples for the parameters. We analyzed
the simulated Markov chains to ensure convergence and we reported details on
one of the deflection parameters. We also analyzed the posterior distribution for
the parameters and the cell probabilities. Based on the data and the model, the
conducted Bayesian analysis indicates that the two features may not be inde-
pendent. The method gives more detailed information compared to the original
χ2 test. Additional tests can be conducted and the conclusions can be updated
with every new data collected.
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Abstract. Instagram is a social networking platform which gained pop-
ularity even faster than most of the other modern online social networks.
It is relatively newer and less explored than other social networks, such
as Facebook and Twitter. Therefore, we have conducted a research based
on a sample data set extracted through the Instagram weekend hashtag
project, in order to unveil some of its characteristics. First, we reveal
the various forms of friendship paradox present in Instagram, which are
often observed in social networks. Then, we conduct a detailed hashtag
analysis and provide a method for hashtag representation and recom-
mendation using natural language processing.

Keywords: Online social networks · Network science · Natural
language processing

1 Introduction

Online social networks (OSNs) have been widely studied in the past [11,14,15],
however, Instagram is relatively newer and less researched. Knowledge discovery
from this network can help gain a deeper insight into the processes that drive
its growth, as well as reveal some characteristics of other social networks in the
real world for which there is no available data. A thorough study of Instagram
was presented in [9] where users and photos were divided into several categories
based on network and photographic data. In [10] the authors provide a detailed
analysis of the liking activity among the Instagram users. The behavior of the
silent users, known as lurkers, was explored in [18] for several OSNs including
Instagram. In this paper we focus on two topics, revealing the existence of the
friendship paradox and providing a suitable hashtag embedding.

The friendship paradox is a phenomenon discovered in 1991 [5] and it states
that “most people have fewer friends than their friends have, on average”. On
the contrary, usually people think that they have more friends than most of
their friends. This phenomenon is not limited to friends and can be observed in
social networks with other types of relationships. An example of this is the social
c© Springer Nature Switzerland AG 2019
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network of partners. Most of the individuals in this network have fewer partners
than their partners on average. The friendship paradox can be also applied in
predicting epidemic spreading as well as immunization [3]. In addition to the
real world, this paradox is also present in the online world. One example is the
social network Twitter [8]. In this social network, more than 98% of users had
fewer followers than their followers, on average. The friendship paradox have
been explored in other social networks such as Facebook [7], but to the best of
our knowledge it has not been confirmed for Instagram. Here we will show the
friendship paradox using a dataset extracted from Instagram, which was already
explored in [6] for studying other relevant interesting aspects.

We will use the same data set to provide a hashtag analysis in Instagram using
natural language processing, which to the best of our knowledge have not be
done elsewhere. Several approaches have been published to get multidimensional
representations of hashtags. These methods depend on additional features like
images [19], text [4,20], or some other. The nature of these methods does not
allow us to easily adapt them for data sets where such features are not available.
On the other hand, in our study we rely only on the available hashtags. These
network analyses could be useful in exploring the spread of trends across the
network [21], and potentially their control and timely prevention.

The paper is organized in the following way. In Sect. 2 we describe the Insta-
gram data set used in our study. In Sect. 3 we explain the friendship paradox
and present our analysis for Instagram. In Sect. 4 we show a method for hash-
tag representation and based on it two models for hashtag recommendation. We
finalize the paper with some conclusions in Sect. 5.

2 Data Set

In this paper we study the social network Instagram through a data set based
on the weekend hashtag project, which was first used and described in [6]. The
weekend hashtag project is a competition that is held every Friday and is orga-
nized by the Instagram team. The contest consists of a unique hashtag with the
#whp prefix, which is also the theme of the contest. Users of the social network
can participate in the competition if they post a picture with the designated
hashtag. To collect this data set, 72 WHP hashtags were selected. 2081 users
who joined one of these 72 competitions, were randomly selected. Data about
what these users shared was also collected. A breadth first search is started from
the seed users, skipping any users who did not participate in the contests.

The data set consists of two files. The first file in each row contains: follower
id, followed user id, number of likes from the follower to the followed, number
of comments from the follower to the followed, and timestamps for all the com-
ments. The second file consists of data about what users posted, where each
row contains: posted picture id, number of shares for the post, post timestamp,
hashtags included in the post, the number of likes for the post, and the number
of comments for the picture. In the data set we have a total of 1, 686, 349 posts.
These posts were posted by 2, 081 different users. A total of 8, 919, 630 hashtags
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were included in all posts, from which 269, 359 were unique. The total number of
likes was 1, 242, 923, 022 and the number of comments was 41, 341, 783. There
are a total number of 44, 766 users. There are 677, 686 connections between these
users. The average node degree in the network is 15.14. The average length of
the shortest path in this network is 3.16, although the longest shortest path is
11. The network has 151 communities. The clustering coefficient is 0.041, the
assortativity coefficient is −0.097, and the modularity of the network is 0.578.

3 Friendship Paradox in Instagram

In the Instagram social network, users can do several activities such as follow
users, post images or videos, like, comment, etc. In this section we examine
whether the friendship paradox applies to this social network and for which
activities. The relationships in Instagram are directed, so if we follow some-
one, they do not have to follow us. The people that follow us are our followers
and those that we follow are our followees. Therefore, we check if a friendship
paradox occurs both relating to followers and followees in Instagram. This kind
of directed relationships are similar to Twitter for which the various forms of
friendship paradox have been explored in [8]. On the other hand, in Facebook the
relationships are mutual and the graph is undirected, allowing the application
of the classical friendship paradox [7].

The friendship paradox can be rephrased in the two following ways:

(i) Our followees have or do something more than us on average.
(ii) Our followers have or do something more than us on average.

We also check the presence of both weak and strong friendship paradox,
where the weak paradox is calculated compared to the average and the strong
is compared to the median in order to reduce the impact of the extremes. In
the following text we present the calculated friendship paradox for different
activities and the results are summarized in Fig. 1 for the paradox relating to
the followees and in Fig. 2 for the paradox relating to the followers. In the text
we will mostly comment the results for the weak paradox, while the results for
the strong paradox usually follow a similar pattern and the reader can see them
in the figures. We only comment the strong paradox in the number of hashtags,
because it does not always apply there.

Followers. Following a user in Instagram allows you to see what they post. By
analyzing the data we confirmed a friendship paradox for the number of followers
that both our followees and followers have. On average 91.71% of the users are
followed by fewer users than their followees, while 73.64% of the users have less
followers than their followers.

Followees. The friendship paradox was also observed in the number of followees,
so the majority of users follow less people than their followers and followees. On
average 82.21% of the users follow less users than their followees, and 76.99% of
the users have less followees than their followers.
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Fig. 1. User percentage for which the friendship paradox relating to the followees
applies for various properties.

Likes. Users in Instagram can share likes on posts or comments, and thus let
other users know that they like something and the friendship paradox was also
shown for the number of likes. On average 74.21% of the users have received less
total likes than their followees, while 71.44% of the users have received fewer
likes than their followers. The paradox of friendship is also true in the number of
likes given. On average 79.11% of users have given less likes than their followees,
and 77.57% than their followers.

Comments. In addition to likes, Instagram users can also share text as com-
ments on posts or other activities. With the help of comments, users can share
their opinions, discuss publicly on a topic, etc. On average 86.48% of the users
have given fewer comments than their followees, while 76.78% have posted less
comments from their followers. Similarly, 81.97% of the users have received less
comments on their posts than their followees on average, and 69.86% than their
followers.

Posts and Hashtags. Instagram users can post and share media. When shar-
ing, users often add hashtags. A hashtag is a string of characters that starts
with a hash (‘#’). There are several benefits to adding hashtags, such as giv-
ing context to a shared image or easier discovery of relevant content. On average
72.52% of the users share less images and videos than their followees, and 68.29%
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Fig. 2. User percentage for which the friendship paradox relating to the followers
applies for various properties.

than their followers. In addition, on average 65.87% of the users used less hash-
tags per photo than their followees, and 72.22% than their followers. If we con-
sider only unique hashtags, then on average 58.60% of the users have used less
unique hashtags per photo than their followees on average, and 64.68% than their
followers.

We can conclude that in Instagram’s social network, as in other online social
networks, we can observe a friendship paradox for various network activities.
The weak variant of the friendship paradox applies to all network criteria, while
the strong variant of the friendship paradox applies to all criteria except for
the number of total and unique hashtags used compared to our followees. For
most of the activities the number of followees who have or do something more
than us is higher than the number of followers, which is expected, except for
the number of hashtags. A higher number of our followers have both total and
unique hashtags than our followees. This analysis can help us to better evaluate
the impressions and behavior of Instagram users and understand the spreading
trends in the social network.

4 Hashtag Analysis with Natural Language Processing

Besides examining the friendship paradox we also conducted an analysis of the
hashtags used in Instagram using natural language processing (NLP). NLP is a
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discipline concerned with the understanding of natural languages and their repre-
sentation in machines. For example, the words “dog” and “puppy” have similar
semantic meaning, but are composed from different letters and have different
lengths. One of the problems that is explored in NLP is how to represent words
in such a way that we preserve these semantic meanings, without depending on
human intervention.

A popular solution to this problem is the term frequency-inverse document
frequency method [17]. For this method we need a corpus of N documents. We
represent a word as an N dimensional vector, where the i-th value represents
how important the word is to the i-th document based on the occurrence of the
word in the document and in the corpus. Let us say the first three documents in
the corpus deal with biology. Then words related to biology would have higher
values in the first three dimensions, and lower values in the other dimensions. If
we calculate the angle between the direction of the vectors, we will get smaller
value for words that appear in similar documents, and larger for words that
appear in documents about different topics. This method of word presentation
has some drawbacks. Vectors are sparse and long. The quality of the vectors
depends greatly on the corpus, and it is challenging to preserve subtle differences
between similar words.

4.1 Word2Vec

A more sophisticated method for solving this problem is using Word2Vec vec-
tors [13]. This method works using neural networks and a corpus of documents.
There are two main approaches. The first approach is to train a neural network
to predict words based on its surroundings. The second approach is the opposite,
training a neural network to predict the surroundings based on a given word.
Both approaches have similar performance. The first approach is generally faster,
while the second approach is slower, but the resulting vectors are of higher qual-
ity for words that rarely appear in the training corpus. Words that appear in
similar environments are represented by vectors with lower difference between
their angles. Words that appear in different environments are represented by vec-
tors with greater angle difference between them. The obtained vectors are often
used as input for other NLP models, but can be used on their own for solving
simpler problems. Other similar methods for word representation in multidimen-
sional space were discovered later, but the obtained vectors did not significantly
improve [2,16].

4.2 Hashtag Representation

Although hashtags are different from words, they share many properties. Many
of the problems that we encounter in NLP also exist for hashtags, for example:
named entity recognition, sentiment analysis, etc. Another common problem is
how to represent hashtags. Although several approaches exist, often they depend
on additional information like images [19] or text [4,20]. In this paper we will
describe a method for embedding hashtags in a multidimensional space based
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Table 1. Bag of hashtags example

Input Output

#mycat #cats #catsofig #cat

#cat #cats #catsofig #mycat

#cat #mycat #catsofig #cats

#cat #mycat #cats #catsofig

on the Word2Vec method. The input of this method are hashtags that have
appeared together. Since we do not have any additional constraints, the proposed
method is more general and platform agnostic.

4.3 Architecture

The method consists of a neural network with one hidden layer. On the input we
have one hot encoding, meaning that each input node is one hashtag. The hidden
layer will have as many nodes as the dimensions of the resulting hashtag vectors.
On the output layer we also have one hot encoding. As in Word2Vec, we have two
approaches and we will show the difference between them using the following set
of hashtags {#cat, #mycat, #cats, #catsofig}. In the first approach the input
is all hashtags but one, and the output is the left out hashtag. From one sample
with N hashtags we get N inputs and outputs. All the inputs and outputs of
the example can be found in Table 1. This approach will be refered to as “bag
of hashtags” in this paper.

In the second approach the input is one hashtag, and the output is one of the
surrounding hashtags. From one sample with N hashtags we get N × (N − 1)
input output pairs. All the inputs and outputs for the sample can be found in
Table 2. This approach will be refereed to as “hashtag pairs” in this paper.

There are several hyperparameters in both approaches:

Number of nodes in the hidden layer. The number of nodes in this layer
is equal to the dimensions of the vectors that are obtained at the end. In
general, more dimensions can store more information about the hashtags.

Epochs of training. The number of epochs corresponds to the number of times
each sample will be used for training the model. The number of epochs linearly
increases the training time of the model and improves the quality of the
resulting vectors.

Minimum number of occurrences of one hashtag. The number of times
that a hashtag should appear in the data set to be included in the vocabulary.

4.4 Evaluation

For evaluating the vector quality, we will use the Instagram data set. Input-
output pairs are not available, so we either have to try unsupervised learning or
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Table 2. Hashtag pairs example

Input Output

#cat #mycat

#cat #cats

#cat #catsofig

#mycat #cat

#mycat #cats

#mycat #catsofig

#cats #cat

#cats #mycat

#cats #catsofig

#catsofig #cat

#catsofig #mycat

#catsofig #cats

generate a set of input-output pairs. Since we want to quantify the quality of
the vectors, we choose the second approach. The data set does not provide good
assumptions about additional hashtags that we could recommend, so instead we
have to use the existing data to generate recommendations. We assume that if a
user has posted a certain hashtag in a post with multiple hashtags, the hashtag
is a good recommendation for the remaining hashtags. This is how evaluation
looks like for a single post:

Let us assume the user posted a picture with the following hashtags: #cat,
#mycat, #cats and #catsofig. Some hashtags are removed for evaluation, for
example #cat and #catsofig. During training we only have #mycat and #cats
which we use to generate hashtag embedding. During evaluation we will have the
input-output pairs given in Table 3. Such samples, although not perfect, should
approximate good recommendations.

Table 3. Evaluation input-output pairs

Input Output (recommendation)

#mycat #cats #catsofig #cat

#cat #mycat #cats #catsofig

4.5 Experiment

The experiment consists of training and evaluating six models of the presented
architecture with different hyperparameters compared with a baseline model.
The baseline model is a simple statistical model that gives recommendations
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Table 4. Pairs of hashtags and their similarity calculated with cosine distance

First hashtag Second hashtag Similarity

#instagood #instamood 0.93206483

#christmas #xmas 0.87076986

#rap #rnb 0.74523616

#dad #father 0.74124840

#netflix #cats 0.24433972

#nofilter #sanfrancisco 0.17591012

#instagood #garden 0.10391730

according to previous occurrences of different hashtags. The data set is split
into 90% training and 10% test sets. All models were trained for 50 epochs.
Hashtags in the vocabulary have occurred at least 3 times in the data set. Three
of the models were trained with the bag of hashtags method, and three with the
hashtag pairs method. Two models were trained with 64 nodes in the hidden
layer, two with 128 nodes in the hidden layer, and two with 256 nodes in the
hidden layer. Learning was executed on the Intel Xeon Scalable processor with
3.7 Gigabytes RAM hosted on the Google Cloud Platform. Model learning takes
between one and four hours depending on the method and the hyperparameters
on the described hardware. The source code is available on github [1]. We will
use the recall at K (R@K) metric to measure quality, which is calculated as
the average relevant hashtags that are recommended in the top K, for K ∈
1, 2, 3, 5, 10.

4.6 Usage

With the resulting vectors, we can perform some operations that were previ-
ously difficult or not possible. We can search for similar hashtags, calculate the
similarity between hashtags, group hashtags by topics, and even do arithmetic
operations with hashtags. All examples in the thesis were obtained from a hash-
tag pairs model with 64 hidden nodes.

Calculating Hashtag Similarity. Several metrics exist for calculating the
distance between two vectors, for example: Euclidean distance, Manhattan dis-
tance, cosine distance, etc. If we represent two hashtags as vectors, then with
one of the above metrics we could calculate the distance or similarity between
the hashtags. Vectors are derived from weights in the neural network, so cosine
distance makes most sense in this case. Table 4 provides some examples.

Searching Similar Hashtags. If for a hashtag we calculate the cosine distance
with all other hashtags for which we have calculated vectors, we can find the
most similar hashtags. Table 5 gives a few examples.
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Table 5. Hashtags and their closest neighbors according to cosine distance

Data set Target hashtag

#christmas #vsco #istanbul #healthy

1 #christmastree #vscocam #igersistanbul #eatclean

2 #xmas #vscophile #feelingistanbul #cleaneating

3 #santa #vscofeature #turkishfollowers #igfit

4 #ornaments #vscogram #turkey #exercise

5 #carols #afterlight #ig turkey #eatingclean

6 #christmaslights #newvscocam #hayatandanibarettir #nutrition

7 #presents #vscofilm #igersturkey #dialabreakfast

Clustering Hashtags. The obtained vectors can be clustered and Fig. 3 shows
hierarchical clustering using cosine distance metric and average of clusters as
linkage criteria.

Arithmetic Operations. We can perform some arithmetic operations, such as
addition and subtraction, with the obtained vectors. If we search for the nearest
hashtag of the resultant vector, we can find an approximation to the result. Here
are some examples:

#helloween − #pumkin + #christmas = #christmastree
#kids − #little igers + #cats = #catstagram
#sweden − #stockholm + #turkey = #istanbul
#woods − #forest + #city = #buildings

Calculating Post Distance Based on Included Hashtags. Another inter-
esting feature of word vectors is that with their help we can calculate the distance
between documents. Word Mover’s Distance [12] is a technique based on Earth
Mover’s Distance with which we can calculate the similarity of two documents
based on the similarity of the words appearing in each document. If we adapt
this technique to hashtag embedding, we can calculate the similarity between
two images.

4.7 Results

A simple way to find recommendations for n hashtags, is to find the closest
hashtags to their average. Although this method is naive, the results show that
in practice it is much better than our baseline statistical model. In Table 6 we
can see the results. The best results for each metric are in bold.

We can observe that the hashtag pairs method generally performs better
on the given task. The number of dimensions also impacts the outcome and
the highest dimensional models did not performed better on this task. A pos-
sible explanation is that the training set is too small to take advantage of the
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Fig. 3. Hierarchical clustering of the 100 most common hashtags in the dataset.

additional dimensions and the models became overfitted. All models perform on
par or better than the baseline model for all metrics. The 128-dimensional model
obtained with the hashtag pairs method has the best results for the metrics R@1,
R@2 and R@3. The smaller 64-dimensional model performed best for R@5 and
R@10 metrics.
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Table 6. The recall at K (R@K) metric for the bag of hashtags (BoH), hashtag pairs
(HP), with 64, 128 and 256 dimensions (D), as well as the baseline statistical (BS)
model.

Model R@1 R@2 R@3 R@5 R@10

BS 0.0201 0.0366 0.0480 0.0703 0.1184

64D BoH 0.0617 0.0865 0.1035 0.1274 0.1661

64D HP 0.0779 0.1157 0.1435 0.1836 0.2414

128D BoH 0.0339 0.0477 0.0572 0.0713 0.0956

128D HP 0.0824 0.1189 0.1445 0.1801 0.2307

256D BoH 0.0358 0.0504 0.0623 0.0825 0.1295

256D HP 0.0769 0.1091 0.1296 0.1573 0.1942

5 Conclusion

In this paper we provided some network and hashtag analysis of the Instagram
network using a sample data set. In the first part we confirmed both the strong
and weak variant of the friendship paradox in the network for many network
properties, such as the number of followers, likes, posts, hashtags and com-
ments, both regarding the followers and the followees. Solely for the number
of total and unique hashtags compared to the followees, only a weak paradox
was observed. Generally the friendship paradox is stronger for the followees than
for the followers, except for the number of hashtags used.

We also introduced a general method for obtaining high-quality hashtag rep-
resentations in multidimensional space. We proposed a method for obtaining a
data set for the task of hashtag recommendation. We have tested the obtained
hashtag embedding on the given problem and the results showed improvement
compared to the baseline model. It is fair to assume that vectors obtained with
the proposed models will contribute to improving models that depend on high-
quality hashtag representations, similarly as word representations have improved
models that depend on them.
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Abstract. The complex nature of human mind poses recurrent chal-
lenges for predictive modeling of human traits and behavior and current
technological trends has real potential for advancing the endeavor. In
this paper, we present an in-depth analysis of the suitability and effec-
tiveness of several personality prediction models, that incorporate both,
multimodal and linguistic features. By studying the impact of various
modeling decisions on the predictivness of each Big Five personality
dimension, our findings suggest that some modeling choices might be
at odds with one another or the objective of the target application sce-
nario, which highlights the importance of extensive experimentation and
unique modeling approaches for various aspects of this multi-faceted phe-
nomenon.

Keywords: Personality prediction · Natural language processing · Big
Five personality model · Linguistic analysis

1 Introduction

The cognitive processes underlying human behavior are complex and multi-
faceted and their modeling is still a challenging task for intelligent systems.
Our behavior is a mirror of our personality. What we do or participate in, our
attitude towards new or our tendency to return to past experiences, our pref-
erences and emotional reactions to certain events or how we carry interactions
with others are expressions of our unique character and personality. Analysis of
the behavioral manifestations of personality facilitate tangible modeling of the
phenomenon within the framework of the existing psychometric models, such
as Myers-Briggs Type Indicator [21] or Big Five [11]. For the purpose of this
research, we have adopted the Big Five model that describes the personality
along five dimensions. There exist wide variations in the behavioral manifesta-
tions among the five personality dimensions evident in the listed characteristics
below [16]. Discriminating between the personality traits on the opposing ends
of each dimension is far from straightforward.

– Extroversion: assertiveness, sociability, talkativeness, tendency to seek stim-
ulation in the company of others
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– Agreeableness: friendliness, compassionateness, cooperativeness
– Conscientiousness: organized, self-disciplined, efficient
– Neuroticism (Emotional stability): sensitiveness, nervousness, anxiousness
– Openness to experience: inventiveness, curiousness, intellectual, emotional

sensitivity, interest in culture, ideas, and aesthetics

As social networks have become a favorite playground for exploration of
human individual and collective behavior on a large scale, affective analysis
including personality prediction have become the subject of intensive research.
A unifying element across these research efforts has been a joint utilization of
natural language processing and machine learning methods as crucial discrimi-
nators between the effectiveness of the proposed models [13,20,25]. Despite the
constant emergence of new research heralding the personality expressions in lan-
guage use, establishing a clear picture of the causality between language use and
personality needs further attention. Rigorous testing and in-depth analysis is
what we regard as crucial for confronting the complexity of the problem.

For the purpose of this study, we have chosen the IDIAP YouTube dataset
[3,4] consisting of 404 transcribed video monologues (vlogs). Each video is asso-
ciated with a number of audio-visual features, the gender of the vlogger, and the
impressions of personality traits solicited by crowdsourcing. A joint utilization of
natural language processing and machine learning, which we chose to undertake
follows the line of work of related research in the field and further contributes to
the discussion. In particular, in most of the personality prediction studies, once
the best performing classifier is selected during initial testing and validation, it
is used to train and evaluate the model for each of the Big Five dimensions.

In this paper, we argue that the subtle differences in language use and behav-
ioral manifestations of each dimension might require a unique modelling app-
roach. We perform extensive analysis to examine how a selection of linguistic
markers, a classifier and a performance metric reflects on each Big Five dimen-
sion. Our objective was to deepen our understanding on the relationship between
these choices and the model output from the viewpoint of various application sce-
narios. The analysis has highlighted that while some classifiers are more effective,
robust and perform more consistently across conditions, there is no universally
best classifier for all dimensions, and the initial choice of features does affect the
predictiveness of each Big Five dimension.

In what follows, we survey the related research and present the models that
may facilitate the personality prediction of vloggers. In the wake of the results
from our experimentation, we present the general conclusions of our analysis and
highlight the implications for future research.

2 Related Research

In a modern era of pervasive social networking, relying on traditional psycho-
metric solicitation methods for assessing personality is not an idea to be dwelled
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upon. It is rather the potential of intelligent technologies, such as, machine learn-
ing and data mining that are seen as a viable alternative to capture the observ-
able manifestation of behavior trends and patterns pertaining to personality.

Establishing the theoretically- and empirically-supported conjecture that
there is a strong correlation between the personality traits of a speaker or author
of a written text and their language use has been of crucial relevance for the field.
The Medical Research Council (MRC) Psycholinguistic Database [7], released in
1981, is one of the pioneering efforts. It contains semantic, syntactic, phonolog-
ical and orthographic information on 98,538 words in the database, facilitating
mapping between each personality trait and the tangible linguistic indicators. A
little more than a decade later, a very instrumental text analysis tool, the Lin-
guistic Inquiry and Word Count (LIWC) that includes a word dictionary, had
emerged from the work of James W. Pennebaker and his group, [24]. The LIWC
dictionary is comprised of words categorized in five main categories and more
than 80 subcategories. Features derived from these lexicons are the cornerstone
of many influential works on this topic.

The scarcity of large datasets labeled for ground-truth presents a bottleneck
in studying language indicators for personality prediction. Crowd-sourcing and
social networks have emerged as platforms to meliorate the problem. James
W. Pennebaker and Laura A. King had compiled what has since become a
widely-exploited essay dataset, composed of 2400 essays written by psychology
students on subjects of their own choice and labeled manually by judges with
scores for each of the Big Five personality traits [25]. Two datasets containing
multimodal data exist, namely, the EAR dataset [16], a smaller corpus of con-
versation extracts recorded using an electronically activated recorder, and the
IDIAP YouTube dataset, used in our study, consisting of 404 YouTube videos,
transcribed and labeled with personality impressions along the five personality
dimensions. The myPersonality project [6] dataset including both textual data
(e.g., status updates) and Facebook metadata is no longer maintained and avail-
able, although a number of prominent research studies based on the Facebook
dataset have contributed to the field.

Syntactic linguistic features such as part-of-speech tags (POS) and depen-
dency parsing [22], lexicons [25], language modeling [23], psycho-linguistic [7,24]
and their combinations [13] have been identified as tangible verbal indicators of
personality traits. The performance of the models varies across datasets, with
averaged accuracy on all Big Five dimensions ranging from 56% to 64% for the
essays dataset, and between 57% and 73% on the EAR corpus [13]. Stronger
predictive performance has been achieved on the myPersonality dataset, with
precision scores between 86% and 95% across all Big Five dimensions [15]. A
number of machine learning (ML) algorithms, such as SVM [13,20], logistic
regression, discriminant analysis, decision trees [13] and deep learning [14], have
been utilized in the personality predictive models.

A review of previous studies using the IDIAP YouTube dataset was car-
ried out, in particular the papers presented at the Workshop of Computational
Personality Recognition 2014 [5]. All models discussed in the six papers have
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outperformed the baseline results - an F1 score of 39%, calculated as an average
of the five F1 scores across the Big Five dimensions. The best-performing model
using an affective analysis on a coarse- and fine-grain level has yielded an average
F1 score of 72.7% [9].

3 Dataset

Our models were constructed on the IDIAP YouTube1 personality dataset, which
consist of 404 YouTube video monologues, vlogs, showing individuals (vloggers)
of both gender, talking on a variety of topics in front of the camera. The behav-
ioral features are comprised of 21 audio features, which include speech activ-
ity measurements and prosody cues (e.g., average and standard deviation of
the voice pitch, voice rate, speaking time), and 4 video features describing the
motion of the vlogger in the video (e.g., entropy, median and center of gravity
in horizontal and vertical dimensions) [3]. Every video has been transcribed and
labeled manually with gender and personality impressions for the vlogger along
the Big Five personality dimensions solicited by crowdsourcing [4].

4 Methodology

We have developed several models, each of which consists of different combina-
tions of diverse types of linguistic features. A limited preprocessing has been per-
formed: removal of all special characters except apostrophes in order to preserve
word contractions, conversion to lowercase letters and in some cases, removal of
the stop words, if the initial testing had indicated their significant impact on the
predictive performance.

4.1 Features

The types of features that were incorporated in our models have been previously
utilized in research with objective related to ours, such as: affective analysis,
detecting deception in text, modeling personality, although their selection and
implementations as well as their place in the modeling pipeline differ. The pre-
dictive power of the linguistic features vary across tasks and contexts, and their
selection follows a careful analysis and consideration for the specific requirements
of the task at hand. The unifying aspect highlighted across related research is
that the emotional content and language nuances, rather than understanding of
the semantic meaning of the content are more important when modeling phe-
nomena related to human nature. The 499 linguistic features extracted from the
vlog transcripts and incorporated in our feature collections could be naturally
categorized into 4 different types and a short description of each category follows.

1 https://www.idiap.ch/dataset/youtube-personality.

https://www.idiap.ch/dataset/youtube-personality
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Lexicons of Topic and Affective Words. The findings that extend across
several studies is that positive, negative sentiment words and topical words,
correlate highly with the Big Five personality traits [10,13,20,25]. The following
six lexicons were used to capture the affective content and the category of topics
present in transcribed vlogs:

Bing Liu’s Opinion Lexicon2. A lexicon of almost 6,800 positive and nega-
tive words [12], generated by a dictionary- and corpus-based approach has been
frequently used for sentiment analysis and opinion mining. In our models, for
each transcript, stop words were removed and two features based on this lexicon
were calculated, the frequency of positive and negative lexicon words found in
the transcript.

SentiWordNet3. A lexical resource created for sentiment classification and
opinion mining [2], by annotating each synset in WordNet [17] with three scores
denoting the strength of positive, negative and neutral emotion carried by the
terms in a synset. For each SentiWordNet term found in a vlog transcript, four
features were calculated, namely the cumulative and maximal positive and neg-
ative score.

NRC Affect Intensity Lexicon4. A list of English words associated with their
intensity scores for four basic emotions: anger, fear, sadness, joy [19]. Four fea-
tures were calculated, one for each emotional category in the lexicon, namely, the
frequencies of all NRC lexicon words detected in a transcript that has intensity
score for each of the four emotions higher than 0.35.

NRC Valence, Arousal, and Dominance (VAD) Lexicon5. A lexicon of
more than 20,000 English words annotated with their scores along three senti-
ment dimensions: valence, arousal, and dominance [18]. Three features, one for
each of the VAD metrics, valence, arousal or dominance, were calculated as the
frequencies of NRC VAD lexicon words that have a score higher than 0.5 for the
corresponding metric.

Empath6. A tool that facilitates generation of personalized lexical categories
based on a few seed terms provided by a user using deep learning architectures
for mining the web and crowdsourcing [8]. Empath’s categories have been found
to correlate highly (r = 0.906) with humans i.e., similar categories in LIWC.
Two hundred built-in categories on a number of common topics extracted from
modern fiction are also available. For the purpose of this research, the frequency
counts of all Empath built-in word categories identified in a transcript were
accounted as features in our models.

2 https://www.cs.uic.edu/∼liub/FBS/sentiment-analysis.html#lexicon.
3 https://github.com/aesuli/SentiWordNet.
4 https://saifmohammad.com/WebPages/AffectIntensity.htm.
5 https://saifmohammad.com/WebPages/nrc-vad.html.
6 https://github.com/Ejhfast/empath-client.

https://www.cs.uic.edu/~liub/FBS/sentiment-analysis.html#lexicon
https://github.com/aesuli/SentiWordNet
https://saifmohammad.com/WebPages/AffectIntensity.htm
https://saifmohammad.com/WebPages/nrc-vad.html
https://github.com/Ejhfast/empath-client
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Harvard Inquirer H4Lvd7. A dictionary of words that are assigned with
182 properties (e.g., emotion, strength, arousal, pain, etc.) [1] was originally
developed for social-science content-analysis research. In our work, we have con-
structed features for each category by calculating its word frequency counts.

LIWC. Evidence has shown that a selection of psycholinguistic features can be
useful as footprints of someone’s style, emotional state and personality. What a
lot of research in personality prediction have in common is the use of the tool
LIWC8, that includes a lexicon of words, divided into 5 categories and vari-
ous number of subcategories. For example, linguistic category: nouns, pronouns,
assents, negations; psychological process: anger, anxiety; relativity: past, present
and future tense verbs, words depicting space and time; personal: achievement,
religion, school, sports; and experimental dimension: swear words, nonfluencies
and fillers. For our particular study, we have used the frequencies of 68 word
categories. The average word count per sentence and the number of sentences in
each transcript were also identified as important sentence-level psycholinguistic
indicators of vlogger’s talkativeness.

Language Modeling. Even though, research argues that the generalizability
of the model might suffer, forty most frequent bigrams have been extracted, and
their tf-idf values have been calculated for each vlog transcript.

At the onset of our explorations, we have investigated the correlation between
the selected 499 lexical features and the class labels corresponding to the Big
Five dimensions, and highlight the most significantly correlated ones. While lex-
icon words showed significant correlation with all personality traits, the effects
of other types of features varied across traits. As would be expected, the cor-
relation analysis has shown that every personality trait except Extraversion is
correlated to features depicting negative emotions (e.g., sadness, anger) and
use of swear words. Extraversion is associated with being outgoing, friendly and
socially active, so the correlation with words belonging to related categories (e.g.,
journalism, writing, play, pleasure) is substantiated by the correlation results.
Extraverts are considered to be talkative, hence the correlation to the average
uttered words per sentence was found significant.

4.2 Feature Collections

As a baseline model we have adopted the initial study performed on the IDIAP
dataset [3,4], which is based on the audio-visual features extracted and provided
by the IDIAP dataset and the gender of the vlogger. No linguistic features were
included in the baseline model. In order to analyze the relevance and predictive
power of the four categories of linguistic features described in the previous section
and their combinations, a large number of feature collections were devised and
evaluated, but we limit our discussion to the following feature collections:
7 http://www.wjh.harvard.edu/∼inquirer/spreadsheet guide.htm.
8 http://liwc.wpengine.com/.

http://www.wjh.harvard.edu/~inquirer/spreadsheet_guide.htm
http://liwc.wpengine.com/
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∗ [A.] Baseline feature collection.
∗ [L1 - L7.] Each of the L1 - L6 feature collections adds one of the lexicons we

considered to the baseline model, with L7 adding all lexicons to the baseline
feature collection.

∗ [P1 - P3.] The feature collections P1 to P3 use LIWC, sentence statistics,
and both types of psycholinguistic features, respectively, in addition to the
baseline features.

∗ [B1.] This feature collection complements the baseline model with the
bigrams.

∗ [F1 - F3.] Selection of the 75 most relevant linguistic features according to
the calculated information gain and chi-squared test were included in F1 and
F2, respectively. A compilation of all 499 features added to the baseline were
included in F3.

5 Discussion of Results

Six different classifiers have been tested: Multinomial Naive Bayes (MNB), Extra
Trees (ET), Random Forest (RF), Support Vector Machines (SVM), Multilayer
Perceptron (MP) and K-Nearest Neighbors (KNN). The classifiers have been
trained and tested separately for each Big Five dimension, their performance
was measured with the following metrics: accuracy (A), precision (P), recall
(R), F1 score (F1), negative predictive value (NP) and specificity (S). The first
four performance measures are the most popular and widely-used. The inclusion
of two additional metrics was deemed necessary to support our discussions as
both the predictiveness of positive and negative classes i.e. personality traits on
opposite sides of a personality dimension are of interest. In particular, negative
predictive value shows how many of the elements that are predicted as negative
are actually negative, while specificity indicates how many of the actually nega-
tive elements are predicted as negative. The performance of the best-performing
classifier-features combinations for each Big Five dimension are summarized in
Table 1.

While all best-performing models consisting of a particular feature collec-
tion and a choice of machine learning algorithm outperform the baseline model
in sensitivity (recall), specificity and F1 measure, the performance gains differ
depending on the evaluation metric we observe as evident in Table 1. It was
noted that the difference between the best and worst F1 value obtained for dif-
ferent personality dimension varies and can be as high as 28%. These variational
patterns can be considered as important empirical evidence of the confrontation
between the suitability of the model to capture the behavioral manifestations
of different personality traits reflected in the language use. It appears that the
inclusion of the Harvard Inquirer H4Lvd and NRC Affect Intensity Lexicon led
to substantial performance gains for predicting Agreeableness and Neuroticism,
respectively, compared to the baseline results, while the best models for the other
three dimensions perform comparably. The performance differences for Extro-
version and Neuroticism were less notable when compared to the baseline results



An In-Depth Analysis of Personality Prediction 141

Table 1. Results for the best combinations of a classifier and features (including the
baseline) are presented for each personality dimension. Extroversion - EXT, Agreeable-
ness - AGR, Conscientiousness - CON, Neuroticism - NEU, Openness to experience -
OPE.

Features Classifier A P R F1 NP S

EXT Gender + audiovisual (baseline) ET 76.8 61.1 64.7 62.8 84.2 82.1

EXT Baseline + LIWC SVM 73.2 53.6 88.2 66.7 92.9 66.7

AGR Gender + audiovisual (baseline) SVM 67.9 65.6 75.0 70.0 70.8 60.7

AGR Baseline + Harvard Inquirer H4Lvd MNB 80.4 77.4 85.7 81.3 84.0 75.0

CON Gender + audiovisual (baseline) ET 76.8 76.4 100.0 86.6 100.0 7.1

CON Baseline + NRC Affect Intensity lexicon MNB 80.4 81.6 95.2 87.9 71.4 35.7

NEU Gender + audiovisual (baseline) SVM 58.9 50.0 60.9 54.9 67.9 57.6

NEU Baseline + NRC Affect Intensity lexicon SVM 67.9 58.6 73.9 65.4 77.8 63.6

OPE Gender + audiovisual (baseline) SVM 71.4 55.0 61.1 57.9 80.6 76.3

OPE Baseline + all lexicons SVM 73.2 57.9 61.1 59.5 81.1 78.9

than was the case for the other Big Five dimensions. The best performance for
Extroversion was achieved by augmenting the baseline features with the cate-
gories from the LIWC, when using the SVM classifier, although the superiority
against the baseline was not evident in every evaluation metric.

To get a better insight on how the performance varies with the selection of
the word lexicon, we have compared the prediction performance across all feature
collections and all Big Five dimensions. It is worth noting that the use of one lex-
icon, rather than another, yielded very different results, sometimes with a 15.3%
difference in F1 score. The evaluation of the models that include the features
from all lexicons, feature collection F3, was the best-performing model in com-
bination with SVM only for the Openness to experiences dimension. It did not
point to any performance advantage, although often it is expected that adding
new features yields performance gains, rather than making it worse. We may
speculate that the overlapping of word categories among lexicons unfavorably
affected the performance and a compiled curated lexicon might be a solution.

The radar plots presented in Fig. 1 show the top 5 best-performing models
for each personality dimension and support our previous analysis that the per-
formance advantage contributed to a particular lexicon vary widely. The impact
of the combination (feature collection, classifier) integrated in a model produces
performance improvements or substantial reductions depending on the evalua-
tion metric and the personality dimension we focus on, in some cases even by
21.7% (the recall for Neuroticism).

Possibly the most direct experimental evidence against the practice of choos-
ing the same feature set and same classifier for modeling all personality dimensions
comes from the following analysis that take different views and look at the impact
a selection of classifier has on a particular performance metrics. A selection of
the optimal classifier for all personality dimensions, leads to an unbalanced
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Fig. 1. Top 5 best-performing classifier-features combinations for each Big Five
dimension.

performance, shaped by the differences in the underlying feature collection
employed in each model as shown in the radar charts in Fig. 2. In general, these
rather substantial variations means that a classifier can make better and more
accurate predictions for one dimension, but fails another. Substituting one classi-
fier with another (e.g., Multilayer Perceptron with SVM in our analysis) has pro-
moted completely new sets of 5 top performing models and revealed different pat-
terns across dimensions. For example, the best models for Openness to experience
were L3, A, L4, L2 and P2 and the rather substantial differences evident in Fig. 2
diminished with the use of SVM. The patterns for the other dimensions were con-
sistent, but the differences were less pronounced.

Our experiments make use of various types of features and their combina-
tions, so in order to address the question of whether or not, and to what extent,
a particular classifier would affect the performance results, we have selected the
feature collection F3 that includes all 499 features of diverse nature considered
in our study (Fig. 3). It was found that the choice of classifier makes a significant
difference in the outcomes. For example, the choice of Multinomial Naive Bayes
and feature collection F3 has achieved the best recall of 85.7% for the Agree-
ableness, compared to only 51.7% obtained by the SVM classifier. On the other
hand, there was a dramatic decrease of 36.9% in the specificity between Multi-
nomial Naive Bayes and Extra Trees when predicting Openness to experiences,
utilizing the same feature collections F3.
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Fig. 2. Top 5 best-performing feature collections combined with the Multilayer Per-
ceptron classifier for each Big Five dimension.

A quite different picture on classifier’s performance arises from the analysis
of consistency of their performance. An interesting trend was observed when
looking at the averaged as opposed to peak performance of the classifiers, shown
in Figs. 4 and 5. Multinomial Naive Bayes, SVM and Multilayer Perceptron have
showed balanced performance across all measures for every Big Five dimension,
except Conscientiousness, where all suffered at either negative predictive value
or specificity. K-Nearest Neighbors, while also balanced across all performance
measures, had only obtained one best result across all of the evaluation metrics
and dimensions, and averaged scores lying on the bottom end of the spectrum.

We argue that it would also be valuable to track the roles certain choices
played in improving the performance on one metric vs another and suggests
that the established practice of choosing one feature collection for all person-
ality dimension might have much higher impact than what is suggested by the
empirical studies. A selection of evaluation metric should be driven by a par-
ticular scenario or application objective. Assessing recall (true positives) might
be more suitable for identifying neurotic students in particular intelligent tutor
that adapts interaction dialogue to student’s personality, however avoiding false-
labeling people might ask for tracking measures, such as F1, specificity and neg-
ative predictive value. A substantially different relationship might be of interest
in a tool supporting and mediating collaboration of group of people with “clash-
ing” personalities, as opposed to matching web design properties that appeal to
certain personalities.
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Fig. 3. Top 5 best-performing classifiers combined with feature collection F3 (all fea-
tures) for each Big Five dimension.

Fig. 4. Best results obtained by the classifiers for each metric, plotted individually for
each Big Five dimension.
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Fig. 5. Average results obtained by the classifiers for each metric, plotted individually
for each Big Five dimension.

6 Conclusion

This paper reports on a study that investigates that interplay and trade-offs
between the choice of classifier, feature collection and their combinations for
the task of predictive modeling of personality in video monologues. Our analy-
sis casts doubts on researchers’ practice of choosing the same pair of classifier
and feature collection for all Big Five dimensions that might potentially lead
to miss-classifications of personality traits. The study also points to the impor-
tance of unavoidable trade-off between the choice of performance metric and the
application scenario under investigation.

The subtle differences in behavioral manifestations of personality expressed
in language use might require a unique modeling approach for each personality
dimension. No single study can resolve all issues and offer solutions. We continue
with the way we conduct scientific inquiries - extensive experimentation and in-
depth analysis that might shed light on the causation rather than correlations
found in data.
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Abstract. Providing prediction models for ski injuries is a very challenging
classification problem. We propose a model for injury prediction that uses ski
lift trajectory features. Ski slopes, in general, differ by width, length, difficulty
and geographical position on the mountain, which results in different patterns of
skiing. We study the correlation between these patterns different types of ski
injuries. Many types of analysis were proposed in this domain of research.
However, they are either too simple for real-time usage, such as univariate
statistical analysis, or use interpretable predictive models at the cost of lowering
accuracy. In order to gain best predictive performance and still provide expla-
nation one must combine different approaches. We utilize modern algorithms
such as random forests and gradient boosted trees with explainability methods
Shap and Lime for providing interpretation about reasons for specific decision.
The proposed models were created on Mt. Kopaonik, Serbia ski resort and it is
shown that ski injury in the following hour on specific ski slope can be predicted
with AUC *0.76, which is better up to *15% compared to classical approa-
ches such as logistic regression and decision trees.

Keywords: Ski injury prediction �Machine learning � Explainability � Shapley
value � Lime

1 Introduction

From all entertainment industries worldwide ski sports and leisure industry is among
the leaders with approximately 400 million of skier visits worldwide [14]. This number
is steady over the years, which indicates that ski resorts are developing and fulfilling
skiers needs. Having that amount of skier visits, leads to unpleasant situations, such as
injuries. Although injuries in ski resorts occur seldom, the costs and outcomes of such
injuries can be high and significant. For example, injury often leads to temporary or
permanent work disability, movement disability or even death [2]. Because of that, it is
of critical importance that risk factors are monitored constantly and that injury is
identified in short time span. Usually, ski resorts have implement safety strategies, but
unwanted events still occur. Namely, decisions where injury is going to occur and who
is going to be injured are made based on experience, intuition or opinion. This leads to
non-optimal solutions which can be improved by utilizing existing data.

Every modern ski resort has RFID ski passes for entering ski lift gates. Having this
technology one can obtain behavior data for each skier, i.e. how many slopes a day a
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skier does, how fast is he or she skiing or whether skiers tend to often change ski
slopes. All these derived behavior attributes can be combined with existing injury data
with the goal of developing predictive models. This allows usage of modern data
analysis methods such as predictive modelling and machine learning algorithms.
Unfortunately, ski injury research is often done on small-scale, case-control studies that
are used for analysis of injured population compared to small sample of non-injured
skiers. Additionally, self-reported information about skiing experience, skiing perfor-
mance are commonly used. Analysis is done using descriptive statistics or statistical
hypothesis testing.

The problem with ski injury prediction is that ski injuries are very rare events with
0.2% or fewer injuries per skier day [22]. Although the percentage is very low number
of skiers that are injured is around 800,000 on worldwide level. This poses a major
public health problem, which lowers quality of life of an individual and presents a
major cost for insurance companies.

Predictive modeling and machine learning have been applied in ski injury
prediction already. Majority of these papers dealt with the task of making correct
predictions or explaining what subpopulation is more prone to injury. However, to the
best of our knowledge none of the papers dealt with explanation of why an individual is
prone to injury. Therefore, in this paper we propose a predictive model for identifi-
cation of ski injury on slope and for specific time interval, for specific individuals.
Additionally, we present several methods for explaining the decision about whether an
injury is going to occur. This way we investigate risk factors driving injury related
behavior which allows decision maker to use results are decision support system.

In this paper we created and evaluated several traditional and state of the art
predictive models for binary classification task of predicting whether an injury will
occur in the following hour on specific ski lift on Mt. Kopaonik, Serbia. This allows
identification of risk factors and real-time response and prevention of injuries. As an
evaluation measure, we used a predictive performance measure that is commonly used
for this task, called area under the ROC curve (AUC).

The remainder of the paper is structured as follows. Section 2 provides a literature
review on ski injury predictions. Section 3 provides a methodology of the research
providing a brief description of the data, experimental setup, evaluation measures and
explainability techniques. Section 4 present results and discussion of the result, while
Sect. 5 concludes the paper.

2 Literature Review

Analysis of ski injury data is often done using descriptive statistics, basic statistical
hypothesis testing or using correlation between self-reported questionnaire data. This is
referred in literature as small-scale, case-control studies. The idea of such studies is to
compare sample of injured to sample of non-injured skiers and inspect whether there
are differences between different characteristics, properties or behavior of skiers. As a
result, one can find average values, standard deviations, correlations and most often
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odds ratios or risk ratios. Common analysis is done according to physical properties of
a skier such as gender [20] and age [6, 19]. Also, skiing behavior is inspected,
i.e. speed of skiing [20] or skiing experience [12]. Finally, one can find analysis of ski
resort properties, quality of snow [21], weather [12] and ski lift quality [6].

One can discuss usability of this analysis. Namely, findings from above-mentioned
studies can be used for educational purposes, i.e. for teaching future skiers about risk
factors or as information for rescue service but real-time decision-making is very
limited. In more up to date papers computational methods such as data mining and
machine learning methods are used. In paper [4] multi-criteria decision-making method
DEX was used combined with decision tree classifier method was used for prediction
of global daily prediction of ski injuries. The mixture of domain knowledge and
knowledge induced from data improved predictive performance and provided action-
able insights for rescue service for capacity planning.

Decision tree classifier, more specifically, CHAID algorithm was used in paper [9].
The benefit of using decision tree algorithms compared to classical analysis in terms of
odds ratio is that decision trees are able to find interactions of the attributes which leads
to higher odds of injury. That identified interaction present subpopulation of skiers with
specific properties (i.e. fast skiers that change slopes are more prone to injury compared
to average skier). Additionally, CHAID algorithm has shown comparable results in
terms of AUC compared to logistic regression algorithm.

Adding domain knowledge in order to provide better performance is presented in
paper [8]. Domain knowledge is added in a stacking manner, more specifically pre-
dictive model is presented as a hierarchy of logistic regressions. Hierarchy is obtained
from DEX models where each logistic regression can be seen as independent expert.
Multiple predictions are combined using new logistic regressions up to final node of
hierarchy. The framework can be seen as a feature extraction tool since each level in
hierarchy provides different view on the problem.

However, ski injuries can be of different type as well. Therefore, decision support
systems should also predict type of injuries as well. This can be regarded as a multi-
label classification problem. In terms of data mining and machine learning one should
utilized multi-label algorithms. In paper [15] one such application is presented. Another
interesting approach can be found in [10] where instead of using classification models
to predict whether an injury will occur or not one can use recommender systems. This
way model recommends which ski slope is likely to have injuries. Although this seems
less intuitive it has been shown that predictive performance of recommender systems
was comparable or better than data mining and machine learning algorithms. Finally,
one can find application of multi-task prediction models [16] where each ski slope is
considered as a task.

More throughout analysis of ski injuries and predictive modelling can be found in
[7, 17].

3 Methodology

In this section, we will present data, explanation and motivation of experimental setup.
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3.1 Data

Data used in this research are from Mt. Kopaonik, Serbia ski resort. Mt. Kopaonik is
the largest ski resort in Serbia with 20 ski lifts with different degrees of difficulty. In
this paper we use data from the 14 most utilized ski lifts for which we could extract all
features shown in Table 1. The dataset includes all ski lift gate entrances from season
2005/2006 to season 2011/2012. Ski lift entrances are stored using RFID check-ins of
ski lift tickets at the beginning of the ski lift. Term skier refers to all people that use the
ski lift transportation system, such as skiers, snowboarders etc.

Ski injuries are collected from Serbian mountain rescue service database while
weather data is obtained from Republic hydro-meteorological service of Serbia. Final
dataset is joined based on ski ticket numbers and date-time which resulted in a dataset
of approximately 20 million rows. Since our goal is to make a prediction for an injury
on ski slope for the following hour dataset is aggregated on ski slope, hour level which
resulted in 44,941 observations. The dependent attribute (label) is converted to a binary
value where value 1 means that at least one injury occurred in the following hour on ski
slope, while value 0 means that a ski slope did not have any injury in the next hour.
Aggregation of data allowed us to derive insightful attributes that describes typical
skier behavior for that ski slope and also ski slope behavior.

Attributes can be roughly divided into four categories. First, we have descriptive
statistics which is used to capture number of skiers on the ski slope. Second group of
attributes present statistical properties of distribution such as average value, minimum,
maximum, median, various percentiles, standard deviation, skewness and kurtosis for
several distributions of data. Third group contains chemometric analysis of distribu-
tional data which is used to measure levels of activity in data [24]. This group of
attributes contains the number of modes in distribution, the number of peaks and of
pits, and the number of significant peaks. Finally, the weather data contains the tem-
perature, dew point, humidity, visibility, fog, rain, snow, and thunder feature. There are
in total 78 features.

Table 1. Feature explanation.

Feature group Feature

Descriptive
statistics

Total number of ski lift visited by skiers on ski slope
Number of skiers on ski slope

Statistical Average for feature group*
Minimum value for feature group*
Tenth percentile for feature group*
First quartile for feature group*
Median for feature group*
Third quartile for feature group*
Maximum value for feature group*
Standard deviation for feature group*
Skewness of distribution for feature group*
Kurtosis of distribution for feature group*
Number of modes in distribution for feature group*

(continued)
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3.2 Predictive Model Explainability

As explanation of predictions are a topic of rising interest in many application areas [18],
which is also the case of ski injury predictions, we utilized Shapley values, and Lime.
Shapley values explain prediction of an instance using game theory. Namely, each
instance is a player in a game where predictions are considered as a payout. Then, by
using coalitional game theory, one can calculate fair distribution of payout among the
attributes for a player [5]. This explanation model belongs to the class of additive feature
attribution methods which explain an output as a sum of attribution for each input
attribute. More specifically, Shapley values tries to model equation presented in Eq. 1.

g z0ð Þ ¼ /0 þ
XM

i¼1
/iz

0
i ð1Þ

where z0 2 0; 1f gM , M is the number of input attributes, and /i presents attribute
attribution value. Important property of such model should be local accuracy, miss-
ingness and consistency. Local accuracy means that attribute attributions are accurate
in explaining predictions. Missingness explains that attributes that are not present in
instance of interest generate zero value of importance and consistency present mono-
tonicity of the output constraint. In other words, attribution method should be mono-
tone function. In order to compute Shapley value we need to calculate attribute
attribution values /i for each attribute. They are calculated using Eq. 2.

/i ¼
X

S�Nn if g
Sj j! M � Sj j � 1ð Þ!

M!
fx S[ if g � fx Sð Þð Þ½ � ð2Þ

Table 1. (continued)

Feature group Feature

Chemometric
[24]

Number of turns in distribution for feature group*

Signal that majority of the skiers are at the beginning of the distribution
for feature group*
Number of peaks in distribution for feature group*
Number of pits in distribution for feature group*
Number of significant peaks (p > 0.5) in distribution for feature group*

Weather Temperature on ski slope in degrees Celsius
Dew point on ski slope in degrees Celsius
Humidity of air in %
Visibility in kilometers
Indicator for fog
Indicator for rain
Indicator for snow
Indicator for thunder

*Statistical and Chemometric features are extracted for time spent on track, vertical distance of
skier, number of ski slopes skier skied, and number of distinct ski slopes skier skied
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where S is the set of non-zero indexes in z0, and N the set of all input attributes. It is
shown that this is only possible explanation method that satisfies all three properties
(local accuracy, missingness and consistency) [13].

Having this kind of model we can obtain attribution of each attribute for prediction.
Positive value of /i indicate that attribute i has positive impact on prediction. In this
paper this will indicate that attribute i indicate that ski injury will occur in the following
hour on specific ski slope for an instance we are looking for. Negative value of /i
describes negative attribution of attribute i for prediction.

As an advantage of proposed method for explanation of predictions one can say that
attribution of the attributes is fairly distributed and it is considered in areas that require
explainability by law. Only Shapley value might be legally compliant method because
of fairness property. Additionally, Shapley value allows contrastive explanation. This
means that we can compare predictions to the average predictions on whole dataset
level, data subset level or even on the instance level [1].

Although the method is mathematically sound and satisfies all desired properties
practical use is limited because of exponential complexity of Eq. 2. However, for tree
like models and ensembles of trees like models one can use algorithm described in [3].

Besides having individual attribute attribution, one can gain additional insight into
problem at hand by adding interaction effects. Shapley values for decision tree like
models can be obtained using Shapley interaction index [13] that is presented in Eqs. 3
and 4.

/i;j ¼
X

S�Nn i;jf g
Sj j! M � Sj j � 2ð Þ!

2 M � 1ð Þ! rij Sð Þ ð3Þ

where i 6¼ j, and

rij Sð Þ ¼ fx S[ i; jf gð Þ � fx S[ if gð Þ � fx S[ jf gð Þþ fx Sð Þ ð4Þ

For more detailed explanation authors refers to [21].
Other approach to model explainability is by using local surrogate models. This

kind of models are used to explain predictions in general regardless of predictive model
(whether it is complex or simple). In this paper we utilized local interpretable model-
agnostic explanations (Lime). The idea of Lime is to train surrogate model which,
instead of training general model for all instances, focus on training local surrogate
models which are able to explain prediction of an instance. Mathematically, we can
present Lime as in Eq. 5.

exp xð Þ ¼ argming2GL f ; g; pxð ÞþX gð Þ ð5Þ

where x present an instance in dataset, L is loss function which is mean squared loss of
prediction of an original model f and explanation model g with proximity measure px
(how large neighborhood around instance x a model will look). Function X gð Þ mea-
sures model complexity. If this part is omitted explanation of a prediction for an
instance will use many features which is an undesired property. However, using many
attributes for an explanation provides better values for the loss function L. Therefore,
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one must trade-off between accuracy and explainability. Finally, we might have
unlimited number of explanations G and we must choose that function (model) g which
is the best in terms of combination of loss L and complexity X [1, 11].

The process starts by selecting an instance for which we want an explanation. For
that instance we perform bootstrap sampling several times and weight instances
according to the Euclidean similarity to the instance of interest. Based on proximity
measure we train a new model that is interpretable by nature, in this paper linear
regression, using weighted instances. This way we obtain explanation of the predictions
using interpretable models. It is worth to say that linear regression used lasso regu-
larization in order to generate explanations which are not complex. In other words
explanation is presented with a small number of attributes.

3.3 Experimental Setup

In order to provide best performing predictive model and provide explanation of
predictions we utilized gradient boosted trees and random forest algorithms. Results are
compared to logistic regression (lasso and ridge) and decision tree algorithms as they
are commonly used in literature for this kind of problems. They provided better per-
formance compared to traditional data mining and machine learning algorithms such as
logistic regression and decision trees. However, they haven’t been used due to lack of
interpretability of results and explainability for one example. In order to provide
realistic measure of performance we used cross-validation. More specifically we used
10 fold cross-validation, which means that the dataset was randomly split into 10
chunks, from which 9 chunks were used for model training and remaining one for
model testing. The process was repeated 10 times, such that each chunk of data was
used exactly once for testing. After finishing cross validation, 10 values of predictive
performance were obtained and we present average value and standard deviation of
predictive performance measure.

As a performance measure metrics we used AUC since it is a decision threshold
independent measure (which means that AUC present the overall goodness of the
predictive model) and because it is commonly used for evaluation of ski injury pre-
diction models. AUC is calculated by calculating the sensitivity and specificity for
every possible decision threshold available in the data. After creation of the curve we
calculate the area under the curve. It can be calculated more easily using Mann-
Whitney U test. AUC ranges from 0 to 1, where 1 presents a perfect classifier, while the
value of 0.5 presents a classifier which is equal to the random classifier [23].

It is worth to notice that both random forest and gradient boosted trees have
optimized parameters (number of trees) using internal 10 fold cross validation. Same
applies for baseline methods, namely lasso and ridge logistic regression and decision
tree.

Besides using predictive performance in terms of AUC we will provide interpre-
tation and explanation of the predictions using Shapley values for instance, Shapley
value for interactions and Lime.
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4 Results and Discussion

Predictive performance is presented in Table 2. As described in Sect. 3 we trained and
evaluated random forest and gradient boosted trees as complex algorithms which lack
interpretability and explainability and compared predictive performance with baseline
methods (algorithms commonly used for ski injury predictions) logistic regression with
lasso and ridge regularization and decision tree algorithm.

As we can observe gradient boosted trees obtained best predictive performance
with AUC equal to 0.7623 which is better than random forest by *8% and baseline
models for *15% up to *25%. This improvement in predictive performance is
sometimes useless in real-life decision-making situations if the decision maker cannot
understand how a predictive model makes decisions. Both random forest and gradient
boosted trees are considered as algorithms that lack interpretability and explainability.
We would like to use this improvement in predictive performance and still be able to
provide explanation why ski slope is considered to be at risk of an injury. For that
purposes, we utilize Shap and Lime methods explained in previous section.

Shap method provides us with explanation for an instance with individual contri-
bution of each attribute. Example of Shapley values for two instances is presented in
Fig. 1. Upper instance is example of ski slope in risk of having injury. The red arrows
present attributes and their individual contribution to risk behavior for gradient boosted
tree algorithm while blue arrows present lower risk for attribute attribution. Attribute
attribution values for ski injury occurrence are sorted according the strength of attri-
bution. The biggest attribution for that particular instance has skewness of distribution
of vertical distance that skier skied up to a specific hour on a specific ski slope. The
next best attribution is the number of unique (distinct) skiers on that ski slope. This is
an indicator that ski slope is having a lot of skiers that just began skiing and small
number of them which are skiing a longer period of time. Additionally, the ski slope is
crowded with people. This kind of information is useful for injury mitigation. Other
instance (lower part of Fig. 1) presents a ski slope for specific hour that is in no risk of
having an injury in the following hour. As we can observe, some attributes indicate
injury behavior (red arrows) while a lot of others indicate low risk behavior (blue
arrows). The biggest injury risk attribute attribution is associated with kurtosis of
number of slopes that skier had which means that skiers are not uniformly distributed in
terms of number of slopes. However, we can also observe that we have a lot turns in

Table 2. Predictive performance.

Algorithm AUC (average ± standard deviation)

Lasso logistic regression 0.5257 ± 0.0971
Ridge logistic regression 0.6034 ± 0.0995
Decision tree 0.5136 ± 0.0336
Random forest 0.6885 ± 0.1108
Gradient boosted trees 0.7623 ± 0.1182
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distribution and a lot peaks in distribution. This is probably the morning part of a skiing
session where the ski slope is not crowded. Interpretation is in accordance with global
finding in ski injury research [12] but this interpretation allows for more detailed
inspection for each instance, or in this paper for each ski slope for each hour.

Different point of view can be obtained from Lime. For the specific examples we
can observe which attribute contributed most for decision. Blue value present non-
injury behavior and orange color present injury related behavior. For this example,
output for Lime model is presented on Fig. 2. It can be observed that average time on
track influenced the most for this example. Its attribution is highest for injury behavior.
However, overall behavior indicates that higher probability is that there will be no
injury on this ski slope and on that hour.

Fig. 1. Shapley values examples. (Color figure online)

Fig. 2. Lime values examples. (Color figure online)
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Shapley values can be inspected in different manner. Namely, one can inspect for
each instance Shapley value for specific attribute and relate it to output value. This
allows visual inspection for each attribute. In some sense it allows identification of
areas where attribute influence predictions in non-linear manner.

Another example is presented in Fig. 3. We inspected effects of humidity on ski
injuries. On horizontal axis instances are sorted according to predictions in descending
order, while on vertical axis attribution of humidity to predictions are presented. As we
can observe for higher prediction of risk of injury humidity had high Shapley value
which indicate that high humidity is a risk factor. However, as humidity gets lower it is
unstable in Shapley value meaning that humidity after some point does not influence
occurrence of injury. Similar applies to other weather condition attributes available in
data, such as visibility, wind speed, temperature and dew point. To some extent this
finding is in accordance with existing knowledge of influence of weather on ski injuries
available in paper [12].

Finally, we can present Shapley interaction scores. For each feature we can create
scatter plot and visually inspect obtained results. For the purposes of this paper, we
present on Fig. 4 Shapley interaction scores for average time on track and number of
distinct skiers presented. This combination is selected because average time on track
has overall biggest interaction with number of distinct skiers. As we can observe
average time on track (horizontal axis), number of unique skiers (color scale) seems not
correlated, and Shapley interaction values are relatively low (vertical axis). However, at
the beginning of the distribution we can observe that a higher number of distinct skiers
are present mostly for low values of average time on track and we can also observe that
Shapley interaction values are lower than zero which indicate non-injury behavior.
Injury behavior occurs seldom for higher values of average time on track but it seems
unrelated to the number of distinct skiers as well. This can be useful finding for this ski
resort, because time spent on track is often a good predictor of ski injury occurrence.

Fig. 3. Shapley values examples.
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An interesting interaction is presented on Fig. 5. Shapley interaction values are
presented for combination of temperature and number of pits (local minima) of vertical
distance. Number of pits of vertical distance is selected because this attribute has best
interaction score with temperature overall. We can observe that Shapley value increases
as temperature increases (positive correlation). Number of pits vertical distance also has
positive correlation and therefore and it seems that combination of these two attributes
are jointly contributing to ski injuries.

Fig. 4. Shapley interaction values for average time on track and number of distinct skiers.
(Color figure online)

Fig. 5. Shapley interaction values for temperature and number of pits of vertical distance.
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5 Conclusion

This paper proposes utilization of complex algorithms for ski injury prediction without
hampering interpretability and explainability of predictive model. In this paper we
trained and tested machine learning algorithms such as random forest and gradient
boosted trees and compared them to logistic regression and decision tree algorithms.
The problem we were dealing with was prediction of ski injuries on ski slopes for the
one-hour time period. This problem is considered as a very hard binary classification
problem mainly due to fact that ski injuries are rare events. Although they are rare
events, cost of injury is very high. Because of that description of the prediction, or
explanation of prediction, is necessary.

Predictive performance of gradient boosted trees is far better compared to algo-
rithms used in existing literature such as logistic regression and decision trees. Namely,
obtained AUC is 0.7623 and this number from *15% up to *25% better compared to
baselines. The cost of utilization of more complex algorithm is alleviated using Shapley
values and Lime method for explanation of predictions for each instance.

Based on Shapley values and explanations obtained from Lime model one can
inspect influencing factors that lead to ski injury and provide necessary set of actions in
order to prepare, act or prevent occurrence of ski injury. Besides inspecting just one
attribute, decision maker can gain insight on influence of range of values of an attribute
or interaction of attributes for ski injury occurrence.
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Abstract. Nowadays, tremendous number of financial online articles
are published every day. Numerous natural language processing (NLP)
algorithms and methodologies have arose, not only for correct, but also
for fast financial sentiment extraction. Currently, word and sentence
encoders are popular topic in NLP field, due to their ability to represent
them as dense vectors in a continuous real numbers space, referred to as
embeddings. These low dimensional embedding vectors are appropriate
for deep neural networks (DNN) inputs, and their invention boosted the
performance of multiple of NLP tasks.

In this paper, we evaluate different word and sentence embeddings in
combination with standard machine learning and deep-learning classi-
fiers for financial texts sentiment extraction. Our evaluation shows the
BiGRU+Attention architecture with word embedding as features, give
the best score in overall evaluation.

Keywords: Sentiment analysis · Finance · Deep learning · Word
embedding · Sentence embedding

1 Introduction

The stock trading in the modern world can not be imagined without technology.
The one that has better information has a competitive advantage and can make
smarter trade that potentially will produce a higher profit. However, obtain-
ing the “better information” from the vast amount of continuous data, mainly
originating from news and social media posts and discussions, is not naive task.
There is another constraint in this equation: Every trader is seeking for the
“information” that will maximize his/hers profit. The race for the right infor-
mation that will provide an inside which symbols to bid or offer is what makes
the stock trading exiting. And this is the place where the technology takes over.
It is impossible for one person or a group of people to process all the information
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related to the companies and their corresponding exchange symbols in a timely
matter. Especially in the high frequency trading world, where few milliseconds
can change the profit into a loss, everybody tries to create a model that will
increase the winning probability.

One of the pillars of the efficient market hypothesis proposes that the avail-
able information is reflected immediately in stock prices [17]. Diverse studies
refer that sentiment may affect future returns [3,19], volatility and trading vol-
ume [1,19]. Driven from this incentive, the Task 5 of the SemEval 2017 challenge
was introduced [9]. This particular task attracted 32 participating teams from
various parts of the world, 25 of which tried to extract the sentiment from the
Microblog messages, while 29 teams tried to extract the sentiment from the news
headlines.

The teams that submitted a solution for the Task 5 of the SemEval 2017 chal-
lenge approach the problem with various tools and techniques, among which the
most promising ones are based on hybrid models that apply machine learning,
deep learning and lexicons in order to extract the sentiment from the corre-
sponding text.

According to the study [5], successful sentiment analysis should unify the
best of the natural language processing field. First, the syntax insights should
be extracted through sentence boundary disambiguation, part of speech tagging,
text chunking and lemmatization, and then the semantics should be understood
using word sense disambiguation, concept extraction, named entity recognition,
anaphora resolution and subjectivity detection. At the end is the pragmatic
layer, where the sarcasm should be detected, metaphors should be understood
and even then one can extract the sentiment of the sentence.

In this paper we compare the performance of multiple machine learning and
deep learning approaches for financial news headlines sentiment extraction with
respect to different word and sentence embeddings.

Word embedding is a technique for mapping high-dimensional sparse vectors
that represent the words into a real number vector in continuous space based
on the word cooccurence in large text corpora, providing significant dimension-
ality reduction. This representation is famous for representing the similar words
together, as well as their relationships, enabling analogy detection [16]. In this
paper, we compare the influence of pre-trained embeddings for the financial news
headline sentiment extraction. Particularly, we use 300 dimensional word repre-
sentation from Word2Vec [16], the 100 dimensional Glove [18] embedding and
300 dimensional FastText embedding [4].

Sentence embedding provides mapping of sentences into vectors of real num-
bers. Considering the stored information which each sentence contains, the
embedding vector is larger and usually varies between 512 and 1024. In this paper
we examine Universal Sentence Encoder (USE) [6] with 512 dimensional sentence
representation and Language Agnostic Sentence Representation (LASER) [20],
which represents the sentences with 1024 dimensional vectors.
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2 Datasets

In this paper, we use two different datasets composed of financial headlines from
two different sources.

Table 1. Financial Phrase Bank and SemEval2017 Task5 datasets statistics

Category Financial Phrase Bank SemEval2017-Task5

Neutral 2879 38

Negative 604 451

Positive 1363 653

2.1 Financial Phrase Bank

The work in [15] presents human-annotated public corpus of financial sentences
extracted from English news on all OMX Helsinki listed companies. Text articles
are downloaded from LexisNexis database balancing the coverage of small and
large companies. It consists of approximately 5000 sentences annotated with
three labels: positive, negative and neutral depending on the influence of the
statement presented in the sentences to the main actor of the sentence, in this
case, the company. The number of sentences per label of the dataset is given in
Table 1.

2.2 Financial Headlines, SemEval 2017, Task 5

Additionally, we use dataset from the SemEval 2017 competition, task 5 named
as Fine-Grained Sentiment Analysis on Financial News. It consists of around
1200 news headlines related to large companies world-wide extracted from vari-
ous sources on Internet like Yahoo Finance. Each instance, in this case sentence,
is labeled with a floating number ranging from −1 to 1, presenting the senti-
ment score. The score of 0 means neutral. Due to the consistency with previous
dataset, we convert scores in nominal values: positive, negative and neutral. The
conversion algorithm is presented in Eq. 1.

L =

⎧
⎪⎨

⎪⎩

Positive, if score > 0
Negative, if score < 0
Neutral, if score = 0

(1)

After the conversion, the number of sentences per label is presented in the
Table 1.



164 K. Mishev et al.

Table 2. Merged dataset statistics

Category Total Training Test

Positive 2016 1414 602

Negative 1055 762 331

2.3 Data Pre-processing

Considering the small size of the both datasets, we merge them into one. Addi-
tionally, we remove neutral sentences due to the specificity of the task, to identify
positive or negative magnitude of the sentence. Next, we applied lower-casing
and stemming of the words in the sentences in order to eliminate the noise which
may be produced by formatting, typos and grammar additions. Most of the sen-
tences are 10 words long, as shown in Fig. 1, which presents the distribution of
the lengths of sentences in the whole dataset.

Fig. 1. Distribution of number of words per sentence

Next, we split dataset into training and test set to evaluate the models. We
use 70% of the dataset as training and 30% as test set. During the training of
the model, we use 10% of the training set as validation set. Number of positive
and negative sentences in training and test set is given in Table 2.
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3 Sentiment Analysis for Finance Text Articles

In this paper, we compare different approaches for text classification problem
in finance by using deep learning methods aided by standard machine learning
classifiers. The main goal is to investigate the influence of different word and
sentence embeddings as inputs for these techniques. In evaluation process, we
use Python programming language and we leverage the Scikit-learn library1

for machine learning classifiers implementations, and Keras2 for building the
structure of neural network classifiers used in the proposed methodologies.

3.1 Lexicon Based Approach

Table 3. WordCount LM and VADER performance

Metric Wordcount LMD VADER sentiment

Accuracy 0.35 0.42

Recall 0.23 0.42

Precision 0.45 0.40

F1-score 0.30 0.41

As a starting point, we calculate the sentiment score by Wordcount Loughran-
McDonald (LM) [14], as standard approach in finance, and VADER NLTK
toolkit [12], as standard approach in NLP. These algorithms are based on statis-
tical semantic analysis and they calculate the number of positive and negative
words in each sentence. Word-count LM, as primary source for words polarity,
uses Loughran-McDonald Dictionary [14]. VADER (Valence Aware Dictionary
and sEntiment Reasoner) is a lexicon and rule-based sentiment analysis tool
which is specifically attuned to sentiments expressed in social media [12]. After-
wards, the polarity of words is used to determine the polarity of sentence. If
polarity of 2/3 or more negative words, the sentence is negative. If polarity of
2/3 or more positive words, the sentence is positive. The results of evaluation
with test dataset is given in Table 3.

3.2 Deep Learning Methods

Our deep learning methods are based on word and sentence encoders with pre-
trained models in combination with standard machine learning and deep-learning
classifiers. The problem which we deal with is a binary classification problem.
We evaluate each of the encoders separately. Hence, we use two separate archi-
tectures.

1 Scikit-learn, https://scikit-learn.org/stable/.
2 Keras, https://keras.io/.

https://scikit-learn.org/stable/
https://keras.io/
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Word Embedding Architectures

Bidirectional Gated Recurrent Unit with Attention (BiGRU+
Attention). This model uses a variation of the Recurrent Neural Network archi-
tecture [10] based on shallow BiDirectional Gated Recurrent Unit (GRU) aided
by attention layer. We chose this architecture since the attention layer has been
proven as efficient in Machine Vision, and recently it was adopted in NLP tasks
[2], where it improves the earlier performance. Bidirectional GRU summarizes
the context of the sentences from both directions of the sequences, which in our
case acts as a sentence encoder. In [13], this model outperforms other method-
ologies giving best results in evaluation phase. GRU [7] is a simplified version
of Long Short Term Memory (LSTM) [11] that has been shown to outperform
LSTM in some tasks [8]. Also, in [21], the GRU units in combination with word
encoders, outperform LSTM in sentiment analysis for Russian Tweets.

The architecture that we use is presented in Fig. 2. The first layer provides the
different word embeddings that are evaluated in this scenario. For each sentence,
these embeddings are padded with empty word embedding in order to fit the
300 BiGRU units. This layer outputs a sentence encoding which is fed into the
attention layer, which learns the most “sentimental” words in the sentence i.e.
the one that influence the most for the given label. The fourth layer is a dense
layer which is feed in a dropout layer in order to prevent over-fitting. At the end,
we use the hyperbolic tangent in order to predict the label.

Fig. 2. BiGRU+Attention with Word embedding architecture

Convolution Neural Network (CNN). Convolution Neural Network (CNN)
can extract the most informative n-grams in the sentence which affect the clas-
sification and polarity of the sentence. Our CNN network with word embedding
layer consists of two 1-dimensional convolution layers with 64 filters separated
by max-pooling layer with pool size 2. Fifth layer is Global Max Pooling layer,
which extracts the max vector over the steps, which outputs a constant dimen-
sion for the temporal data. Next, we have Dropout layer with probability 0.5
followed by dense layer with 32 neurons and sigmoid dense layer with 2 neurons.
The presented architecture is visualized in Fig. 3.
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Fig. 3. CNN Word embedding architecture

Sentence Embedding Architectures

Bidirectional Gated Recurrent Unit (BiGRU). The architecture of this
network is presented in Fig. 4. The only difference with word embedding BiGRU
architecture is that it accepts a sentence embedding, and does not have the
attention layer. The output of the network is sigmoid function which produces
two outputs, prediction probabilities for two classes.

Fig. 4. BiGRU architecture for sentence embedding

Convolution Neural Network (CNN). In this model we stack 2 stacks of
convolution layers with 512 filters and filter size 7. In the middle, we set Max
Pooling layer with pool size 2. To the output of the seconds convolution layer,
we set Dropout layer in order to reduce the over-fitting of the network. Next,
we put dense layer with ReLU activation function and 32 neurons and lastly, we
set dense layer with sigmoid activation function and 2 neurons which, as output,
give probability values for predicting the appropriate class. As model optimizer,
we use stochastic gradient descent and we use categorical crossentropy as loss
function. The details of the implementation are given in the Fig. 5.

Multi-layer Perceptrons (MLP). Additionally, we test multi-layer percep-
tron deep learning architecture in text classification. we fed sentence embedding
received by embedding layer into four hidden dense layers having 1024, 512,
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Fig. 5. CNN architecture for sentence embedding

64 and 2 neurons respectively. For each sentence embedding vector representa-
tion xi = [xi1, xi2, ..., xiT ] of sentence mi, each neuron of the hidden network
calculates a vector hj defined by the follow equation.

hij = ReLU(Wijxi + bj) (2)

where Wij is the weight matrix and bj is the bias vector of the layer j. The
output of the network is a softmax dense layer which produces two outputs,
prediction probabilities for two classes. The architecture is given in Fig. 6

Fig. 6. MLP architecture for sentence embedding
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4 Evaluation

Tables 3–5 present results of the evaluation on sentiment classification. Table 3
presents the results from lexical representation with ML methods. Table 4
presents the results by using word encoders with deep-learning methods. Table 5
presents results obtained in binary classification aided by sentence encoders with
ML and DL methods. All tables show macro-averaged F1-score of negative and
positive classes, used as quality measure.

LASER, as sentence embedding, with BiGRU architecture outperforms other
sentence embeddings. Meanwhile, Glove with BiGRU+Attention achieved best
results in sentiment identification among word encoders.

Confusion matrices in Fig. 7 present the results for positive and negative class
predictivity for the best models from word and sentence embeddings respectively
used over the test-set. In both models, we achieve better results in positive class
prediction.

Table 4. Word Encoder F1 score

Encoder Word2Vec Glove FastText

BiGRU+Attention 0.885 0.893 0.890

CNN 0.857 0.870 0.865

Fig. 7. Confusion matrix of predicted labels in test set (a) Glove (b) LASER
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Table 5. Sentence Encoder F1 score

Encoder USE LASER

BiGRU 0.846 0.889

CNN 0.784 0.812

MLP 0.864 0.869

Extreme Gradient Boosting (max depth = 80, n estimators = 120,
lr = 0.1)

0.828 0.82

Extra Random Forest (n estimators = 100, max depth = 2) 0.838 0.82

GradientBoosting (n estimators = 200, max depth = 3) 0.828 0.84

SVC Gamma (gamma = 2, C = 1) 0.851 0.82

Stochastic Gradient Descent (loss = “hinge”, penalty = “l2”,
max iter = 5)

0.750 0.82

Passive Aggressive (max iter = 1000, random state = 0) 0.770 0.82

Decision Tree Classifier 0.729 0.72

K-Nearest Neighbour (n neighbors= 5) 0.787 0.67

Logistic Regression 0.827 0.72

Naive Bayes 0.721 0.66

Random Forest 0.789 0.56

SVC Linear (C = 0.025) 0.780 0.39

5 Conclusion

In this paper, we evaluate word and sentence embedding with deep-learning
and machine learning architectures for the task of binary classification of
finance text sentiment. The results show that deep-learning architectures
with sentence embedding outperform machine-learning classifiers. However, the
BiGRU+Attention architecture with word embedding as features, give the best
score in overall evaluation. Also, the attention layer does a decent job in classi-
fication process. The intuition for this is that we train this network to learn a
representation for the sentences that embeds their sentiment using the BiGRU
and Attention layers.

LASER sentence encoder outperforms the USE. Bidirectional GRU in com-
bination with LASER gives best result when using sentence embeddings as input
for the classifier. On the other hand, for the USE embeddings, the MLP archi-
tecture showed best results.

6 Future Work

In order to improve the performances of evaluation, we need a larger dataset.
As next step, we plan to enrich our dataset with additional news headlines
from Thompson Reuters News database. On the other side, we can use unsu-
pervised approach for data augmentation as presented in [22]. Also, we should
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evaluate combinations of different embeddings by using deep neural networks
with concatenation layer. Additionally, LASER and FastText embeddings are
language-agnostic, so we plan to measure their performances with texts written
in different languages.
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Abstract. An investment decision is one of the most important financial
decisions. With the aim of optimizing investment in securities from the aspect of
return and risk, investors usually diversify their portfolio securities. This paper
presents a hybrid model for portfolio optimization, which consist of two steps.
The first step predicts future returns on the shares, and the second step, by
applying hierarchical clustering algorithm, identifies various groups of shares.
The test results indicate that the suggested model is suitable for optimization of a
financial portfolio as a hybrid model based on selected shares, which if included
in the portfolio, enable the diversification of risk.

Keywords: Portfolio optimization � Recursive prediction � Dynamic time
warping � Hierarchical clustering

1 Introduction

Investment in the capital market represents a complex process of allocating free
financial resources with the aim of achieving a certain return. The highly volatile nature
of capital markets prevents the accurate analysis, prediction and calculation of the
investment return and risk, making these investments the riskiest. Portfolio optimiza-
tion represents one of the most important aspects of making investment decisions,
which is based on the possibility of the successful prediction of the relationship
between return and risk in the future. Modern portfolio theory [1] is the first quanti-
tative framework for the optimal diversification of investment decisions, which is
widely being used even today. According to Markowitz’s approach, investment opti-
mization model is based only on the values of the expected return and risk, while it is
assumed that a rational investor prefers more effective portfolios, which provide
maximal return for acceptable level of risk. The development of the stock market
enhances the possibilities for investment, but increases the complexity of the model. In
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cases when a large number of financial instruments are being considered, high
dimensionality can prevent the precise evaluation of a correlation structure and risk.
Thus, the application of Markowitz’s model in the optimization of large portfolios can
result in the allocation of financial resources to suboptimal investment alternatives.

The problem of diversification when creating effective portfolios in comparison to
more conventional methods could also be solved by the application of numerous
alternative methods. In numerous studies, machine learning algorithms have proved to
be quite effective in the creation of effective portfolios. At the same time, the most
frequently used approaches include artificial neural networks [2, 3], genetic algorithms
[4, 5], and cluster analysis [6–9].

Cluster analysis represents a technique of unsupervised machine learning which
attempts to establish previously unknown and useful connections among the data,
whereby different insight into the structure of the data is obtained. A special type of
clustering is the clustering of time series, which are classified as dynamic data since
their characteristics can change over an observed period of time. Additionally, clus-
tering of financial time series is an especially challenging task, taking into consideration
the fact that the financial market is a complex, evolving and dynamic system whose
behavior is pronouncedly non-linear.

The existing portfolio optimization systems usually focus on several aspects:
improvement in the clustering approaches [8, 10], improvement in the used metrics for
the allocation of clustered data [11, 12], or methods for optimization of asset selection
from the created clusters [13]. The problem of improving clustering algorithms based
on the prediction of the available data set for clustering, however, has so far not been
studied in sufficient detail, particularly in the field of financial time series data. In this
paper, as a contribution, we propose a two-step methodology for the improvement of
the performance of the clustering algorithm based on newly available data obtained by
using machine learning algorithms for prediction. To our best knowledge, the proposed
hybrid approach for optimization of financial portfolios has not been used so far.

In this paper LS-SVMs will be used as a first step in the proposed methodology to
create a prediction model. The problem of prediction of asset returns is modeled with a
recursive time series prediction strategy. In the second step of the proposed hybrid
methodology for portfolio optimization, hierarchical clustering is used.

It is important to point out that any regression machine learning technique is
suitable for the application of the proposed hybrid portfolio optimization methodology
in combination with any other clustering algorithm with adequate metrics. The pro-
posed algorithm offers a systematic approach for financial portfolio optimization based
on predicted data.

The paper is organized as follows: the second part describes the proposed
methodology. The third part presents some theoretical basics needed to understand the
proposed methodology. The fourth part represents the simulation framework and
provides an overview of the results of the cluster analysis and the results of the
portfolio optimization. In the final part, some of the conclusions and directions for
further research are presented.
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2 Proposed Methodology

In this section a hybrid methodology for portfolio optimization is presented, which is
based on a recursive time-series prediction strategy and a hierarchical clustering
algorithm.

We will first describe the recursive time-series prediction strategy. It is the most
intuitive strategy of long-term prediction [14–16], considering that it relies on the
already predicted values instead of familiar ones, which in the given moments were not
available, for the prediction of future values. In the case of recursive strategies, pre-
diction for one step ahead is done:

ŷtþ 1 ¼ f yt; yt�1; . . .; yt�dþ 1ð Þ ð1Þ

The number of previous values of the time series based on which the prediction of
the following value is made is defined by the regressor size d, while f stands for the
prediction model. To predict the following step, we use the same model, with the same
group of parameters:

ŷtþ 2 ¼ f ŷtþ 1; yt; yt�1. . .; yt�dþ 2ð Þ ð2Þ

and finally, to predict the H-th step, where H denotes the prediction horizon size, ŷtþH

is predicted using the same model:

ŷtþH ¼ f ŷtþH�1; ŷtþH�2; . . .; ŷt�dþHð Þ ð3Þ

In (2) the predicted value was used for ŷtþ 1, instead of its correct value, which at
the given time was not available. To predict all the H steps, the values from ŷtþ 2 to
ŷtþH are predicted recursively, and with each step, the number of predicted values in
the regressor increase. The moment when the prediction horizon size H becomes equal
to or greater than the regressor size d, in the inputs to the model we find only the values
from previous steps.

The advantage of the recursive strategy can be seen in the fact that it is necessary to
form only one prediction model, that is, it is necessary to optimize only one group of
parameters for the prediction of all the steps within the horizon H. The drawbacks are
seen in the accumulation and propagation of errors through the prediction steps, which
are especially prominent with the increase in the size of the prediction horizon.

In the proposed hybrid methodology, after the initial recursive time-series predic-
tion model is used and new predicted data becomes available, we suggested using a
hierarchical clustering algorithm over the predicted data in order to optimize the
financial portfolio. The proposed algorithm can be seen in Fig. 1.

Figure 1 presents the general procedure for the prediction of M actions through a
recursive strategy with d lags in each training vector.
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The order of the steps shown in Fig. 1 can be described in the following algorithm.
Algorithm 1. The hybrid model for financial portfolio optimization

1. Initialization
From the time series values form an initial training set S = {X, Y} with pairs from
the training set xk; ykf g; k ¼ 1; . . .N, where N denotes the size of the initial training
set, that is, the overall number of input-output pairs from X and Y. In the case of the
prediction of time-series, training vectors xk 2 X with the inputs xk 2 Rn consist of
lagged input variables, while yk 2 R represent the target values of the time series,
yk 2 R. From the last d values of the time series form the initial test vector
xt ¼ yN ; yN�1; . . .yN�dþ 1f g:

2. On the basis of this model, form and preserve the prediction for the following step
in the time series in the vector yt; t ¼ 1; . . .;H.

3. Update vector xt by shifting it one place, and adding the prediction formed in step 3,
in accordance with the recursive prediction strategy.

4. Repeat steps 2 and 3 H times, where H represents the size of the prediction horizon,
that is, the number of steps that need to be predicted.

5. Repeat the procedure for each share which could potentially take part in the port-
folio creation.

6. Following the initial prediction over the obtained values of time series, perform the
clustering.

7. Based on the results obtained in the cluster analysis, by applying an optimization
strategy perform the shares selection for each cluster.

If the predicted values were to be used as input, an effect may be expected on the
level of accuracy of the following prediction; therefore, a well-trained model is of vital
importance for the prevention of error propagation. The presented methodology was
tested in the experimental framework which is described in detail in section four.

Fig. 1. Proposed hybrid methodology
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3 Theoretical Framework

In this section, a brief review of LS-SVMs is given, which are used to train the
forecasting models in the experiments. A theoretical basis is also needed to understand
the used clustering algorithm.

3.1 Least Squares Support Vector Machines for Regression

Least squares support vector machines, as a reformulation of SVMs, are commonly
used for function estimation and for solving non-linear regression problems [17]. The
regression model in primal weight space is expressed in:

y xð Þ ¼ xT/ xð Þþ b ð4Þ

where x represents the weight vector, b represents a bias term and / is a function
which maps the input space into a higher-dimensional feature space.

LS-SVM formulates the optimization problem in the primal space defined by:

min
Jp x; eð Þ
x; b; e

¼ 1
2
xTxþ 1

2
c
XN

k¼1
e2k ð5Þ

subject to equality constrains expressed as:

yk ¼ xT/ xkð Þþ bþ ek; k ¼ 1; . . .;N ð6Þ

while ek represents error variables, c is a regularization parameter which gives relative
weight to errors and should be optimized by the user.

Solving this optimization problem in dual space leads to obtaining ak and b in the
solution represented as:

y xð Þ ¼
XN

k¼1
akK x; xkð Þþ b ð7Þ

The dot product K(x, xk) represents a kernel function while ak are Lagrange mul-
tipliers. When using a radial basis function (RBF) defined by:

k x; xkð Þ ¼ e�
x�xkk k2
r2 ð8Þ

the optimal parameter combination (c, r) should be established, where c denotes the
regularization parameter and r is a kernel parameter. For this purpose, a grid-search
algorithm in combination with k-fold cross-validation is a commonly used method [18].

3.2 Hierarchical Clustering

In hierarchical clustering, the clusters are determined by applying an agglomerative or
divisive algorithm. Agglomerative clustering uses a bottom-up approach to perform
hierarchical clustering, so that each observation is primarily found in its special cluster,
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and then the clusters are combined into larger clusters until finally all the observations
belong to the same cluster or until a stopping criterion is satisfied. A divisive algorithm
generates clusters following the opposite procedure, that is, in a top-down manner,
beginning with one cluster which contains all the observations and then later deter-
mining the subclusters.

In this paper we used complete linkage hierarchical clustering, which uses linkage
criteria to determine the metric which is used when grouping clusters. The complete
linkage algorithm calculated the maximum distance between observations of pairs of
clusters.

A similarity measure is of essential importance for each clustering algorithm, but
similarity measures on time series data are much more difficult to determine than on
constant data, because of their own continuous nature. This is why the similarity
measure is, as a rule, carried out in an approximate manner [19]. When clustering time
series, various types of similarity measures are used, considering that each measure
reflects a different type of similarity among time series data.

The shape-based measures as the Euclidean distance and Dynamic Time Warping
(DTW) [20], which find similarities in the time series in the domain of time and shape,
are widely used for clustering times series data [19].

The DTW aligns two time series., Q ¼ q1;q2; . . .; qn and P ¼ p1;p2; . . .; pm, using
the matrix Mnxm, in order to minimize their difference. The element (i, j) of the matrix
M represents the distance d ¼ ðqi; pj) between two points qi and pj, where in order to
calculate the distance, various methods can be used. In this paper we used a standard
Euclidean distance. The warping path, denoted by W ;W ¼ w1;w2; . . .wk; . . .wK while
max(m, n) � K � m + n − 1, actually represents a group of matrix elements which
define the mapping between Q and P, with the k-th element wk= (ik, jk). The wrapping
path needs to satisfy three conditions: the continuity condition, the boundary condition
and the monotonicity condition [19]. The optimal path is determined by applying
dynamic programming in order to find the wrapping path W which minimizes the
wrapping cost, that is, minimizes the distance between the two time series:

DTW Q;Pð Þ ¼ minw
XK

k¼1
dðwkÞ

h i

ð9Þ

where d wkð Þ ¼ ðqik ; pik Þ ¼ qik � pik
� �2

. The complete derivations can be found in [21].

4 Experimental Results and Discussion

This section presents the experimental results and discussion of applying the proposed
approach to datasets taken from the regulated market of the Belgrade Stock Exchange.

Stock exchange indexes represent instruments used to monitor the conjunction on a
particular segment of the financial market. Currently, the following indexes are cal-
culated on the Belgrade stock exchange: BELEX15 and BELEXline. The values of
these indexes are determined by the prices of the most liquid shares which are con-
tinuously being traded on the regulated market of the Belgrade Stock Exchange. These
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indexes show the aggregate change in the price of securities on the financial market,
which have previously satisfied the criteria for inclusion in the index basket.

Stocks are traded on the Belgrade Stock Exchange in both the regulated in
unregulated market. On the regulated market, we can distinguish between Prime
Listing, Standard Listing and the Open Market. The conditions for Prime Listing and
Standard Listing were met only by the shares of seven companies, while the conditions
for the Open Market were met by 25 issuers of shares. An adequate evaluation of the
basic characteristics of financial time series requires a certain duration of the financial
time series, which in the opinion of analysts reduced the number of available stocks to
29.

Taking into consideration the required conditions which the companies issuing the
shares need to meet in order for them to be included in these lists, the starting point in
this study was the assumption that they are the most liquid securities on the Belgrade
Stock Exchange. Considering that they are continually being traded on the stock
exchange, the time series of the data are continuous, which makes financial modelling
simpler.

The data used in this paper were taken from the website of the Belgrade Stock
Exchange (www.belex.rs). The training set of the series of values of individual shares,
include records from January 1, 2008 to December 31, 2017. This training set was used
to train the LS-SVM model. The test set for recursive prediction includes 240 days of
trading, beginning with January 1, 2018. On the obtained predicted values, in the
second step included in the proposed methodology, the algorithm of hierarchical
clustering was applied.

The LS-SVM based recursive prediction model in this study was created based on
the modification of the approach proposed in [22, 23], and consequently, through a
series of experiments on time series data, we have chosen 15 lag values as input
features for the recursive prediction model. The learning phase of LS-SVMs involves
the optimal selection of kernel parameters, in this case r, and the regularization
parameter c. A good choice of these parameters is essential for the estimator perfor-
mance. In our experiments, we used 10-fold cross-validations in combination with grid
searches for the selection of these parameters.

After training the LS-SVM, the local LS-SVM model is then employed for the
time-series prediction. The whole process is repeated for each of the 29 available assets
in the obtained data set by employing a recursive prediction strategy. We have used it
for recursive prediction of the next 60 days for 4 time horizons for each of the 29
available assets, a total of 240 days of trading which make up approximately one year
of trading per asset.

For each of the shares from the studied set, first one day ahead prediction is
performed: r(t + 1) = LS-SVM(r(t), r(t − 1), …, r(t −15)), then to predict the asset
return for the next day, the same model is used: r(t + 2) = LS-SVM(r(t + 1), r(t), …, r
(t − 14), and for the last day: r(t + 60) = LS-SVM(r(t + 59), r(t + 58), …, r(t + 45)).

The prediction quality was evaluated using the mean squared error (MSE) and
RMSE:
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MSE ¼ 1
H

XH

i¼1
yi � ŷið Þ2 ð10Þ

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
H

XH

i¼1
yi � ŷið Þ2

r

ð11Þ

where yi and ŷi are the real and the predicted value of the time-series in the ith

prediction step and H is the size of prediction horizon.
Figures 2 and 3 present the values of the MSE and RMSE errors obtained while

predicting each of the shares in the studied subquarters.

Based on the values of the presented errors, we can note that the proposed recursive
prediction model is exceptionally precise, bearing in mind the studied time horizon.

The second step uses the clustering algorithm for financial time series clustering.
We tested the potential of clustering in portfolio optimization using a complete linkage
(CL) agglomerative clustering algorithm by applying the DTW metric.

Figure 4 shows the results of the application of the DTW metric on the studied
group for two shares, EPEN (6) and SJPT (22), in quarter IV.

It is known that the performance of each clustering algorithm is affected by the
number of created clusters. In this paper we selected the optimal number of clusters
using the Calinski-Harabaz index [24]. Considering that the aim of the paper is the
portfolio optimization of the BELEX15 index which is made up of at most 15 shares,
the Calinski–Harabaz index was set up to determine the optimal number of clusters for
the studied shares with the limitation that the maximal number can be 15.

Fig. 2. MSE errors by quarters
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Figure 5 shows the dendrogram of hierarchical clustering by using a complete-
linkage method on the predicted data set.
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Fig. 3. RMSE errors by quarters

Fig. 4. Example of DTW alignment between EPEN (6) and SJPT (22) shares over a three-month
period
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Afterwards, we distributed assets inside each cluster relying on the Omega ratio as
the optimization strategy for asset allocation. The Omega ratio allows comparisons
between risk and return at different threshold levels for various asset choices [25].
Assuming that F(x) is a cumulative distribution function of the rate of return on
investment and rm is the minimum acceptable return, the Omega ratio can be calculated
using the following equation:

Xt ¼
R1
rm 1� F xð Þð Þdx

Rr�1 F xð Þdx ð12Þ

As a general measure for the evaluation of the quality of the obtained cluster
analysis, in this paper we used three different economic performance measures: the
return rt, risk rt and the Sharpe ratio SRt, which are calculated according to the
following equations:

rt ¼ logCPt � logCPt�1 ð13Þ

rt ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Pn
t¼1 rt � �rð Þ2
n� 1

s

: ð14Þ

SRt ¼ rt
rt

ð15Þ

where CP represents the closing price at t, t = 1, 2, …, n.

Fig. 5. Dendrogram of hierarchical clustering by using a complete linkage method
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In order to study all the aspects of behavior of the proposed hybrid model for
portfolio optimization, multiple testings of the obtained results were carried out. First,
on each of the prediction horizons which are represented by a fixed quarter size of 60
days, clustering was performed, followed by the optimization of the portfolio in these
studied periods. The results are presented in Table 1. Finally, the TOTAL index was
created based on the obtained quarter projections with the rebalancing of the portfolio,
and the results of the evaluation parameters are also shown in Table 2. All of the results
obtained by the portfolio optimization based on applying the proposed hybrid
methodology are compared to the values of the market portfolios – the BELEX15 and
BELEXline indexes, during the same monitored test period.

Table 1 shows the results of the quarter clustering and the obtained portfolios. Each
quarter is uniformly presented by 60 days of trading and is noted in the table using the
numbers I–IV. The results obtained in the first test period, which includes the first
quarter of 2018, indicate that the CL algorithm allows the creation of a portfolio which
is characterized by a significantly greater risk, but with a more favorable relationship
between return and risk compared to the market portfolios. The complete linkage
method is used to create a portfolio which realizes the best results, considering that the
Omega ratio of such a portfolio is 1.3 times greater than the BELEX15 index, that is, 2
times greater than the BELEXline index.

Table 1. Performance of the constructed portfolio and market portfolios (indexes) by quarters in
2018

Obtained period Evaluation measure Portfolio
CL BELEX15 BELEXline

I Return 0.022 −0.023 −0.061
Risk 0.127 0.042 0.040
Sharpe 0.173 −0.534 −1.539
Omega 1.123 0.836 0.586

II Return −0.014 −0.013 −0.009
Risk 0.036 0.026 0.025
Sharpe −0.393 −0.496 −0.346
Omega 0.857 0.847 0.888

III Return 0.012 −0.009 −0.011
Risk 0.049 0.043 0.034
Sharpe 0.246 −0.199 −0.334
Omega 1.096 0.931 0.888

IV Return 0.026 0.047 0.036
Risk 0.040 0.062 0.036
Sharpe 0.657 0.749 1.001
Omega 1.266 1.287 1.397

A Hybrid Model for Financial Portfolio Optimization 183



During the second test period, which includes the second quarter of 2018, we can
note that the clustering model provides slightly worse results for the studied evaluation
parameters compared to the values of the market indexes BELEX15 and BELEXline.
However, the relationship between risk and return of such a portfolio is similar to the
market indexes, which implies that the market trend in this period was in decline and
not favorable for investing. Although the market maintained such a downturn trend in
the third quarter of 2018, the application of the CL clustering algorithm enables the
creation of a portfolio, whose performances are improved compared to those of the
studied market indexes in terms of the return and risk ratio. Investing in this portfolio
provides a 1.21% rate of return and a 1.2 greater Omega ratio compared to the
BELEX15 and BELEXline indexes. Finally, in the fourth quarter of 2018 the complete
linkage method enables investors to constitute a portfolio which offers an acceptable
but lower risk and return tradeoff compared to the benchmark.

Table 2 pays special attention to the values of the TOTAL index which were
obtained by the application of the proposed methodology with a rebalance of the
portfolio at the quarter level. The TOTAL index represents a complete simulation of the
market trends.

Based on the data presented in Table 2 comparing the overall performance of the
clustering-based optimal portfolio to the benchmark, it can be concluded that the
constructed portfolio significantly improves the features of the optimized portfolio,
providing a 4.59% rate of return and the most favorable tradeoff between risk and
return measured by the Sharpe (0.31) and Omega ratios (1.09).

All of the presented experiments have shown that the proposed hybrid model for
financial portfolio optimization enables the diversification of risk and the constitution
of a portfolio that allows investors on the Belgrade Stock Exchange to allocate their
financial resources to the most favorable stocks in various market conditions.

5 Conclusion

Modern portfolio theory has provided the foundation for the development of numerous
theories and concepts in finance which are still widely being used today, but has also
been criticized by both the academic and professional community. Financial time series
indicate a sequence of anomalies compared to the theoretical hypotheses, which require
the inclusion of additional parameters with the aim of adequate risk diversification.
Considering that learning from data and adapting to financial market changes are a
specific and favorable advantage of machine learning methods, we have seen an
increased use of these methods in financial analyses.

Table 2. Performance of the constructed optimal portfolio and market portfolios (indexes)
during 2018

Portfolio Return Risk Sharpe Omega

CL 0.046 0.146 0.315 1.091
BELEX15 0.002 0.09 0.028 1.005
BELEXline −0.045 0.068 −0.658 0.892
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A practical approach to building a dynamic hybrid model for portfolio optimization
is proposed. The results obtained in this study indicate the possibility of creating a
portfolio by using a hybrid model in the portfolio selection task, which would result in
improved performances compared to the portfolios of the market indexes in the sense
of a stable diversified portfolio that shows a lower risk measured in terms of return
volatility.

Future studies will focus on how the possible expansions of the group of shares
which create a portfolio affect the performance of a clustering algorithm, test for
adequate timing needed to rebalance a portfolio, analyze alternative strategies used to
select shares from clusters included in a portfolio, and analyze the use of even more
advanced clustering algorithms which might lead to further improvements in the
clustering related to financial time series for portfolio optimization.
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Abstract. Predicting the functions of the proteins from their structure
is an active area of interest. The current trends of the secondary structure
representation use direct letter representation of the specific secondary
structure element of every amino acid in the linear sequence. Using
graph representation to represent the protein sequence provides addi-
tional information about the structural relationships within the amino
acid sequence. This study outlines the protein secondary structure with
a novel approach of representing the proteins using protein secondary
structure graph where nodes are amino acids from the protein sequence,
and the edges denote the peptide and hydrogen bonds that construct the
secondary structure. The developed model for protein function predic-
tion Structure2Function operates on these graphs with a defined variant
of the present idea from deep learning on non-Euclidian graph-structure
data, the Graph Convolutional Networks (GCNs).

Keywords: Protein function prediction · Protein secondary
structure · Protein secondary structure graphs · Deep learning · Graph
convolutional networks

1 Introduction

Proteins are large complex molecules that play incredibly crucial roles in organ-
isms. These molecules carry the bulk of the work in cells and are needed for
the structure, function, and regulation of tissues and organs in the organisms.
The role of the protein in a particular cell depends on the DNA sequence of
the gene synthesizing the protein, that is, from the resulting primary sequence
of amino acids. However, in organisms under given optimal conditions, proteins
are not found as a chain of amino acids but have their unique form in the three-
dimensional space.

Today there are many databases of proteins, their primary, secondary and
tertiary structures, as well as their functions, clusters, and other information [7].
The protein databases that represent the proteins with their sequence of amino
acids, such as UniProt Knowledgebase [3], grow with high rates as the protein
sequencing is getting chipper and chipper. However, annotations of proteins are
c© Springer Nature Switzerland AG 2019
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still a bottleneck in the proteomics research area, so the computational protein
function annotation methods are mainly developed to solve this problem.

Protein function prediction is an important application area of bioinformatics
that aims to predict the Gene Ontology functions (terms) associated with the
proteins. Gene Ontology (GO) represents an ontology (vocabulary) consisted of
terms that describe the functions of the gene products (GO terms) and how these
functions are connected between them (relationships) [4]. Currently developed
methods in this field make predictions by homology searching, protein sequence
analysis, protein interactions, protein structure, etc. [18]. Many proteins with
similar sequences have similar functions, but there are also exceptions, such that
proteins with very different sequences/structures have very similar functions [20].

Predicting the functions of the proteins from their structure is an active
area of interest, closely connected to predicting the structure of the proteins.
One drawback of this method is the limited number of proteins with known
structures, unlike the models that utilize only the protein sequence. The solution
for this problem is predicting the structure of the protein using its known amino
acid sequence, which is already investigated with several existing methods. The
efforts in this area are mainly divided into two sub-fields, the prediction of the
secondary structure and the tertiary structure of the proteins [1,15].

As presumed from the complexity of the problem, predicting the secondary
structure is a more investigative problem with methods that produce competent
results. There is a clear trend of a slow but steady improvement in predictions
over the past 24 years [24]. The latest techniques are approaching the theoretical
upper limit of 88%–90% sufficient accuracy of predictions [23]. Hence, predict-
ing the protein function from the secondary structure at this moment is more
supportive than prediction using the ternary structure directly, mainly because
of the promising solutions of using predictive models for the problem of limited
structure data.

The secondary structure of the protein in currently developed models is rep-
resented as a sequence of letters indicating the affiliation of a specific amino acid
from the linear sequence to one secondary structure element [10]. Consequently,
the structure is described as a linear sequence of letters, similar to the primary
structure - the linear sequence of amino acids. This representation of the sec-
ondary structure cannot give information about the connectivity of the amino
acids, which means that we only know the particular denoted secondary element
for the individual amino acid without additional information about the hydro-
gen bonds. This fact can be considered as a deficiency of information that is
needed to extract the necessary information to predict the function by utilizing
the secondary structure.

In this study, we explore the idea of generating an intelligent system capable
of annotating proteins with their functions given the protein secondary struc-
ture. The secondary structure is interpreted in a novel approach, as a protein
secondary structure graph. The nodes in this graph are the amino acids with
their type, and these nodes are connected by two types of edges: peptide bonds
and hydrogen bonds. The nodes and the peptide bonds are a representation of
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the primary structure, while the addition of the hydrogen bonds supplements the
information with the secondary structure. This graph comprises the knowledge
of the primary structure, the peptide sequence, and also the local connection
between the residues.

To predict the function using the developed protein graph, an algorithm that
operates with data in the form of graphs is needed. The proposed model in
this study employs the recently developed deep learning approaches for non-
Euclidian graph-structured data, Graph Convolutional Networks (GCNs) [6].
The architecture of the developed method combines the GNCs with a conven-
tional neural network, to construct a model for protein function prediction called
Structure2Function.

The rest of the paper is organized as follows. Section 2 includes the details of
the problem, the approach for modeling the protein structure and the proposed
model for protein function annotation. Section 3 presents the experimental study
and evaluation of the results and Sect. 4 concludes the study.

2 Problem Definition and Framework

The annotation of the protein is reflected as a protein classification task. The
proteins are expressed with secondary structure graphs, so the proposed method
for protein classification performs graph classification.

The Protein Data Bank (PDB) archive [5] is a worldwide resource for 3D
structure data of biological macromolecules, which includes proteins and amino
acids. Protein structure inferred through experiments is preserved in a Protein
Data Bank (PDB) file. This file represents every atom of the protein molecule
with relative coordinates in three-dimensional space. Hence, this file describes
the protein ternary structure. The DSSP program [17] is applied to derive the
information about the secondary structural elements of the folded protein. DSSP
is the de facto standard for the assignment of secondary structure elements in
PDB entries. The hypothesis tested here determines an intelligent system profi-
cient for function prediction of the proteins, utilizing their secondary structure
represented as a graph.

2.1 Construction of Protein Secondary Structure Graphs

The protein secondary structure can be interpreted as a graph with nodes denot-
ing amino acids and edges outlining the chemical bonds between these amino
acids. The amino acid sequence of the protein is a chain of amino acids connected
by peptide covalent bonds. Therefore, one type of chemical bond between amino
acids is the peptide bond. Alternatively, amino acids can form hydrogen nonco-
valent bond with the CO and NH groups, chemical connections that participate
in the formation of secondary structure. These two types of chemical bonds are
the edges in the protein graph.

The hydrogen bond that forms the secondary structure is a partially elec-
trostatic attraction between the NH group from one residue as a donor and the



190 F. Stojanovska and N. Ackovska

other residue considered as an acceptor with its CO group. Hence, the hydrogen
bond can be modelled as a directed linkage between the donor residue to the
acceptor residue. One residue can be a donor in one hydrogen bond, and accep-
tor in another hydrogen bond. Accordingly, one node in the defined graph model
can have indegree and outdegree of the hydrogen edges equal to one. Notwith-
standing, a single hydrogen atom can participate in two hydrogen bonds, rather
than one, bonding called “bifurcated” hydrogen bond. Consequently, some of
the nodes could have more than one incoming or outgoing edges.

The initial backbone of the protein graph is formed utilizing the peptide
sequence of the protein, through the insertion of the amino acid nodes and the
peptide bond edges in the graph. DSSP method is used to construct the protein
secondary structure graph. The hydrogen bonds forming the secondary structure
elements identified with this program are incorporated in the primary protein
graph, and the outcome is the protein secondary structure graph. Figure 1 illus-
trates the generation procedure of the initial protein graph and the extraction of
the protein secondary structure graph. This procedure is used for proteins with
known tertiary structure.

2.2 Identification of Hydrogen Bonds Forming the Secondary
Protein Structure

DSSP recognizes the elements of the secondary structure through hydrogen
bonding patterns [17]:

• n-turn—represents a hydrogen bond between the group CO of the residue at
the position i and the group NH of the residue i + n, where n = 3, 4, 5;

• bridge—signifies the hydrogen bonding between residues which are not near
in the peptide sequence.

These two types of hydrogen bonding identify the possible hydrogen bonds
between the amino acid residues. Six structure states are defined through the
patterns of the specified hydrogen bonds: 310-helix (G), α-helix (H), π-helix (I),
turn (T), β-sheet (E), and β-bridge (B).

A helical structure is defined by at least two consecutive n-turn bonds of the
i − 1 and i residues. The ends of the helical structure are left out; that is, they
are not given the appropriate state of the helical structure that they start or
end. Consequently, the smallest α-helix structure is defined between the amino
acid residues i and i + 3 if there are 4-turn hydrogen bonds of the i − 1 and i
residues, meaning it has a length of at least 4, not counting the start and end
residues. The smallest 310-helix structure between the residues i and i + 2 and
the shortest π-helix structure between the residues i and i+4 are assigned in the
same way, with lengths 3 and 5 respectively. Following these rules, the subsequent
n-turn H-bonding patterns define the states G, H or I. If one n-tun bond to the
residue i does not have a co-occurring n-turn bond of the previous amino acid,
then the residues in the range from i to i + n are denoted by the state T, where
n depends on the hydrogen bond itself.
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Fig. 1. Illustration of the procedure for generating the protein secondary structure
graphs. The example is the PDB entry 1EOT. Circles in the protein graph represent
the amino acid residues as nodes, grey arrows are the peptide bond edges, and the
orange arrows are the hydrogen bond edges. (Color figure online)

The state β-sheet (E) is defined on residues with at least two consecutive
bridge bonds or residues surrounded by two β-bridge hydrogen bonds. The
remaining residues with inconsistent bridge hydrogen bonds obtain the β-bridge
state (B). For the antiparallel β-bridge for the residues i and j it is necessary
to have two connections between i → j and j → i or between j + 1 → i − 1
and i + 1 → j − 1. The parallel β-bridge for the residues i and j is characterized
by the hydrogen bonds j → i − 1 and i + 1 → j or i → j − 1 and j + 1 → i.
The smallest β-sheet comprises two residues in each of the segments of the two
strands.

The described six states are defined according to the hydrogen bonds, while
the state of the bend (S) is defined geometrically according to the angles of
torsion. If an amino acid residue is not found in any of the seven states, then its
state is indicated by blank space and denotes a residue that is not in any of the
structural elements.
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2.3 Protein Functional Annotation

Gene Ontology (GO) is an ontology (vocabulary) whose elements, GO terms,
describe the functions of gene products, and how these functions are related to
each other [4]. This ontology is organized as a directed acyclic graph (DAG)
with relations between one term on one level with one or more terms from the
previous level. The ontology is mainly divided into three domains [9]: Biological
Process (BP), Molecular Function (MF), and Cellular Component (CC).

One way to get functional protein annotations (current or previous versions)
is through GOA annotation files. The GOA annotations annotate the protein
structure, identified with their PDB identifiers and chain number, with the GO
terms of the three domains BP, MF and CC. The protein annotations were fil-
tered by removing the annotations that are not assigned by experimental meth-
ods with experimental annotation evidence code (EXP, IDA, IPI, IMP, IGI, IEP,
TAS, and IC). Additionally, the annotations that have a qualifier “NOT”, which
indicates that the given protein is not associated with the given GO term, are
also removed.

Since the structure of the ontology is designed as a directed acyclic graph
(DAG), the task of protein function annotation is analyzed as a hierarchical
multi-label classification. This concept indicates that for given predictions, the
parent term should have a likelihood of occurrence, at least as the maximum of
the probabilities of his descendant terms in the ontology.

2.4 Proposed Method: Structure2Function

The protein secondary structure graph is represented as G = {V,E,X}, where
V is the set of nodes, E represents the set of edges, X is a matrix for the node
content, and N = |V | indicates the number of nodes. Every node has a label
for the amino acid identity. There are 20 amino acids in the standard genetic
code, two additional amino acids incorporated with specific processes and three
other states for ambiguity (unknown amino acid or undistinguished amino acids).
Therefore, every node has a one-hot encoding vector for the amino acid label
with length 25. These vectors form the X matrix, where X ∈ R

(N×25).
There are two types of edges in the graph, hydrogen and peptide bond, so

every edge has a label indicating the edge type. These labels are one-hot encoded;
therefore, the edges have a discrete feature vector for their class. In general, the
graph is directed, with no isolated nodes and no self-loops.

The architecture of the proposed method for protein classification is illus-
trated in Fig. 2. The model mainly consists of two major parts: graph convo-
lutional network and fully connected neural network. The graph convolutional
network maps the graph into latent representation, whereas the fully connected
neural network takes the graph representation and generates the class predic-
tions. Graph Convolutional Networks (GCNs) are already implemented in several
studies for solving the task of graph classification [11,12,25].

The convolutional neural network is defined following the Message Passing
Neural Networks (MPNN) framework [13]. The framework defines two phases, a
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message passing phase, and a readout phase. The message passing phase updates
the node representation for one node by aggregating the messages from the
neighborhood of the node.

The message muv of node v from neighboring node u in our model is defined
as a function from the hidden representation of node u from the previous layer
hu and the edge vector euv. This function is a neural network that takes the
concatenation of hu and euv as input and generates the message:

muv = σ(W1[hu, euv] + b1) (1)

where W1 is a weight matrix, b1 is a bias vector, σ denotes an activation func-
tion, and [·] represents concatenation. Since the graph is directed, there are two
separate message channels for incoming edges min

v and outgoing edges mout
v ,

computed as the sum of individual neighboring messages:

min
v =

∑

u∈N(v)in

muv (2)

mout
v =

∑

u∈N(v)out

mvu (3)

where N(v)in and N(v)out are the sets of neighbors from incoming and outgoing
edges respectively.

The final step in the graph convolution is the node update function that
updates the node hidden representation based on the min

v and mout
v messages.

This update function is interpreted as a neural network with h
′
v, min

v and mout
v

as inputs, where h
′
v is the previous node hidden representation:

hv = σ(W0[h
′
v,m

in
v ,mout

v ] + b0) (4)

For the first layer, the node hidden representations are the feature vectors
from the matrix X. Three of the defined layers are stacked together to form a
more in-depth model. Also, we use residual connections [14] between the layers
to enable the transfer of the information from the previous layer:

H l = GCN(H l−1, A) + H l−1 (5)

where l refers to the layer number, Hi is a matrix with node hidden representa-
tions, GCN(·) represents the graph convolutional layer, and A is the adjacency
matrix.

The final step in the first part of the model is the accumulation of the node
representations into the graph feature vector, the readout phase. In this process,
all vector representations for all nodes are aggregated to make a graph-level
feature representation. The final graph vector representation is defined as

h =
∑

v∈G

σ(W2h
L
V ) (6)
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Fig. 2. Visualization of the architecture of the proposed method.

where hL
V is the hidden representation of node v from the last layer. The node

and graph representations are defined as 500-dimensional vectors.
The graph latent representation vector is input in the second part of the

network, which consists of three fully connected (FC) layers of size 1024, 512
and N neurons, where N represents the number of terms (classes) in the corre-
sponding ontology. The last layer gives the probabilities for each class as output,
so a sigmoid function activates it. These settings create a standard multi-label
classification, where each output is a value of 0 to 1.
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The last layer is the Hierarchical Class Correction layer designed to capture
the hierarchical multi-label classification property of the problem. This layer is
composed of a 1-0 matrix with rows indicating the encoding of the relationship
between the parent term and its descendant terms. That is, each term in the
matrix has a vector where the elements at its position and the position of its
descendants have value 1, and the remaining elements have value 0. Once the
vector with predictions is element-wise multiplied with this matrix, there is an
operation of max-pooling that extracts the maximum probability values for each
term.

Benchmark Dataset. To create the train and test sets two timeframes of
protein annotations are used: historical annotations t0 from 05 July 2017 and
current annotations t1 from 13 February 2019. The approach in CAFA challenge
[13] is applied to determine the separation of proteins into the training set and
testing set. This method uses the proteins in both time annotations to create
two kinds of sets for each GO ontology:

• No-knowledge data (NK): protein structures annotated with a term in current
annotations t1 and are not annotated in historical annotations t0 with terms
from an ontology;

• Limited-knowledge data (LK): proteins which are annotated with a term from
an ontology in t1 and are not annotated in the corresponding ontology in t0.

The protein structures found in the NK and LK sets are part of the test
set, that is, the benchmark set, while the remaining proteins are assigned to the
train set. Table 1 shows the size of the train and test sets for every type of GO
ontology.

Table 1. Number of annotated protein chain structures in the training and testing
sets for every ontology.

Ontology Train set Test set

LK NK

BP 66,495 231 13,797

14,028

MF 66,319 456 16,441

16,897

CC 59,060 137 13,408

13,575

The terms from each type of ontology that annotate less than ten protein
chains are excluded from consideration in the training phase of the model. The
model is not aware of these functional terms; accordingly, it is not able to learn
to predict them.



196 F. Stojanovska and N. Ackovska

Model Implementation and Optimization. The model was implemented
using Tensorflow and Keras deep learning frameworks. The learning of the model
was performed using the AMSGrad variant [19] of the Adam optimizer from [22]
with a learning rate set to 0.001. The models are trained with 150 episodes with a
batch size of 1, and 1000 steps per epoch. The most appropriate model is selected
from the epoch with the lowest value of the loss function of the validation set,
and accordingly, this version is used to evaluate the predictions of the particular
model.

2.5 Evaluation

The evaluation of the protein-annotated method is based on the methods pro-
posed in the Critical Assessment of the Protein Function Annotation Algorithms
(CAFA) experiment [16,21]. Protein-based measures evaluate the results of clas-
sification methods that for a given protein predict the terms with which the
corresponding protein has been annotated. Measures are needed that will assess
the predictions of a model intended for multilabel classification. For this type
of evaluation, the Fmax measure, Smin measure, as well as the precision-recall
curve, will be used.

The precision pr, the recall rc and Fmax are calculated with the following
formulas:

pr(t) =
1

m(t)

m(t)∑

i=1

∑
f I(f ∈ Pi(t) ∧ f ∈ Ti)∑

f I(f ∈ Pi(t))
(7)

rc(t) =
1
n

n∑

i=1

∑
f I(f ∈ Pi(t) ∧ f ∈ Ti)∑

f I(f ∈ Ti)
(8)

Fmax = max
t

(
2 · pr(t) · rc(t)
pr(t) + rc(t)

) (9)

where t is a decision threshold, m(t) refers to the number of proteins for which at
least one term is provided with a confidence greater than or equal to the defined
threshold t, n is the number of proteins in the test set, I(·) is an indicator
function, Pi(t) is a set of predicted terms with a confidence greater than or
equal to t for the protein i, while Ti is the set of real terms for the protein i.
Mainly, the precision is the percentage of the predicted terms that are relevant,
and the recall is the percentage of the relevant terms that have been predicted.

The other type of measures includes the remaining uncertainty ru, the mis-
information mi, and the minimum semantic distance Smin. These measures are
defined as:

ru(t) =
1
n

n∑

i=1

∑

f

IC(f) · I(f /∈ Pi(t) ∧ f ∈ Ti) (10)

mi(t) =
1
n

n∑

i=1

∑

f

IC(f) · I(f ∈ Pi(t) ∧ f /∈ Ti) (11)
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Smin = min
t

(
√

ri(t)2 + mi(t)2) (12)

where IC(f) is the informative content of the term f of the ontology.

3 Experiments: Discussion of Results

The main topic of this section is the discussion of the success of the proposed
model and its comparison with related models designed to solve the same prob-
lem. The Naive method and the BLAST method are applied as baseline models
to compare the proposed method in this project. The Naive approach predicts
terms with their relative frequency in the training set; that is, each protein has
the same predictions [8]. Consequently, if specific terms are more frequent in the
train set, then these terms are predicted with higher confidence than other terms
that are usually more explicit terms.

The BLAST method uses the Basic Local Alignment Search Tool –
BLAST [2], which compares the protein sequences of the test set with the pro-
tein sequences of the training set. BLAST’s basic idea is a heuristic search for
alignment of sequences that have a high estimation, between the searched pro-
tein and the protein sequences from the database. The result after the search
consists of the detected protein sequences along with the percentage of identical
hits in the alignment. This value is used as a confidence value to annotate the
protein with terms of the discovered proteins, that is, the terms are predicted
with the corresponding value for identical hits. If one term is predicted multiple
times (from various proteins), the highest confidence value is retained.

Table 2 contains the results of the experiments of protein function prediction
with the test set. The results from this table are obtained by the same train
and test sets defined previously, for training and testing respectively. For all
ontologies, both the BLAST and Structure2Function methods are better than
the random standard of the Naive approach.

The BLAST method achieved the highest Fmax value for the BP ontol-
ogy, although this value is close to the performance of Structure2Function
model. However, according to the evaluation using the Smin metric, the Struc-
ture2Function method is a more refined method for this ontology. The Smin

metric gives insight to the model that predicts more informative terms which
are more desirable since it weights GO terms by conditional information content.
Accordingly, the model with the lowest Smin value predicts more precise terms,
than general terms.

The initial results of the Naive method for the ontology MF showed a high
dominant Fmax value, which is a consequence of a large number of proteins
that are annotated only with the term GO: 0005515 (protein binding) and its
parent GO: 0005488 (binding). This significant part of the exclusive annotations
introduces great bias in the data, to the point where the Naive method has
irrationally good results. Therefore, filtering the test set for the MF ontology
has been made to remove proteins annotated only with these two terms. The
train set applied to train the Structure2Function model was filtered in the same
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Table 2. Results from the protein-based evaluation of the functional annotation meth-
ods with the test set.

Method BP MF CC

Fmax Smin Fmax Smin Fmax Smin

Naive 0.341 44.698 0.454 12.092 0.585 13.501

BLAST 0.464 49.555 0.445 9.622 0.646 16.397

Structure2Function 0.438 39.871 0.492 11.462 0.653 12.010

way, since the affinity of the set to these two terms was seen as a problem
in the initial testing of the model. The evaluation for this ontology points the
Structure2Function method as the best method according to the Fmax metric,
and Smin opposes the BLAST method as the best approach.

The CC ontology is the smallest ontology; namely, the proteins of the test
set are annotated with a small number of relatively more general terms that are
often used in the train set. For this ontology, the Structure2Function method is
the superior approach according to Fmax and Smin metric.

To visualize the results from Table 2, Fig. 3 depicts the curves for the ratio
of precision-response measures. The perfect classifier would be characterized by
Fmax = 1 corresponding to the point (1, 1) in the precision-recall plane. These
curves confirm the results and conclusions drawn from Table 2.

The train and test sets for protein annotation contain information on the
annotations that have been confirmed by experiments, but there is a shortcoming
in defining annotations that are not plausible, that is negative samples. Thus,
in the predictions obtained with the models, new annotations of a given protein
are received, and with the proposed evaluation measures they are assessed as
wrong predictions, but there are no conditions to determine whether the new
predicted terms represent a new knowledge or model error. Additional empirical
support is required for new terms to eliminate this problem so that it is possible
to determine with higher confidence whether these terms need to be rejected or
confirmed.

The analysis of the experimental results demonstrated by the Struc-
ture2Function model proposed in this study validates the direction of further
research. The GCN proves its ability to interpret protein secondary structure
graphs, with amino acids as nodes and bonds as edges. Further work should
include the improvement of this model as well as its extension. One drawback
of this method is the limited number of proteins with known structures. The
solution for this problem is predicting the secondary structure of the protein
using its known amino acid sequence, which is already investigated with several
existing methods. Therefore, our future work includes the problem of predicting
the protein secondary structure using the primary structure, for the proteins
with unknown secondary structure, and assigning functions to these proteins.
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Fig. 3. Precision-recall curves of the experiments using the defined test set.

4 Conclusions

Proteins are vital components chargeable for carrying out functionalities in living
organisms. That is why it is necessary to know their functions. Today, in contrast
to a large number of known protein sequences, the number of known functional
protein annotations are still in a small amount. Therefore, automatic detection
of protein functions is an actively investigated area.

Recent research examines the protein function annotation with the aid of the
information derived from protein sequences, protein interactions, and their struc-
ture. This study reviews the ability for protein annotation of a model consisted
of Graph Convolutional Neural Networks (GANs), called Structure2Function.
The model tries to map the patterns from protein secondary structure into pro-
tein function terms. The protein secondary structure is modeled in a novel way
as a graph where the amino acids are represented as nodes, and the edges are
the peptide and hydrogen bonds forming the secondary structure. The experi-
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ments employed to compare the proposed method to baseline models verify the
tested hypothesis of building an intelligent model proficient for protein function
prediction, utilizing their secondary structure represented as a graph.
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Abstract. Interpreting what a deep learning model has learned is a
challenging task. In this paper, we present a deep learning architecture
relying upon an attention mechanism. The main focus is put on the
exploratory evaluation of attention-based deep learning models on lexi-
cons of affective words, and examination whether the word valence is the
most significant information or not. Obtained evaluation results lead to
a conclusion that word valences do play a significant role in sentiment
analysis, but possibly models rely upon other dimensions perhaps not
distinguishable by humans.

Keywords: Deep learning · Attention mechanism · Sentiment
analysis · Sentiment lexicons · Word valence

1 Introduction

Analyzing people’s attitude (opinion, sentiment, emotions) has received signifi-
cant attention from the researchers. Variety of models for identifying sentiment
(emotion, opinion) are already created with both machine and deep learning
techniques.

Machine learning techniques rely mostly on feature engineering that some-
times depends on external resources. Lexicons of affective words and phrases are
frequently used for extracting features which are later fed into a machine learn-
ing model [7,8,11]. Therefore, we can hypothesize that affective words and their
associated information are an essential indicator of the sentiment. One type of
information provided in lexical resources is valence. It refers to whether a word
is considered positive or negative.

On the other side, deep learning models mostly rely only on the words present
in the text [1,5,18]. Nevertheless, recent trends about incorporating lexical infor-
mation into the deep model attract the researchers [16,17]. Deep learning models
are built upon most common architectures recommended in the field of natural
language processing - recurrent neural networks (RNNs) and convolutional neu-
ral networks (CNNs). Enhancing the model with an attention mechanism leads
c© Springer Nature Switzerland AG 2019
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to promising performance improvement. The attention mechanism enables the
model to focus on the part of the input.

However, what does the model, in fact, learn? Deep learning models achieve
high accuracy at the expense of their interpretability since these models are
often treated as black-box models. Analyzing deep learning models is often a
challenging task. In what follows we highlight the findings of our experimental
evaluation of various deep models. We examine their learned weights and to what
extent they correlate to the information confirmed to provide reliable features for
classical machine learning models. The rest of the paper is organized as follows.
Section 2 describes in details the steps of our research. Discussion of experimental
findings is provided in Sect. 3, while Sect. 4 concludes the paper.

2 Research Methodology

A broad research of understanding and visualizing the knowledge of a model
already exists in many domains. Depending of the context, different part of
the model is being analysed, starting from visualizing the output of interme-
diate layers in generative adversarial networks [4] to interpreting convolutional
and recurrent neural networks for natural language processing [2]. Of primary
importance in this study is to explore the attention mechanisms [3] in the domain
of sentiment analysis (sentiment classification and star detection). According to
[9] attention weights should correlate with feature importance measures. In sen-
timent analysis, as previously stated, lexical information is proven to provide
reliable features. We hypothesize that such information correlates with learned
attention weights.

Following the techniques provided by [9], we have conducted several
exploratory studies to examine whether attention weights correlate to word
valences provided by lexical resources. For that purpose, we utilize a dataset
primed for sentiment analysis and various lexicons providing word valence. We
develop several deep learning models based on an attention mechanism. In the
end, we analyze the weights of the trained models. Our key research questions
are:

1. Does the attention layer learn the importance of information encoded in
words such as valence?, and

2. To what extent do word valences correlate with attention weights?

2.1 Dataset

In this study, we utilize the Yelp1dataset. This dataset consists of more than
6M reviews obtained from Yelp. We apply several techniques for filtering and
preprocessing the dataset. The following subsections describe in detail these
techniques.

1 https://www.yelp.com/dataset/challenge, last accesed: 13.06.2019.

https://www.yelp.com/dataset/challenge
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Dataset Filtering. The dataset is composed of textual reviews each annotated
with the ID of the user that wrote it, the business id it is written for, star
rating, date and number of received votes. The total number of distinct users
is approximately 1.5M. Figure 1 plots the distribution of reviews per user on
logarithmic scale. The number of reviews per user fluctuates, starting with users
that wrote 1 review up to users that wrote 4,129 reviews. Assuming that some
users write too many reviews that are often fake, we eliminate reviews from users
with a high frequency of written reviews such that only reviews written by users
with review frequency in ranges [50, 500] and [10, 500] remain. For clarity, these
subsets are denoted as Subset A and Subset B, respectively.

Fig. 1. Number of reviews per user.

Furthermore, we apply filtering by review length. The maximum length is
1,870, while the minimum is 1. The distribution of review length is plotted on
logarithmic scale and is shown in Fig. 2. We keep only reviews with length in
the range from the 25th percentile to 75th percentile, that is [50, 162]. The total
number of reviews after filtering is summarized in Table 1.

Table 1. Number of reviews remaining after filtering.

Stars All Subset A (50–500) Subset B (10–500)

1 1,002,159 39,984 165,334

2 542,394 52,255 140,111

3 739,280 116,529 238,894

4 1,468,985 224,652 475,143

5 2,933,082 216,340 678,278
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Fig. 2. Review length distribution.

Data Pre-processing. Reviews consist of multiple sentences. Since our analysis
is based on words and not sentences, we consider each review as one sentence. The
first step is applying necessary pre-processing steps: lower-casing and tokenizing
each review. Subsequently, we extract the base form of words by applying part-
of-speech tagging and lemmatization. The final pre-processing step is filtering
the vocabulary. We filter the vocabulary in the following way:

– Remove words occurring in less than 15 reviews
– Remove punctuation
– Remove stopwords

The filtering is done by merely deleting tokens that satisfy the filtering criteria
leading to a reduction of the number of words in a review. For Subset A, the
average review length drops from 100 to 46, and from 96 to 44 for Subset B.

Sentiment Lexicons. Our analysis relies on several lexical resources i.e. lexi-
cons.

– AFINN2 - a list of 2,477 English words and phrases annotated with their
valence rating, an integer value between -5 and 5 denoting the strength of the
emotion expressed with a word.

– NRC Valence, Arousal, Dominance Lexicon [14] - a list of 20,000 English
terms associated with valence, dominance, and arousal score. The score is
between 0 and 1. From this lexicon, we exploit only the valence scores.

– NRC Hashtag Sentiment Lexicon [12] - a list of English n-grams annotated
with real-valued score expressing the sentiment. The range is from −∞ (most
negative) to ∞ (most positive). The lexicon is extracted from tweets with
sentiment word hashtags.

2 http://corpustext.com/reference/sentiment afinn.html, last accesed: 18.08.2019.

http://corpustext.com/reference/sentiment_afinn.html
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– Yelp Restaurant Sentiment Lexicon [12] - a list of English n-grams associ-
ated with real-valued score expressing the sentiment. The range is from −∞
(most negative) to ∞ (most positive). The lexicon is extracted from the Yelp
dataset.

We normalize scores in range [0, 1] from all lexicons except NRC Valence, Dom-
inance, Arousal Lexicon since its scores are already in the desired range. For
evaluating our proposed models, we utilize two lexicons. The first is the Yelp
lexicon used as a standalone lexicon (denoted as Yelp), while the second is a
combination of the other three lexicons obtained by concatenation (denoted as
NRC). Each token in each review is associated with its score from both lexicons.

2.2 Deep Architectures

This section explains in detail the architectures of our proposed models. The
overall architecture for all models is shown in Fig. 3. The input is a sequence of
tokens composing each review. The first layer is an Embedding layer for con-
structing matrix representation of the input sequence. Its dimension is m × n
where m is the number of tokens in the input sequence and n is the word embed-
ding size. For the number of tokens, we use the median of the review length in
the corresponding data subset, namely 45 for Subset A and 42 for Subset B.

Word embeddings represent each word in the vocabulary as a dense real-
valued vector, while preserving word meanings, their relationships, and the
semantic information. Pre-trained word embedding vectors already exist. We
use GloVe (Global Vectors for Word Representation) [15] embedding vectors.
In this study, we utilize two different word embeddings as initializers for the
Embedding layer: 300-dimensional vectors pre-trained on Wikipedia and 200-
dimensional vectors pre-trained on Twitter.

The matrix representation created with the Embedding layer is fed into a
recurrent layer. As a recurrent layer, for all models, we use Long Short-Term
Memory networks (LSTMs) with 1,024 units. The next layer is an attention
mechanism inspired by [6,13]. It performs attention over hidden states of the
recurrent layer. The attention outputs feature vector of attention weights for
each input token which are multiplied with token representation obtained from
the LSTM.

The final part of the models is Multilayer Perceptron encompassing four fully
connected layers, each followed by a Dropout layer with rate 0.5. The first two
layers are composed of 1,024 units, while the third and the fourth are composed
of 512 and 256 units, respectively. The output is a class for the review. We train
models with two different versions for the class. The first version is classifying the
review as either positive or negative3 (the model is denoted as SentDetect). The
second version is a model denoted as StarDetect, which determines the number
of stars that the review receives.

3 A review is considered positive if it received at least 4 stars, and negative otherwise.
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Fig. 3. Overall architecture for the models.

All models were trained with categorical cross-entropy loss function, and
Adam optimizer [10] with 0.0001 learning rate and batch size 256. The training
was performed on NVIDIA GeForce GTX TITAN X in 50 epochs.

3 Experiments and Discussion of Results

To test our hypothesis, we run a battery of experiments. Each subset is parti-
tioned into training, validation and test sets in a ratio of 70:15:15. This section
presents evaluation results of our models. We report on two evaluation metrics:
correlation coefficient (Pearson and Kendall), and Jaccard similarity. Evaluation
results presented in the following subsections are obtained on test sets.

3.1 Correlation Between Attention Weights and Word Valences

We measure the extent to which word valences correlate with attention weights
by calculating correlation coefficient. The output of the attention mechanism
assembles an attention matrix composed of attention weights for each word at
each timestep. Single attention weight for a particular word is obtained by sum-
ming all weights for that word, creating one-dimensional attention vector for
each review. With word valences we create one-dimensional valence vector with
values from the NRC lexicon and one-dimensional valence vector with values
from the Yelp lexicon. All three vectors have the same length that is the min-
imum of the number of words in the review and the padding size. In fact, we
do not take into account words that have not contributed to the final prediction
when the length is greater than or equal to the padding size, and omit padded
zeros when the length is less than the padding size.

Table 2 summarizes our findings about SentDetect and StarDetect model,
respectively. We report on two correlation metrics - Pearson correlation coef-
ficient and Kendall’s tau coefficient. Correlation coefficients are calculated
between attention vector and: (1) NRC valence vector and (2) Yelp valence
vector for each review in the set. The final coefficient is computed by averaging
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over the obtained values. The observed correlations are near 04 indicating no
correspondence between word valences and attention weights.

Table 2. Correlation coefficient for SentDetect and StarDetect models. Pearson corre-
lation coefficient - r, Kendall correlation coefficient - τ . GloVe embeddings pre-trained
on Wikipedia - w, GloVe embeddings pre-trained on Twitter - t.

NRC Yelp

r τ r τ

SentDetect Subset A w −0.00646 −0.00482 −0.00026 −0.00201

t 0.0246 0.02369 0.02872 0.02428

Subset B w −0.01277 −0.00633 −0.00368 −0.00185

t −0.00899 −0.00957 −0.00072 −0.00193

StarDetect Subset A w −0.02745 −0.01291 −0.03327 −0.01976

t 0.00124 −0.00632 0.04243 0.03106

Subset B w −0.00043 0.00332 0.00473 0.00261

t −0.00078 0.00123 0.00203 0.0022

3.2 Jaccard Similarity

We further investigate whether words with high attention weights are those
having high lexical valences. For this purpose, words are sorted by two criteria:
attention weight and valence. The first criteria simply assumes that higher weight
value implies high attention weight. For the second criteria we need to consider
two different aspects, whether the review is positive or negative. We assume that
higher lexical value implies higher valence if the review is positive or has more
than three stars, while lower lexical value implies higher valence if the review is
negative or has less than four stars.

After that, we compute the overlap of the set of words with highest attention
weights and the set of words with highest valences. The overlap is defined as
Jaccard similarity between the two sets of words. We have no clear definition
of what highest weights and highest valences stand for i.e. how many words
are those with highest weights and how many words are those with highest
valences. Therefore, we report Jaccard similarity at a specific cutoff. For instance,
if the cutoff is set to 5, Jaccard similarity between the set of first 5 words with
highest attention weights and the set of first 5 words with highest lexical valences
is computed. Note here that computing Jaccard similarity at cutoff equal to
padding size (45 for Subset A and 42 for Subset B) leads to value 1 for similarity
since, although having different ordering, both sets of words are equal.

The Jaccard similarity is calculated at four different cutoff sizes: 5, 10, 15
and 20. Table 3 reports summary statistics for evaluation on the NRC lexicon,

4 Value 0 implies that the two sets are not correlated.
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while Table 4 reports summary statistics for evaluation on the Yelp lexicon. For
the first cutoff size, 5, the similarity is approximately 0.08 which indicates that
the average number of mutual words is less than 1. Values increase as the cutoff
size increases which is reasonable since the sets are expanding too. We could
hypothesize that both sets will have more mutual words by taking into account
more words. For example, the similarity at cutoff 20 is approximately 0.4 indi-
cating that the average number of mutual words is around 8. According to the
findings, we can conclude that word valence, despite playing significant role in
sentiment analysis, is not the most significant information in attention-based
deep learning models.

Table 3. Jaccard similarity for SentDetect and StarDetect models evaluated on the
NRC lexicon. GloVe embeddings pre-trained on Wikipedia - w, GloVe embeddings
pre-trained on Twitter - t.

NRC

First 5 First 10 First 15 First 20

SentDetect Subset A w 0.0803 0.1678 0.27335 0.40283

t 0.0802 0.1676 0.27421 0.4039

Subset B w 0.08722 0.17823 0.28883 0.42577

t 0.0891 0.17649 0.28783 0.42621

StarDetect Subset A w 0.07991 0.16722 0.27439 0.40549

t 0.08593 0.17326 0.27772 0.40707

Subset B w 0.08604 0.17669 0.28695 0.42336

t 0.08533 0.17594 0.28636 0.42271

Table 4. Jaccard similarity for SentDetect and SentDetect models evaluated on the
Yelp lexicon. GloVe embeddings pre-trained on Wikipedia - w, GloVe embeddings pre-
trained on Twitter - t.

Yelp

First 5 First 10 First 15 First 20

SentDetect Subset A w 0.08295 0.1686 0.27308 0.4021

t 0.083 0.16938 0.27508 0.40476

Subset B w 0.08932 0.179 0.29013 0.42665

t 0.08855 0.17744 0.28812 0.42561

StarDetect Subset A w 0.08249 0.16777 0.27374 0.40507

t 0.09034 0.17525 0.27799 0.40675

Subset B w 0.08715 0.17774 0.28723 0.42331

t 0.08719 0.17702 0.28676 0.42342
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4 Conclusion

In this paper, we aim to explore the attention mechanishm and investigate its
learned weights. We proposed a deep learning architecture based on attention
mechanism and trained different models on two sentiment analysis tasks: review
sentiment classification and review star detection.

Information about affective words and phrases, and their assigned valence
scores provide reliable features for machine learning models. Moreover, when
incorporated into deep learning models, such lexical information improves the
performance of the models. The key task in this paper is to examine whether
the attention mechanism is able to capture the importance of word valences
and whether the attention weights correlate to word valences provided by lexical
resources.

By performing various experiments, the findings suggest that word valence
is not the most significant information in attention-based deep learning models.
Obtained evaluation results lead to conclusion that word valences do play signif-
icant role in sentiment analysis, but possibly models rely upon other dimensions
perhaps not distinguishable by humans.
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Abstract. The amount of training data is of crucial importance for the per-
formance of machine learning, and especially deep learning models. It is one of
the most important factors that determine whether the developed model is
effective or not. When the quantity of training data for a computer vision
problem is insufficient, various data augmentation techniques are used to arti-
ficially extend the training dataset with samples that retain the natural distri-
bution of the original data. This paper proposes and evaluates a deep learning
model that will be used for image augmentation. A complex deep neural net-
work makes use of transfer learning in order to learn the characteristics of the
content and style of the training images, create random style embeddings via
learned multivariate normal distribution, and ultimately generate images to
extend the original dataset. The model is trained on two datasets which are
frequently used in computer vision: ImageNet and Painter by Numbers (PBN).
Afterwards, the model is used to generate new images from the CIFAR-100 and
Tiny-ImageNet-200 datasets. The performance of the augmentation model is
evaluated by a separate convolutional neural network. The evaluation model is
trained on the combined dataset, consisting of both, the original and augmented
images, and then compared to the performance of the same model trained on the
original datasets.

Keywords: Image augmentation � Neural style transfer � Computer Vision
Convolutional Neural Networks (CNNs) � Deep learning

1 Introduction

In the current era of deep learning, there is one thing that can always improve a
developed model, and that is more data. On one hand, deep learning models are
becoming more accurate than every other carefully developed and hand-designed
machine learning method, but on the other hand, they also need much more data.
Having a small dataset is one of the biggest setbacks in computer vision projects,
especially those with a deep learning approach. This paper focuses on exploring image
manipulation through neural style transfer, and adopts an approach for randomizing
style, in order to achieve arbitrary image augmentation.

Neural style transfer is a technique for reconstructing images by changing their
style. It all started when Gatys et al. (2015) showed the possibility of using convolu-
tional neural networks for transforming images, such that they are altered by applying
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styles of other chosen images, whilst preserving their content [2]. A steady progress has
been made in a number of research studies [1, 3, 5, 15] since the original idea was
proposed. The current state-of-the-art models can generate a new image based on
content and style input images in a single forward pass. Even though, neural style
transfer was intended for creating appealing images by combining content and style
images of our choosing, the ability to extract style and content separately from an
image seems to have promising uses in image augmentation. Although the pioneering
approaches were usually limited in the number of styles that can be applied to images,
nowadays the content and style images can be completely arbitrary. Stylizing an image
requires us to have an already sampled style image, but a data augmenter capable of
generating only a limited (or finite) number of different augmentations may be
undesirable.

The model presented in this paper is not limited to any number of styles. Arbitrary
augmentation is achieved by using a style embedding as style input instead of a real
image. In this manner, the style embedding can still be extracted from a style image, or
like in our case, it can be randomized. A pretrained neural network is fine-tuned and
trained to extract a style embedding from an image, so that afterwards the channel-wise
mean and covariance matrix of the styles observed in training phase are used to define a
multivariate normal distribution. Therefore, this distribution can be sampled for an
arbitrary number of times to generate a randomized style embedding which still
maintains the natural distribution of the style images dataset. The complex loss function
defined for this model uses a pretrained VGG19 model to extract the content and styles
from the input and output images. Finally, the model’s performance is evaluated with a
separate convolutional neural network on the CIFAR-100 and Tiny-ImageNet-200
datasets.

2 Related Work

This section provides theoretical analysis of the concepts and methods used in this
paper. A summary of previous related research on data augmentation and neural style
transfer will provide a background against which this work should be positioned and
compared.

2.1 ImageNet and Successful Architectures

Nowadays, there are many excellent neural networks which are available to the public,
either as pretrained networks, or as architectures that only require data for the input, so
that the users can train them themselves. Usually, the pretrained models are bench-
marked at the annual ImageNet Large Scale Visual Recognition Challenge (ILSVRC)
competition, active since 2010. Each year, the ImageNet organizers release high-
quality, substantial dataset to be used for training, and many researchers use this data
for other projects. The ILSVRC2017 image dataset contains over 200 GB of images,
having two separate datasets for object localization and object detection. The two
datasets combined contain approximately two million images. Our style transformer
module is being trained with 537K images from this dataset.
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The models which achieve best results at the annual competition are very often
released to the public as pretrained networks, making their utilization very convenient
to the independent researchers. One such successful model available for use is VGG
[12], which is utilized in the proposed model as a pretrained loss network to extract
low-level and high-level semantic representations. The input size of the model is 224 �
224 on three color channels (RGB), and only 3 � 3 convolutions and 2 � 2 pooling are
used throughout the whole network. Every convolution in the VGG architecture uses
rectified linear activation (ReLU). VGG also shows that the depth of the neural network
plays an important role, in the sense that deeper networks give better results. One
drawback of VGG is that this network is very big and resource heavy, containing
around 160 million trainable parameters. In our model, the 19-layer pretrained VGG
network is used as a feature extractor for the loss function.

He et al. (2015) find that training extremely deep neural networks are very hard to
train because of vanishing and exploding gradient problems, but also propose a method
for allowing to make extremely deep convolution neural networks (up to 152 layers)
trainable [4]. The residual networks described in the paper yielded the best results at
many subtasks of the ILSVRC 2015 competition (by the team name MSRA). Their
main groundbreaking idea, which is also used in this paper, is the introduction of the
residual block. It is a building block that can be implemented in very deep CNNs,
where it can perform an identity mapping from a shortcut (or a skip connection), adding
the shortcut to a feature map that is found several layers deeper, resulting in preserving
past information in networks with even 100+ layers.

Szegedy et al. (2016) release the fourth iteration of Inception (Inception-V4) and
Inception-ResNet-V2 which combines the best out of the two models, by utilizing the
residual blocks inside the Inception architecture [13]. This model achieves superb Top5
accuracy of 95.3 on the ILSVRC-2012-CLS dataset, while VGG16 (16-layer model)
and VGG19 (19-layer model) achieve 89.8 Top-5 accuracy. Kornblith et al.
(2018) show that when the networks are used as fixed feature extractors or when they
are fine-tuned, there is a strong correlation between the ImageNet accuracy and transfer
accuracy, r = 0.99 and 0.96, respectively, suggesting that better ImageNet architectures
are capable of learning better, transferable representations [9]. That is why the
InceptionResNet-V2, pretrained on the ImageNet dataset, is used as a feature extractor
for the style predictor module.

2.2 Neural Style Transfer

One of the most exciting applications of CNNs in the last years has been neural style
transfer. Neural style transfer is a technique that extracts the content from an arbitrary
image (content input), extracts the style of another image (style input), and generates a
new image by combining the extracted content and style. Gatys et al. derive the neural
representations of the content and style of an image from the feature responses of a 19-
layer VGG network trained on object recognition. The feature space is provided by 16
convolutional layers and 5 average-pooling layers. The actual learning is performed by
first initializing the generated image G randomly, and then iteratively improving the
image by using gradient descent to minimize the cost function. They have designed the
network such that the generated image G is an input to the network, modifying it after
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each forward propagation based on the total loss. The overall optimization objective is
defined as a combination of the style loss, and content loss [2]:

Ltotal ¼ aLc x; cð Þþ bLs x; sð Þ ð1Þ

where Lc x; cð Þ and Ls x; cð Þ are the content loss and style loss components, while a and
b are parameters which define the weights of the style and content losses. These two
loss components use a pre-trained CNN (VGG19), in order to extract semantic features
from the images.

Although this pioneering approach yielded good results, it is very computationally
inefficient. In order to generate a single image given a content and style input, this
model would need multiple forward propagations before it converges. To generate a
second image, all this needs to be repeated once again. However, since the release of
this paper there are many alternate approaches, many of which succeed in generating an
image through a single forward pass.

Fast approximations with feed-forward neural networks have been proposed to
speed up neural style transfer. Yanai (2017) proposes a model which generates a
stylized image through a single forward pass. This approach involves a style condition
network which generates a conditional signal from a style image directly. By adding a
CNN that takes a style image as an input and outputs a conditional signal, the whole
network can learn unlimited number of styles. To achieve style transfer for unseen
styles, the CNN is expected to generate a conditional style signal by combining the
conditional signals of the trained styles [15].

Ioffe et al. (2015) show how including batch normalization or instance normal-
ization as part of the model architecture allows us to use much higher learning rates and
be less careful about initialization, by performing normalization for each training mini-
batch [6]. Ulyanov et al. (2017) show that by using instance normalization instead of
regular batch normalization, it is possible to dramatically improve the performance of
deep neural networks for image generation [14].

Huang et al. (2017) present an arbitrary style transfer approach for stylization in
real-time by introducing an adaptive instance normalization (AdaIN) layer that adjust
the mean and variance of the content features to match those of the style features. Most
importantly in our case, these normalization techniques also act as a regularizer.
Similarly to regular instance normalization, the mean l and variance r are computed
across the spatial axes of an encoder network applied to a style image. However, unlike
batch normalization, instance normalization and conditional instance normalization
(detailed below), the AdaIN layer has no learnable affine parameters. Instead, it
adaptively computes the affine parameters from the style input [5]:

AdaIN x; yð Þ ¼ r yð Þ x� l xð Þ
r xð Þ

� �
þ l yð Þ ð2Þ

Following up on instance normalization, Dumoulin et al. (2017) propose a con-
ditional instance normalization, which generates a normalized activation CIN(x, s),
such that it learns a different set of parameters cs and bs for each style s [1]:

Image Augmentation with Neural Style Transfer 215



CIN x; sð Þ ¼ cs
x� l xð Þ
r xð Þ

� �
þ bs ð3Þ

where l and r are the mean and variance of the input x across the spatial axes. With the
use of conditional instance normalization, Ghiasi et al. (2017) propose a method for fast
and arbitrary style transfer in real-time. They build a style transfer network S(∙) as an
encoder-decoder, such that it shares its representation across many paintings, providing
a rich vocabulary for representing any painting. Next, a style prediction network P(∙)
predicts an embedding vector S from an input style image, which supplies a set of
normalization constants for the style transfer network. The advantage of this approach is
that the model can generalize to an unseen style image by predicting its proper style
embedding at test time [3]. They employ a pretrained Inception-v3 architecture and
compute the mean across each activation channel of the truncated model’s output which
returns a feature vector with the dimension of 768. Afterwards, they apply two fully
connected layers on top of the pretrained network to predict the final embedding S.

Following the approach of Dumoulin et al., Ghiasi et al. employ conditional
instance normalization to normalize activation channels using the embedding vector S.
However, this method learns the mapping from the style image to style parameters
directly, as opposed to providing a fixed heuristic mapping from style image to nor-
malization parameters. The content and style losses are derived from the distance in
representational space of the VGG image classification network. Their model archi-
tecture is used in this paper, and it was selected from the alternative approaches mainly
because the model is very intriguing and intuitive. In addition, the paper provides
detailed information for the model configuration.

2.3 Image Augmentation

The generalizability of any machine learning algorithm is very often determined by the
size of the training datasets, the more training data are used the better generalization is
expected from the model. Unfortunately, in practice, the amount of data available for a
project is limited. One way to solve this problem is by increasing the size of the training
set by adding artificially or synthetically created data to the training set.

Models can benefit from simple augmentation techniques, such as: random trans-
lations, random rotations, horizontal/vertical flips, scaling and blurring. Simple oper-
ations like these can often greatly improve generalization, even if the model has already
been designed to be translation invariant by using the convolution and pooling tech-
niques that were discussed in previous sections/chapters. More advanced transforma-
tions exist, such as, nonlinear geometric distortions of the input or altering the
intensities of the RGB channels in training images along with image translations and
horizontal reflections [10].

Adding noise in the input to a neural network is also a form of data augmentation.
For many classification and regression tasks, the task should still be possible to solve,
even if small random noise is added to the input. Noise injection can also work when
the noise is applied to the hidden units in a network, which can be interpreted as
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performing a dataset augmentation at multiple levels of abstraction. Dropout can also
be seen as a process of constructing new inputs through multiplying by noise. Data
augmentation is effective for speech tasks as well, where the speech can be synthesized
with noise in order to mimic actual human speech [11].

Jackson et al. (2018) explore the option of augmenting images using neural style
transfer. They adapt the style transfer model architecture proposed by Ghiasi et al. to
perform style randomization, by sampling input style embeddings from a multivariate
normal distribution instead of inferring them from a style image [8]. During training,
the style augmentation randomizes texture, contrast, and color, while preserving shape
and semantic content. They chose the approach of Ghiasi et al., for its speed, flexibility,
and visually compelling results. This research is of crucial importance for our work, as
the model architecture very closely follows the ideas described in the paper.

3 Methodology

This section is dedicated to demonstrating the construction of the model, the learning
phase and the project setup. The model progress throughout the training epochs will
also be presented.

3.1 Model

The model structure, which is based on the approach proposed by Ghiasi et al., can be
presented as a form of complex concatenation of two networks. One of them is the style
predictor (∙), which has the task of predicting the style embedding vector S, based on
the input image. The style predictor uses the Inception-ResNet-V2 model, as a feature
extractor, pretrained on the ImageNet dataset. The spatial hierarchy of features learned
by the pretrained network effectively acts as a generic model of the visual world. This
model is truncated at the layer mixed-6a, the output of which takes the shape of (Batch
size, 17, 17, 1088), where we have 1088 features for each point in the 17 � 17 spatial
map. The output of the layer mixed-6a is mean pooled across the tensor’s spatial axes.
The resulting tensor is finally passed through a 1 � 1 convolutional layer that produces
a style embedding of shape (Batch size, 1, 1, 100). The low-level layers of this
pretrained network would capture very low-level (and thus not useful) features, while
the high-level layers would capture very complex concepts. The downside from
extracting features deep in the network is that they are getting increasingly specific to
the task that the model was previously trained on.

The style predictor has a total of 4,451,140 parameters, but only 108,900 of them
are trainable. Most of the features are frozen, which is good for maintaining the
complexity of this network as small as possible, considering the style transformer and
the loss network (VGG19) are computationally expensive to run. The frozen layers do
not update any parameters during backpropagation, and this is useful for many different
reasons, such as: reducing training time by having less trainable parameters [7] and for
achieving better results since the pretrained model was trained on a much bigger
dataset.
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The second network is called style transformer, which is a CNN in the form of
encoder-decoder that uses residual blocks. It receives as input an RGB image, which is
an array of shape (256, 256, 3), and produces a stylized RGB image of the same shape.
The input is preprocessed such that the pixels are scaled between −1 and 1, sample
wise. Furthermore, the input images use reflection padding instead of zero-padding, in
order to eliminate border artifacts. The style embedding vector S, generated from the
style predictor, controls the style transformer via conditional instance normalization
(Eq. 3). The values of cs and bs are calculated by passing S, once for each parameter,
through a 1 � 1 convolutional layer, which acts like a memory efficient fully connected
layer.

In contrast to the model presented in Ghiasi et al., in which a style image is taken as
an input for each content image, S is a weighted combination between a random
embedding and the style of the input (content) image. This allows us to generate an
arbitrary number of styles during run-time, ultimately augmenting the data. The ran-
dom embedding vector is sampled from a multivariate normal distribution with defined
mean and covariance matrix that are calculated as the channel-wise metrics for all
training style images, which were observed during the style predictor’s training phase.
Therefore, the final embedding is a function of the content image c [8]:

S ¼ aN r;
X� �

þ 1� að ÞP cð Þ ð4Þ

P(c) is the output of the style predictor with c as the input image, (r, R) is the
multivariate normal distribution with the observed mean and covariance matrix, and a
is the hyperparameter augmentation strength, i.e. the ratio of randomness in the style
embedding, as opposed to the actual style of the input.

3.2 Loss Function

The overall optimization objective is defined as a combination of the style loss, and
content loss [3]:

min
x

Lc x; cð Þþ ksLs x; sð Þ ð5Þ

where Lc x; cð Þ and Ls x; cð Þ are the content loss and style loss components, while ks is a
scalar hyperparameter which defines the relative weights of the style and content losses.

It is known that higher layers in the network capture the high-level content in terms
of objects and their arrangement in the input image, but do not constrain the exact pixel
values of the reconstruction. Furthermore, the content loss is defined as an average
distance (Frobenius norm) between the high-level semantic features of the content
image and the generated image when passed through the pre-trained network:

Lc ¼
X

i2C
1
ni

fi xð Þ � fi cð Þk k2F ð6Þ
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where c and x are the content and restyled images, f is the loss network, fi(x) is the
activation tensor of layer i after passing x through f, and ni is the number of units in the
layer i. Consequently, the style can be represented as a set of Gram matrices that
describe the correlations between low-level convolutional features. Therefore, the style
loss can be expressed as:

Ls ¼
X

i2S
1
ni

G fi xð Þ½ � � G½fi sð Þ�k k2F ð7Þ

where s and x are the style and restyled images, and G[fi(s)] denotes the Gram matrix of
layer i activations of f.

This loss function is using a pretrained VGG19 model, pretrained on ImageNet as a
feature extractor for the input and output images. For each input, there are 6 total
outputs from the VGG19, 3 of them are low-level and the other 3 are high-level feature
maps. Both images are passed through the VGG19 model, followed by calculating the
content and style losses (Eqs. 6 and 7) and the total loss, which is a weighted sum of
both. Using mini-batch gradient descent for training, the total loss in one forward pass
is computed as the average loss out of every sample in the batch. This method does not
always result in the fastest model convergence, but it is very computationally efficient.

3.3 Training

The model was trained on a Microsoft Azure Data Science Virtual Machine on Ubuntu,
powered by four NVIDIA Tesla K80 graphic cards. The style predictor was trained on
103K images from the Painter by Numbers dataset, while the style transformer was
trained on 537K images from the ImageNet dataset. Training was done using mini-
batch gradient descent with batch size of 16. The chosen optimizer was Adam, with
learning rate = 0.001, beta1 = 0.9, beta2 = 0.999 and no learning decay. Surprisingly,
despite the huge computational power of the virtual machine, the training was very
slow.

Unfortunately, because of time limitations, the style transformer was trained for a
total of only 8 epochs. On the bright side, since the ImageNet dataset is very big, during
these 8 epochs the model has observed around 4.3M input images. Because it took so
long to train this network, it was impossible to do hyperparameters optimization search,
therefore the augmentation strength a was manually tuned. The first 4 epochs had a
fixed on 0.45, while the last ones were trained with a = 0.2. On every ten thousand
steps, the training progress is visualized by generating an image from a random sample
(see Fig. 1).
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3.4 Experiments and Results

In order to evaluate the augmenter model, we need to check if it is effective in
improving the performance of an arbitrary model, by augmenting a dataset the model
was trained on, and train it again with the additional data. With the computational
limitations we faced, choosing the CIFAR-100 and Tiny-ImageNet-200 datasets to be
augmented was an easy choice, since the images are small (32 � 32 and 64 � 64
pixels, respectively), so it was easy to compute them in batches. Aside from that, these
datasets consisting of 100 and 200 classes respectively are not yet completely solved,
as opposed to MNIST or CIFAR-10.

Two Fully Convolutional Networks (FCN) with 142 K parameters were trained, in
order to compare the results: one for the original dataset, and another for the dataset
combined with its augmented images (with ratio 1:1). While training the evaluator
model, none of the other augmentation techniques were used (horizontal/vertical flip,
random crop, rotate, zoom, blur, etc.), in order to test the actual contribution of the

Fig. 1. Training progress of the model, starting from epoch 0 to epoch 7. Odd rows represent the
original (input) images, and the even rows represent the corresponding stylized images.
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method. Training the models on the Tiny-ImageNet-200 dataset lasted 100 epochs. On
the other hand, an early stopping method is employed when training both models on
CIFAR-100, so the model trained on the original dataset lasted 25 epochs before the
validation loss starts to increase, while the latter model lasted 15 epochs (see Figs. 2
and 3). This makes sense because the amount of randomness applied in conditional
instance normalization is smaller for low values of augmentation strength (0.45 and
0.2). This means the generated images follow a similar distribution to the input images,
which saturate the model quickly.

We can see both models evaluate almost the same on the validation set, and it
seems like doubling the CIFAR-100 dataset size using the developed image augmenter
did not improve the evaluator model. Similarly, the evaluation on the Tiny-ImageNet-
200 dataset shows no improvement on the model (see Fig. 4). The performed exper-
iments showed that the evaluator models did not achieve any significant improvements
by using the augmented images in the dataset. However, that may have happened
because of multiple factors which are rectifiable, such as:

• The image augmenter was only trained for 8 epochs. This was due to limited
computational power and time, but it would be easy to continue learning the model
by loading the saved weights.

• No hyperparameters optimization. Most specifically, the augmentation strength may
have been too small, and if that is the case, the generated images closely resemble
the distribution of the input images, which could mean that the evaluator model did
not learn additional significant information from the augmented images. It may be
wise to try higher augmentation strength when training the model.

• The CIFAR-100 and Tiny-ImageNet-200 datasets are fully consisting of 32 � 32
and 64 � 64 pixel images, respectively, while the input of the image augmenter is
256 � 256 pixel images. Although nearest neighbor interpolation and reflection fill
mode was used, it is possible that some valuable data may have been lost during
downscaling and upscaling of the images.

Fig. 2. Train and validation progress of the evaluator through the 25 training epochs, trained
only on the original CIFAR-100 dataset.
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4 Conclusion

This paper was an effort to utilize some of the current novel approaches for image
generation, with the goal of creating a model which can expand the size of an arbitrary
image dataset. Building on top of the work of Dumoulin et al., Ghiasi et al and Jackson
et al., two CNNs are trained together to form a complex model capable of applying a
randomized style to the input image, by influencing the normalization parameters via
the random style embedding. The model is being trained by employing a pretrained
VGG19 network in order to extract the content and style from the input and output
images. The total loss function is then the combination of content loss (average dis-
tance between the high-level semantic features), and style loss (average distance of the
Gram matrices between the low-level semantic features). The trained model is later
used to augment images from the CIFAR-100 and Tiny-ImageNet-200 datasets, and
two identical evaluator models are trained and evaluated for comparing the learnability
between the regular datasets and the augmented ones.

Fig. 3. Train and validation progress of the evaluator through the 15 training epochs, trained on
the CIFAR-100 dataset combined with CIFAR-100 augmented images.

Fig. 4. Comparison between the two models (the left one trained on the original Tiny-
ImageNet-200, and the right one trained on a combined dataset) regarding the train and validation
accuracy of the evaluator through the 100 training epochs.
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The most important conclusion of this paper is that embedding randomized vectors
from a previously learned distribution into an encoder-decoder model via conditional
instance normalization achieves random stylization in the generated images. By nor-
malizing the feature maps and adding style noise to them, we produce some sort of
creativity in the model. This creativity is positively correlated to the augmentation
strength a, such that when a = 0, the augmenter model should be simply performing the
identity function with respect to the input image, while when a = 1, the generated
image should be random, i.e. its style is 100% drawn from the multivariate normal
distribution. Albeit the results were unimpressive, there is much room for improve-
ment. As future work, with enough resources, the potential problems outlined in the
previous section can be improved, such as longer training and performing hyperpa-
rameter optimization (mostly for the scalar ks in the loss function, and the augmentation
strength a). Image augmentation with fast neural style transfer seems very promising,
and as shown by Jackson et al., such models can be very effective for increasing the
size of image datasets.
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