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Abstract. In this paper, we present and describe our first work to design
and build a natural Arabic visual-audio database for the computational
processing of emotions and affect in speech and language which will be
made available to the research community. It is high time to have sponta-
neous data representative of the Modern Standard Arabic (MSA) and its
dialects. The database consists of audio-visual recordings of some Arabic
TV talk shows. Our choice comes down on the different dialects with the
MSA. As a first step, we present a sample data of Algerian dialect. It
contains two hours of audio-visual recordings of the Algerian TV talk
show “Red line”. The data consists of 14 speakers with 1,443 utterances
which are complete sentences. 15 emotions investigated with five that
are dominants: enthusiasm, admiration, disapproval, neutral, and joy.
The emotion corpus serves in classification experiments using a variety
of acoustic features extracted by openSMILE. Some algorithms of classifi-
cation are implemented with the WEKA toolkit. Low-level audio features
and the corresponding delta features are utilized. Statistical functionals
are applied to each of the features and delta features. The best classifi-
cation results - measured by a weighted average of f-measure - is 0.48 for
the five emotions.

Keywords: Emotion recognition - Arabic language resources -
Algerian dialect

1 Introduction

Emotions are omnipresent whether we speak or not. It is a continuous state of
mind. Emotions are the mind of our verbal and non-verbal reactions. Without
emotions, our reactions are incomprehensible. Without even partial or mini-
mal presence of emotions, we are somehow sick or less intelligent as we should

© Springer Nature Switzerland AG 2019
K. Smaili (Ed.): ICALP 2019, CCIS 1108, pp. 18-33, 2019.
https://doi.org/10.1007/978-3-030-32959-4_2


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-32959-4_2&domain=pdf
https://doi.org/10.1007/978-3-030-32959-4_2

Emotion Recognition in Algerian Dialect 19

be normally. Therefore, the importance of emotions in our daily lives is self-
evident. Studying emotions to improve the quality of our interactions between
humans or between humans and machines is essential.

The progress in automatic processing includes the understanding of natu-
ral language. This make emotions detection and classification within the speech
signal possible. Speech includes all linguistic features such as the phonological,
lexical, semantic information, prosodic information. The information expressed
through speech can be divided into three categories: linguistic (such as accent,
phrase and sentence type), paralinguistic (for example: intention, attitude and
speaking style), and nonlinguistic information (such as age, gender, physical
and emotional states of speakers). The acoustic parameters correlating with
prosodic properties are fundamental frequency, duration, and intensity. Nonlin-
guistic information is concerned with information about age, gender, physical
and emotional states of speakers [19]. In human interactions, the listener inter-
prets and responds to the emotive state of the speaker and adjusts the reaction
depending on the emotions that the speaker communicates. Consequently, it is
extensively argued that artificial intelligence needs to recognize human emotions
and understand them in order to achieve natural Human-Machine communica-
tion. Recognizing human emotions mainly from the speech signal is a challenging
process for many reasons. In general, studies mention two principal difficulties:
audio-video databases and recognition algorithms [45].

Indeed developing a database is a requirement for building emotion recogni-
tion. Emotional speech recognition, based on recorded and annotated databases,
has received much attention from many researchers [10,11,13,24,25,31,33,47,
49,52]. However, there is a growing need for real-time and offline emotion recog-
nition systems that are based on an analysis of the speech signal or both visual
and speech signal. A significant emotion recognition obstacle is the quality of the
recorded speech samples; more specifically: the quality, the size and the type of
the database. The speech corpora are either acted, induced or natural. Acted or
simulated corpora are collected from professional television or radio actors who
are widely used in research work. Natural databases can be used for real-world
emotion modelling. These databases are created by collecting the real world con-
versations such as Call center conversation, a conversation between patient and
doctors, or TV show programs, etc. [12,20].

Arabic language and its dialects are still considered a relatively resource-poor
language when compared to other languages such as English [53]. In its dialectal
forms, Arabic is the mother tongue of more than 250 million speakers. The Arabic
language has three forms: classical Arabic or literary Arabic language, Modern
Standard Arabic (MSA), and Colloquial Arabic. Classical Arabic is essentially
the form of the language found in the Quran, the MSA is a modern form of
Arabic used in news media and formal speech, and by definition dialects are
spoken. These Dialects have no written standards.

In recent years, concerning Arabic affective computing, there has been a
considerable amount of works on the collection of emotional speech. However,
most databases built up to now are induced, small, and just constructed for
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particular purposes. The corpora are mostly recorded by unprofessional actors,
which affect the quality of the generated speech. Another problem is the lack of
enough recorded multimodal data of emotions. Most of the developed databases
are not available for public use. Thus, the ultimate consequence of this domain
is the absence of coordination and collaboration among researchers in this field.
Hence the need to think and proceed to build a large database for this language
and its dialects.

This paper reports progress in constructing an Arabic natural database that
presents speech in the context of natural interactions where emotion is conveyed
via multiple modalities. This database will be available online for sharing with
the scientific community. Algerian dialect data is used as a sample data seg-
mented and annotated to 15 emotions. There are five dominant emotions that
are: enthusiasm, admiration, disapproval neutral, and joy. We classify these emo-
tions with several machine learning algorithms to experiment variety of acoustic
features.

The remainder of this paper is organized as follows: The state-of-the-art
for emotion recognition in Arabic is presented in Sect.2. Section 3 provides an
overview about the database (spontaneous Algerian data) as well as collection
and annotation steps. Section 4 illustrates the experiment by feature extraction
and classification of emotions. The results are described in Sect.5 and finally,
conclusions and future works are presented in Sect. 6.

2 Emotion Recognition in Arabic

The need and the motivation for such a work for the Arabic natural language
processing (NLP) are imperative. Then, our primary goal is to show the scarcity
of the Arabic linguistic resources and to confirm too that little work has been
devoted for the analysis of emotional speech in Arabic by presenting a state-of-
the-art overview of Arabic studies that have been carried out in this domain.
Going through the literature of Arabic speech emotion processing, we find
some studies and a few more or less significant emotional databases. Between
2005 and 2006, we find three Syrian works about the introduction of the emotion
parameters for Arabic text-to-speech synthesis [2,4]. Al-Dakkak et al. tried to
improve the Arabic synthetic speech (MSA Arabic) in order to sound as natu-
ral. They incorporated different prosodic features with five emotions: anger, joy,
sadness, fear, and surprise in an educational Arabic text-to-speech system. The
authors elected three sentences for each emotion. Each sentence is recorded twice,
one emotionless and the other with the intended emotion. They did not specify
the number of speakers or any further details about their database. To gener-
ate prosody automatically, they considered the most crucial acoustic parame-
ters: pitch, duration, and intensity. In 2011, Khalil reported in [27,28] that he
constructed a well-annotated corpus for anger and neutral emotion states from
real-world Arabic speech dialogues for his experiments. It consists of a set of
recorded episodes of a live Arabic political debate show: The Opposite Direc-
tion program of Al-Jazeera Satellite Channel. The number of samples extracted
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from the selected episodes are more than 400 samples for anger emotion state,
varied from one second to 9s with different speaker gender in different Arabic
cultures. The second source of his data is an angry customer's call: This is a
phone call published on YouTube that features a customer who was very angry
while speaking with the agent. The call duration was four minutes long. He was
able to extract 45 samples of data which reflect anger states from this clip. He
used prosodic and spectral features and several classifiers are evaluated: Support
Vector Machine (SVM), Probabilistic Neural Networks (PNN), simple decision
tree, and decision tree forest.

Azmy et al. in [6,7] built an Arabic unit selection voice that could carry
emotional information. Three emotional states are covered: normal, sad, and
questions. They used the text-to-speech from RDI ‘the Engineering Company
for the Development of Digital Systems’ (RDITTS) for Saudi speaker database.
This database consists of 10h of recording with neutral emotion and one hour
of recordings with four different emotions that are: sadness, happiness, surprise,
and enquiring. However, they did not give any reference or either further details
about this database. The authors used an automatic emotion classification sys-
tem: Emovoice. The system comes with a predefined two classification models;
probabilistic Naive Bayesian (NB) and SVM classifiers [51]. Meddeb et al. in
[34] propose the architecture of Automatic Emotion Recognition from Speech
in order to recommend a system for TV programs based on human behavior.
The emotional recognition for the remote control includes unimodal and multi-
modal approach and shows the hierarchical recognition steps of emotions. They
used the six following databases: two publicly available ones, the Danish Emo-
tional Speech corpus (DES) and Berlin Emotional Database (EMO-DB), and
four databases from the interface project with Spanish, Slovenian, French, and
English emotional speech. In 2014, they created their own Tunisian dialect sound
database for automatic emotion speech recognition always to achieve intelligent
remote control. They called it the Tunisian Emotional Speech database (TUES).
The database composed primarily of sound passages and isolated word recorded
by actors where the ages, sex, and region are different. The sentences are designed
to use for recording the seven emotions: neutral, anger, surprise, disgust, fear,
happiness, and sadness. This database contains 720 speech samples. The length
of speech samples is up to five seconds [36]. Hammami reported in [22] that his
search resulted in finding a single emotional speech database called Emotional
speech database of Research Groups on Intelligent Machines (REGIM_TES). The
database is from the National Engineering School of Sfax in Tunisia and devel-
oped by Meddeb et al. in [35,37-39]. Due to undisclosed reasons, the database
has been made private. The REGIM_TES database is composed primarily of
isolated words and very short, semantically neutral phrases made of few collo-
cate words not exceeding four. The research used 12 actors, six of each gender
to generate five emotion categories that include: anger, fear, happiness, sadness,
and neutral. The selected descriptors in the study are the pitch of voice, energy,
Mel Frequency Cepstral Coefficients MFCCs, Formant, Linear Predictive Cod-
ing (LPC) and the spectrogram. They experienced a different type of classifiers
and they opted for the SVM multiclass classifier.
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Meftah et al. [40] describe an emotional speech corpus recorded for MSA
(KSUEmotions: the King Saud University Emotions). The KSUEmotions cor-
pus recordings contain five hours of emotional MSA speech for five emotions:
neutral, sadness, happiness, surprised, and angry as well as 16 sentences, and
20 speakers from three countries: Saudi Arabia, Yemen, and Syria. From Dam-
ascus University, Al-Faham and Ghneim [5] built an Arabic emotional speech
corpus, covering five emotions: happiness, anger, sadness, surprise, and neutral-
ity to recognize the Arabic user's emotional state by analyzing the speech signal.
The speech data used in the experiment contains 24 emotional Arabic sentences
recorded by six performers (3 male and three female) and every sentence recorded
twice for every emotion. The classification results in these works are carried out
using the WEKA software [21] and by using neural network classifier based on
Multilayer Perceptron (MLP) with rhythm metrics as new descriptors.

Another research about the spontaneous emotional Arabic database is from
Klaylat's et al. in [29,30]. They confirmed that no natural emotional Arabic
corpus was found to date. A realistic speech corpus from Arabic TV shows is
collected. The videos are labeled by their perceived emotions, i.e. happy, angry,
or surprised. The corpus composed of 1,384 records with 505 happy, 137 surprised
and 741 angry units. The unit is one second of speech. Low-Level Descriptors
(LLDs) are extracted using the open source openSMILE feature extractor [14]
that is developed at the Technische Universitdt Miinchen (TUM). Thirty-five
classification models are applied to the Sequential Minimal Optimization (SMO)
classifier. Finally, Abdo et al. [1] built an MSA audio-visual corpus. The corpus
is annotated both phonetically and visually and dedicated to emotional speech
processing studies. 500 sentences are critically selected based on their phone-
mic distribution with six emotions (happiness, sadness, fear, anger, inquiry, and
neutral). The recorded audio-visual corpus is contributing to the field of speech
processing specifically Text-to-Speech (TTS) applications. The authors intend
to let the corpus publically available for general research purposes.

It becomes clear from this short overview of the Arabic emotion processing
studies and achievements that textcolorredthe Arabic language and its dialects
initially require the construction of important databases to be shared freely
online for the scientific community. The availability of these resources will
strengthen and encourage useful research in the automatic processing of the Ara-
bic language in general and coordination between researchers in this field. This
overview is condensed in Table 1. The Table gives the most important databases
for the recognition of emotions. It is ordered by publication date.

3 Database

The collection of new emotional speech databases that tries to overcome the
limitations of the existing corpora is a crucial necessity. These efforts lead to
widespread knowledge of language technology.
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Table 1. List of Arabic speech emotion databases.

Name Type MSA or Speakers|Linguistic Emotions References
dialect material (Nr.
of sentences)
KSUEmotions |Simulated MSA 20 16 5 emotions: [40,41]
neutral, sadness,
happiness,
surprised,
questioning
Egypt Acted MSA 07 500 6 emotions: [1]
happiness,

sadness, fear,
anger, inquiry,

neutral
REGIM_TES Acted Tunisian - - - [39]
Arabic-Natural- |Natural |Dialectal 06 - 3 emotions: [29,30]
Audio-Dataset (Egyptian, happiness,
Jordan, Gulf, anger,
Lebanese) surprised

3.1 Data Acquisition

The undergoing database consists of a collected data of spontaneous emotional
speech in Arabic language, including MSA and colloquial Algerian, Tunisian,
Lebanese, Jordanian, Syrian, and Egyptian which will be made available to the
research community. The database consists of audio-visual recordings of some
Arabic TV talk shows, segmented into broadcasts. The corpus contains sponta-
neous and very emotional speech recorded from discussions between the guests
of the talk shows. We decided to select some TV talk shows for this data collec-
tion because the spontaneous discussions between the talk show guests are often
somewhat affective. Such interpersonal communication leads to a wide variety of
emotional states, depending on the topics discussed. These topics were mainly
personal issues such as friendship crises, questions about paternity or roman-
tic affairs: emotionally intense and discussing hot social phenomena. So far, We
collected about 50 broadcasts of the talk show for Arabic (including MSA, and
Algerian, Tunisian, Lebanese, Jordanian, Syrian, and Egyptian dialects). In the
present work, only the Algerian data is processed. The number of programs and
dialects can be expanded further to balance the database concerning the number
and gender of speakers and also the categories of emotions.

3.2 Case Study: Algerian Emotional Speech

“Red Line”, a weekly social program on Al-Shorouk Algerian channel. A talk
show where guests are invited to talk. The show is presented by three permanent
hosts; anchorwomen who appear on each program, introduces and interacts with
the guests. Religious and psychological opinions are present. Social program
sometimes deals with sensitive subjects that are difficult to discuss. The program
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begins in a studio on a red background, with shapes and lines that reflect the
orientation of the program [50].

Both MSA and dialects are used for communication. Dialectal Arabic is a
term that covers Arabic dialects, resulting from linguistic interference between
the Arabic language and local or neighboring languages as a result of the process
of Arabization or any cultural influence due mainly to colonization, migration,
trade, and more recently the media. Algerian dialect is generally described as
an Arabic idiom attached to the Maghrebian Arabic group (Algerian, Moroc-
can, Tunisian and Libyan). However, its morphology, syntax, pronunciation, and
vocabulary are quite different from other Arabic dialects. Algerian Arabic is
established on a substrate that was initially Berber, Latin (African Romance
Language), and to a lesser extent Punic. It has also been enriched by the lan-
guages of the powers that influenced this region including Ottoman Turkish,
Spanish, and French. This dialect is characterized by the multitude including
sub-dialects that are clearly variants of Arabic, and other sub-dialects that are
non-Arabic which we call the Amazigh dialect. Therefore, the Algerian and the
other North African dialects are considered a little distant from the MSA. While
the Arabic dialects of the Fast: Egypt, Sudan, Levantine, Gulf countries are
dialects closer to the MSA. We focus in this study on the Algerian dialect which
is classified by the Algerians themselves as a mixture of three languages: Arabic,
Berber, and French.

3.3 Segmentation and Emotional Labelling

The corpus contains spontaneous and very emotional speech recorded from
unscripted, authentic discussions between the guests of the talk show. These first
records consist of two hours which are segmented in the first step into smaller
units or clips containing the whole dialogue between a limited number of talk
show guests. In general, such discussions are extracted as videos containing the
audio and video signals. In a second step, the dialogues are segmented into turns:
the turn is when the one partner finishes speaking, and the other partner takes
over. The third step is to segment these turns to utterances. These utterances
were mainly complete sentences, but sometimes also grammatically incomplete
sentences which were due to the spontaneous nature of the interactions. Many
utterances had to be discarded because of background music, applause from the
audience, and overlaps between speakers or other interruptions. The audio sig-
nal was stored separately for each sentence. An identification is given to each
speaker and each utterance. We have four categories of speakers and each cat-
egory is designed by four characters. The anchor women appointed by Mode
(moderator), for the other speakers, we used these letters G, H, P, S to indicate
respectively, Guest, Host, Principal, Speaker. GH is for the permanent speak-
ers with the moderator in the talk show. GP is for the principal Guest in each
episode. Guest Speaker (GS) is a guest among several or among the spectators of
the show. Concerning the two digits: the first number concerns the episode num-
ber and the second number is for the speaker's order in the show (for example
GS11 is the first guest speaker in episode one).
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The collected data contains 1,443 utterances from 14 different speakers
among them 5 females (two little girls and 3 adult females). But it should be
noted that there are actually three dominant speakers (see Fig. 1): moderator of
the show (Mode), the psychologist (GHO1), and the religious expert (GH02).

The next step should be to define the emotions and their data segments or
emotional analysis units. Indeed, the most crucial problem for the analysis of
emotional data is to determine what an emotional utterance is, where it starts
and where it ends [8]. The data were evaluated by three human listeners. Each
listener assessed the emotional content for the whole of utterances in terms of
the emotion categories. Categorical rating involved applying labels from a list
of terms (a total of 28 emotions until now). However, only 15 emotions were
detected in the collected database and rated for the present data: Anger, Joy,
Happiness, Sadness, Disapproval, Admiration, Surprise, Enthusiasm, Adoration,
Calm, Gratitude, Reproach, Neutral, Sympathy, and Satisfaction. The raters
watch the videos and the corresponding audio files and then they try to follow
the emotion and define exactly the audio part related to the emotion. However,
we insist on the fact that our method will be significantly reduced for the rest
of the data and we will use a higher number of raters to be able to complete the
evaluation of the whole database. There are about five emotions that are more
present than others (Enthusiasm, Admiration, Disapproval, Neutral, and Joy)
as shown in Fig. 2.
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Number of utterances

Speaker

Fig. 1. The distribution of utterances per speaker.

3.4 Recording Quality

The video files are MPEG-coded image sequences of 352 x 288 pixels with a
frame rate of 25 fps. A constant code rate of 1.15 Mbit/s was used. Recordings
were taken with a sampling frequency of 48 kHz and later downsampled to 16
kHz (16 bit). These criteria are commonly used for speech databases.
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Fig. 2. The distribution of utterances per emotion.

4 Experiment

The performance of a variety of audio features and several classifiers is investi-
gated to determine the best-suited features and classifiers for the classification
of emotions.

4.1 Features

Feature extraction can be split into two categories according to the processing
domain: the time-domain features and frequency-domain features. The time-
domain features are Zero-Crossing Rate (ZCR) and short-time average energy.
The frequency-domain features are pitch or fundamental frequency (Fp), spec-
tral features (band energy, spectral roll-off, spectral flux, and spectral centroid),
cepstral features (MFCCs), and linear prediction features (LPC).

We perform feature extraction for emotions by using the openSMILE fea-
ture extraction tool [14]. The feature set contains features which result from
LLDs with the corresponding delta coefficients (ALLD) and statistical function-
als applied to each of the LLD and ALLD. The main LLD used in the experiment
are the features described above. The features are energy, pitch, ZCR, spectral
features, MFCCs, and Line Spectral Frequencies (LSP) which are computed from
LPC coefficients. The default values of coefficients in openSMILE are used (12
cepstral coefficients for MFCCs and 8 linear predictive coding coefficients for
LPC). The following statistical functionals are used for every feature: min, max,
range, standard deviation and mean.

Many feature vector sets are used:

A (120 features): MFCCs

(50 features): Energy, pitch, ZCR

(230 features): Energy, pitch, ZCR, spectral features

(350 features): Energy, pitch, ZCR, spectral features, MFCCs

(430 features): Energy, pitch, ZCR, spectral features, MFCCs, LSP

* ¥ ¥ X X

B
C
D
E
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* F (384 features): Baseline feature set of the Emotion Challenge in the Inter-
speech 2009 [46]

* G (6373 features): Baseline feature set of the Computational Paralinguistics
Challenge (ComParE) in the Interspeech 2013 [44]

* H (6552 features): The large openSMILE emotion feature set with more func-
tionals and more LLD [15].

We used the feature sets A-E in a previous experiment of acoustic event
classification for the utilization in the sector of healthcare.

4.2 Classification

A series of classifiers are selected in order to determine the best-suited classifier
for the evaluation. The following machine learning algorithms with default values
using the WEKA data mining toolkit [21] are applied for the recognition of
emotions:

* IBk: the Instance-Based (IB) classifier with a number of (k) neighbors is
the K-Nearest Neighbours (KNN) classifier using the euclidean distance and
1-nearest neighbour [3].

* AdaBoostM1: the boosting algorithm uses the Adaboost M1 method [17].

* LogitBoost: The classifier performs additive logistic regression [18].

SimpleLogistic: a classifier for building linear logistic regression models

[32,48].

RandomTree: Random trees is a collection of decision trees that considers

K randomly chosen attributes at each node [16].

RandomForest: The classifier of random forest consists of several uncorre-

lated decision trees [9].

* SMO: The Sequential Minimal Optimisation (SMO) for training a Support

Vector Machines (SVM) classifier [23,26,42].

J48: The J48 algorithm used to generate a pruned or unpruned decision tree

[43].

We implement our experiment for the recognition of emotions only on the five
emotions that are more present than others: Enthusiasm, Admiration, Disap-
proval, Neutral, and Joy.

5 Results

The performance is measured using the f-measure which is the harmonic mean
between precision and recall. Table 2 shows the classification results by apply-
ing eight kinds of feature sets and eight classifiers. We used the extracted fea-
tures and classifiers to classify the five emotions: Enthusiasm, Admiration, Dis-
approval, Neutral, and Joy. The Table shows that the SMO classifier yielded
better results (0.48) than other classifiers for different feature sets. The best
results according to the features are for the feature sets D and E (with the SMO
classifier) (0.47 and 0.48, respectively). Increasing the number of feature engi-
neering from feature set (B) to (E) leads to a slight improvement in the results.
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Adding MFCCs to the feature set C yielded better improvement of results (see
the columns C and D). The results by using baseline features (feature sets F and
G) and large openSMILE emotion feature set (H) are in general not better than
feature engineering sets (A till E).

Table 2. Experimental results (weighted average of f-measure) obtained with the
10 fold cross-validation by applying different feature sets on several classification
algorithms.

A |B C D |E F G |H

SimpleLogistic | 0.42 | 0.330.39 | 0.46 | 0.46 | 0.42 | 0.42 | 0.42
SMO 0.4210.2010.39/0.47/0.480.40 | 0.42 | 0.44
1Bk 0.4210.33/0.360.420.42|0.41 |0.34 | 0.46
AdaBoostM1 |0.20|0.23|0.20 | 0.20|0.25|0.20|0.23 | 0.20
LogitBoost 0.380.35/0.39/0.44 | 0.44 | 0.40 | 0.42 | 0.40
J48 0.33/0.30|0.340.34|0.37/0.32|0.34 | 0.40
RandomForest | 0.40 | 0.34 | 0.40 | 0.40 | 0.44 | 0.35 | 0.32 | 0.45
RandomTree |0.300.32]0.34/0.35|0.34/0.29|0.28|0.34

Analyzing the confusion matrix in the Table 3 for the five emotions by using
the SMO classifier and the feature set E, we find that the most misclassifications
are between “Admiration” and “Enthusiasm”, “Disapproval” and “Enthusiasm”,
and “Joy” and “Enthusiasm”. This means that the recognition of Enthusiasm
between the among five emotions is the most difficult task. We think it is under-
standable because enthusiasm is a little bit of all these emotions. thanks to this
example, we realized the importance of the annotation phase and also the use
of a more precise method: dimensional labeling approach.

Table 3. The confusion matrix for the five emotions with the SMO classifier and the
feature set E.

Admiration | Disapproval | Enthusiasm | Joy | Neutral | Sum

Admiration | 96 17 83 12 |14 222
Disapproval | 14 99 60 2 9 184
Enthusiasm | 82 44 219 38 32 415
Joy 7 8 50 64 | 5 134

Neutral 21 19 49 3 |52 144
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6 Conclusion and Future Works

In this paper, we presented the first steps of our work whose objective is to design
and build a new Natural Arabic multimodal spontaneous emotion database for
the research community in order to facilitate the research in the field. We have
tried to highlight some points concerning the importance of the Arabic language
and the fact that, there is insufficient interest in this language regarding the
recognition of emotions or regarding all disciplines of artificial intelligence in
overall. Arabic is one of the oldest languages in the world. It is one of the first
widely used languages nowadays. So it is really vital to give a lot of importance
to further study this language and its variants which are its dialects. Basically,
high quality and large speech corpora are required for the emotion recognition
task. However, the existing MSA and dialectal Arabic speech corpora are very
sparse and are of low quality. For some Arabic dialects, speech resources do not
exist at all. That is why it is difficult to initiate research and studies in this
field. With our research, we mainly pursued two goals. The first one is to collect
a high-quality MSA and dialectal speech corpus. The second goal is to rapidly
develop phonetic transcriptions for dialectal speech data. We have started with
an overview of the Arabic language from an emotion recognition point of view.
This overview shows that it is not easy to access extensive and up-to-date freely
available Arabic corpora. it should be noted that the use of corpora has been a
major factor in the recent advance in artificial intelligence in general and in the
natural language processing development and evaluation particularly.

We measured the performance of emotion classification by using a variety of
audio features and several classifiers for five emotions in the Algerian dialect.

However, our current work has certain limitations, which give rise to our
future work as follows: (1) Considering the Arabic language and its dialects
(besides the different varieties of the natural language in its self) is a problem
for speech recognition before being a problem for the recognition of emotions.
Simply, these varieties cannot be modelled in an appropriate way. Firstly, for the
transliteration of what has been said, we propose to use Romanization method
for transcription of the speech corpus. (2) Continuing to perform different anno-
tations like prosodic, Part-of-Speech tags, and syntactic labels and segmentation
in word and chunk levels. (3) We will investigate both methods: the dimensional
and the category labels for the emotional annotation and use the two classic cri-
teria for assessing the quality of such labels: validity and reliability. (4) For nat-
uralistic data, both acoustic and linguistic features should be employed, both for
a deeper understanding and a better classification performance. We will estab-
lish different measures of impact and discuss the mutual influence of acoustics
and linguistics. (5) The classification will be experimented using different levels,
word, chunk, and utterances. Classification performance relies on deep learning
and pattern recognition techniques. One defies to address in emotion classifica-
tion is how to prune into this depth of methods and find a good one for this
specific task. And of course, we have to deal with the curse of dimensionality and
class skewness or the sparse data problem in the output space. As a result, the



30

H. Dahmani et al.

multimodal spontaneous corpus will be designed for general analysis of human
behavior of emotional as well as for automatic emotion classification purposes.
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