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Preface

This book constitutes the refereed proceedings of the 7th International Conference on
Arabic Language Processing ICALP 2019 (ex-CITALA), held in Nancy, France, in
October 2019. The 21 full papers presented were carefully reviewed and selected from
about 40 submissions. 60% of the articles have been reviewed by three reviewers and
the others by four reviewers using the double-blind review process.

The conference highlighted new approaches related to the Arabic language from
basic theories to applications. All the branches of natural language processing
(NLP) related to Arabic spoken or text language processing constituted the main kernel
of ICALP 2019. The papers covered the following topics: modern standard Arabic,
sentiment analysis and opinions mining, code-switching, deep learning, and other
aspects of NLP. The volume is organized in four parts: the first is devoted to Arabic
dialects and sentiment analysis, an area for which there are several challenges; the
second part contains papers focusing on neural techniques for text and speech; the third
part comprises papers describing different aspects of modeling modern standard
Arabic; and the last one is dedicated to the resources that play an important role in
NLP.

October 2019 Kamel Smaïli
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Arabic Dialects and Sentiment Analysis



Generating a Lexicon for the Hijazi
Dialect in Arabic

Fatimah Abdullah Alqahtani1,2(&) and Mark Sanderson1

1 Computer Science, School of Science, RMIT University, Melbourne, Australia
{fatimah.alqahtani,mark.sanderson}@rmit.edu.au

2 College of Computer Science and Information Systems,
Jazan University, Jazan, Kingdom of Saudi Arabia

Abstract. We present a methodology for creating a lexicon for a low-resource
Arabic dialect in Saudi Arabia: Hijazi. We show the differences between the
Hijazi dialect and Modern Standard Arabic. We annotate articles and tweets
using recruited native speakers. We create a lexicon of Hijazi adapted from two
resources: Sebawai and Quranic Arabic Corpus. The lexicon is created both
manually and automatically by using Hijazi morphology. We detail the
methodology to build this lexicon and present results of an evaluation of the
corpus formation process.

Keywords: Hijazi dialect � Lexicon generation

1 Introduction

Arabic dialects are a set of linguistic characteristics that belong to a particular envi-
ronment [1], and are often used in informal daily communication. An increased
awareness of the existence and functioning of these dialects has emerged due to the
influence of social media, where these dialects are now written.

The Egyptian, Levantine, and Moroccan dialects as well as MSA are considered
high-resource; however, others, including the Hijazi Dialect are low-resource [2]. The
lack of resources has created an obstacle for researching Hijazi. A dialect of western
cities (Makkah, Madinah, Jeddah and Taif) in Saudi Arabia, Hijazi is spoken in the
second most populous region1. Hijazi has two varieties: urban and rural, and this study
focuses on the urban variety. To the best of our knowledge, no one has built resources
for Hijazi.

We applied a methodology to create a Hijazi lexicon in which potential Hijazi
words were annotated through a comparison with an MSA lexicon. Then, the Hijazi
words were analyzed using an approach employed by Darwish, Sajjad and Mubarak [3]
for Egyptian dialects to automatically generate an expanded Hijazi word list. We also
annotated 3,000 tweets to identify Hijazi content. Our work addresses the following
research question: Can a methodology used to create a High-resource Egyptian lexicon
be adapted to create a Low-resource Hijazi lexicon?

1 10,090,256 people in 2015 - http://www.cdsi.gov.sa.
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Section 2 of the research reviews relevant work, Sect. 3 shows the approach use to
build Hijazi lexicon. In Sect. 4 Standard and Hijazi Arabic are compared. The approach
to generating the Hijazi dialect is presented in Sect. 5. Section 6 describes our eval-
uation. The paper concludes and gives insight into future work in Sect. 7.

2 Related Work

2.1 Creating Resources in Arabic Dialects

Prior Arabic Dialect corpus building work focused on building monolingual or parallel
corpora. Methods vary in the building with most using recruited native speakers.

The COLABA project collected resources from Arabic blogs for four dialects:
Egyptian, Iraqi, Levantine, and Moroccan [4]. For harvesting, Diab, Habash, Rambow,
Altantawy and Benajiba [4] asked 25 native speakers to generate 40 dialectal queries
containing words with multiple orthographies that cover social issues, religion, and
politics. The authors asked annotators to translate the queries to MSA and English. The
queries were used to extract matching blog data from the web. The researchers created
a tool to process and manage the data harvested from the blog.

Harrat, Meftouh and Smaili [5] created a parallel corpus for MSA, Algiers, Annaba,
Tunisian, Palestinian, and Syrian. They collected around 2.5K Algiers dialect sentences
from transcribed films and TV shows, which were then translated to MSA and Annaba
by a native speaker. In the same way, the researchers collected the corpus of Annaba
dialect for approximately 3.9K sentences from the transcribed recordings of the daily
life of some people of Annaba, which were then translated to MSA and Algiers.
Finally, they translated a whole collection of MSA around 6.4K sentences to Tunisian,
Palestinian and Syrian by native translators. The Dialect and MSA translation were
conducted by twenty-five persons in total for free.

The Gumar Corpus is a large-scale collection of Gulf Arabic consisting of 100
million words from over 1,200 novels published online [6]. The researchers annotated
the corpus manually into a sub-dialect of Gulf Arabic, which includes the Saudi, UAE,
Bahraini, Qatari, and Omani dialects. Annotations were at the document level. They
found that names given to the characters, cities, and event names in the novel helped
determine the dialect. The researchers extracted features and rules for these dialects to
understand the morphology and to build tools.

Most recently, there is the Curras corpus for the Palestinian dialect [7] that was
manually annotated by two annotators for one year. The researchers of this study
identified 56,700 tokens in 190 documents compiled from resources such as Facebook,
Twitter, blogs, forums, Palestinian stories, Palestinian terms, and scripts from Pales-
tinian TV shows. The researchers used the DIWAN Dialect Word Annotation tool [8]
and the MADAMIRA [9] morphological analyzer tool for MSA and Egyptian.
A quantitative evaluation was performed for three of the documents, which consist
1,529 tokens by two annotators, who met to review and discuss their annotations. Their
agreement was measured by Kappa, and the outcome was almost perfect desirable for
different tags (e.g., POS, stem, prefix, etc.).

4 F. A. Alqahtani and M. Sanderson



Darwish, Sajjad and Mubarak [3] employed manual and automatic approaches to
collect three lexicons of Egyptian Dialect. In the manual approach, they asked a linguist
to extract 1,300 high frequency Egyptian words (MAN) from the Egyptian side of the
LDC2012T09 corpus [10] while in the automatic approach, they applied Egyptian
morphology rules to generate verbs from Sebawai Arabic roots [11]. The rules added
prefixes and suffixes such as pronouns and negation that are compatible with the
Egyptian dialect. The rules also substituted letters to change a word to the Egyptian
dialect. Filters were applied to the verb and letter substitutions to remove words that
were MSA. An MSA word list was drawn from 63 million Arabic tweets and Aljazirah
articles.

Mubarak and Darwish [12] presented a multi-dialect corpus from Twitter for Saudi,
Egyptian, Iraqi, Lebanese, Syrian, and Algerian. They collected 92 million tweets,
which had a user location. The user location of tweets was assigned to one of the Arab
countries in GeoNames, which indicate the location in each country. Then, the
researchers manually reviewed the location, which they mapped with GeoNames. Also,
they manually tried to map locations, which were non-matching with GeoNames. Also,
they collected all n-gram words that occurred at least three times in AOC, Aljazeera
interview articles, and the GigaWord corpus, which is a text archive of Arabic news
sources by Linguistic Data Consortium LDC. These n-gram words were manually
labelled by a native Arabic speaker, knowledgeable in different dialects to specify if it
was a dialect word and to which dialect it belonged. This resulted in around 2,500
dialect words. The researchers filtered the tweets as dialect tweets by the n-gram dialect
words and they got 6.5 million dialect tweets based on the following assumption “if a
sentence contained one of these n-grams, then the sentence is dialectal”. They used
crowdsourcing to evaluate 100 randomly extracted tweets per dialect. They asked
crowdsourcing workers, who were from the same countries from which the tweet was
issued, to judge whether the tweet dialect coincides in their country. They were not able
to get judges for Qatar and Bahrain.

Overall, the reviewed literature shows that many contributions have been made to
Egyptian, Levantine and North Africa dialects, also, sub-dialects of Levantine such as
Syrian, Palestinian, Jordanian and Lebanese.

2.2 Creating Resources in Low-Resource Languages

Different means of collecting and generating data for low-resource languages have been
tried. In 2011, Outahajala, Zenkouar and Rosso [13] manually built a corpus for the
Amazighe language: a low-resource language in Morocco, Algeria, Tunisia, Libya, and
areas of Egypt. They extracted text from various sources such as the Royal Institute for
Amazighe Culture’s newsletter and website as well as three primary school textbooks.
The corpus was manually annotated by a team of four annotators. It consisted of
different POS features to the tokenized Amazighe texts. Three linguists chose random
texts and evaluated them. The annotator agreement was 94.89%.

By drawing on the concept of manual tagging, Ramrakhiyani and Majumder [14]
provided a corpus of temporal expression recognition in Hindi called ILTIMEX2012.
There were three temporal expression classes: data time, a time or duration expression;
a frequency, which is a date or time expression; or period, which is a frequency
expression. The corpus is composed of 300 documents of a set of articles from the

Generating a Lexicon for the Hijazi Dialect in Arabic 5



Hindi newspaper, The FIRE 2011 Hindi corpus [15]. Each document has more than
500 words. ILTIMEX2012 was manually labelled by using the General Architecture
for Text Engineering (GATE) tool annotation module. 514 periods, 110 frequency, and
1295 date-time for temporal expressions were included in the corpus. This corpus was
used for Hindi temporal expressions identification and classification.

Bird, Gawne, Gelbart and McAlister [16] applied an Android application, which
supports recording of speech directly [17]. When finishing a recording, users were
asked to add metadata such as name, language, and image. Users could segment the
audio and write a transcription and translation. The researchers used the application for
collecting audio from Brazil and Nepal. They collected 100k words from 10 h of audio.
A challenge with this approach is lack of the participation and scarcity of electricity in
the village which is important to charge the device. It was noted in the study that the
collection of data for these low-resources languages appeared firstly by collecting
speech, which shows that there is no written source for these languages. Also, the
crowdsourcing and human approaches consider the conventional method for collecting
and building the data for low-resource languages.

For Hijazi, Alahmadi [18] collected more than 30 Hijazi words by asking native
Hijazi speakers to give the correct dialect word for an image.

3 Approach

In defining the methodology for our problem of building a Hijazi corpus, we consid-
ered our situation. There are no Hijazi language resources available and only a limited
amount of edited Hijazi text is available online. However, there is a notable amount of
social media content written in Hijazi. Therefore, we examined an approach to building
a corpus using a combination of manual and automatic techniques that is adapted from
an approach by Darwish, Sajjad and Mubarak [3]. The approach requires access to an
initial Hijazi word list, a set of morphological rules, and a list of Arabic word roots.
There are two phases of the methodology: corpus creation and evaluation.

Table 1. The 10 most frequent words

6 F. A. Alqahtani and M. Sanderson



We used different resource to build the Hijazi list: articles, dictionaries and building
from roots. We found a collection of Hijazi articles in Okaz news2 which is read in
western Saudi Arabia; 156 Hijazi articles were collected manually from February 2011
to September 2014. The set contained 59,225 tokens. An analysis of the most frequent
words found most were Hijazi pronouns, as shown in Table 1.

The overview of our process is to pre-process the list of Hijazi words (see Fig. 1
(a)), which involves removing MSA stop words. Next, we check if each remaining
word matches to a set of Hijazi verbs rules (Sect. 4.2), if there is a match, the word is
considered Hijazi and is added to the MANHijazi list. If there is not a match, the words
are compared with three MSA dictionaries: Maajim3, Alwased,4 and Alsahah5, if the
word is not found in these dictionaries, then the words is also considered Hijazi and is
added to the MANHijazi list.

Figure 1(b) illustrates the steps of the automatic approach to adding to the list in
MANHijazi. First, a set of roots drawn from the two sources: 10,406 from the Sebawai
system [11] and 943 verb roots from the Quran. Each root was transformed into
multiple verbs by applying a set of Hijazi verbs rules to form two lists of words:

Fig. 1. (a) Creating a manually formed Hijazi list (MANHijazi) from articles by comparing with
MSA dictionaries and Hijazi rules, (b) Creating three different list of Hijazi then filter.

2 http://www.okaz.com.sa.
3 http://www.maajim.com/dictionary/.
4 http://shamela.ws/browse.php/book-7028.
5 http://www.almaany.com.

Generating a Lexicon for the Hijazi Dialect in Arabic 7

http://www.okaz.com.sa
http://www.maajim.com/dictionary/
http://shamela.ws/browse.php/book-7028
http://www.almaany.com


HijaziVQuraan, and HijaziVSebawai. We used the Quran root because it has a real verb
root while Sebawai has a large number of roots that are automatically generated. The
coverage of this latter set is greater, but it is noisy because of the roots are extracted
from different words such as the verbs, nouns and adjectives. In addition, MSA to
Hijazi letter substitution rules were applied to a list of MSA words from the Arabic side
of the English/Arabic parallel corpus from the International Workshop on Spoken
Language Translation (Arabic/IWSLT) 2013 to generate the list HijaziSUB1.

In the next step, the words in the three lists were compared to a list of three million
words drawn from Arabic tweets, which were pre-processed using the AraNLP tool
[19]. Words that matched were assumed to be some form of Arabic. In the final step,
the remaining words in the three lists were compared against a corpus of MSA words
OSAC6 [20], which contains 18,183,511 tokens. Those words that did not match
against the corpus were assumed to be Hijazi. We evaluated the lists of words
intrinsically by manually investigating a random sample of words drawn from each of
the lists.

4 Hijazi Dialect

We describe the basic syntax of the Urban Hijazi Dialect by contrasting it with MSA.
We focus on verbs and letter substitutions because these are where the main differences
between MSA and Hijazi are found. We examine irregular structures, such as lexical
and independent pronouns, and regular structures such as verb and letter substitution.

4.1 Irregular

Lexical. Three past papers – [21–23] – described three differences between the lexicon
words in MSA and Hijazi.

1. Lexicon words in Hijazi which have the same meaning in MSA but with different
letters. For example, (Bridge, يربك ‘kbry’ in Hijazi, رسج ‘jsr’ in MSA), (Maybe, نكلب
‘blkn’ in Hijazi, لامتحا ‘AHtmAl’ in MSA) and (Good, سيوك ‘kwys’ in Hijazi, بيط
‘Tyb’ in MSA).

2. Distinguishing dialectal terms in Hijazi which come from the combination of two
words, which are called a blend in linguistics. For example, نيحد ‘dHyn’ (now),
comes from the words اذنيحلا ‘*A AlHyn’; and نامك ‘kmAn’ (also), it comes from
the words نإامك ‘kmA <n’

3. Words in Hijazi and MSA which are written the same word but have different
meanings. For example, لود ‘dwl’, which means ‘those’ in Hijazi and ‘countries’ in
MSA.

Independent Pronouns. Independent pronouns in Hijazi are distinct from those in
MSA. The pronoun for “we” has more than one form. For example, ‘AHnA’ انحا or

6 https://sites.google.com/site/motazsite/arabic/osac.
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‘nHnA’ انحن in Hijazi, but it is ‘nHn’ نحن in MSA. Also, the plural person pronoun is
‘AntW’ وتنا in Hijazi, not antum متنأ as in MSA. The first person ‘Anti’ تِنا can be written
in another form ‘Anty’ يتنا . However, dual pronouns ‘ntmA’ امتنأ and ‘hmA’ امه and the
feminine plural pronouns ‘Antn’ نتنا and ‘hn’ نه are not used in Hijazi.

The demonstrative pronouns in Hijazi are different from MSA. For the singular,
“this” is ‘dA’ اد for masculine and ‘dy’ يد for feminine. While in MSA, ‘h*A’ اذه and
‘h*h’ هذه are used for masculine and feminine respectively. Also, Hijazi speakers use
‘hAdA’ اداه for masculine, while ‘hAdy’ يداه for feminine, feminine plural nouns and
for inanimate masculine plural nouns. For plural “these”, they used ‘hdWl’ لوده or
‘hdWlA لاوده or ‘dWl’ لود or ‘dWlA’ لاود instead of ‘h&lA‘’ ءلاؤه in MSA.

4.2 Regular

We present the main features of the Hijazi in negation, verb, and letter substitution.

Negation. The ‘mA-’ ام prefix is the only particle used for negation in all tenses of
Hijazi verbs. However, in MSA, ‘lA’ ,لا ‘lm’ مل , ‘ln’ نل , ‘lys’ سيل are used to negate a
verb in addition to ‘mA-’ ام . Also, the ‘mA’ ام prefix is used for the negative pronouns
in Hijazi instead of ‘lys’ سيل in MSA. In negating adjectives and nouns, the word ‘mw’
وم can be used while in MSA ‘lA’ ,لا and ‘lys’ سيل are used [21].

The Verb. We consider verbs from two points: tense and structure. There are three
main tenses in MSA: past, present, and future. However, [21–23]showed that some
verb forms differ between MSA and Hijazi:

• Hijazi adds a verbal particle as a prefix / bi-/ب + verb (e.g. /bi-yiktub/ بتكيب ‘byktb’
he writes) in the expression of present tense, but MSA does not have this verbal
particle.

• Hijazi adds a verbal particle as a prefix /in-/ ـنإ or ـنا + verb (e.g. /inktub/ بتكنا ‘Anktb’
was written), although some speakers add the prefix /At/ ـتا ‘At’ + verb (e.g. /Atktab/

بتكتا ‘Atktb’ was written) in the expression of passive past tense, but MSA does not
have this verbal particle.

• Hijazi adds a verbal particle as a prefix /ħa-/ح ‘H’ +verb (e.g. /ħa-yiguul/ لوقيح
‘Hyqwl’ he’ll say) in the expression of future tense. Or Add the word/raħ/
‘rAH’ + verb (e.g./raħ-yiguul/ ‘rAH yqwl’ he’ll say). Instead of the word

فوس ‘swf’ ‘will’, which is add before the verb in MSA, or the letter ,’s‘س which is
add in prefix of verb in MSA.

There are two types of verbs across MSA and Hijazi: sound ( حيحص SHyH) or weak
( لتعم mEtI):

• Sound verbs are those verbs that do not include (w) و or (y) ي in the root letters. In the
past verb of singular feminine, Hijazi adds the letter to the end of a word such
as the word تبتك ‘ktbti’ (she wrote) to be يتبتك ‘ktbty’ in Hijazi. Furthermore, there are
double-sound verbs ( فعضملالعفلا AlmuDEf), where the second and third letter of the
root are the same, such as daqqa قد - yadiqqu قدي (to knock). In the past verb of
singular, Hijazi removes the third letter to be تيقد ‘dqyt’ (knocked) and add the suffix

تي ‘yt’ in You (masculine), while تققد ‘dqqtu’ in MSA with adding suffix .’t‘ت
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Also, there are ( زومهملالعفلا mahmuuz) Hamzated verbs, where ء is one of the
consonants, such as لكأ ‘>kal’ - لكأي ‘y>kl’ (to eat). In general, there is no difference
between masculine and feminine in Hijazi for all tenses of verbs. In Hijazi, the
formulas for the masculine and feminine are the same in the plural form.

• Weak verbs are those verbs that containو (w) or ي (y), as one or two of the root
letters. There are three types of weak verbs, Hijazi weak verbs have different
patterns among themselves and with MSA:
• Assimilated verbs ( لاثملالعفلا ), which begin withو ‘w’ or ي ‘y’ such as فقو ‘wqf’

فقي ‘yqf’, ‘to stand up’. In the present form, MSA removes the letter و ‘w’ and
replaces it with ا ‘A’ like فقا ‘Aqf’, while Hijazi keeps the letter و ‘w’ and adds
the prefix ب ‘b’ like فقواب ‘bAwqf’ (will stand).

• Hollow verbs ( فوجلأالعفلا ), which are the second letter in the root is ا ‘A’, و ‘w’
or ي ‘y’, such as ماق ‘qAm’ موقي ‘yqwm’, ‘to get up’. ا ‘A’ is replaced with و ‘w’ in
the present tense. Also, ا ‘A’ is replaced with ي ‘y’ in the present tense, such as

عاب ‘bAE’ عيبي ‘ybyE’, ‘to sell’.
• Defective verbs ( صقانلالعفلا ), which end the root of the verb withو ‘w’ or ي ‘y’

such as ىمر ‘rmY’ يمري ‘yrmy’, ‘to throw’. ‘Y’ is replaced by ‘y’ or ا ‘A’ is
replaced by ‘w’, as in the example امن ‘nmA’ ومني ‘ynmw’ ‘to grow’.

Letter Substitution. Hijazi people write in a way that reflects their pronunciation.
This leads to some letter substitutions between MSA and Hijazi [21–23]. Example
substitutions as shown in Table 2.

5 Experiment

This section firstly presents the process used to collect our Hijazi dialect corpus. We
collected data from two different domains: articles and tweets. Each domain required
different approaches to annotation, as described below. Also, this section shows the
method used to generate the lexicon of Hijazi dialect verbs automatically.

Table 2. The letter substitutions between MSA and Hijazi

10 F. A. Alqahtani and M. Sanderson



5.1 Articles

To obtain a word list, we split the gathered articles into tokens by using whitespace and
other punctuation characters (“.,?!”) as delimiters. In informal text, words are not
always split by whitespace, so the letter و “w” “and”, was also used as a delimiter.
Next, we remove Arabic stop-words by using a list from the Ranks NL [24]. The
remaining words were confirmed as Hijazi by:

1. Checking manually if the word is a verb, then checking if it fits the Hijazi verb
structure described in Sect. 4. If yes, then it is a Hijazi verb.

2. If the word is not a verb or the name of a person or a place, then a search for the
word in three extensive MSA lexicons was conducted: Maajim, Alwased and
Alsahah. If the word was in one of the three, then it was considered an MSA word,
otherwise, it was considered a Hijazi word.

This leaves us with 1,363 MANHijazi words. A manual examination of the words
revealed that the distribution of POS were 904 verbs (simple present - passive past -
future), which common use the verb form and , 62 pronouns, prepositions, 56
adverbs, 82 adjectives, 18 question, 12 interjections, 6 phrases and 202 nouns. The
highest number of verbs demonstrates that the main difference between Hijazi and
MSA is in verbs.

5.2 Tweets

To label tweets, we used Hijazi native speakers. Three thousand tweets, which were
geo-located in the western cities of Saudi Arabia, Jeddah, Makkah, Taif, Medina and
Yanbu were collected from March to May 2014. The tweets were pre-processed
through manual inspection. All URLs, embedded images and user-related information
(i.e. display name, avatar/display image and user mention) were removed from the
tweets and their content was checked to ensure none were offensive.

Native Speakers. We obtained 3000 tweets from Mourad, Scholer and Sanderson [25]
that had locations in the western cities of Saudi Arabia: Jeddah, Makkah, Taif, Medina,
and Yanbu. Three native Hijazi speakers were recruited to annotate the 3000 tweets.
We used a questionnaire, which had the list of tweets, to ask the speakers to label the
tweets. The speakers were asked to record the tweet’s dialect type (Hijazi or non-
Hijazi) and details of which Hijazi words indicated that the tweet belonged to the
dialect. The speakers were given one week for the task.

Fleiss’ Kappa measured an annotator agreement of 0.89. From the annotation, we
found that there were 372 Hijazi tweets from the original 3000, Table 3 shows the
number of tweets from each city. There were 666 words in the Hijazi tweets and 311
unique word forms. Statistical comparisons between the Hijazi articles and tweets are
shown in Table 4. We can see that this approach to labeling Hijazi tweets generated a
limited lexicon, and therefore an automatic approach is also needed to extend the
lexicon Hijazi.
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5.3 Automatic Generation of Hijazi Dialect Words

The methodology used to expand the Hijazi lexicon verbs, follows a two-stage
approach from Darwish, Sajjad and Mubarak [3]:

3. Generating a lexicon by using morphological rules of the dialect combined with
roots (Quranic verbs root and Sebawai roots). The rules will generate multiple verbs
from a single root.

4. Filtering the lexicon.

Automatic Generating Word. To generate Hijazi verbs from each root, prefixes were
added to the root to set a tense (present, future, present/future passive). In Hijazi, object
pronouns are attached to the verb as suffixes. A suffix set of Hijazi dialect are shown in
Table 5. Also, there are ten subject pronouns: I “ ”, you “ ”, you “ ”, you “ ”,
you “ ”, we “ ”, they “ ”, they “ ”, he “ ”, she “ ”, and each pronoun has
associate suffixes from the suffixes set.

Table 3. Identifying Hijazi and non-Hijazi dialect tweets by cities

City Hijazi Non-Hijazi Total
Jeddah 200 1277 1477
Makkah 69 520 589
Taif 45 331 376
Medina 42 377 419
Yanbu 16 123 139
Total 372 2628 3000

Table 4. Description of Hijazi articles and tweets

Features Articles Tweets
Number of 156 372
words 59223 4672
Unique words 16270 2872
Average sentence length 96.3 10
Short words (<=3 characters) 17537 1555
Long words (>=7 characters)) 9602 424
Unique Hijazi words 1367 35

Table 5. Suffixes set in Hijazi Dialect
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The rules have the following form: Sign, Root_Length, Condition, Prefix, Suffix

• Sign: contains (= ,>) to compare with the root length.
• Root_Length: the length of the root in the rule to apply the rule condition. Note that

the first letter begins with index 0.
• Condition(s): it has three main sections:

• index: contains the index number to verify, it can provide a specific index, a
range of index or all indexes in the root.

• verify: contains a letter or collection of letters to check if the letter is in the given
index.

• action: if the condition of verifying achieved then apply the action, which can be
R to remove a specific letter in the index or change to a letter or collection of
letters, which leads to generate multi-root.

• Prefix: the prefixes are added at the beginning of the root. If multiple prefixes are
listed, then from single root multi verbs will be generated.

• Suffix: the suffixes are added at the end of the verb, which generated from the Prefix
stage, by attaching appropriate suffixes as appropriate for the pronouns to generate
Hijazi, (HijaziVQuraan) and (HijaziVSebawai).

After applying the rules, the total number of Hijazi words generated from the two
roots sets, Sebawai and Quraan, are 1,585,461 and 184,227 respectively. Example of
the generation process are shown in Table 6.

For letter substitution, we used an MSA list of words from an English/Arabic
parallel corpus7, which consists of a dataset of around 150 k sentences. We apply
substitution rules (from Sect. 4.2) if there is a letter in any word of MSA list match in
Hijazi letter substitution then changed it to the appropriate letter in the Hijazi. We have
obtained in 3,800 letter substitutions in Hijazi Arabic (HijaziSUB).

Filtering the Generating Word. The lists of Hijazi words, (HijaziVQuraan, Hija-
ziVSebawai, and HijaziSUB) were filtered by using steps 2 and 3 as shown in Fig. 1(b).
The purpose of step 2 was to remove ambiguous or error words produced by one of the
automatic generation methods. Also, this technique had a disadvantage; there might
have been deletions of unused Hijazi words in tweets. We obtained 30,389, 25,599 and
1,630 words for HijaziVSebawai, HijaziVQuraan, and HijaziSUB respectively from this
step. Then, we applied the step 3 to ensure there were no MSA words in the lists. In the
end, the total number of HijaziVSebawai, HijaziVQuraan, and HijaziSUB from step 3 were
24,413, 12,428 and 1,074 respectively. The verbs intersection in HijaziVSebawai and
HijaziVQuraan are around 10,595 verb words, while there is no intersection between the
list of verbs (HijaziVSebawai and HijaziVQuraan) and HijaziSUB.

7 From the International Workshop on Arabic Language Translation.
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6 Evaluation

Comparative evaluation with past work is not available since to the best of our
knowledge this is the first study to generate a Hijazi lexicon. Instead, we used intrinsic
evaluation to show the accuracies of the three Hijazi lexicons. We manually investi-
gated randomly sampling a 2% from HijaziVSebawai, HijaziVQuraan, and HijaziSUB: 490,
250, and 22 words, respectively, to estimate the coverage of the accuracy of lists. The
error rate (ER) was calculated from the proportion of error words. As shown in the
Table 7, HijaziVQuraan has the highest number of Hijazi dialect words (227) with an
error rate of 0.09. In contrast, HijaziSUB has the highest error rate of 0.27 in 22 words
while the HijaziVSebawai was 0.16. An analysis of errors was conducted, see Table 7.
Three error types were found:

Table 6. An example illustrating the automatic generating Hijazi word
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• Alternative root: the generated verb looks like a Hijazi word, but a Hijazi speaker
would use a different root.
• In HijaziVSebawai, alternative Hijazi root has the highest error rate of 69 error

words. For example, the word ‘AtEm$’, ‘weak eyesight’ from the word
‘Em$’, is used as the adjective and it is ‘AEmY’, ‘blind’, ‘DEf
nZrh’ as an adjective in Hijazi, or ‘AnEmY’ ‘to blind’ as the verb.

• In HijaziVQuraan, the highest number of such errors was 14. Examples include:
‘Hymyd’, “to shake from the root” where ‘myd’ is replaced with ‘hz’

to be ‘Hyhz’.
• Incorrect root: the generated verb looks like a Hijazi word, but the root is not an

MSA verb root. The incorrect root was due to errors in the automatically created
Sebawai list. An example of this is in Sebawai [11], ملم ‘mlm’, ‘has knowledge’, the
root is a noun according to the dictionary Maajim not a verb root, has been applied
the Hijazi rule to become ملمتح ‘Atmlm’ in HijaziVSebawai, which is not Hijazi verb.

• Error a rule: the rule should not have been applied to all words. In HijaziSUB, the
errors are due to the mistaken assignment for rules in word or root. For example, in
the word اضرلا ‘AlrDa’ “satisfaction”, the letter ض “D” changed to ز ‘z’ to become
‘Alrza’, which is not Hijazi words.

This technique of using the morphological rule of Hijazi is considered a good
starting point to generate the Hijazi automatically, where we started from 1,363 and
now we have 24,413, 12,428 and 1,074 for HijaziVSebawai, HijaziVQuraan, and HijaziSUB
respectively. The intrinsic manual evaluation for HijaziVSebawai and HijaziVQuraan give
a different type of answer: once has more words with high error rate while the other has
few words with low error rate.

7 Conclusion

In this paper we asked the following research question: can a methodology, used to
create a High-resource Egyptian, lexicon be adapted to create a Low-resource Hijazi
lexicon?

We explained a method for building a lexicon of a low-resource Arabic dialect in
Saudi Arabia: Hijazi, using human experts. We expanded a lexicon of Hijazi words by

Table 7. The Distribution of Hijazi and non-Hijazi words in the evaluation

Type of list No. 
words

Sam-
ple 
words 
2%

Hijazi
words in 
2%

Non-
Hijazi
words 
in 2%

Er-
ror 
rate

Distribution error rate
Alter-
native 
Hijazi 
root

In-
cor-
rect 
root

Er-
ror 
rule

HijaziVSebawai 24,413 490 409 81 0.16 69 6 6
HijaziVQuraan 12,428 250 227 23 0.09 14 0 8
HijaziSUB 1,074 22 16 6 0.27 0 0 6
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covering different Hijazi morphologies rules in a manual and in automatic approaches
that can be used in this research and the future as a benchmark. Morphological rules
were applied to two different root sets: Quranic and Sebawai roots. The Hijazi lexicon
generated can be used for computational linguistic research and NLP tools. This lex-
icon would help in some applications such as electronic translation.

We evaluated Hijazi lexicon manually. Based on the result of our experiments, we
found that the methodology can be applied to create a Hijazi lexicon. Also, we found
that the linguistic phenomena in the Hijazi are the first step that allows us to build a
Hijazi lexicon. For future work, we plan to expand the size of our corpus to maximize
the coverage of the domain of the Hijazi dialect lexicon and mapping with MSA. We
also plan to develop a morphological analyzer for the Hijazi dialect, and then build an
automatic classification to annotate the Hijazi dialect.
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Abstract. In this paper, we present and describe our first work to design
and build a natural Arabic visual-audio database for the computational
processing of emotions and affect in speech and language which will be
made available to the research community. It is high time to have sponta-
neous data representative of the Modern Standard Arabic (MSA) and its
dialects. The database consists of audio-visual recordings of some Arabic
TV talk shows. Our choice comes down on the different dialects with the
MSA. As a first step, we present a sample data of Algerian dialect. It
contains two hours of audio-visual recordings of the Algerian TV talk
show “Red line”. The data consists of 14 speakers with 1, 443 utterances
which are complete sentences. 15 emotions investigated with five that
are dominants: enthusiasm, admiration, disapproval, neutral, and joy.
The emotion corpus serves in classification experiments using a variety
of acoustic features extracted by openSMILE. Some algorithms of classifi-
cation are implemented with the WEKA toolkit. Low-level audio features
and the corresponding delta features are utilized. Statistical functionals
are applied to each of the features and delta features. The best classifi-
cation results - measured by a weighted average of f-measure - is 0.48 for
the five emotions.

Keywords: Emotion recognition · Arabic language resources ·
Algerian dialect

1 Introduction

Emotions are omnipresent whether we speak or not. It is a continuous state of
mind. Emotions are the mind of our verbal and non-verbal reactions. Without
emotions, our reactions are incomprehensible. Without even partial or mini-
mal presence of emotions, we are somehow sick or less intelligent as we should
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be normally. Therefore, the importance of emotions in our daily lives is self-
evident. Studying emotions to improve the quality of our interactions between
humans or between humans and machines is essential.

The progress in automatic processing includes the understanding of natu-
ral language. This make emotions detection and classification within the speech
signal possible. Speech includes all linguistic features such as the phonological,
lexical, semantic information, prosodic information. The information expressed
through speech can be divided into three categories: linguistic (such as accent,
phrase and sentence type), paralinguistic (for example: intention, attitude and
speaking style), and nonlinguistic information (such as age, gender, physical
and emotional states of speakers). The acoustic parameters correlating with
prosodic properties are fundamental frequency, duration, and intensity. Nonlin-
guistic information is concerned with information about age, gender, physical
and emotional states of speakers [19]. In human interactions, the listener inter-
prets and responds to the emotive state of the speaker and adjusts the reaction
depending on the emotions that the speaker communicates. Consequently, it is
extensively argued that artificial intelligence needs to recognize human emotions
and understand them in order to achieve natural Human-Machine communica-
tion. Recognizing human emotions mainly from the speech signal is a challenging
process for many reasons. In general, studies mention two principal difficulties:
audio-video databases and recognition algorithms [45].

Indeed developing a database is a requirement for building emotion recogni-
tion. Emotional speech recognition, based on recorded and annotated databases,
has received much attention from many researchers [10,11,13,24,25,31,33,47,
49,52]. However, there is a growing need for real-time and offline emotion recog-
nition systems that are based on an analysis of the speech signal or both visual
and speech signal. A significant emotion recognition obstacle is the quality of the
recorded speech samples; more specifically: the quality, the size and the type of
the database. The speech corpora are either acted, induced or natural. Acted or
simulated corpora are collected from professional television or radio actors who
are widely used in research work. Natural databases can be used for real-world
emotion modelling. These databases are created by collecting the real world con-
versations such as Call center conversation, a conversation between patient and
doctors, or TV show programs, etc. [12,20].

Arabic language and its dialects are still considered a relatively resource-poor
language when compared to other languages such as English [53]. In its dialectal
forms, Arabic is the mother tongue of more than 250 million speakers. The Arabic
language has three forms: classical Arabic or literary Arabic language, Modern
Standard Arabic (MSA), and Colloquial Arabic. Classical Arabic is essentially
the form of the language found in the Quran, the MSA is a modern form of
Arabic used in news media and formal speech, and by definition dialects are
spoken. These Dialects have no written standards.

In recent years, concerning Arabic affective computing, there has been a
considerable amount of works on the collection of emotional speech. However,
most databases built up to now are induced, small, and just constructed for
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particular purposes. The corpora are mostly recorded by unprofessional actors,
which affect the quality of the generated speech. Another problem is the lack of
enough recorded multimodal data of emotions. Most of the developed databases
are not available for public use. Thus, the ultimate consequence of this domain
is the absence of coordination and collaboration among researchers in this field.
Hence the need to think and proceed to build a large database for this language
and its dialects.

This paper reports progress in constructing an Arabic natural database that
presents speech in the context of natural interactions where emotion is conveyed
via multiple modalities. This database will be available online for sharing with
the scientific community. Algerian dialect data is used as a sample data seg-
mented and annotated to 15 emotions. There are five dominant emotions that
are: enthusiasm, admiration, disapproval neutral, and joy. We classify these emo-
tions with several machine learning algorithms to experiment variety of acoustic
features.

The remainder of this paper is organized as follows: The state-of-the-art
for emotion recognition in Arabic is presented in Sect. 2. Section 3 provides an
overview about the database (spontaneous Algerian data) as well as collection
and annotation steps. Section 4 illustrates the experiment by feature extraction
and classification of emotions. The results are described in Sect. 5 and finally,
conclusions and future works are presented in Sect. 6.

2 Emotion Recognition in Arabic

The need and the motivation for such a work for the Arabic natural language
processing (NLP) are imperative. Then, our primary goal is to show the scarcity
of the Arabic linguistic resources and to confirm too that little work has been
devoted for the analysis of emotional speech in Arabic by presenting a state-of-
the-art overview of Arabic studies that have been carried out in this domain.

Going through the literature of Arabic speech emotion processing, we find
some studies and a few more or less significant emotional databases. Between
2005 and 2006, we find three Syrian works about the introduction of the emotion
parameters for Arabic text-to-speech synthesis [2,4]. Al-Dakkak et al. tried to
improve the Arabic synthetic speech (MSA Arabic) in order to sound as natu-
ral. They incorporated different prosodic features with five emotions: anger, joy,
sadness, fear, and surprise in an educational Arabic text-to-speech system. The
authors elected three sentences for each emotion. Each sentence is recorded twice,
one emotionless and the other with the intended emotion. They did not specify
the number of speakers or any further details about their database. To gener-
ate prosody automatically, they considered the most crucial acoustic parame-
ters: pitch, duration, and intensity. In 2011, Khalil reported in [27,28] that he
constructed a well-annotated corpus for anger and neutral emotion states from
real-world Arabic speech dialogues for his experiments. It consists of a set of
recorded episodes of a live Arabic political debate show: The Opposite Direc-
tion program of Al-Jazeera Satellite Channel. The number of samples extracted
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from the selected episodes are more than 400 samples for anger emotion state,
varied from one second to 9 s with different speaker gender in different Arabic
cultures. The second source of his data is an angry customer's call: This is a
phone call published on YouTube that features a customer who was very angry
while speaking with the agent. The call duration was four minutes long. He was
able to extract 45 samples of data which reflect anger states from this clip. He
used prosodic and spectral features and several classifiers are evaluated: Support
Vector Machine (SVM), Probabilistic Neural Networks (PNN), simple decision
tree, and decision tree forest.

Azmy et al. in [6,7] built an Arabic unit selection voice that could carry
emotional information. Three emotional states are covered: normal, sad, and
questions. They used the text-to-speech from RDI ‘the Engineering Company
for the Development of Digital Systems’ (RDITTS) for Saudi speaker database.
This database consists of 10 h of recording with neutral emotion and one hour
of recordings with four different emotions that are: sadness, happiness, surprise,
and enquiring. However, they did not give any reference or either further details
about this database. The authors used an automatic emotion classification sys-
tem: Emovoice. The system comes with a predefined two classification models;
probabilistic Näıve Bayesian (NB) and SVM classifiers [51]. Meddeb et al. in
[34] propose the architecture of Automatic Emotion Recognition from Speech
in order to recommend a system for TV programs based on human behavior.
The emotional recognition for the remote control includes unimodal and multi-
modal approach and shows the hierarchical recognition steps of emotions. They
used the six following databases: two publicly available ones, the Danish Emo-
tional Speech corpus (DES) and Berlin Emotional Database (EMO-DB), and
four databases from the interface project with Spanish, Slovenian, French, and
English emotional speech. In 2014, they created their own Tunisian dialect sound
database for automatic emotion speech recognition always to achieve intelligent
remote control. They called it the Tunisian Emotional Speech database (TUES).
The database composed primarily of sound passages and isolated word recorded
by actors where the ages, sex, and region are different. The sentences are designed
to use for recording the seven emotions: neutral, anger, surprise, disgust, fear,
happiness, and sadness. This database contains 720 speech samples. The length
of speech samples is up to five seconds [36]. Hammami reported in [22] that his
search resulted in finding a single emotional speech database called Emotional
speech database of Research Groups on Intelligent Machines (REGIM TES). The
database is from the National Engineering School of Sfax in Tunisia and devel-
oped by Meddeb et al. in [35,37–39]. Due to undisclosed reasons, the database
has been made private. The REGIM TES database is composed primarily of
isolated words and very short, semantically neutral phrases made of few collo-
cate words not exceeding four. The research used 12 actors, six of each gender
to generate five emotion categories that include: anger, fear, happiness, sadness,
and neutral. The selected descriptors in the study are the pitch of voice, energy,
Mel Frequency Cepstral Coefficients MFCCs, Formant, Linear Predictive Cod-
ing (LPC) and the spectrogram. They experienced a different type of classifiers
and they opted for the SVM multiclass classifier.
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Meftah et al. [40] describe an emotional speech corpus recorded for MSA
(KSUEmotions: the King Saud University Emotions). The KSUEmotions cor-
pus recordings contain five hours of emotional MSA speech for five emotions:
neutral, sadness, happiness, surprised, and angry as well as 16 sentences, and
20 speakers from three countries: Saudi Arabia, Yemen, and Syria. From Dam-
ascus University, Al-Faham and Ghneim [5] built an Arabic emotional speech
corpus, covering five emotions: happiness, anger, sadness, surprise, and neutral-
ity to recognize the Arabic user's emotional state by analyzing the speech signal.
The speech data used in the experiment contains 24 emotional Arabic sentences
recorded by six performers (3 male and three female) and every sentence recorded
twice for every emotion. The classification results in these works are carried out
using the WEKA software [21] and by using neural network classifier based on
Multilayer Perceptron (MLP) with rhythm metrics as new descriptors.

Another research about the spontaneous emotional Arabic database is from
Klaylat's et al. in [29,30]. They confirmed that no natural emotional Arabic
corpus was found to date. A realistic speech corpus from Arabic TV shows is
collected. The videos are labeled by their perceived emotions, i.e. happy, angry,
or surprised. The corpus composed of 1,384 records with 505 happy, 137 surprised
and 741 angry units. The unit is one second of speech. Low-Level Descriptors
(LLDs) are extracted using the open source openSMILE feature extractor [14]
that is developed at the Technische Universität München (TUM). Thirty-five
classification models are applied to the Sequential Minimal Optimization (SMO)
classifier. Finally, Abdo et al. [1] built an MSA audio-visual corpus. The corpus
is annotated both phonetically and visually and dedicated to emotional speech
processing studies. 500 sentences are critically selected based on their phone-
mic distribution with six emotions (happiness, sadness, fear, anger, inquiry, and
neutral). The recorded audio-visual corpus is contributing to the field of speech
processing specifically Text-to-Speech (TTS) applications. The authors intend
to let the corpus publically available for general research purposes.

It becomes clear from this short overview of the Arabic emotion processing
studies and achievements that textcolorredthe Arabic language and its dialects
initially require the construction of important databases to be shared freely
online for the scientific community. The availability of these resources will
strengthen and encourage useful research in the automatic processing of the Ara-
bic language in general and coordination between researchers in this field. This
overview is condensed in Table 1. The Table gives the most important databases
for the recognition of emotions. It is ordered by publication date.

3 Database

The collection of new emotional speech databases that tries to overcome the
limitations of the existing corpora is a crucial necessity. These efforts lead to
widespread knowledge of language technology.
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Table 1. List of Arabic speech emotion databases.

Name Type MSA or

dialect

Speakers Linguistic

material (Nr.

of sentences)

Emotions References

KSUEmotions Simulated MSA 20 16 5 emotions:

neutral, sadness,

happiness,

surprised,

questioning

[40,41]

Egypt Acted MSA 07 500 6 emotions:

happiness,

sadness, fear,

anger, inquiry,

neutral

[1]

REGIM TES Acted Tunisian - - - [39]

Arabic-Natural-

Audio-Dataset

Natural Dialectal

(Egyptian,

Jordan, Gulf,

Lebanese)

06 - 3 emotions:

happiness,

anger,

surprised

[29,30]

3.1 Data Acquisition

The undergoing database consists of a collected data of spontaneous emotional
speech in Arabic language, including MSA and colloquial Algerian, Tunisian,
Lebanese, Jordanian, Syrian, and Egyptian which will be made available to the
research community. The database consists of audio-visual recordings of some
Arabic TV talk shows, segmented into broadcasts. The corpus contains sponta-
neous and very emotional speech recorded from discussions between the guests
of the talk shows. We decided to select some TV talk shows for this data collec-
tion because the spontaneous discussions between the talk show guests are often
somewhat affective. Such interpersonal communication leads to a wide variety of
emotional states, depending on the topics discussed. These topics were mainly
personal issues such as friendship crises, questions about paternity or roman-
tic affairs: emotionally intense and discussing hot social phenomena. So far, We
collected about 50 broadcasts of the talk show for Arabic (including MSA, and
Algerian, Tunisian, Lebanese, Jordanian, Syrian, and Egyptian dialects). In the
present work, only the Algerian data is processed. The number of programs and
dialects can be expanded further to balance the database concerning the number
and gender of speakers and also the categories of emotions.

3.2 Case Study: Algerian Emotional Speech

“Red Line”, a weekly social program on Al-Shorouk Algerian channel. A talk
show where guests are invited to talk. The show is presented by three permanent
hosts; anchorwomen who appear on each program, introduces and interacts with
the guests. Religious and psychological opinions are present. Social program
sometimes deals with sensitive subjects that are difficult to discuss. The program
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begins in a studio on a red background, with shapes and lines that reflect the
orientation of the program [50].

Both MSA and dialects are used for communication. Dialectal Arabic is a
term that covers Arabic dialects, resulting from linguistic interference between
the Arabic language and local or neighboring languages as a result of the process
of Arabization or any cultural influence due mainly to colonization, migration,
trade, and more recently the media. Algerian dialect is generally described as
an Arabic idiom attached to the Maghrebian Arabic group (Algerian, Moroc-
can, Tunisian and Libyan). However, its morphology, syntax, pronunciation, and
vocabulary are quite different from other Arabic dialects. Algerian Arabic is
established on a substrate that was initially Berber, Latin (African Romance
Language), and to a lesser extent Punic. It has also been enriched by the lan-
guages of the powers that influenced this region including Ottoman Turkish,
Spanish, and French. This dialect is characterized by the multitude including
sub-dialects that are clearly variants of Arabic, and other sub-dialects that are
non-Arabic which we call the Amazigh dialect. Therefore, the Algerian and the
other North African dialects are considered a little distant from the MSA. While
the Arabic dialects of the East: Egypt, Sudan, Levantine, Gulf countries are
dialects closer to the MSA. We focus in this study on the Algerian dialect which
is classified by the Algerians themselves as a mixture of three languages: Arabic,
Berber, and French.

3.3 Segmentation and Emotional Labelling

The corpus contains spontaneous and very emotional speech recorded from
unscripted, authentic discussions between the guests of the talk show. These first
records consist of two hours which are segmented in the first step into smaller
units or clips containing the whole dialogue between a limited number of talk
show guests. In general, such discussions are extracted as videos containing the
audio and video signals. In a second step, the dialogues are segmented into turns:
the turn is when the one partner finishes speaking, and the other partner takes
over. The third step is to segment these turns to utterances. These utterances
were mainly complete sentences, but sometimes also grammatically incomplete
sentences which were due to the spontaneous nature of the interactions. Many
utterances had to be discarded because of background music, applause from the
audience, and overlaps between speakers or other interruptions. The audio sig-
nal was stored separately for each sentence. An identification is given to each
speaker and each utterance. We have four categories of speakers and each cat-
egory is designed by four characters. The anchor women appointed by Mode
(moderator), for the other speakers, we used these letters G, H, P, S to indicate
respectively, Guest, Host, Principal, Speaker. GH is for the permanent speak-
ers with the moderator in the talk show. GP is for the principal Guest in each
episode. Guest Speaker (GS) is a guest among several or among the spectators of
the show. Concerning the two digits: the first number concerns the episode num-
ber and the second number is for the speaker's order in the show (for example
GS11 is the first guest speaker in episode one).
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The collected data contains 1,443 utterances from 14 different speakers
among them 5 females (two little girls and 3 adult females). But it should be
noted that there are actually three dominant speakers (see Fig. 1): moderator of
the show (Mode), the psychologist (GH01), and the religious expert (GH02).

The next step should be to define the emotions and their data segments or
emotional analysis units. Indeed, the most crucial problem for the analysis of
emotional data is to determine what an emotional utterance is, where it starts
and where it ends [8]. The data were evaluated by three human listeners. Each
listener assessed the emotional content for the whole of utterances in terms of
the emotion categories. Categorical rating involved applying labels from a list
of terms (a total of 28 emotions until now). However, only 15 emotions were
detected in the collected database and rated for the present data: Anger, Joy,
Happiness, Sadness, Disapproval, Admiration, Surprise, Enthusiasm, Adoration,
Calm, Gratitude, Reproach, Neutral, Sympathy, and Satisfaction. The raters
watch the videos and the corresponding audio files and then they try to follow
the emotion and define exactly the audio part related to the emotion. However,
we insist on the fact that our method will be significantly reduced for the rest
of the data and we will use a higher number of raters to be able to complete the
evaluation of the whole database. There are about five emotions that are more
present than others (Enthusiasm, Admiration, Disapproval, Neutral, and Joy)
as shown in Fig. 2.

Fig. 1. The distribution of utterances per speaker.

3.4 Recording Quality

The video files are MPEG-coded image sequences of 352 × 288 pixels with a
frame rate of 25 fps. A constant code rate of 1.15 Mbit/s was used. Recordings
were taken with a sampling frequency of 48 kHz and later downsampled to 16
kHz (16 bit). These criteria are commonly used for speech databases.
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Fig. 2. The distribution of utterances per emotion.

4 Experiment

The performance of a variety of audio features and several classifiers is investi-
gated to determine the best-suited features and classifiers for the classification
of emotions.

4.1 Features

Feature extraction can be split into two categories according to the processing
domain: the time-domain features and frequency-domain features. The time-
domain features are Zero-Crossing Rate (ZCR) and short-time average energy.
The frequency-domain features are pitch or fundamental frequency (F0), spec-
tral features (band energy, spectral roll-off, spectral flux, and spectral centroid),
cepstral features (MFCCs), and linear prediction features (LPC).

We perform feature extraction for emotions by using the openSMILE fea-
ture extraction tool [14]. The feature set contains features which result from
LLDs with the corresponding delta coefficients (ΔLLD) and statistical function-
als applied to each of the LLD and ΔLLD. The main LLD used in the experiment
are the features described above. The features are energy, pitch, ZCR, spectral
features, MFCCs, and Line Spectral Frequencies (LSP) which are computed from
LPC coefficients. The default values of coefficients in openSMILE are used (12
cepstral coefficients for MFCCs and 8 linear predictive coding coefficients for
LPC). The following statistical functionals are used for every feature: min, max,
range, standard deviation and mean.

Many feature vector sets are used:

* A (120 features): MFCCs
* B (50 features): Energy, pitch, ZCR
* C (230 features): Energy, pitch, ZCR, spectral features
* D (350 features): Energy, pitch, ZCR, spectral features, MFCCs
* E (430 features): Energy, pitch, ZCR, spectral features, MFCCs, LSP
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* F (384 features): Baseline feature set of the Emotion Challenge in the Inter-
speech 2009 [46]

* G (6373 features): Baseline feature set of the Computational Paralinguistics
Challenge (ComParE) in the Interspeech 2013 [44]

* H (6552 features): The large openSMILE emotion feature set with more func-
tionals and more LLD [15].

We used the feature sets A-E in a previous experiment of acoustic event
classification for the utilization in the sector of healthcare.

4.2 Classification

A series of classifiers are selected in order to determine the best-suited classifier
for the evaluation. The following machine learning algorithms with default values
using the WEKA data mining toolkit [21] are applied for the recognition of
emotions:

* IBk: the Instance-Based (IB) classifier with a number of (k) neighbors is
the K-Nearest Neighbours (KNN) classifier using the euclidean distance and
1-nearest neighbour [3].

* AdaBoostM1: the boosting algorithm uses the Adaboost M1 method [17].
* LogitBoost: The classifier performs additive logistic regression [18].
* SimpleLogistic: a classifier for building linear logistic regression models

[32,48].
* RandomTree: Random trees is a collection of decision trees that considers

K randomly chosen attributes at each node [16].
* RandomForest: The classifier of random forest consists of several uncorre-

lated decision trees [9].
* SMO: The Sequential Minimal Optimisation (SMO) for training a Support

Vector Machines (SVM) classifier [23,26,42].
* J48: The J48 algorithm used to generate a pruned or unpruned decision tree

[43].

We implement our experiment for the recognition of emotions only on the five
emotions that are more present than others: Enthusiasm, Admiration, Disap-
proval, Neutral, and Joy.

5 Results

The performance is measured using the f-measure which is the harmonic mean
between precision and recall. Table 2 shows the classification results by apply-
ing eight kinds of feature sets and eight classifiers. We used the extracted fea-
tures and classifiers to classify the five emotions: Enthusiasm, Admiration, Dis-
approval, Neutral, and Joy. The Table shows that the SMO classifier yielded
better results (0.48) than other classifiers for different feature sets. The best
results according to the features are for the feature sets D and E (with the SMO
classifier) (0.47 and 0.48, respectively). Increasing the number of feature engi-
neering from feature set (B) to (E) leads to a slight improvement in the results.



28 H. Dahmani et al.

Adding MFCCs to the feature set C yielded better improvement of results (see
the columns C and D). The results by using baseline features (feature sets F and
G) and large openSMILE emotion feature set (H) are in general not better than
feature engineering sets (A till E).

Table 2. Experimental results (weighted average of f-measure) obtained with the
10 fold cross-validation by applying different feature sets on several classification
algorithms.

A B C D E F G H

SimpleLogistic 0.42 0.33 0.39 0.46 0.46 0.42 0.42 0.42

SMO 0.42 0.20 0.39 0.47 0.48 0.40 0.42 0.44

IBk 0.42 0.33 0.36 0.42 0.42 0.41 0.34 0.46

AdaBoostM1 0.20 0.23 0.20 0.20 0.25 0.20 0.23 0.20

LogitBoost 0.38 0.35 0.39 0.44 0.44 0.40 0.42 0.40

J48 0.33 0.30 0.34 0.34 0.37 0.32 0.34 0.40

RandomForest 0.40 0.34 0.40 0.40 0.44 0.35 0.32 0.45

RandomTree 0.30 0.32 0.34 0.35 0.34 0.29 0.28 0.34

Analyzing the confusion matrix in the Table 3 for the five emotions by using
the SMO classifier and the feature set E, we find that the most misclassifications
are between “Admiration” and “Enthusiasm”, “Disapproval” and “Enthusiasm”,
and “Joy” and “Enthusiasm”. This means that the recognition of Enthusiasm
between the among five emotions is the most difficult task. We think it is under-
standable because enthusiasm is a little bit of all these emotions. thanks to this
example, we realized the importance of the annotation phase and also the use
of a more precise method: dimensional labeling approach.

Table 3. The confusion matrix for the five emotions with the SMO classifier and the
feature set E.

Admiration Disapproval Enthusiasm Joy Neutral Sum

Admiration 96 17 83 12 14 222

Disapproval 14 99 60 2 9 184

Enthusiasm 82 44 219 38 32 415

Joy 7 8 50 64 5 134

Neutral 21 19 49 3 52 144
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6 Conclusion and Future Works

In this paper, we presented the first steps of our work whose objective is to design
and build a new Natural Arabic multimodal spontaneous emotion database for
the research community in order to facilitate the research in the field. We have
tried to highlight some points concerning the importance of the Arabic language
and the fact that, there is insufficient interest in this language regarding the
recognition of emotions or regarding all disciplines of artificial intelligence in
overall. Arabic is one of the oldest languages in the world. It is one of the first
widely used languages nowadays. So it is really vital to give a lot of importance
to further study this language and its variants which are its dialects. Basically,
high quality and large speech corpora are required for the emotion recognition
task. However, the existing MSA and dialectal Arabic speech corpora are very
sparse and are of low quality. For some Arabic dialects, speech resources do not
exist at all. That is why it is difficult to initiate research and studies in this
field. With our research, we mainly pursued two goals. The first one is to collect
a high-quality MSA and dialectal speech corpus. The second goal is to rapidly
develop phonetic transcriptions for dialectal speech data. We have started with
an overview of the Arabic language from an emotion recognition point of view.
This overview shows that it is not easy to access extensive and up-to-date freely
available Arabic corpora. it should be noted that the use of corpora has been a
major factor in the recent advance in artificial intelligence in general and in the
natural language processing development and evaluation particularly.

We measured the performance of emotion classification by using a variety of
audio features and several classifiers for five emotions in the Algerian dialect.

However, our current work has certain limitations, which give rise to our
future work as follows: (1) Considering the Arabic language and its dialects
(besides the different varieties of the natural language in its self) is a problem
for speech recognition before being a problem for the recognition of emotions.
Simply, these varieties cannot be modelled in an appropriate way. Firstly, for the
transliteration of what has been said, we propose to use Romanization method
for transcription of the speech corpus. (2) Continuing to perform different anno-
tations like prosodic, Part-of-Speech tags, and syntactic labels and segmentation
in word and chunk levels. (3) We will investigate both methods: the dimensional
and the category labels for the emotional annotation and use the two classic cri-
teria for assessing the quality of such labels: validity and reliability. (4) For nat-
uralistic data, both acoustic and linguistic features should be employed, both for
a deeper understanding and a better classification performance. We will estab-
lish different measures of impact and discuss the mutual influence of acoustics
and linguistics. (5) The classification will be experimented using different levels,
word, chunk, and utterances. Classification performance relies on deep learning
and pattern recognition techniques. One defies to address in emotion classifica-
tion is how to prune into this depth of methods and find a good one for this
specific task. And of course, we have to deal with the curse of dimensionality and
class skewness or the sparse data problem in the output space. As a result, the
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multimodal spontaneous corpus will be designed for general analysis of human
behavior of emotional as well as for automatic emotion classification purposes.
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Abstract. In this paper, we propose several specific embeddings in Ara-
bic sentiment analysis (SA) framework. Indeed, Arabic is characterized
by its agglutination and morphological richness contributing to great
sparsity that could affect embedding quality. This work presents a rigor-
ous study that compares different types of Arabic-specific embeddings.
We evaluate them with 2 neural architectures: one based on convolu-
tional neural network (CNN) and the other one based on Bidirectional
Long Short-Term Memory Bi-LSTM. Experiments are done on the Large
Arabic-Book Reviews corpus LABR. Our best results boost previous
published accuracy by 1.9%. Moreover, we experiment combination of
our individual systems defining very confident decision, reaching an accu-
racy of 92.2% on 98.25% of LABR test dataset.

Keywords: Sentiment analysis · Arabic language · Embeddings · Deep
learning · Convolutional neural network · Recurrent neural network

1 Introduction

With the widespread of Internet and the revolution of social networks, every one
could express his feelings and emotions regarding various topics, entities, prod-
ucts, persons, etc. Many academic and industrial efforts are focusing on ana-
lyzing opinions and sentiments by investigating automatic techniques to extract
convenient information.

Sentiment analysis (SA) task [34] refers to identifying the subjectivity and
the polarity of a given textual statement [35]. Generally, the subjectivity dis-
tinguishes objective statements (facts) from subjective ones (opinions). The
polarity consists in associating positive/negative classes to statements (some-
times extended to three or more by adding neutral class or more fine-grained
categories). SA and its applications have spread many languages and the most of
works deal with Indo-European ones. Indeed, several researches have been car-
ried out for English language. However, there has been less progress for Arabic.
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The majority of recent works on Arabic SA requires word embeddings as
inputs. These embeddings deal mainly with words as space separator units in
order to capture semantic and syntactic similarities. Their quality needs large
corpora so that each word in the vocabulary appears multiple times in different
contexts. Arabic is characterized by its agglutination and morphological richness
that contribute to sparsity. For that, we should not ignore Arabic word complex-
ity. In this work, we target the complex structure of Arabic words in SA task. To
that end, we start by describing different ways of dealing with agglutinate and
morphological rich specificity of Arabic. We investigate 6 ways to build Arabic-
specific embeddings: one set by lexical unit (word, token, token\clitics, lemma,
light stem and stem). Then, we integrate these embeddings into 2 neural archi-
tectures: the first one is based on Convolutional Neural Network (CNN); and
the second one is based on Bidirectional Long Short-Term Memory (BiLSTM).
We choose networks with different nature: CNN offers advantages in selecting
relevant local features and BiLSTM has proven its ability in learning sequential
information.

The rest of the paper is structured as follows. The related work is introduced
in Sect. 2. We detail, in Sect. 3, Arabic specificity and propose in Sect. 4 our
Arabic-specific embeddings. In Sect. 5, we present our neural architectures for
Arabic SA task. We report, in Sect. 6, the experimental framework and discuss
obtained results in Sect. 7. Finally, we conclude in Sect. 8 and give some outlooks
to future works.

2 Related Works

The research field on Arabic is characterized by a lack of sentiment resources:
annotated corpora and lexicons1. For an overview of Arabic SA field, [1,2,9] build
a complete survey. Most of the existing methods in SA can be divided into three
approaches: knowledge based, machine learning based and hybrid. The first is
symbolic, it uses lexicon and linguistic rules. The second is a statistical approach
that relies on machine learning methods. As the third is hybrid, it combines the
two previous ones: it uses both lexicons and machine learning algorithms.

Research in sentiment analysis has benefited from scientific advances in deep
learning techniques, and several recent works have been done with this type
of learning for Arabic. [5] tests different deep networks. [11,18] use a convolu-
tional neural network (CNN) architecture. [6,23,24] use recurrent neural network
(RNN) and its variants.

The majority of neural networks takes as input continuous vector represen-
tations of words (word embeddings). Contextualized word embeddings Elmo [37]
recently appears to handle both linguistic contexts and word syntax/semantic.
Word2vec [32] and Glove [36] are the most common algorithms for learning pre-
trained embeddings. There are some embedding resources that are freely avail-
able for Arabic language. [18,44] built word embedding sets obtained by training
skip-gram and CBOW versions of word2vec. [11] presents a relevant comparison
1 [3,13] and [9] summarize all freely available corpora for Arabic SA task.
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of these embedding resources and shows that their systems suffer from a low
coverage of pre-trained embeddings at word level. Up to our knowledge, [40] is
the only work dealing with Arabic specificity. They studied the effect of incor-
porating morphological information to word embedding in 2 ways: (i) including
POS tags with words before embedding and, (ii) performing lemma abstraction
of morphological embeddings obtained in (i). In this work, we present a rigorous
comparison of different ways dealing with agglutination and morphology.

3 Specificity of Arabic Language

Arabic is a Semitic language. It is characterized by its agglutination and morpho-
logical richness. It is also difficult due to diacritization problem. For example, the

word can be interpreted in 3 ways: /jamalun/ (camel), /joumalun/

(sentenses) and /jammala/ (beautify). Each interpretation is made by dif-
ferent diacritization and reflects well-defined polarity: neutral polarity for the 2
first ones and positive polarity for the last one.

Moreover, Arabic word structure is very complex. In fact, if we consider a
word as a sequence of characters delimited by two separators (blank or any punc-
tuation mark), this word structure is very complex. It is composed of inflected
form and (zero or several) clitics. It can be decomposed into proclitic(s) at its
beginning, inflected form and enclitic(s) at its end. For example, the word
/AsyEjbh/ (will he like it?) consists of interrogation /A/ and future /s/
particles, inflected form /yEjb/ and relative pronoun /h/, which are
all agglutinated. Moreover, the words /fsyEjbk/ (and you will like),

/fyEjbhm/ (and they like) and /yEjbny/ (I like) share the same
base unit /yEjb/ (like). Popular techniques of word embeddings (word2vec
and Glove) will consider these three words as different units and build an embed-
ding for each one of them. This limits embedding quality. For SA, it is important
to consider the relation between such words. For that, we should not ignore Ara-
bic word structure in embedding construction. We detail, in Sect. 4, our Arabic-
specific embeddings.

4 Arabic-Specific Embeddings

In this section, we propose Arabic-specific embeddings corresponding to vari-
ous lexical units. First, we describe different possible units in Arabic. Then, we
present three techniques to build embeddings: word2vec based, character n-gram
based and character-based.

Dealing with Arabic morphology, [40] studies the effect of incorporat-
ing morphological information to word embedding. They incorporate morpho-
logical knowledge with word embedding in 2 ways: (i) including POS tags
with words before embedding and, (ii) performing lemma abstraction of mor-
phological embeddings obtained in (i). In this work, we proceed differently.
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We conduct a thorough study of embeddings of multiple lexical units. These
units are obtained by applying NLP tools like tokenization2, lemmatization
(See Footnote 2), light stemming3 and stemming4. This processing seems nec-
essary to reduce the sparsity and increase shared semantics. Arabic sentences
are composed of words separated by space. Tokenization is the process of word
splitting into parts known as morphological segments or tokens: a set of cli-
tics and base token. Lemmatization refers to the process of relating a given
textual item to the actual lexical or grammatical morpheme corresponding to
dictionary input. Stemming consists in reducing each word to its root (stem).
However, light stemming refers to the process of stripping off a small set of
prefixes and/or suffixes, without dealing with infixes [29]. Therefore, we investi-
gate 6 different lexical units: word, token, token\clitics, lemma, light stem and
stem. For the token\clitics, we decompose words at the morphological level.

Then, we delete all possible proclitics and enclitics

in order to
keep only inflected form that we define as token\clitics. Unlike affixes, clitics [8]
do not change or affect the word form or meaning and they do not usually con-
tribute to sentiment analysis. Thus, their deletion could enhance the embedding
quality in SA task.

We think that granularity level of word representation could impact embed-
ding quality. And, it is better to test possible granularity levels5. For relevant
study of lexical embedding quality, we detail, in the following, 3 techniques of
embedding construction: word2vec based, character n-gram based and character-
based.

4.1 Word2vec Model

Word2vec model [32] is a three-layer neural network that is trained to reconstruct
linguistic contexts of words. It produces word embeddings, such that words shar-
ing common contexts are closely located in the embedding space. Word2vec can
utilize either of two model architectures to produce a distributed representation
of words: continuous bag-of-words (CBOW) or skip-gram (SG). Skip-gram archi-
tecture is generally more powerful than CBOW [11,18,32]. So, we use skip-gram
for embedding construction.

4.2 Character N-Gram Model

FastText is another method [12] that attempts to capture morphological infor-
mation of words. It is an extension of word2vec (skip-gram version) [32], that

2 http://qatsdemo.cloudapp.net/farasa/.
3 https://github.com/motazsaad/arabic-light-stemming-py.
4 https://pypi.org/project/Tashaphyne/.
5 We expect stem embeddings give bad results as words lose semantics by stemming.

http://qatsdemo.cloudapp.net/farasa/
https://github.com/motazsaad/arabic-light-stemming-py
https://pypi.org/project/Tashaphyne/


38 A. Barhoumi et al.

takes into account sub-words6 information. FastText associates embeddings to
character n-grams, and words are then represented by the summation of these
vectors. So, fastText is able to extract more semantic relations between words
sharing common character n-grams. It allows also obtaining embeddings for
unseen rare words by summing its known character n-gram vectors. Various stud-
ies [16,27,38,42] show that computing word embeddings on character n-grams
using fastText performs better than using word2vec at the word-level. Moreover,
fastText shows comparable results but significantly less training time.

Fig. 1. The process of extracting character-based word embedding via CNN.

4.3 Character-Based Embeddings

Morphological information extraction needs to take into consideration all char-
acters of a word. In Arabic, informative features may appear at the beginning

(like the proclitic interrogation particle “ ” in “ ” often used in irony),

in the middle (like the affirmative particle “ ” in “ ”), or at the end.
Previous studies [15,41] have shown that CNN is effective to extract morpho-

logical information from characters of words. They used CNN to represent the
words with character-based embeddings. This type of embeddings has been very
useful for Named Entity Recognition NER task [31]. Figure 1 shows the CNN
we use to extract character representation of a given word. The CNN is similar
to the one in [31]. In fact, words are initially padded on both sides. For each
word, convolution operation and max pooling are applied to extract new feature
vector that represents character-based embedding of the word. Dropout layer is
also applied on character embeddings (CNN inputs). The dropout technique is
powerful for regularization in order to reduce overfitting in neural networks.
6 Each word is represented as a bag of n-grams of characters.
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5 Description of Our Arabic SA Architectures

We present, in this section, two neural architectures. The first is based on con-
volutional neural network (CNN) and the second is based on a CNN-BiLSTM
network.

5.1 CNN Based System

CNN architecture gives good performance in sentiment analysis for both English
[28] and Arabic [11,18] languages. As a consequence, we consider a CNN archi-
tecture similar to the one described in [18] with adaptation of pre-trained embed-
dings for SA task. Each document Doc7 is represented by a fixed-size matrix of
embeddings M(n, k) with n the length of the document and k the dimension of
the embedding. CNN applies a convolution via filters whose window size is in
{3, 4, 5}, in order to extract new features from the embedding matrix M(n, k).
Then, max pooling is applied to the output of the convolution layer in order to
only preserve the most relevant features that are concatenated at a fully con-
nected layer with dropout8. Finally, the CNN applies the sigmoid function to
the output layer to generate the polarity of the input document. Two polarities
are possible: positive or negative. The architecture is illustrated in Fig. 2. Many
hyper-parameters could be fine-tuned in CNN architecture: size of filters, rate
of the dropout, pooling way, etc. We detail in the following the choices of two
parameters: document length and padding/truncating type.

Positive :) 
Negative :(

n x k representation of 
review with non static 
channel

Convolutional layer Max-pooling Output layer

Fig. 2. CNN architecture for an example review

Document Length. As mentioned above, the CNN input is a fixed-size matrix.
In our case, the matrix represents a review: each word occurrence of the review
is represented by an embedding. In order to choose the fixed-size n of documents
(i.e. the number of words to take into account), we use the formula (1) with the
hypothesis of Gaussian length’s distribution (with m the mean of word number
in the documents and SD the standard deviation.)

n = m + 2 × SD (1)
7 Each word wi in Doc is represented by xi: a k dimension vector (xi ∈ IRk).
8 The rate of the dropout is 0.5.
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Padding/Truncating. We define here how to represent documents in case
the number of words is not n. When the length of any review is greater than
n, it is necessary to cut additional words: it is the truncating. And when the
review is shorter, then it is necessary to fill the representation of the review
with zeros: it is the padding. But there are three ways to proceed: cut/fill at
the beginning of the document (pre), or at the end of the document (post), or
equally on both extremities. To choose the most appropriate protocol, we propose
to conduct an analysis of polar words contained in the documents to determine
which segment contains the most relevant information for the classification. In
the context of sentiment analysis, this information mainly includes the sentiment
words and negation terms that are often used in opinion expression. To determine
the polarity of a word, a lexicon of polar words has been built. It is the fusion of
15 existing sentiment lexicons [4,7,10,22,39] (Arabic ones and others translated
from English to Arabic). The resulting lexicon contains 51968 positive words and
45638 negative words. This lexicon will be available soon. For negation terms,
we define a list of the following Arabic negation terms: .

Statistics have to be computed on the experiment corpus to measure segment
informativeness with regards to the presence of polarized words and negation
terms. Document are divided into three equal parts and the percentage of senti-
ment words or negation terms contained in each of the three segments is calcu-
lated. If the most informative segment is the first one, post-padding/truncating
will be applied. However, if the third segment is the most informative, pre-
padding/truncating will be applied. The equal-padding/truncating on both
extremities is applied in the third case.

5.2 CNN-BiLSTM Based System

The Long Short Term Memory LSTM [25] is a variant of recurrent neural network
that captures long-distance dependencies. It is composed of appropriate neural
units that allow forgetting or memorizing : some observations from the past will
have more weight than others if they are considered more relevant for classifica-
tion during training. LSTM is very effective for capturing sequence information
which can help to analyze sentiments [23]. For SA task, it is beneficial to have
access to both past and future contexts. BiLSTM [43] uses two LSTMs to learn
each word of the sequence based on both its past and future context. BiLSTM is
very useful for works like sentiment classification [14,17,26,30]. In this work, we
choose to reinforce the BiLSTM with CNN (see Fig. 1), obtaining CNN-BiLSTM
architecture.

The role of the CNN is to compute the character-based embeddings (see
Sect. 4.3). Character-based embeddings are useful for NER and POS tagging
tasks [31]. So, we decide to evaluate CNN-BiLSTM system9 for SA purpose.
Figure 3 illustrates the architecture of our CNN-BiLSTM system based on Neu-
roNLP10 toolkit. For each word in the review, the character-based embedding
9 We kept the same parameters as in [31].

10 https://github.com/XuezheMax/NeuroNLP2.

https://github.com/XuezheMax/NeuroNLP2
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is obtained by the CNN (as illustrated in Fig. 1). Then, it is concatenated with
pre-trained unit embeddings to feed the BiLSTM. Our system predicts a class
(positive or negative) for each review’s word. The class referring to maximum
number of word labels is assigned as the global polarity of the review.

LSTM LSTM LSTM LSTM LSTM

LSTM LSTM LSTM LSTM LSTM

Majority vote

Positive :) Negative :(

Backward 
LSTM

Farward 
LSTM

Character-based 
embedding

Unit  embedding

Fig. 3. CNN-BiLSTM architecture for SA task.

6 Experimental Framework

6.1 LABR Corpus

In this work, we used the corpus LABR [33] to evaluate our systems. It con-
tains 63k book reviews: a note (number of stars from 1 to 5) is associated to
each review. In a binary classification framework, we regrouped the reviews as
proposed in [33]: the reviews associated with one or two stars compose the neg-
ative class and those with four or five stars represent the positive class. Thus
the neutral reviews are not considered. The official corpus used, in this work, is
composed of 33234 reviews (84% positive) for the training set and 8366 for the
test set (85% positive). This is the official train/test split. Note that 10% of the
training set is used as a validation set.

6.2 Choice of CNN Parameters

Document Length: Applying the formula (1) to LABR training dataset, we
obtain an average review’s length of 64 words and a standard deviation of 117.71
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words. So, we get a threshold n of 300 words, and each document will be repre-
sented by 300 words. In LABR training corpus, more than 96% of the reviews
contains less than 300 words.

Padding/Truncating: The protocol proposed in Subsect. 5.1 is applied to
LABR training corpus. Statistics are reported in Table 1. It shows the informa-
tiveness of the first segment of documents that includes the largest percentage of
polar words and negation terms. The other two-thirds are not as informative as
the first one. We could therefore suppose that Internet users explicitly express
their opinions at the beginning of the review and then justify themselves in a
more factual way. The first third of each document therefore seems to contain
relevant information to polarity classification.

Table 1. Informativity of different segments in LABR training set.

1st segment 2nd segment 3rd segment

Train % positive words 16,33 0,73 0,82

% negative words 7,29 0,34 0,63

% negation terms 0,74 0,03 0,002

As results, the post-padding/truncating seems to be the most appropriate to
SA of LABR dataset. If the document contains more than 300 words, its end
will be cut off. If it is smaller, it will be filled by 0 as necessary.

6.3 Corpora for Embedding Training

For embedding construction, we consider a dataset Global that represents the
fusion of existing Arabic SA and newspaper datasets. The three sentiment corpus
are: BRAD [20] gathering 510k book reviews, HARD [21] composed of 373k hotel
reviews and the train set of LABR [33] formed by 23k book reviews. The news
corpus AbuElKhair [19] is composed of 5222k news.

A pre-processing is applied to clean and normalize Global. Then, we apply
six processing with NLP tools on Global and obtain six datasets: each one cor-
responds to lexical unit ∈ {word, token, token\clitics,lemma, light stem, stem}.
Our Arabic-specific embeddings are obtained by training word2vec and fastText
on the six datasets. As results, we obtain 12 embedding sets. The latter will be
freely available soon.

6.4 Evaluation Measures

In this work, the mainly measures in classification problems are used: accuracy,
precision, recall and F1 measure. The accuracy (A) computes the ratio of true
predicted labels. The macro-precision (P) is the mean of precision of all classes.
The precision of class C i computes the ratio of the number of documents that
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were correctly predicted C i among the total number of documents that are C i

predicted. The macro-recall (R) is the mean of recall of all classes. The recall of
a class C i computes the ratio of the number of documents that were correctly
predicted C i among the number of documents originally associated to C i. F1
measure is the harmonic mean of P and R.

7 Results and Discussion

In this paper, we investigate two neural architectures: CNN and CNN-BiLSTM.
We evaluate them considering 12 embedding sets: unit Emb, where unit ∈
{word, token, token\clitics,lemma, light stem, stem} and Emb ∈ {w2v, char-n}.
As mentioned above, character-based embeddings are part of the CNN-BiLSTM
architecture (see Sect. 5.2) and so, they are not considered as input. These
unit Emb are used as input to our architectures. As a result, we evaluate 24
systems: 12 are CNN based CNN+unit Emb, and 12 based on CNN-BiLSTM
CNN-BiLSTM+unit Emb.

Table 2. Evaluation of CNN and CNN-BiLSTM with different lexical embeddings.

Unit Emb. CNN CNN-BiLSTM

A P R F1 A P R F1

word w2v 91.1 85.7 76.3 80.7 90.9 83.5 78.3 80.8

char n 91.2 85.2 77.2 81 90.9 83.1 79 81

token w2v 91.2 85.8 76.7 81 90.8 83.8 77.3 80.4

char n 91.2 85.8 76.7 81 90.7 83.8 76.7 80.1

token\clitics w2v 91.2 86.4 76.0 80.9 90.8 83.8 77.2 80.4

char n 91.2 85.7 76.7 80.9 90.9 84.6 76.7 80.4

Lemma w2v 91.5 85.8 78 81.7 91 84.3 76.9 80.4

char n 91.4 87 76.4 81.4 91 83.6 78.5 81

light stem w2v 91.2 85.6 76.8 81 90.8 83 78 80.4

char n 91.4 86.3 76.8 81.3 90.7 83.3 77.4 80.3

stem w2v 89 81.2 69.8 75.1 89.3 80.2 73.9 76.9

char n 88.8 81.3 69 74.6 89.1 79.9 73.4 76.5

Table 2 shows the performances of both CNN and CNN-BiLSTM on test
dataset. The best performance is mentioned in bold and the second best one is
underlined. We note that CNN outperforms CNN-BiLSTM, whatever the lexi-
cal unit. The best performance11 (91.5%) is obtained with CNN+lemma w2v :
CNN with lemma embeddings (trained with w2v model). Our best system
CNN+lemma w2v outperforms the existing systems tested on LABR dataset.

11 We compare firstly accuracy, if equality then F1 measure.
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[18] obtained an accuracy of 89.6% and [11] obtained 89.34% of accuracy. That
means a gain of 1.9% compared to [18] and 2.16% compared to [11]. It is impor-
tant to mention that [18] and [11] use the same CNN architecture. The only
difference with our CNN architecture is the 2 parameters: document length and
padding/truncating type described in Sect. 5.1. To measure the impact of param-
eter adjustment on CNN performance, we test the system of [18] and [11] with
our new parameters, and obtain an accuracy of 90% and 90.3% respectively. So,
we conclude that the profit of parameter adjustment that brings at least 0.4%
on gain.

The best CNN system has 91.5% accuracy and is obtained with lemma w2v
embedding, and the second best one is obtained with lemma char-n vectors.
However, the best two CNN-BiLSTM gives 91% of accuracy with lemma char-n
and lemma w2v embeddings. We could deduct that lemma represent the best
Arabic unit for sentiment analysis.

Also, we note that CNN and CNN-BiLSTM get pretty much the same per-
formances with token and token\clitics embeddings. This could explain clitics
removal process and justify non-necessity of clitics for SA task. Moreover, we
note that stem embeddings give as expected the worst results.

Besides, we measure the effect of our truncating process applied on reviews
before classification. The length of truncated reviews vary from 2 to 2988 units12.
The number of truncated documents is 233 (203 positive and 30 negative) in
LABR test set. It looks that long reviews are rather positive than negative.
Reviews truncating process does not seem affect the performance. In fact, we
trained the systems by taking into consideration all reviews contents without
truncating, and we obtained closed performances.

Furthermore, we investigate combination outputs of the different neural sys-
tems. In fact, these lexical embeddings behave differently as they were built for
possible Arabic lexical units and with different techniques. We think that com-
bining them could enhance performances. The worst performances are obtained
with stem embeddings. So, we exclude them from the combination framework.

Two combination protocols are tested: Oracle and Consensus. The Ora-
cle protocol allows to know the maximum border performance that could be
obtained with the ideal combination way. It considers the correct label if it is
predicted by at least one system. However, the consensus protocol only consid-
ers documents which are associated with same labels by all systems. It measures
their agreement degree. As a result, the coverage is no longer 100% but the con-
fidence in the prediction is very high. Results are reported in Table 3. In this
work, we test 2 combination frames. The first one All\stem consists in combin-
ing all CNN unit Emb systems and CNN-BiLSTM unit Emb ones. We consider
all units except stem. The second frame 2 Best consists in combining the best
2 CNN systems and the best 2 CNN-BiLSTM ones. In All\stem, we obtain an
oracle with 100% of accuracy for both CNN and CNN-BiLSTM. This means that
correct label is predicted by at least one system. We note also system agreement

12 The maximum length of reviews is equal to 3300 units.
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on correctly classified reviews, with 86.75% of coverage with CNN and 81.7%
with CNN-BiLSTM.

In the frame 2 Best, CNN systems and CNN-BiLSTM ones achieve the same
accuracy 92.2%. However, CNN cover more than CNN-BiLSTM. The best cover-
age is 98.25%. So, we conclude that 2 Best combination frame with CNN define
larger strong decision. The decisions outside this consensus indicate the reviews
that must be carefully analyzed. The decisions outside this consensus determines
the reviews that must be carefully analyzed. To go further, we analyze disagree-
ment of CNN systems, focusing on the 146 (1.75% of test set) no-agreement
reviews of the test set. They are composed of 68 positive reviews and 78 neg-
ative ones. More precisely, regarding the corresponding ranking stars, they are
composed of 39.72% of 2 star reviews and 13.69% of 1 star reviews, correspond-
ing to the negative class for our systems. Concerning the positive class, the no
agreement reviews contain 33.56% of 4 star reviews and only 13.01% of 5 star
ones.

Table 3. Evaluation of different combination setups.

Protocol CNN CNN-BiLSTM

Coverage Accuracy Coverage Accuracy

All\stem Oracle 100% 100% 100% 100%

Consensus 86.57% 100% 81.70% 100%

2 Best Oracle 100% 92.3% 100% 92.5%

Consensus 98.25% 92.2% 96.96% 92.2%

8 Conclusion and Future Works

In this paper, we investigated the specificity of Arabic language in Sentiment
Analysis framework. We take into consideration its agglutination and morpho-
logical richness. We implemented 12 Arabic-specific embedding sets: unit Emb,
where unit ∈ {word, token, token\clitics,lemma, light stem, stem} and Emb
∈ {w2v, char-n}. We investigated two neural architectures with our different
embeddings: the first one is based on CNN and the second one is based on
BiLSTM. Results show that CNN outperforms CNN-BiLSTM. The best system
CNN+lemma w2v achieves 91.5% of accuracy. We show also that lemma are the
best lexical unit for sentiment analysis.

As future work, we want to investigate contextualized embeddings ELMO
in Arabic sentiment analysis. These embeddings are known by their ability to
handle both linguistic contexts and syntax/semantic of words.

Moreover, one other perspective is to explore the track of sentiment embed-
dings as proposed by [45] that proves their role for performance improvement in
sentiment analysis task. Finally, we would evaluate the different existing types of
embeddings in several natural language processing NLP tasks like POS tagging,
NER, syntactic and semantic analogies.
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Abstract. The objective of this paper is to compare the opinions of
two videos in two different languages. To do so, a fine-grained approach
inspired from the appraisal theory is used to analyze the content of the
videos that concern the same topic. In general, the methods devoted
to sentiment analysis concern the study of the polarity of a text or an
utterance. The appraisal approach goes further than the basic polarity
sentiments and consider more detailed sentiments by covering additional
attributes of opinions such as: Attitude, Graduation and Engagement.

In order to achieve such a comparison, in AMIS (Chist-Era project),
we collected a corpus of 1503 Arabic and 1874 English videos. These
videos need to be aligned in order to compare their contents, that is why
we propose several methods to make them comparable. Then the best
one is selected to align them and to constitute the data-set necessary for
the fine-grained sentiment analysis.

Keywords: Video analysis · Sentiment analysis · Appraisal theory ·
Word embedding

1 Introduction

The explosive growth of the communication tools such as the television and
the Internet has facilitated the rapid broadcasting of the information. Con-
sequently, several television programs and news are available in different lan-
guages. However, the access to the information expressed in a foreign language
is inaccessible to many users. To tackle this problem, the AMIS (Access to Mul-
tilingual Information and Opinions) project proposes to develop a multilingual
information comprehension help system without human intervention. AMIS is a
Chist-Era project, the principal objective is to develop a system, helping people
to understand the content of a source video by presenting its main ideas in a
target understandable language. This system is based on several components
such as: video summarization, audio summarization, text summarization, auto-
matic speech recognition system, machine translation and sentiment analysis

c© Springer Nature Switzerland AG 2019
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Fig. 1. Scenario 1 - the most basic approach to newscast summarization

[5,23] and [4]. Four architectures have been proposed, one of these scenarios is
given in Fig. 1, which corresponds to a pipeline assembly of some of the men-
tioned components.

This architecture is the one that has been used in this article for our
experiments.

Another aspect of AMIS is to compare two videos in two languages about
the same topic and to produce a grain-fined sentiment analysis of their contents.
In this article, we will focus only on this aspect of AMIS project. The rest of
this paper is organised as follows. Section 2 presents the used video database.
Then, we present an overview of the global model proposed to align and analyse
the AMIS videos that deal with the same object in terms of opinions in Sect. 3.
In Sect. 4, we describe the proposed method to identify the comparable AMIS
videos. A fine-grained multilingual sentiment analysis approach is proposed in
Sect. 5 and finally, we conclude.

2 Video Database of AMIS

In order to develop the AMIS system, a large corpus of newscasts and reports
from different channels (see Table 1) were crawled by using a list of controversial
Hashtags (see Table 2). More details on the crawling method is given in [14].
In Table 3, we give the number of the harvested videos for each monolingual
corpora.

Table 1. The channels used for harvesting.

English channels BBC news, France 24, RT, Euronews

Arabic channels

Nessma, i24news, France 24, RT, Euronews, BBC news

French channels France 24, RT, Euronews

Table 2. The used controversial Hashtags.

#Syria #RealMadrid-FCBarcelona #Animal-rights

#Trump #Women’s-rights #Homosexual-marriage

#Drug-liberalization #Death-sentence #Occupied-territories
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Table 3. The number of videos per language

Language Number of videos

English 1874

Arabic 1503

French 2046

3 An Overview of the Global Approach

Our objective is to make comparable the videos produced by the AMIS system.
We have to mention that the comparability does not concern two well-written
documents in the same language. In fact, we have two challenges to overcome
in our case, the comparability is about the transcriptions of two speech recog-
nition systems, one is in Arabic and the second is in English. That means that
texts to make comparable include several errors. The second challenge concerns
the multilingual aspect of the produced documents. In other words, we have to
align two texts one is in Arabic and the second is in English. Several works, on
multilingual comparability, have been proposed by the international community
[3,9,10,13,22]. Overall, they concern documents harvested from social networks,
Wikipedia, etc. But, in our knowledge there is very little work on the aspect of
comparability on multilingual videos.

To achieve this goal, it is necessary to align the collected videos [12] and to
take into account the qualitative aspect of the comparison material produced by
the ASR systems. Once the comparable pairs are identified, the next step is to
compare them in terms of opinions. In Fig. 2, we present a global overview of
the model we propose and that will be explained further.

Our approach is based on the use of two Automatic Speech Recognition sys-
tems (ASR), one in Arabic [18] and one in English [8]. It is also based on a
module of videos alignment and an elaborated procedure of fine-grained senti-
ment analysis.

4 Identifying Comparable Videos

In this article, we will present two methods of comparability: one which is well
widespread, it is based on a dictionary method, and a new one based on the
word embedding (Word2vec) [19]. These methods are explained in detail in the
following sections.

4.1 Dictionary-Based Method

The method consists in looking-up into a dictionary if the translation of the
words of the source video Vs exist in the target one Vt and vice versa. The idea
is to align all the pairs of videos that share as many words as possible between
the source and the target videos. To do so, we need to measure the comparability
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Fig. 2. An overview of the multilingual fine-grained sentiment analysis

between the videos pairs. The pair of videos that gets the best score is consid-
ered as the best comparable videos. For that, we used the well-known measure
proposed by Li and Gaussier [15]. This comparability measure can be defined
as the expectation of finding, for each English word we (respectively wa) of the
source video Vs (respectively of the target video Vt), its translation in the video
Vt (respectively in the source video Vs).

The comparability measure is estimated as follows:

LG(Vs, Vt) =

∑

w∈{ls∩Ds}
σ(w, lt) +

∑

w∈{lt∩Dt}
σ(w, ls)

| ls ∩ Ds| + | lt ∩ Dt| (1)

Where Ds is the source part (English) of the bilingual dictionary, Dt is the target
part (Arabic) of the dictionary. ls and lt are respectively the list of words of the
source and the target video.

σ is a function using two parameters: a word w and a list of words (ls). This
function indicates whether potential translations of the word w represented by
the list T (w) include at least one word in the list ls.

σ(w, ls) =
{

1 if T (w) ∩ ls �= ∅
0 else

(2)

For this experimentation, we used the bilingual dictionary OMWN (Open
Multilingual WordNet)1 that contains 17,785 Arabic and English pairs.
1 http://compling.hss.ntu.edu.sg/omw/.

http://compling.hss.ntu.edu.sg/omw/
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The initial results of this approach led to bad performance. In fact, the draw-
back of this approach is its dependency of a bilingual dictionary. Whatever the
size of this dictionary, the coverage issue arises especially for rich morphological
language such as Arabic. In this language the word is composed, in the majority
of cases, of the concatenation of a root and affixes. A root in Arabic is consid-
ered as a producer of words, that is why from a single root, several words can
be produced. For example: the root (write) with particular affixes produce

different words with different meanings: (he writes), (library),
(office), etc. Consequently, in order to improve the coverage of the dictionary,
we used the Buckwalter Arabic Morphological Analyzer to segment the words.
Even if English does not have the same morphological constraints as Arabic, we
also used a morphological analyzer (TreeTagger tool)2 in order to reduce the
missing inflected forms of words in the processed videos. In our experiments,
the dictionary-based method includes in addition to the bilingual dictionary
OMWN, all the inflectional form of its words.

As described above, the method necessitates a large bilingual dictionary, we
replaced in another experiment the previous dictionary, by a translation table
built on a parallel corpus of 9 million parallel sentences that led to a translation
table of 297,176 pairs of Arabic and English entries [17].

4.2 Word Embedding Approach

The idea of this method is to investigate to what extent the semantic informa-
tion encoded by words embedding approach can be used to retrieve the words
semantically close to each other in two documents in which each of them is writ-
ten in a different language. To do so, we used the CBOW method of Word2Vec
model proposed by [19] to extract the bilingual vector representation of words.
The CBOW method is trained over a large parallel corpus (9 million sentences
in English and Arabic) with the objective to capture strong semantic relation-
ships between the Arabic and English words. Each Arabic word is assigned a list
of correlated English words which is calculated by a method proposed by the
authors of [1].

To estimate the comparability between an Arabic and English videos, we
used the same formula as in the previous Sect. 4.1 except that σ is a function
that returns 1 if a word in the target video exist in the correlated words list of
a word of the source video.

4.3 Experimentation

The methods presented previously are evaluated on a test corpus composed
of 123 pairs of comparable videos extracted from the Euronews web site [8].
All the videos have been transcribed by our Arabic and English ASR systems
depending on the language of the videos. The performance is given in terms of

2 https://www.cis.uni-muenchen.de/∼schmid/tools/TreeTagger/.

https://www.cis.uni-muenchen.de/~schmid/tools/TreeTagger/
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one of the classical measures in information retrieval topic: Recall (R@1, R@5
and R@10). In Table 4, we report the results of the three methods: the one based
on a dictionary with the use of the morphological analyzers (DicMA), the one
based on a translation table (DicTT ) and finally the one based on a bilingual
vector representation of words (CBOW ). This table shows that DicTT achieves
the best results in comparison to the two others. The recall at rank 1 is 70%
and grows up to 92% at rank 10. This result is encouraging, it allows, in almost
cases to retrieve in the Top10 the right pair of comparable videos. The CBOW
method achieves similar result as the DicMA. This result is very interesting,
since without external resources (a bilingual dictionary and a morphological
analyzer), we can get almost the same performance. Consequently, this method
could be used in under-resourced languages such as Arabic dialects.

Table 4. The performance of different comparability methods in terms of R@1, R@5,
and R@10 on a test corpus.

Rappel R@1 R@5 R@10

DicMA 43 65 76

DicTT 70 90 92

CBOW 39 62 75

By using the best method presented in this table, we retrieved all the pairs
of comparable videos from the database of AMIS that led to 360 Arabic-English
comparable videos. We recall that the total number of Arabic videos is 1,542,
they concern several topics. Although videos were collected in different language
using corresponding hashtags, that does not mean that each video in a given
language has a matching comparable video in another language (in the collected
video corpus). Furthermore, we selected only the pairs of videos for which the
scores of comparability are high.

5 Multilingual Fine-Granularity Sentiment Analysis

In general, the methods devoted to sentiment analysis concern the study of the
polarity of a text or an utterance. The sentiments in this case are reduced to the
three classical opinions: positive, negative or neutral. In some other studies, fine-
grained categories are added to have a more detailed analysis by using emotions
such as (anger, disgust, fear, joy, sadness, and surprise) [24] or by adopting a
linguistic theory such as appraisal [25],[20],[11] and [2].

The appraisal approach has been developed by White and Martin [16] within
the theory Systemic Functional Linguistics [6]. The idea is to go further than
the basic polarity sentiments and consider more detailed sentiments by covering
additional attributes of opinions such as: Attitude, Graduation and Engagement.

The theory is supported by a graph, which represents the different sentiment
categories expressed by a speaker (Fig. 3).
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– Attitude. The category Attitude gives the type of appraisal being expressed
as either affect, appreciation, or judgment.

• Affect. This sub-category of Attitude describes the emotional reactions
(happy, miserable, angry, etc.).

• Appreciation. It concerns the opinion that a person has about the inner
or outer qualities of an object (beautiful, innovative, amazing, etc.).

• Judgment. This sub-category describes the behaviour of somebody in a
social context (lucky, brave, famous, etc.).

– Engagement. Sentiment can be expressed directly or indirectly, it reflects
the possibility of the production of an event (perhaps, seems, etc.)

– Graduation. This category refers to the strength or the force of emotion and
attitude in each appraisal category. The graduation is globally expressed via
modifiers, for example the combination of the ‘modifier’ “very” with an adjec-
tive intensifies the meaning of the utterance. There is another sub-category
of Graduation, named Focus. It makes the meaning of something either more
precise or less precise. For example: a true challenge or it is a challenge. In the
first example, the challenge seems to be harder than in the second example.

Fig. 3. Appraisal taxonomy

5.1 Building Appraisal Lexicon

In the following, for commodity reasons we will use only the categories: Attitude
and Graduation. To build the appraisal lexicon, we started from an English opin-
ion lexicon composed of 4,913 negative words and 2,718 positive words developed
by Minqing Hu and Bing Liu [7]. Besides, we created a list of 363 words with
their appraisal categories inspired from the examples of Martin and White’s book
[16] that we named MW363. This led to a list of words with their polarities and
appraisal categories, some examples are given in Table 5. Then the idea is to
use a lexicon with appraisal categories larger than the one we created (MW363).
That is why, we decided to assign for each entry of the Bing Liu’s lexicon the cor-
responding appraisal Attitude category by using a method combining Word2Vec
and the MW363. The method consists in representing each word of respectively
the Bing Liu’s and MW363 lexicons by a word embedding approach by using
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Table 5. Few examples of words with appraisal and polarity opinions

Word Attitude sub-category Polarity

Lucky Judgment Positive

Obscure Judgment Negative

Confident Affect Positive

Love Affect Positive

Helpful Appreciation Positive

the vectors trained on 100 billion words calculated from various news articles of
Google3. To do so, for each word X from Bing Liu’s lexicon, we find its top-n
closest words to MW363. Each word of this list is labeled by a sub-category of
Attitude. Then, we assign to X the sub-category which is predominant in this
latter list.

Since the words of Bing Liu’s lexicon have already polarity signs, when we
assign them an appraisal sub-category, we get new sub-category with a polarity.
That means, for example, a word may have an Affect sub-category but this one
will be signed by the initial polarity. Each word of the Bing Liu’s lexicon will
be assigned an appraisal positive or negative score (Sapp) calculated as in the
formula 3. A positive or negative score respectively indicates how positive or
negative is the word in terms of the Attitude sub-category. The achieved lexicon
that corresponds to the initial lexicon of Bing Liu is henceforth increased by the
Attitude appraisal category. It will be referred in the following as BingApp.

SApp(X) =
1
dn

dn∑

i=1

cosine(X,Wi) ∗ PWi
(3)

Where:

– dn: The number of words in the predominant sub-category in the list of the
n closest words with X.

– Wi: A word belonging to the list of the predominant attitude sub-category.
– X: A word of Bing Liu’s sentiment lexicon.

– PWi
=

{
+1 if Wi is positive
−1 otherwise.

We recall that our objective is to compare two videos one in English and the
other in Arabic in terms of fine-grained opinions. In order to work with the same
material in Arabic and in English, we translated BingApp into Arabic and we
kept for each Arabic word the same sub-category and the same score as the
English word. In Table 6 we give few examples of the achieved lexicon.

3 https://code.google.com/archive/p/word2vec/.

https://code.google.com/archive/p/word2vec/
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Table 6. Few examples of BingApp.

English
word

Arabic
translation

Appraisal categories /Sub-category SApp Polarity

Criminal Attitude/Judgment -0.45 N

Attentive Attitude/Judgment 0.41 P

Worried Attitude/Affect -0.45 N

Satisfied Attitude/Affect 0.24 P

Harmonious Attitude/Appreciation 0.63 P

5.2 Fine-Granularity Sentiment Predicting Model

To be able to make an efficient fine-grained sentiment analysis, we need to enrich
BingApp by adding other categories. To do so, we have to take into account, at
least, two linguistic phenomena. To illustrate our purpose, let study the following
example: This cake is not very good. We can remark that this sentence contains a
negation form that precedes the phrase (very good). Consequently, the underlying
opinion of this sentence can be completely inverted.

In this example, the adverb (very) is used to emphasis the adjective good.
In other words, it modifies its intensity by adding force to this adjective. This
phenomenon must be considered, especially knowing that the Force is an existing
sub-category of the Graduation category.

– Dealing with the Negation. We added a new category to the appraisal taxon-
omy that we called Inversion, with its sub-category Negation. Then, we added
to BingApp, the negation words (Not, No, Neither, Nor, etc.) and assigned
them to the Inversion category. During the analysis step, if the Inversion
category is identified in an utterance, then the polarity of the word following
the negation item is inverted.

– Dealing with the Force. To consider the Force in the analysis, we added to
the dictionary BingApp several modifier words that we assigned to the sub-
category Force of the category Graduation. We shared these modifiers through
4 classes. Each class indicates the intensity of the modifier and it is assigned
a score proportional to its capacity to intensify a word. These weights have
been set by hand. In Table 7, we give some examples of the new Force classes
and their corresponding words that have been inserted into BingApp.

Table 7. The four classes of the intensity modifiers.

Force classes Modifiers

Extreme hardly, scarcely, barely, very, greatly, etc.

High large, less, distant, more, etc.

Moderate somewhat, relatively, rather, reasonably, many, etc.

Low slightly, least, small, etc
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In Fig. 4, we illustrate the new taxonomy of the appraisal theory.

Fig. 4. Appraisal taxonomy

In order to evaluate the quality of our lexicon, we decided to use it in the
assessment of the publicly available collection of movie reviews constructed by
[21]. This standard test consists of 1,000 positive and 1,000 negative reviews. In
order to study the impact of the use of the Inversion category that we added
to the appraisal theory, we selected only the reviews that are concerned by this
category. This led to a test corpus of 992 reviews including 538 positive reviews.
In Table 8 we reported the recall and the precision values obtained by using the
standard Bing Liu’s lexicon and by the lexicon we created BingApp.

Table 8. Comparison of Bing Liu’s lexicon and BingApp on a test Review corpus

Method Recall Precision

Bing Liu’s 69.0 68.8

BingApp 70.9 71.0

In this experiment BingApp yields to better performance even if the difference
is not very important. This test is not the main result of this work. It has been
done only in order to know whether we use Bing Liu’s or BingApp lexicon for
evaluating the opinions underlying the videos. In conclusion, we consider that
the appraisal approach led to better results, thanks to the dictionary we created,
in comparison to the classical method based on the polarity supported by Bing
Liu’s lexicon.

5.3 Evaluation on AMIS Videos

In the following, we propose to assess finely the opinions within the videos
by using BingApp, the appraisal lexicon we created. A quantitative and
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qualitative evaluation is proposed. Each video is evaluated by a score we propose
in formula 4.

S =
N∑

i=1

α(wi−1
i−k) ∗ SApp(wi) (4)

Where N is the size of the video in terms of number of words. α is a weight
depending on the Inverted or the Force sub-category of the k words preceding
the word wi (k is set to 2). It is the size of the cache in which the Force or the
Negation are looked for.

The second assessment focuses on a qualitative evaluation in which we sum-
marize the expressed opinion in the video. The idea is to facilitate the inter-
pretation of the underlying opinion within a video and not just give an overall
assessment score. A template of the opinion review is proposed in Fig. 5.

Fig. 5. The template used to generate the qualitative evaluation

This template corresponding to the review presented to the user indicates
how much the video is negative or positive? What is the percentage of each sub-
category of the category Attitude? Which word has been augmented or reduced?
And which word participated to the augmentation or the reduction of the Force.
An example is given in Fig. 6.

Fig. 6. An example of qualitative evaluation.

6 Conclusion

In this article the objective was twofold. The first one consisted in aligning the
videos of AMIS project by making comparable the Arabic and the English videos
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describing the same subject. We tested three methods and compared them. The
best one has been used to align the whole database of AMIS. Then we used a new
method based on the appraisal approach allowing to have a fine-grained opinion
analysis. For that, we created a new lexicon including more than 7,000 entries,
each of them is assigned to the appraisal category. This dictionary served to eval-
uate quantitatively and qualitatively the content of videos. A review template
has been proposed to summarize the opinions inside the video.

Acknowledgements. We would like to acknowledge the support of Chist-Era for
funding this work through the AMIS (Access Multilingual Information opinionS)
project.
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1. Abidi, K., Menacer, M.A., Smäıli, K.: CALYOU: a comparable spoken ALgerian
corpus extracted from YOUTube. In: 18th Annual Conference of the International
Speech Communication Association, Stockholm Sweden, Interspeech (2017)

2. Alamsyah, A., Rahmah, W., Irawan, H.: Sentiment analysis based on appraisal
theory for marketing intelligence in Indonesia’s mobile phone market (2015)

3. Barrón-Cedeño, A., España-Bonet, C., Boldoba, J., Màrquez, L.: A factory of com-
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vol. 833, pp. 405–414. Springer, Cham (2019). https://doi.org/10.1007/978-3-319-
98678-4 41
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Abstract. In this paper, we present and evaluate a method for extrac-
tive text-based summarization of Arabic videos. The algorithm is pro-
posed in the scope of the AMIS project that aims at helping a user
to understand videos given in a foreign language (Arabic). For that, the
project proposes several strategies to translate and summarize the videos.
One of them consists in transcribing the Arabic videos, summarizing the
transcriptions, and translating the summary. In this paper we describe
the video corpus that was collected from YouTube and present and eval-
uate the transcription-summarization part of this strategy. Moreover, we
present the Automatic Speech Recognition (ASR) system used to tran-
scribe the videos, and show how we adapted this system to the Algerian
dialect. Then, we describe how we automatically segment into sentences
the sequence of words provided by the ASR system, and how we sum-
marize the obtained sequence of sentences. We evaluate objectively and
subjectively our approach. Results show that the ASR system performs
well in terms of Word Error Rate on MSA, but needs to be adapted for
dealing with Algerian dialect data. The subjective evaluation shows the
same behaviour than ASR: transcriptions for videos containing dialectal
data were better scored than videos containing only MSA data. However,
summaries based on transcriptions are not as well rated, even when tran-
scriptions are better rated. Last, the study shows that features, such as
the lengths of transcriptions and summaries, and the subjective score of
transcriptions, explain only 31% of the subjective score of summaries.
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1 Introduction

Understanding the content of a video in a foreign language could be considered
as a dream. However, research in video analysis, automatic speech recognition
and machine translation has evolved significantly and the results today can be
considered encouraging. In this article, part of the Chist-Era founded AMIS1

(Access Multilingual Information opinionS) project, we address the problem of
understanding a video in a foreign language.

In the scope of this project, we consider that we understand the content of
a video if we can summarize it correctly. Therefore, this project uses several
research disciplines related to natural language processing, namely video anal-
ysis, automatic speech recognition, segmentation of speech transcriptions and
automatic summarization. Moreover, it is essential to evaluate the performance
of such a system, either to make it public or to highlight the new research chal-
lenges related to this problem. It is indeed very difficult to find an objective
measure allowing to assess the whole system, since this one is the result of sev-
eral technologies and models.

As part of this project we considered that the foreign language is the Arabic
language, so we developed a speech recognition system for Arabic that we named
ALASR [17] (Arabic Loria Automatic Speech Recognition system). We have
also developed a machine translation system that translates the results of the
Arabic transcript into English. We worked on real data that we crawled from
TV channels broadcasting in Arabic, such as: Euronews, AlArabiya, Skynews,
etc. We also collected videos from Algerian channels broadcasting in Arabic, but
necessarily using sometimes the Algerian dialect.

When testing ALASR on Algerian channels data, the performance collapsed.
This drove us to adapt ALASR to dialectal data, which led to better results.
Regarding the global assessment, we conducted a subjective evaluation that
allowed us to test not only the result of speech recognition, but also the automatic
summarizing system.

The rest of this paper is organized as follows. Section 2 presents our video cor-
pus. The Arabic ASR system is presented in Sect. 3, and its adaptation on Alge-
rian dialect in Sect. 4. An automatic sentences segmentation module is shown
in Sect. 5; Sect. 6 shows the automatic text summarizer employed in this work.
Section 7 presents our results, and finally, Sect. 8 concludes this paper.

2 Video Corpus

A project such as AMIS requires to collect videos in order to estimate the param-
eters of our models and to evaluate our approach. For that, French, English and
Arabic videos have been collected. Videos have been selected according to a set of
controversial Twitter hash-tags such as #womenrights or #syria given that one
goal of the AMIS project is to compare opinions on videos in different languages
that deal with the same topic; more details on the collection process can be
1 http://deustotechlife.deusto.es/amis/.

http://deustotechlife.deusto.es/amis/
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found in [11]. The overall video corpus corresponds to more than 300 h of video,
that is about 100 h in each of the three languages (French, English and Arabic).
The video data come from various channels such as Euronews, France24, BBC
and AlArabiya.

With respect to the Arabic videos, more than 1,500 videos have been col-
lected. They come from channels such as AlArabiya, France24, SkynewsArabia,
Euronews, EchoroukTV, EnnaharTV, BBC, etc. The duration of the videos vary
from one minute up to more than one hour.

3 Arabic Automatic Speech Recognition

The training of the acoustic models and the recognition experiments were car-
ried out with the ALASR system developed at LORIA laboratory. ALASR is
based on the Kaldi toolkit [20]. For the acoustic parameters, 13-dimensional
Mel-Frequency Cepstral Coefficients (MFCC) augmented with their first and
second order derivatives were computed. 37 acoustic models were trained: 34
phone models, one model for silence, one for respiration and one for noise. A
Deep Neural Network (DNN) was used to produce posterior probabilities for the
context dependent phone densities of the Hidden Markov Models (DNN-HMM
models). The DNN consists of 6 layers with 2,048 hidden neurons each. For the
input layer, 11 frames were concatenated, and the output layer has 4,264 out-
put neurons, corresponding to the 4,264 senones (contextual phone densities). A
total of 30 millions parameters were estimated using 54 h of Arabic Broadcast
News Speech Corpus. 5 h of spoken data were used for tuning (Dev) and 5 other
hours for evaluating the performance of ALASR system (Test).

Linguistic knowledge is required to capture the properties of the language.
For this reason, we trained two 4-gram language models one on the Gigaword
corpus and the other on the train transcripts of the acoustic data. Since these
two corpora are unbalanced, the two language models were combined linearly
by optimizing the weights of the linear interpolation on the transcripts of the
acoustic Dev set. Due to memory constraints, we decided to prune the full 4-
gram language model by minimizing the relative entropy between the full and
the pruned model [22]. This led to a total number of 4M n-grams in the pruned
language model compared to 983M n-grams in the full language model. This
later model will be used for rescoring the lattice produced by the system.

The pronunciation lexicon makes the link between the language model and
the acoustic model. The absence of the short vowels (diacritics) in written texts
brings issues in the pronunciation modelling. In fact, for each Arabic grapheme-
based form, the ASR system has to consider all the pronunciation possibilities.
There are two approaches to deal with this issue:

Grapheme-based approach. This approach considers for Arabic that the
pronunciation of each word is simply its grapheme decomposition, and there-
fore, graphemes represent the basic units for the acoustic model. While this
approach is the simplest way to build a lexicon, it will not provide an explicit
representation of short vowels, which might lead to recognition errors.
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Phoneme-based approach. Unlike the previous approach where short vowels
are implicitly modeled with the surrounding consonants in the acoustic mod-
elling, this approach provides an explicit representation of short vowels in the
pronunciation modelling. This approach is adopted in this work.

In order to create the phoneme-based model, we selected the 109k most fre-
quent words from the Gigaword corpus (1 billion word occurrences) plus the
words that appear more than 3 times in the transcripts of the acoustic Train
set. Afterwards, only words for which pronunciation variants exist in an exter-
nal lexicon [2] were kept. This process produces a lexicon having 95k unique
grapheme-based words and 485k pronunciation variants, that is an average of
5.07 pronunciations per word. This lexicon is referred in the following as MSAlex.
Table 1 illustrates the evaluation of ALASR system on the Test corpus.

Table 1. Performance of ALASR before and after rescoring the lattice (WER: Word
Error Rate, OOV: Out-Of-Vocabulary.).

System WER (%) OOV (%)

ALASR 15.32 2.5

ALASR+Rescoring 14.02

Using a pruned language model accelerates the decoding process but it affects
the performance of the system. By rescoring the produced lattice, new hypothe-
ses are generated based on the probabilities of the full 4-gram language model,
which leads to an absolute improvement of 1.3%.

4 Adaptation of the Automatic Speech Recognition
System to the Algerian Dialect

Most of Arab people do not use MSA in their daily conversations, since their
mother tongue is an Arabic dialect that is mainly derived from MSA. The Arabic
dialect varies from one country to another and sometimes more than one dialect
can be found within a country. These variants are mainly influenced by the
history of the region itself [15].

The Algerian dialect is one of the Maghrebi dialects spoken in the western
Arab countries. It is one of the hardest dialect to be recognized by an ASR
system. This is due to the fact that this variant of Arabic language uses many
borrowed words (mainly French) and alters the pronunciation of many words
of MSA [9,10]. Furthermore, the borrowed words could be used such as in the
original language, or they could be altered in order to respect the morphological
structure of the Arabic language.
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Building a robust speech recognition system requires feeding the training
models with spoken and written data of the targeted language. Unfortunately,
these kinds of data does not exist for the Algerian dialect since it is mainly spoken
and there is no standards nor rules to write it. Our approach to recognize the
Algerian dialect is to explore data sharing between the languages that impact
the dialect, namely MSA and French. The main idea is to extend a small spoken
corpus of the Algerian dialect with speech data from the MSA and the French
languages, for training the acoustic models.

The aligned dialectal spoken corpus was created by having native Algerian
people reading 4.6k sentences extracted from PADIC [14,16] and CALYOU [1]
corpora. Statistics about the resulted corpus, named ADIA (Algerian Dialect)
in the following, are presented in Table 2. It should be noted that the speakers
of the test data are different from those of the training and development data.

Table 2. Some figures of ADIA corpus.

Subset Duration Number of speakers

Female Male Total

Train 240 min 1 3 4

Dev 40 min 1 1 2

Test 75 min 1 2 3

The same architecture used to build the ALASR system is used to train an
initial acoustic model for the Algerian dialect based on the Train part of the
ADIA corpus. This Train corpus was increased, afterwards, gradually by using
acoustic data extracted from those used in ALASR system (MSA corpora) and
with data extracted from ESTER (a French corpus) [5]. The optimal amount of
acoustic data of each language to include in the training data was determined by
minimizing the WER on the ADIA Dev corpus. We found that using a too large
amount of MSA and French spoken data has a negative impact on the system
performance. The optimal WER was obtained by adding 12 h of MSA data and
12 h of French data to the ADIA Train corpus.

The language model we propose, is a linear combination of four bigram mod-
els. Two of them were trained on MSA textual data: Gigaword and transcripts
of the MSA acoustic Train set. The two others were trained on dialectal data:
PADIC and CALYOU. The weights of the linear interpolation are estimated on
a development corpus composed by a mixture of MSA and dialect data.

The initial MSA lexicon (MSAlex) was extended by the most frequent words
extracted from dialectal textual data (PADIC and CALYOU), which led to a
lexicon of size of 125k words. The pronunciation variants of these dialectal words
were produced by adapting the G2P approach proposed in [8].

In the first experimental phase, we want to evaluate how ALASR sys-
tem performs on dialectal spoken data. Afterwards, we report the system
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performance by combining data from the three languages (dialect, MSA and
French) to recognise the ADIA Test corpus. Table 3 summarizes the obtained
results.

Table 3. Performance of the ASR systems on ADIA Test corpus.

System Training acoustic data WER (%) OOV (%)

ALASR MSA 78.5 33.6

S1 ADIA 40.0 6.8

S2 ADIA+MSA+Fr 37.7

Since the Algerian dialect does not share many words with MSA (this is
indicated by the high percentage of the OOV rate), ALASR system collapses
completely when it was applied on the Test ADIA corpus. On the other side,
with only 4 h of dialectal training data (S1 system), a WER of 40% was obtained.
Moreover, by increasing this limited training corpus with data that come from
MSA and French corpora, an absolute improvement of 2.3% is achieved. This
shows the possibility to use data covering several languages to improve the recog-
nition of a specific language.

5 Sentence Boundary Detection

Automatic speech recognition (ASR) systems aim to transform spoken data into
a textual representation which may be used on further NLP tasks including POS
tagging, semantic parsing, question answering, machine translation and auto-
matic text summarization, [4,12]. The vast majority of ASR systems focus on
generating the correct sequence of transcribed words without taking into account
the structure of the transcribed document, thus producing transcripts that lack
of syntactic information like sentence boundaries [7,26]. However, optimal sen-
tence boundary segmentation over ASR transcripts has shown to be crucial over
further NLP tasks like entity and relation extraction, topic detection and auto-
matic summarization [13,18,21].

Sentence Boundary Detection (SBD) aims to automatically split into sen-
tences an unpunctuated text; nevertheless in spoken language the notion of sen-
tence is not as well defined as in formal written sources. Separating into speaker
utterances is a straightforward solution in spoken language, but in a standard
conversation, utterances may be very long thus producing very long segments. In
addition, disfluencies like repetitions, restarts, revisions, hesitations and inter-
ruptions make the definition of a sentence unclear. The concept of Semantic Unit
(SU), introduced by the Linguistic Data Consortium on the SimpleMDE V5.0
guideline, is considered to be an atomic element of the transcript that achieves
to express a complete idea [23]. A SU may correspond to the equivalent of a
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sentence in written text, a phrase or a single word. It seems to be an inclu-
sive conception of a segment and is flexible enough to deal with the majority of
spoken language troubles.

We implemented the SBD system based on character embeddings and Con-
volutional Neural Networks (CNN) described in [6] to segment the automatic
transcripts into SUs. In this architecture, the CNN classifies the middle word
of a 5-word window into boundary or not boundary. Character embeddings are
word embedding representations where each word is expressed as the sum of
their n-gram character vectors. This type of embedding representation is very
useful for morphology rich languages like Arabic. To conduct our experiments
we opted for the FastText character embedding [3] pre-trained vectors2, which
consist of 300 dimensions 610,977 vectors. The input layer of the CNN architec-
ture proposed in [6] is represented by a 5× 300 matrix representing the relation
between a window of 5 words and their 300 dimension FastText vectors. The hid-
den architecture of the CNN consist of an arrange of convolutional, pooling and
fully connected layers blocks followed by three fully connected layers. Finally,
the output layer is composed of two neurons corresponding to two the possible
output classes.

We performed the CNN training with a 70M words subset (Asharq Al-Awsat
news wire) from the Arabic Gigaword3 dataset. Table 4 shows the performance
of the system in terms of the F1-score4 for both classes over an evaluation set
of 10.5M samples Detailed explanation of the CNN architecture and extended
performance evaluation are available in [6].

Table 4. Performance of the CNN based SBD system for the classes boundary and no
boundary.

Class F1-score

Boundary 0.684

No boundary 0.980

6 Automatic Text Summarization

An automatic summary is a text generated by a software, that is coherent and
contains a significant amount of relevant information from the source text. Usu-
ally, the compression rate ρ of the summary is less than a third of the length
of the original document [25]. Automatic Text Summarization (ATS) systems
aim to produce summaries from a source document. In general, the ATS algo-
rithms work well if the source contains well-written documents like news, books,
chapters, etc. In these kinds of documents, the sentences are reasonably well
2 https://fasttext.cc/docs/en/crawl-vectors.html.
3 https://catalog.ldc.upenn.edu/LDC2011T11.
4 Harmonic mean combining Precision and Recall.

https://fasttext.cc/docs/en/crawl-vectors.html
https://catalog.ldc.upenn.edu/LDC2011T11
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delimited: the borders of sentences are the final point, and the markers ? and
!. In our case, where source documents correspond to transcripts from an ASR
system, the deal is very different. Punctuation marks are non-existent and no
phrase delimitation are available, thus the SBD system described in Sect. 5 is
applied before any summarization process is performed and segments salience is
computed.

An extract is the assembly of fragments that have been extracted from a
source text. The aim of an extract is to give a quick overview of the original
document content. Extraction is an efficient topic and genre independent ATS
method [25]. Surface-level methods do not delve into the linguistic depths of
a document; rather they use some linguistic elements in order to identify the
relevant segments of a document. Used in several studies on summarization,
surface-level techniques use the occurrences of words to weight sentences.

In order to produce extractive text-based summaries, we opted for the Artex
algorithm [24,25]. This method is very simple, fast and efficient. The main idea
is to map the source document (P sentences, n types terms, in a suitable space
representation of a matrix S[P×n]. Each term is weighted by a classical TF.IDF,
without stop-words and punctuation. All terms are stemmed using a Porter
algorithm [19]. The original Artex version is able to process English, French
and Spanish [24], but we adapted the prepossessing modules in order to process
Arabic language. In the matrix space, Artex searches to compute a weight for
each sentence i, using a scalar product between the main topic, the sentence i
and the main type “word”. The main topic is computed as the sum of P vector
sentences. The main type “word” is computed as the sum of n vector words. The
sentences close to the main topic and using several terms ad hoc the topic, are
retained to generate the summary following a ρ ratio.

7 Experiments

To evaluate the results of the automatic summarization system, we decided
to conduct a subjective evaluation. The evaluators are asked to give a score
between 1 and 5 for both ALASR system and the automatic summarization sys-
tem according to the ranking assessment of Tables 5 and 6. It is necessary to
evaluate the automatic speech recognition system because the automatic sum-
marization system depends on it. In Table 7, we give some details about the
evaluation of 27 videos. Each of them was summarized 3 times depending on
several percentage (ρ ratio) of the original video. The Arabic videos concerned
by the evaluation are those extracted in the framework of the project AMIS
and concern the following channels: Euronews, AlArabiya and Skynews. Three
native Arabic speakers evaluated the videos. The smallest transcribed video is
composed of 52 words and the longest one of 394 words.
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Table 5. Rating scale for the ALASR system assessment.

1 Incomprehensible transcription

2 Only certain segments of the video are understandable

3 A substantial proportion of the transcription is understandable

4 The transcription is very understandable

5 The transcription is not only understandable, but it is fluid and does not
seem to involve linguistic errors (syntactic or semantic)

Table 6. Rating scale for the automatic summarization system assessment.

1 Incomprehensible summary

2 Only some events of the original video are found in the summary and
overall the text is incomprehensible

3 A substantial proportion of the events in the original video are in the
summary and overall the text is understandable

4 Very good summary and the text is very correct

5 Excellent summary

Table 7. Some figures concerning the subjective evaluation.

Count Value

Videos 27

Summary per Video 3

Channel TV 3

Evaluators 3

Size of the shortest summary (in words) 52

Size of the longest summary (in words) 394

In Fig. 1, we draw the Box plot of the results of the subjective evaluation of
the ALASR system and of the automatic summary system. The latter system
depends obviously on the result of the ASR system. That is why we report them
in the same diagram. Half of the population of the ASR evaluation received an
evaluation between 3 and 4 and the upper Quartile is equal to 4 which means
that 25% of the transcriptions have received the highest score. These results
indicate that the developed ALASR system performs very well.

In Fig. 2, we analyse the lengths, in terms of words, of the transcriptions and
the summaries in order to attempt to find a relationship between the size of the
summary, and the performance of the automatic summarization system. The
Quartile Q1 is equal to 81, that means that 25% of the summaries have a length
smaller than 81 words knowing that the longest transcription is composed of 394
words. Also, 25% of the population has a length greater than 140 words, which
correspond to 35% of the longest video.
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1 2 3 4 5

EvalASR

EvalSum

Fig. 1. The Box plot corresponding to the subjective evaluation of the Arabic ASR
and the automatic summarization systems on MSA data.

100 200 300 400

WordASR

WordSum

Fig. 2. The Box plot corresponding to the number of words of the Arabic ASR and
the automatic summarization systems.

The same evaluators conducted another assessment, it concerns the evalua-
tion of the Arabic ASR and the automatic summarization systems in which some
video sequences are in Algerian dialect. To do so, 6 videos from Algerian TV,
namely Echorouk and Ennahar were recognized by ALASR and by the system
we adapted to better recognize the Algerian dialect. Figure 3 shows the number
of the examples that receive scores between 1 and 5. We can remark that no
video received a rating of 5 and consequently no more summary received this
score. Only 6 videos have been ranked 4, but unfortunately no summary was
ranked 4. 12 evaluations on the Arabic ASR are considered as not understand-
able and 15 among the population have a bad summary (score = 1). These bad
results were expected with an Arabic ASR not adapted to the Algerian dialect.

By transcribing the videos with the adapted Arabic ASR system (Fig. 4) for
Algerian dialect, no improvement on high score ratings and especially for score
5 was found, on the other hand 12 examples of the population were ranked 4
and this led to 2 summaries with a score 4.
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Fig. 3. The number of responses for each score of the subjective assessment of dialectal
data with ALASR system.
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Fig. 4. The number of responses for each score of the subjective assessment of dialectal
data with the adapted ASR system.

In order to study the relationship between the scores of the summary and the
other parameters such as: the number of words (ASRWord) of the original video,
the score of the ASR system (ASRScore) and the number of words of the sum-
mary (SumWord), we decided to use the multiple linear regression that has the
objective to model the linear relationship between the explanatory independent
variables mentioned above and the dependent response variable (EvalSum).
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We use the statistical metric (R2), named coefficient of determination to mea-
sure how much of the variation in outcome can be explained by the variation in
the independent variables. It measures the adequacy between a model resulting
from a multiple linear regression and the observed data which made it possible
to establish the relationship. On our dataset of 243 examples, R2 = 0.310, this
indicates that 31% of the dispersion is explained by the regression model. This
is not high value, but it is not completely null. If we consider the null hypothesis
as H0 : a1 = a2 = a3 = 0 and the alternative hypothesis as at least one of the
ai is different from 0. The model F depending on R2 is calculated as follows:

F =
R2

p

1−R2

n−p−1

(1)

Where n is the size of the sample and p is the number of degrees of freedom. The
calculated value of F is equal to 35.899. F follows a Fisher law at (p, n− p− 1)
degrees of freedom. The theoretical F (2, 240) is equal to 3.239. In conclusion, the
critical region of the test is therefore: rejection of H0 because F > F0.95(2, 240).
The hypothesis that there is a relationship between the explanatory variables
and the score of the automatic summarization system can not be ruled out.

8 Conclusion

In this paper, we present and evaluate an extractive text-based summarization
method for Arabic videos, which is proposed in the scope of AMIS project. AMIS
aims at helping a user to understand videos given in a foreign language (Arabic
in this study and research), by translating and summarizing the videos through
several strategies. One strategy consists in transcribing the Arabic videos and
summarizing the transcriptions. The evaluations of summaries were objective
and also subjective.

The objective evaluation of the ASR system showed the necessity to include
dialectal material in the training data when the Algerian dialect is used in the
videos. This result was confirmed by the subjective evaluation of ASR outputs:
when dialectal data is used for training, transcriptions of Algerian dialect videos
are better evaluated. However, the automatic summaries obtained from the tran-
scriptions do not lead to the same conclusion: with dialectal data in training, the
summaries are judged less good. In order to better understand these contrasting
results, we tried to measure which features of summaries influence the judge-
ment. This study showed that original lengths of videos, lengths of summaries
and ASR performance explain only 31% of the subjective scores. Furthermore,
a statistical analysis shows that a relationship between these features and the
scores given to summaries can not be ruled out.

This research shows the difficulty to evaluate results for complex projects
such as AMIS as the summarization task requires a high degree of cognitive
effort during the evaluation. So the question is how to automatically predict the
quality of summaries? To answer to this question, in future work, we would like
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to more deeply explore which features influence the quality of summaries. For
that, it will be necessary to increase the number of evaluated videos.

Acknowledgment. We acknowledge the support of Chist-Era for funding this
research through the AMIS (Access Multilingual Information opinionS) project.

References

1. Abidi, K., Menacer, M.A., Smaili, K.: CALYOU: a comparable spoken algerian
corpus harvested from Youtube. In: 18th Annual Conference of the International
Communication Association (Interspeech) (2017)

2. Ali, A., Zhang, Y., Cardinal, P., Dahak, N., Vogel, S., Glass, J.: A complete Kaldi
recipe for building Arabic speech recognition systems. In: 2014 IEEE Spoken Lan-
guage Technology Workshop (SLT), December 2014, pp. 525–529 (2014). https://
doi.org/10.1109/SLT.2014.7078629

3. Bojanowski, P., Grave, E., Joulin, A., Mikolov, T.: Enriching word vectors with
subword information. Trans. Assoc. Comput. Linguist. 5, 135–146 (2017)

4. Che, X., Wang, C., Yang, H., Meinel, C.: Punctuation prediction for unsegmented
transcript based on word vector. In: LREC (2016)

5. Galliano, S., Geoffrois, E., Mostefa, D., Choukri, K., Bonastre, J.F., Gravier, G.:
The ESTER phase II evaluation campaign for the rich transcription of French
broadcast news. In: Ninth European Conference on Speech Communication and
Technology (2005)

6. González-Gallardo, C.E., Pontes, E.L., Sadat, F., Torres-Moreno, J.M.: Automated
sentence boundary detection in modern standard Arabic transcripts using deep
neural networks. Procedia Comput. Sci. 142, 339–346 (2018)

7. Gotoh, Y., Renals, S.: Sentence boundary detection in broadcast speech transcripts.
In: ASR 2000-Automatic Speech Recognition: Challenges for the New Millenium
ISCA Tutorial and Research Workshop (ITRW) (2000)

8. Harrat, S., Meftouh, K., Abbas, M., Smäıli, K.: Grapheme to phoneme conversion
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Abstract. This research deals with Arabic dialect identification, a chal-
lenging issue related to Arabic NLP. Indeed, the increasing use of Ara-
bic dialects in a written form especially in social media generates new
needs in the area of Arabic dialect processing. For discriminating between
dialects in a multi-dialect context, we use different approaches based on
machine learning techniques. To this end, we explored several methods.
We used a classification method based on symmetric Kullback-Leibler,
and we experimented classical classification methods such as Naive Bayes
Classifiers and more sophisticated methods like Word2Vec and Long
Short-Term Memory neural network. We tested our approaches on a
large database of 25 Arabic dialects in addition to MSA.

Keywords: Arabic dialects · Automatic dialect identification · Dialect
resources · Parallel dialectal corpora

1 Introduction

Standard Arabic is the official language of Arab countries, it is used in formal
speech, education, and newspapers. In contrast people, all over the Arab world
use Arabic dialects in their everyday conversations. Indeed, Arabic dialects are
a variant of the Arabic language (besides Modern Standard Arabic and clas-
sical Arabic). Most research classifies Arabic dialects according to East-west
dichotomy [8]: Maghrebi dialects (Algeria, Morocco, Tunisia, Lybia, and Mau-
ritania) and middle-east dialects (Egypt, Sudan, Gulf countries and Levantine
countries). Another research [25] classifies them according to the ethnic and
social diversity of Arab speakers as rural and Bedouin variants.

Arabic dialects differ widely between and within Arab countries. Arabic
dialects share a lot of features with standard Arabic which makes them close
to each other but also have specific characteristics related to each one. Social
media and mobile telephony have contributed to the increased use of Arabic
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K. Smäıli (Ed.): ICALP 2019, CCIS 1108, pp. 79–92, 2019.
https://doi.org/10.1007/978-3-030-32959-4_6

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-32959-4_6&domain=pdf
https://doi.org/10.1007/978-3-030-32959-4_6


80 S. Harrat et al.

dialects in a written form. In this context, discriminating between dialects in
a multi-dialectal corpus of texts is a challenging issue, especially when dialects
belong to regions from the same Arabic country. In this case, it is fine-grained
identification where we have to distinguish between very close dialects.

In this paper, we deal with the dialect identification at the sentence level. We
used several approaches and experimented different features. The features are
those parameters that are supposed to characterize specifically each language.
Consequently, they are crucial and not easy to determine.

The remainder of this article is organized as follows: in Sect. 2 we highlight
the most challenges issues related to Arabic dialects identification, we present
the most important points that make this task a hard one. Section 3 summarizes
relevant research efforts in dialect identification, while Sect. 4 presents our con-
tribution in this area by describing the four approaches we explored. In Sect. 5 we
give a brief description of the dialectal corpus we used for training our classifiers
and Sect. 6 is allocated to the results of our experiments. Section 7 concludes this
paper.

2 Arabic Dialects Identification Challenges

In their oral form, Arabic dialects are relatively easy to distinguish. In fact,
prosody and tone bring important information about them. But, in their written
form, and compared to other languages, Arabic dialects are difficult to identify.
They are similar languages that share a lot of features and words although they
may differ from one Arab country to another and from one city to another within
the same country. In the following, we enumerate the reasons that make difficult
the issue of the identification of Arabic dialects.

– They share a lot of lexical units with modern standard Arabic. Consequently,
distinguishing between Arabic dialects is a hard task.

– Some words are shared among Arabic dialects but with different meanings.
For example, the Egyptian word which means why exists in other dialects like
Algerian but with another meaning: for him.

– In the conversation, Arab people tend to switch to standard Arabic especially
when discussing matters relating to religion. Thus, the use of standard Arabic
makes the identification task confusing.

– The lack of dialectal resources such as monolingual and multilingual corpora
makes the identification task a challenging issue. Indeed, the identification
data-driven approaches require important amounts of data to reach accept-
able accuracy rates, such resources are not available for most Arabic dialects.

3 Related Work

Several studies in the area of Arabic NLP attempted to deal with the dialect
identification issue. Different approaches have been adopted. Early work in this
area [26] used language modeling (LM) based approach to identify the dialect
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at the sentence level. The authors created for the purpose of this research the
Arabic Online Commentary Dataset (OAC) (a collection of 52M-word monolin-
gual dataset rich in dialectal content and annotated thanks to the crowdsourcing
principle). Each dialect of this corpus was modeled by a 3-gram LM, then the
sentence perplexity was computed to score each sentence of the test corpus.

The same authors in [27] used the previously created Arabic Online Com-
mentary Dataset (with the annotated data) to train classifiers using word and
character language models. They use 1-gram, 2-gram of words and 1-gram,
3-gram and 5-gram of letters. They conducted two-way classification: MSA vs.
Dialect, and multi-way classification: (MSA, multiple dialects). They explored
two identification approaches, by creating: a first system where they use MSA-
only data and attempt to determine how MSA-like a sentence is. They extracted
a vocabulary of 2.9M of words from the Arabic Gigaword Corpus. Then each
sentence is given an OOV percentage of dialectal words, when this percentage
reached a fixed threshold, the sentence is considered as being dialectal. The sec-
ond system used perplexity to classify sentences, a language model using only
MSA data was trained on 43M words extracted from the article bodies of the
AOC. When exceeding a perplexity threshold the sentence is classified as being
dialectal. The authors conclude that classifiers trained with dialectal data (with
word 1-gram LM) significantly outperform classifiers which use MSA data only.

Later supervised approach was used to address dialect identification. The
authors in [6] proposed a supervised approach to predict whether the sentence
is MSA-like or Egyptian. To this end, they trained a Naive Bayes Classifier
(NBC) using token based features and perplexity based features, in addition
to other features like (percentage of punctuation, numbers, special-characters,
number of words & average word-length, etc.). They evaluated their system on
the Egyptian part of the OAC described above. In [19], The authors used Markov
character-based n-grams language models and NBC trained on social media data
for Arabic dialect identification task. They first experimented with 1-gram, 2-
gram and 3-gram character-based LMs. Then, they trained NB classifiers using
the three LMs as features. The identification task covered 18 Arabic dialects.
They also conducted experiments on 6 groups of dialects defined regards to geo-
graphical repartition. The achieved results show that NB classifier outperforms
the character-based n-gram Markov model for most Arabic dialects. In the same
vein, the best accuracy rates are got with NBC with 2-gram LM features.

The authors of [20] dealt with fine-grained dialect identification. They
attempted to identify 25 dialects of different Arabic cities in addition to MSA.
They also perform dialect identification within 6 geographical regions. They used
a Multinomial Naive Bayes (MNB) classifier for the learning task. The classifiers
are trained by word and character n-gram LMs. They conduct a set of exper-
iments by varying the use of features from character/word 1-gram to 5-grams
and by combining them. The best accuracy was reached with features from word
1-gram LM, 1-gram to 3-gram character LM and Character/Word 5-gram LM
probability scores.
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Other research used SVM approach to address the dialect identification issue.
In [3], the authors presented a multi-dialect, multi-genre, human annotated
corpus of dialectal Arabic (Egyptian, Gulf, Levantine, Maghrebi, and Iraqi)
extracted from online newspaper commentary and Twitter. They used crowd-
sourcing via mechanical Turk to annotate the data. In terms of size, the corpus
contains 27239 newspaper comments including 583K words and 40229 tweets
including 666K words. With these data, they dealt with dialect identification
by combining LMs and machine learning. They use two classifiers: SVM with a
linear kernel and NB classifiers both trained on word n-gram LM features. The
results show that the 1-gram based model performs better than 2-gram/3-gram
based models for both SVM and NBC. Moreover, the NB classifier gives better
results.

A similar method was used in [12] where the authors used the Multidialectal
Parallel Corpus of Arabic [2] to perform dialect identification. They used a SVM
classifier with word 1-gram/2-gram LMs and character 1-gram to 4-gnam LMs
features (without any preprocessing step). The authors used SVM to perform
multi-class classification. They also used a meta-classifier (SVM based) trained
by the class probability outputs of lower classifiers (described above). Each lower
(SVM) classifier is learned from one feature type. The authors reported an accu-
racy of 74% on the 6-way identification task. For 2-way identification, the accu-
racy reached 94% and The best features are those related to 3 gram.

The authors of [4] used lexical, phonological, morphological, and syntactic
features to distinguish between dialectal Egyptian and MSA. They used Ran-
dom Forest (RF) classification for two-way dialect-MSA identification. The RF
classifier was trained on the Egyptian side of OAC [26] and 150K MSA sentences
from an English-MSA parallel corpus. It used word 1-gra/2-gram/3-gram LMs
and character 1-gram to 5-gram LMs as features. The authors show that the RF
classifier performs better when it uses features extracted from segmented data
in addition to lexical features.

Another interesting work is that described in [5]. It presents Aida2, a token
and sentence level dialect identification system that distinguishes between MSA
and Egyptian dialect. It uses a set of classifiers to deal with the identifica-
tion task on the two levels. At token level, the identification is considered as
sequence labeling task. The authors used Conditional Random Field (CRF) clas-
sifier which is trained by using decisions from several underlying components:
MADAMIRA morphological analyzer [17], a tokenized 5-gram Language Model,
a compiled lexicon of Arabic modality triggers, and a Named Entity Recognizer.
The output of this first module is then given to the sentence level identification
module which relies on two independent underlying classifiers. The first one uses
tokenized-level LMs, thus it yields detailed and specific information about the
tokens. The second one is based on surface forms MSA and Egyptian dialect
5-gram LMs. Each of the two classifiers gives a class label and a confidence score
to the input sentence. Given this information, a Decision Tree classifier provides
the final class of the sentence.
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In the same vein, the authors of [21] dealt with the identification of code-
switching between MSA and Moroccan dialect in discussion boards and blog
text. The identification task is considered as a sequence labeling problem which
the authors treat by using CRF. Regards to the data, the authors created their
annotated corpus from scratch by downloading discussion boards and blogs and
proceeded to the annotation for the purpose of identification. To train the CRF
classifier, they used 5 types of features like the words and their surrounding words
with their affixes, structural properties such as if the word contains numbers,
character language models and lexical knowledge from an external source such
as word lists. The authors combined these features in order to identify the best
combination which gives the best accuracy.

4 Identification Approaches

In the following, we present the different approaches we tested and evaluated.

4.1 Long Short-Term Memory Neural Network Approach

A recurrent neural network (RNN) in which the connections are made between
units which form a directed cycle, which allows it to exhibit a dynamic temporal
behavior for the model. Long Short Term Memory Networks (LSTM) [9] are
a special class of neural networks able to learn long-term dependencies. They
are designed especially to avoid the long-term dependency problem. Their main
characteristic is that they remember information for long periods of time. This
class of neural network has been efficient for many NLP tasks such as language
modeling [24], sentiment analysis [16], word embedding learning [11], as well as
in other area like automatic speech recognition [7] and image captioning [13].

We consider the dialect identification task as a multi-class classification prob-
lem that we attempt to solve with Long Short-Term Memory (LSTM) networks:
given a sentence sj , dialect features vectors Vi with their corresponding labels
li, we have to predict lj by using V and sj . We designed a recurrent network
classifier that takes as input a vector of characters/words n-grams (for characters
n varies from 1 to 5 and for words it varies between 1 and 2). It goes through
a LSTM layer, then to a drop out layer to prevent over-fitting. The last layer of
the network is a softmax that gives a probability distribution over the different
dialect labels.

After several setup configurations, we retained the following parameters for
our neural network architecture:

– Input vector dimension is variable, it depends on the vectorization parame-
ters. We used character and word level vectorization with different orders.

– LSTM layer units: 128
– Droupout rate: 0.2
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4.2 Word Embedding Based Approach

The idea is to investigate to what extent the semantic information encoded by
word embedding can be used to identify the varieties of Arabic dialects. For
this reason, we used the CBOW method of Word2Vec model [15] to extract the
vector representation of the words. Given the limited size of the dialectal corpora
and knowing that neuronal network methods necessitate an important amount
material for training, we decided to increase the data by using the infra-lexical
information of the provided corpus. That is why each sentence of each dialect of
the multi-dialect corpus is segmented into 2, 3, 4 and 5 grams of characters. In
addition, the original sentence is kept in the corpus necessary for the training.
After this step, only the vectors representing the typical words of each dialect
are kept for the test. The typical words are those words or infra-lexical units
that are characteristic of a dialect. To identify these units, we kept for a dialect
only the units that do not occur in other dialects.

To label a sentence s with its appropriate tag t from the |D| dialects, we
calculate the similarity between the units of s and the list of typical words of
each dialect as follows.

dk =
1
|s|

|s|∑

i=1

min
1≤j≤|Lk|

E(si, wk
j ) (1)

il = argmin
1≤k≤|D|

(dk) (2)

where:

– |s| is the number of words of s,
– Lk is the list of typical words of the dialect k,
– E is the Euclidean distance,
– wk

j is the word j belonging to the list of typical words of the dialect k,
– and |D| is the number of dialects/language (distinct labels).

Then we assign the label l corresponding to the dialect that gives the smallest
distance.

4.3 Symmetric Kullback-Leibler for Classification

In this approach, we constitute a General Vocabulary (GV) from the different
training corpora. The vocabulary is composed of all the words, the bi-grams and
with all the infra-lexical units from one to five. Then, the distribution of each
dialect is calculated in accordance to GV. Each dialect di is then represented by
a vector where each dimension is given by P (uk|di). Where uk indicates a unit
of GV and di corresponds to the dialect i. All the probabilities are smoothed to
avoid zero probabilities for unknown words of the test corpus.

For the test, each sentence is segmented similarly to what has been done for
the training. Then we calculate the symmetric Kullback-Leibler measure [10] (see
Eq. 3), we used several years ago to identify emails [1], between the distribution
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of the test sentence and the distribution of each dialect. We assign then the
sentence to the dialect that provides the smallest score.

D(P ||Q) =
∑

x

((P (x) −Q(x))Log
P (x)
Q(x)

(3)

4.4 Multinomial Näıve Bayes (MNB) approach

Näıve Bayes classifiers are widely used in different applications in natural lan-
guage processing and particularly in text classification [14,18,23] due to their
efficiency and their acceptable predictive performance. That is why we consider
them to deal with the dialect identification issue. MNB estimates the conditional
probability of a particular term given a class as the relative frequency of the term
t in all documents belonging to the class C.

In order to train our MNB classifier, we used 1-gram, 2-gram and 3-gram
as features supported by a TF-IDF vector We also used a special character to
mark the start of the sentences. We note that we utilized Term Frequency-Inverse
Document Frequency (TF-IDF) scores [22].

5 Data Description

For training and testing our classifiers, we used the MADAR shared task data
[20]. It consists of two parallel multi-dialect corpora:

– The first corpus (MADAR-Corpus26) is composed of parallel sentences trans-
lated to 25 dialects of several cities from the Arab countries (see Table 1), in
addition to modern standard Arabic. Each dialect/language includes 1600
sentences for training and 200 sentences for test purpose.

Table 1. MADAR-Corpus26 countries and cities.

Country City
Algeria Algiers ALG
Morocco Rabat RAB

Fes FES
Tunisia Tunis TUN

Sfax SFX
Libya Tripoli TRI

Benghazi BEN
Egypt Cairo CAI

Alexandria ALX
Aswan ASW

Sudan Khartoum KHA
Jordan Amman AMM

Salt SAL

Country City
Palestine Jerusalem JER
Syria Beirut BEI

Damascus DAM
Aleppo ALE

Iraq Mosul MOS
Baghdad BAG
Basra BAS

Saudi Arabia Riyadh RIY
Jeddah JED

Oman Muscat MUS
Qatar Doha DOHA
Yemen Sana’a SAN
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– The second corpus (MADAR-Corpus6) is a collection of 10K additional sen-
tences translated to the dialects of five selected cities: Beirut, Cairo, Doha,
Tunis, and Rabat.

In Table 2, we give an example of parallel sentences from MADAR-Corpus26
(the first corpus).

6 Experiments

We built a set of classifiers based on the approaches described above by using
the two MADAR corpora (MADAR-Corpus26 and MADAR-corpus6). For each
classifier, we tested several combinations of features to identify the ones that
increase the accuracy values. We report in Table 3 the best-achieved results and
in Table 7 the features that yield the best accuracy rate for each approach.

The best achieved results are those got with the multinomial NB approach,
followed by the LSTM, then Kullback-Leibler, while the word embedding val-
ues come last. Sophisticated approaches did not give the intended results. We
expected to have better or at least equivalent results with the neural network
approach. But the experiments show that MNB performs better. This is due in
our opinion to the size of the training data; Indeed neural networks require an
important amount of data to perform best.

In addition, 6-way identification classifiers perform better than 26-way iden-
tification. This is a natural and expected result since the confusion is reduced
when using fewer dialects and more data. It is worth noting 6-way identification
results follows the same scale of values as 26-way identification, MNB results
remain the best followed by LSTM, Kullback-Leibler and W2Vec values. But we
can mention that the results of the LSTM and the symmetric Kullback-Leibler
are close to each other.

For the MNB classifiers (for convenience we refer to them by MNB-MADAR-
Corpus26 & MNB-MADAR-Corpus6) which achieved the best scores, we com-
puted respectively, Precision, Recall, and F1-score at class level (see Tables 4
and 5). We also generated the confusion matrix of these classifiers in order
to have an idea about the dialects they recognize better than others and the
errors they make. For presentational reasons, we report in Table 6 a summary of
MNB-MADAR-Corpus26 confusion matrix, while in Fig. 1 we show the confusion
matrix of MNB-MADAR-Corpus6.

For 26-way classification, the dialects with low confusion rates were bet-
ter identified than others. The Mosul dialect (MOS) achieved the best scores.
Although it is an Iraqi dialect, it is well distinguished compared to the other
Iraqi dialects (BAG and BAS). These two last are confused by a rate of 18.5%.
Similarly, the classifier tends to confuse the dialects belonging to the same coun-
tries. The most confused dialect pairs are RAB & FES, SFX & TUN, CAI &
ASW, ALX & ASW and BEN & TRI, in addition to MUS which is the most
confused dialect with MSA. Furthermore, the Levantine dialects because of their
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Table 2. Example of parallel sentences from MADAR-Corpus26.

Table 3. Dialect identification results using different approaches.

Training corpus MADAR-Corpus 26 MADAR-Corpus 6

Approach Precision Recall F1-score Precision Recall F1-score

Word Embedding 50.11 49.90 49.74 83.96 83.90 83.83

Symmetric Kullback-Leibler 53.21 68.27 53.79 89.05 89.48 89.03

Multinomial Näıve Bayes 69.80 69.15 69.09 92.54 92.50 92.50

LSTM networks 58.04 61.54 58.33 89.23 89.17 89.18

closeness are also confused with each other (AMM & JER and DAM & AMM).
The recall values of all these dialects are lower compared to other values recorded
for dialects such as ALG and SAN that are the only ones belonging to Algeria
and Yemen in this order.

For 6-way classification, the scores are better. The most confused dialects are
RAB & TUN followed by CAI & DOH, then BEI & DOH and BEI & CAI (with
the same confusion rate), while the most confused dialects with MSA are DOH
and CAI.



88 S. Harrat et al.

Table 4. MNB-MADAR-Corpus26 dialect identification results by dialect/language.

Dial./Lang. Precision Recall F1-score
MOS 83.41 85.50 84.44
ALG 78.08 85.50 81.62
SAN 87.79 75.50 81.18
MSA 71.49 89.00 79.29
ALX 76.17 81.50 78.74
TRI 69.26 80.00 74.25
RAB 78.98 69.50 73.94
FES 72.25 75.50 73.84
SFX 67.52 79.00 72.81
BEI 78.70 66.50 72.09
BEN 70.87 73.00 71.92
TUN 75.14 65.00 69.71
BAG 76.97 63.50 69.59

Dial./Lang. Precision Recall F1-score
ALE 78.12 62.50 69.44
DOH 72.04 67.00 69.43
KHA 63.29 75.00 68.65
BAS 67.15 69.50 68.30
JED 68.45 64.00 66.15
CAI 73.97 54.00 62.43
ASW 59.55 65.50 62.38
RIY 57.14 64.00 60.38
SAL 61.90 58.50 60.15
DAM 56.02 60.50 58.17
JER 54.63 62.00 58.08
MUS 65.52 47.50 55.07
AMM 50.43 59.00 54.38

Table 5. MNB-MADAR-Corpus6 dialect identification results by dialect/language.

Dialect/language Precision Recall F1-score

MSA 95.09 96.80 95.94

RAB 94.04 93.10 93.57

TUN 94.25 91.80 93.01

BEI 93.03 90.70 91.85

DOH 88.21 92.80 90.45

CAI 90.72 89.90 90.31

In terms of features, we confirm that using n-grams features helps to increase
accuracy. All the classifiers perform better when they are fit with such informa-
tion. Character n-grams order varies from 1 to 5, while for word n-grams lower
order (1 and 2) achieve the best results. It should be noted that for the MNB
classifier, we used sentence likelihood computed from the 26 word uni-gram lan-
guage models.



Fine-Grained Arabic Identification Methods 89

Table 6. MNB-MADAR-Corpus26 confusion matrix summary.

Dial./lang Recal Most confused Confusion % Less confuseda

ALE 62.5 DAM/JER 7.5 ALG BAG FES MOS RAB

ALG 85.5 MSA 2.5 ASW BEI BEN CAI JED

ALX 81.5 ASW 9.0 TRI

AMM 59.0 JER 12.5 ALG ALX BEN FES MSA MUS
RAB SFX

ASW 65.5 ALX 12.5 DOH JED JER KHA SFX TUN

BAG 63.5 BAS 18.5 ALX ASW BEN CAI DAM JED
JER KHA SFX TUN

BAS 69.5 BAG 10.5 ALG ASW BEI DAM JER KHA
MUS RAB SAL SAN

BEI 66.5 DAM 6.5 BAS ALX ASW KHA MSA SAN
TRI

BEN 73.0 TRI 6.5 ALX JED MOS RAB

CAI 54.0 ASW 17.5 BAS ALE MOS RAB

DAM 60.5 AMM 11.5 ALX ASW BAG BAS MUS SFX
TUN

DOH 67.0 RIY 6.0 ALE JER MSA TRI

FES 75.5 RAB 11.5 ALE AMM ASW BEN KHA MUS
RIY TUN

JED 64.0 RIY 6.5 ALX MSA

JER 62.0 AMM 9.5 ASW BAG CAI MUS RIY SAN

KHA 75.0 MSA 2.5 ALE BAS DOH SAN SFX TUN

MOS 85.5 BAS 4.0 ALG BEN DAM FES KHA MSA
MUS RIY SAL TUN

MSA 89.00 MUS 2.5 ALE BAG BAS BEN JED MOS
MOS SFX TRI

MUS 47.5 MSA 15.0 ALX ALE BEI JER RAB SAL
SAN TRI RAB SAL SAN TRI

RAB 69.5 FES 18.5 BEN DOH JER MUS TUN

RIY 64.0 MUS 5.5 AMM CAI JER TRI

SAL 58.5 AMM /JER 9.0 BAG DOH FES MOS MUS SAN
SFX

SAN 75.5 RIY 4.0 ALE ALG ASW JER MSA RAB

SFX 79.0 TUN 10.5 ASW BAG BEI JED JER KHA
MSA MUS RAB SAL SAN

TRI 80.0 BEN 8.0 ALG AMM BAG BAS CAI DAM
MOS RAB SAN

TUN 65.0 SFX 19.0 ALE ASW FES JED JER
a Confusion rate is equal to 0.5 for all these classes.



90 S. Harrat et al.

Table 7. The dialect features used in the different approaches.

Approach Word n-grams features Character n-grams features

Word Embedding 2-gram to 5-gram

Symmetric Kullback-Leibler 1-gram and 2-gram 1-gram to 5-gram

Multinomial Näıve Bayes 1-gram to 2-gram 1-gram to 5-gram +LMs Prob

LSTM networks 1-gram 4-gram

Fig. 1. MNB-MADAR-Corpus6 confusion matrix.

7 Conclusion

In this paper, we explored several approaches to tackle the issue of dialect identi-
fication with a set of 25 dialects belonging to some cities from the Arab countries
in addition to MSA. We considered neural network approaches by using words
embedding and LSTM networks. Unfortunately, the achieved results were not
as what we expected, the size of the available training data was not sufficient to
learn such classifiers. For W2Vec approach, we get the worst results (F1-score
of 49.90 vs 61.54 from LSTM method). In the same vein, we experimented with
the symmetric Kullback-Leibler distance. The obtained results did not exceed
F1-score of 53.79 but with a recall of 68,27. The best results were achieved by
the Multinomial Näıve Bayes classifier. It performs better than all other clas-
sifiers with an F1-score of 69.09. All the described classifiers were trained by
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using different features combinations. The character and word n-grams remain
the best features for text classification, especially of Arabic dialects.
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Abstract. In many linguistic situations, the repetitions of objects and entities
are reduced to the pronoun. The correct interpretation of pronouns plays an
important role in the construction of meaning. Thus, the resolution of the
pronominal anaphors remains a very important task for most natural language
processing applications. This paper presents a novel approach to resolve
pronominal anaphora in Arabic texts. At first, we identify non-referential pro-
nouns by using an iterative self-training SVM method. After, we resolve the
antecedents by combining a Q-learning method with a Word2Vec based
method. The Q-learning method seeks to optimize, for each anaphoric pronoun,
a sequence of criteria choice to evaluate the antecedents and look for the best. It
uses syntactic criteria as preference factors to favor candidate antecedents over
others. The Word2Vec method uses the word embedding model AraVec 3.0. It
provides the semantic similarity measures between antecedent word vectors and
pronoun context vectors. To combine Q-learning and Word2Vec results, we use
a ranking aggregation method. The resolution system is evaluated on literary,
journalistic and technical manual texts. Its precision rate reaches until 80.82%.

Keywords: Word2vec � Q-learning � Syntactic � Semantic � Self-training �
SVM � Ranking aggregation � Pronominal anaphora � Arabic

1 Introduction

Anaphora is a linguistic phenomenon that plays an important role in the construction of
meaning. It implements the different possibilities of resumption of an element in a text.
Each anaphoric pronoun depends on another expression, called reference or antecedent,
that must be found in the previous (or sometimes the following) part of the text. The
pronominal anaphora resolution aims at finding the reference, usually a noun phrase
(NP), of an anaphoric pronoun. The implementation of anaphora resolution system can
reveal the ambiguity of the text, understand sentences and check the consistency of
context. So, such a resolution system has become necessary in many applications of
Natural Language Processing (NLP) mainly the applications of information extraction
and topics detection.
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Several anaphor resolution works were done for English and other languages, but
few works have focused on the Arabic. The lack of NLP resources for Arabic and the
specificities of the language can influence the anaphor resolution and make the task
more difficult.

The pronominal anaphora resolution that we propose task in this paper includes two
main steps: a preliminary step for the identification of non-referential pronouns and a
second step for the resolution. The non-referential pronouns identification uses an
iterative self-training SVM method. It exploits a set of patterns-based and linguistic-
based information as classification features. The resolution step is a combination
between a Q-learning based method and word embedding model. For Q-learning
method, we considered a set of morpho-syntactic criteria that favor some candidate
antecedents over others. The Q-learning algorithm gives the optimal combination of
criteria, in order to evaluate the antecedents and choose the best of them. For word
embedding method, we used the pre-trained model AraVec 3.01. The word vectors
provided by this model allow to calculate the semantic affinity between the pronoun
and these candidate antecedents. The combination of the two methods exploits both
syntactic and semantic information gives better results.

This article consists of six sections. In Sect. 2 we give the specificities of the Arabic
language that influence the task of resolution. In Sect. 3, we conduct a comparative
study of the state of the art between the different existing works. In Sect. 3, we describe
the method of identifying non-referential pronouns. We explain the steps of our
approach, in Sect. 4, and we detail both of the Q-learning and the Word2Vec method.
Finally, we present our test corpus, the results of the experiments and their comparisons
to the other Arabic works.

2 Impact of Arabic Specificities on Anaphora Resolution

There are several types of anaphora in Arabic. Pronominal anaphora includes personal
(subjects and objects), demonstrative and relative pronouns. Personal pronouns can be
isolated or suffixed (1). They are generally anaphoric and referential. But they can be
non-referential like in the sentence (1). Demonstrative pronouns are generally
cataphoric2 (2). They can also be anaphoric, but in some cases they are non-referential.
Relative pronouns are always anaphoric. They refer to the NP (Noun Phrase) that
immediately precedes them (3).

(1) رطمتاهـــنإ (It’s raining)
(2) ءارضخلاطسبلاكلتبكينيعهكف (Enjoy your eyes from these green valleys)
(3) ةعيبطلادياهتجسنيتلاطسبلا (The valleys that have been created by nature).

Arabic is a morphologically rich language marked by several distinctive charac-
teristics mainly: the agglutination of clitics3 to words, the diacritical4 marks in the

1 https://github.com/bakrianoo/aravec.
2 The cataphor is the case where the anaphora precedes its antecedent.
3 Clitics are elements of grammar attached to the root of a word.
4 Short vowels in Arabic are replaced by symbols called diacritics.
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Arabic texts, and the exceptional case of gender and number agreement. These
characteristics influence the anaphora resolution problem. Firstly, the agglutina-
tion of clitics to words can induce a problem of ambiguity to determine whether
the word contains a pronoun or not. For example, in the word هــباتك (his book) the
letter هــــ is an enclitic pronoun attached to the root while in the word هبتنم
(attentive) the letter هــــ is a part of the word. Secondly, the lack of diacritical
marks in several Arabic texts can produce a morphological ambiguity and even
grammatical ambiguity, like the non-vowelized word مهف that can be interpreted
like a verb (understanding) م ه ف or like a personal pronoun مه attached to
coordinating conjunction ف giving the agglutinative form so) م ه ف they). In
addition, the gender and number agreement in Arabic language poses an excep-
tional case; this is the case where the anaphoric pronoun in singular feminine form
can refer a non-human plural noun, like in the example (4). Moreover, the sen-
tences’ length, the frequency of anaphoric expressions and the lack of punctuation
make more difficult the segmentation of text. So the range of possible candidates
of each anaphora grows wider. The example (5) illustrates the frequency and the
diversity of anaphora in one sentence.

(4) اهــفلاعمنماهــلحوءاجفضبارملاقيضحلافلالوجعت لم (The farmer’s calves had disliked
the tightness of the stable then he came and dissolved them from their mangers)

(5) اهــنيعبةداعسلايهكلتفاهــسفنةعيبطلادياهــتجسنيتلاءارضخلاطسبلاكلتبكينيعهكف (enjoy your
eyes to these green valleys that have been created by nature itself, that’s all
happiness)

3 Previous Work

The anaphor resolution task was the research topic of several NLP works. We can
distinguish four types of approaches: rule-based approaches, statistical approaches,
learning-based approaches and hybrid approaches. Language-based approaches oper-
ates on several sources of knowledge such as Lappin and Leass [1], Mitkov [2], Schmolz
et al. [3] for English. Gelain and Sedogbo [4], Bittar [5], Nouioua [6] for the French,
Fallahi and Shamsfard [7] for Persian, Ashima and Mohana [8] for India. The work of
Mitkov [2] was adapted to the Arabic language in Mitkov et al. [9]. However, linguistic
knowledge remains insufficient especially for morphologically rich languages such as
Arabic. In fact, linguistic rules alone are unable to resolve semantic ambiguities.

Some works have been based on statistical methods such as the works Seminck and
Amsili [10] for English, Elghamry et al. [11] for the Arabic. The work of Elghamry
presents a statistical dynamic algorithm. It uses collocational evidence, recency and
bands as related features. The bands are used to divide iteratively the search space in
order to reduce the number of candidate antecedents. Other works have used machine
learning methods to cover the shortcomings of language rules. Most of them considered
the resolution as a classification problem and they exploited the characteristic vectors of
the pronoun-antecedent pairs, such as the work Aone and Bennett [12] for Japanese, Li
et al. [13] for English and Aktas et al. [14] for the German language. However,
supervised learning requires large labeled data sources, which is sometimes expensive
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and difficult for some languages. Approaches based on unsupervised learning, such as
the work Charniak and Elsner [15], are fewer.

For hybrid approaches, the authors have combined language rules and learning
techniques into a single representation to take advantage of both and to cover one
another’s shortcomings. Among the works that have opted for this type of approach,
we can cite: Weissenbacher and Nazarenko [16], Kamune and Agrawal [17] for
English, Dakwale et al. [18], Mujadia et al. [19] for Hindi, Abolohom and Omar [20],
Hammami [21] for Arabic. The work of Abolohom and Omar [20] combines 16 rules
and a k-Nearest Neighbor classifier. Hammami [21] classifies the pairs (pronoun-
antecedent) using a learning algorithm (RIPPER) and a set of morphological features.

4 Identification of Non-referential Pronouns

The main goal of our resolution system is to look for the best antecedent of the
anaphoric pronoun in the list of candidate antecedents. Pronouns are identified using
their part-of-speech values that are generated by the morphological analyzer of Ben
Othman [22]. Then they are filtered to eliminate non-referential pronouns and to avoid
the loss of time in the search for non-existent antecedents. To identify the non-
referential pronouns, we used a semi-supervised self-training learning method. It
exploits an SVM classifier and operates on a set of patterns-based and linguistic-based
features. The non-referential pronouns identification is a quite difficult task and needs
enough information to have a good result. We achieved a linguistic study in Arabic
texts to identify the effective features and the most important constructions of non-
referential pronouns.

4.1 Classification Features

The classification features include linguistic-based and pattern-based features. The
linguistic-based features are grammatical and syntactical features. Grammatical features
indicate the grammatical value, the gender and the number of the current pronoun and
of the words surrounding it. Syntactical features concern important syntactical char-
acteristics like the existence of a discriminating delimiter that immediately follows the
pronoun, the existence of a specific particle or an impersonal verb after the pronoun.

The pattern-based features test the verification of the non-referential patterns. Non-
referential patterns can be grouped into confirmation patterns, time and climate pat-
terns, proverbs and sayings and other constructions of patterns.

Examples of confirmation patterns:

• [ ن مه نإ]ريغ (it is [not]) + defined adjective
• ه نإ (it is) + Specific delimiter + + نأ ن م verb
• (Whoever) ن مه نإ + verb/ ه نأ ن م (qui) + verb/ ه لعل ن م (maybe who) + verb

The most used time and climate patterns:

• ه نإ/اه نإ (it is) + specific climate or atmosphere verb
• اه نإ (it is) + number [hour/time] + specific words
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The other non-referential patterns:

• ام (what) + verb + attached pronoun
• لازام/لازيلا (still) + كانه (There is) + nom

4.2 An Iterative Self-training SVM Method

SVM is a binary classification method based on the use of the functions, called kernel,
that allow optimal data separation [23]. In the self-training SVM algorithm, the SVM
classifier is first trained on a small set of labeled data (the initial training corpus). Next,
it is used to predict labels of unlabeled examples. A subset of unlabeled examples, with
their predicted tags, is selected to increase the initial labeled training set. Then, the
classifier is newly trained on the recent training data and used to classify other unla-
beled examples. This process is repeated several times until all unlabeled data are
processed or a maximum number of iterations is reached. At each iteration, the system
selects only the most accurate and the most informative instances and then adds them to
the set of labeled data. The self-training SVM process includes the flowing steps:

• Training step: the SVM classifier is trained on the labeled data.
• Prediction step: the trained classifier is used to classify the unlabeled data and to

predict their labels. Each newly-labeled data has an estimation probability used as a
confidence measure.

• Selection step: From the obtained predictions, the system selects only the most
accurate and the most informative instances and then adds them to the labeled data.
Therefore, we applied two stages of selection:
– The first stage of selection retains only the instances for which the prediction

probability of the class is high.
– The second stage of selection keeps the most informative data by using simi-

larity measures as Euclidean distance or similarity cosine measures. These
methods of measure give more information about the nearest class to each point
data.

Selection step handles instance by instance and chooses only instances that check
both conditions and verify the two filter stages. For each iteration, the SVM classifier is
re-trained on newly-labeled data.

5 Resolution Approach Combining Q-learning
and Word2Vec

Our resolution system looks for the best antecedent of each pronoun using syntactic
and semantic knowledge in order to favor candidates over others. Syntactic knowledge
are preference criteria capable to evaluate and disambiguate candidate antecedents.
Semantic knowledge offers the semantic similarity of words. The semantic affinity
between the candidate antecedents and the context of the pronoun makes it possible to
judge the best antecedent. The syntactic knowledge is used as preference criteria in a
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Q-learning method. The semantic knowledge, given by a pre-trained word2Vec model,
is used to select the most semantically similar antecedents regarding the context.

The input of our system is the set of pronouns and the candidate antecedents. Our
resolution approach combines two methods: a Q-learning method and a word2Vec
method. The Q-learning algorithm uses a set of syntactic criteria and interacts with its
environment to choose the best combination of criteria, then to evaluate antecedents.
The word embedding model uses word vectors, of the pre-trained model AraVec 3.0, to
compute similarity measures between the antecedent vector and the mean vector of the
pronoun context. Each method provides, for each pronoun, a ranking list of ante-
cedents. To choose the final order of rank, we used a ranking aggregation method.
Figure 1 shows the resolution approach process.

5.1 Q-learning Method

The preference criteria combination for judging the best candidate for each pronoun is
unknown in advance and changes according to the context of the pronoun. We have
opted for a reinforcement learning approach because it is an effective method for
learning in an uncertain and dynamic environment. The environment of our system
includes the pronoun, its morpho-syntactic information and the list of linguistic criteria.
The choice of reinforcement learning is justified by the following reasons:

Fig. 1. Resolution approach process
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• In Arabic, the lack of large data and labeled with anaphoric links makes the use of
fully supervised learning quite difficult.

• The environment of the resolution system is dynamic, because on the one hand the
list of antecedents is limited to a window of words, and on the other hand, the
linguistic criteria and their relevance can change according to the pronoun and the
style of the treated text.

• The resolution system seeks to optimize a sequence of decisions (choice of criteria)
in order to find the best candidate antecedent.

The anaphora resolution system learns by itself while interacting with its envi-
ronment. It reinforces the actions that prove to be the best, and this, in order to
maximize the rewards obtained at the end. The Q-learning algorithm is one of the most
used reinforcement learning techniques. It balances exploration and exploitation pro-
cesses. The Q-learning algorithm uses a reward matrix R and interacts with its envi-
ronment containing the context of the pronoun and a list of criteria. This matrix R is
initialized during a pre-learning phase that uses some labeled texts.

Syntactic Criteria. The criteria for evaluating antecedents are more or less effective.
They represent preferences and not absolute factors. Their relevance depends on the
context of the anaphoric pronoun and even on the style of the text, and they are
estimates of counts made on some texts tagged with anaphoric link. The set of syntactic
criteria is summarized in the Table 1.

Q-learning Process. Our reinforcement learning system is modeled by a Markov
Decision Process (MDP). The set of states includes the initial state S_I, the intermediate
states representing all possible combinations of criteria and the final state S_F. The
initial state S_I of the PDM contains information about the pronoun Pr. The combi-
nation of the criteria (CC) is unknown. The possible actions, from state to other, are the
choice of criteria. Each transition from one state S_i to another S_j has an associated
reward value rij. The final state S_F contains the optimal sequence of actions that
represents the best combination of criteria. Each state S_i can go directly to the final

Table 1. Syntactic criteria used by Q-learning method

Syntactic criteria Description

Definiteness Defined NPs are preferred to those undefined
Topic The subjects of the current and/or precedent sentences are more

favored
Recency The closest antecedents are the most salient
Paragraph header The entity ahead of the paragraph is a preferred candidate
Proper noun The proper noun are important elements of speech and are preferred

to others
Repetition Candidate antecedents whose lemmas are repeated several times in

the text are more favored
Precedent pronoun
antecedent

The candidate who has already been chosen as antecedent for the
preceding pronoun is privileged

Aggregation of Word Embedding and Q-learning for Arabic Anaphora Resolution 99



state S_F with a reward riF. The reward rij is the participation frequency of the criteria
combination of the state S_j, in the resolution of pronoun with similar context. Figure 2
shows an example of the MDP representation for 2 criteria.

The Q-learning [24] algorithm uses two matrices Q and R. The matrix R is a two-
dimensional matrix; the lines represent the set of states and the columns are the actions.
The actions are the criteria cx and the final action U which makes it possible to go
directly to the final state. The contexts of the states contain all combinations of criteria.
From each state, there are possible actions (their rewards are rij) and others not allowed
actions (their rewards are equal to −1).

The matrix Q is initialized to 0, and it is updated using the reward matrix R. With
this matrix Q, the traces are updated according decisions taken in the past. The system
learns from experience and explores from one state to another until reaching the goal.
In the final matrix Q, the set of optimal actions corresponds to the best combination of
criteria capable to evaluate the antecedents of the treated pronoun. The formula (1) is
used to update the matrix Q.

Q Si; að Þ  Q Si; að Þþ a � R Si; að Þþ c �Max Q next state; all actionsð Þ½ �½ � ð1Þ

The formula (1) allows to update Q (Si, a). At each selection of a criterion c, the
agent observes the reward R (Si, action) and the new state S_i+1 and updates the matrix
Q. The parameters alpha (a) and gamma (c) have a range of 0 to 1; alpha is a learning
factor, it controls the update rate, gamma is a discount factor to moderate the impact of
future rewards. The Q-learning algorithm goes as follows:

Fig. 2. MDP modeling for choosing the best combination of criteria
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The Q-learning algorithm allows to select the best combination of criteria for each
pronoun Pr. Our goal is to give a score to each antecedent in order to evaluate it. The
score of an antecedent depends on the relevance of the combination criteria CC. But the
criteria of combination CC are not all checked by the antecedent. So, if the antecedent
A checks the criterion c (Verif (A, c) = 1) then its score increases by adding the
relevance otherwise its score decreases (Verif (A, c) = −1). The evaluation scores allow
to judge the best antecedent. The evaluation score calculated for each antecedent is
described by the formula (2).

scoreEval ¼
X

8c2CC Verif A; cð Þ � relevance cð Þ ð2Þ

5.2 Word2Vec Method

In the last few years, the word embedding model have been illustrated and highlighted
in many different NLP tasks. AraVec 3.0 is a distributed word representation open
source project which aims to provide the Arabic NLP research community with free to
use, powerful word embedding models. The models are built carefully using multiple
different Arabic text resources to provide wide domain coverage [25]. The model, that
we used, is built using web pages collected from Wikipedia articles in Arabic language.

We exploited the word vectors of the AraVec 3.0 model to extract the semantic
affinity between the pronoun and each of these antecedents; we proceeded by calcu-
lating the cosine value of these two vectors:

• Vector of antecedent word
• Average vector of the context: it is the average of the word-vectors around the

pronoun.
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The context of the pronoun contains a number (empirically fixed) of words sur-
rounding the pronouns without considering the particles. For the case of an attached
pronoun, the word attached to the pronoun is considered in the context.

The cosine similarity measures of each pair pronoun-antecedent allow to show the
most similar antecedents to the pronoun context. We found (experimentally) that the
best antecedents must have a cosine value greater than a threshold of 0.2. The ante-
cedent with the best cosine value is considered the first. So, antecedents are ordered by
decreasing cosine value except for the case of attached pronouns; for this case of
pronouns, we have discarded the antecedents having a cosine value very close to 1
(about 0.9), since the word attached must not be a synonym of the pronoun.

5.3 Combination of Q-learning and Word2Vec

Each of the Q-learning and Word2Vec methods gives an ordered list of antecedents.
The values of scores and similarities given by Q-learning and Word2Vec respectively
are not compatible and we cannot combine them. In this case, we can only work on the
ranking of each method. Several methods have been proposed for this rank aggregation
problem.

We tested the kemeny Optimal Aggregation method (using Integer-Programming
with Python) and we proposed our own simple but effective method. Our method
calculates, for each antecedent, the sum of the votes given by the two methods. It ranks
the antecedents in ascending order of the sum of votes. In the case of conflict, ie two
antecedents have the same sum of votes; we decide the best based on scores and
similarities values, and we choose the antecedent having the highest score (or simi-
larity). Our ranking method favors the antecedent having discriminant values of scores
or similarities. The thresholds, that are used to judge the discriminant values, are
determined experimentally.

6 Experiments and Results

To measure the efficiency of the proposed approach, we achieved different experiments.
Firstly, we evaluated the self-training approach for the identification of non-referential
pronouns. Secondly, we conducted experiments for the main resolution approach
combining Q-learning and Word2Vec.

6.1 Corpus

To evaluate the identification of non-referential approach, we used a corpus of literary
texts extracted from children’s stories and a Tunisian basic education textbook. The
experimental data set includes the training data and the test data. The training data
includes 10877 words and 1525 pronouns. It consists of a small set of labeled data
using 68 pronouns (4.5%) and a big set of unlabeled data using 1457 pronouns
(95.5%). Usually, the number of referential pronouns is much larger than the number of
non-referential pronouns. For labeled data, we tried to use a data set balanced in
number of referential and non-referential pronouns; this to provide a better
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classification of unlabeled instances. For unlabeled data, the size of data set is quite
large, and it is difficult to provide a balanced number referential and non-referential
pronouns. Then, we proceed to apply the Weka SMOTE5

filter to create new instances
of non-referential data. The test data contains about 440 words and 67 pronouns.

To evaluate the performance of the main resolution approach, we conducted several
experiments on a variety of texts. The corpus includes, firstly, literary texts extracted
from a Tunisian basic education textbook, and secondly technical manuals and jour-
nalistic texts extracted from the web. This corpus contains 4201 words and 436 pro-
nouns of which 409 are referential. The pre-training stage uses training texts containing
5196 words and 638 pronouns. Note that for the Q-learning method, we used training
texts just to initialize the model but not for the reinforcement learning process.

6.2 Evaluation of Results

Our system has been able to detect all the anaphoric pronouns and to identify them
according to their types. It covers all the anaphors considered in the resolution and
generates, for most pronouns, a non-empty list of candidate antecedents.

Evaluation of Non-referential Identification Approach. We performed several tests
to show the effectiveness of the semi-supervised self-training SVM approach. Table 2
shows the performance of the proposed approach using the first and the second stage of
selection. The first stage retains the most accurate data; the second stage keeps the most
informative data based on Euclidean distance or cosine similarity method. The use of
the two selection stages keeps the most accurate and most informative data. The
following evaluations were performing on the test data.

The experiment results showed that the use of the two stages of selection improves
the SVM classifier learning and produces better classification model. So, select both the
most accurate and the most informative instances filters newly-labeled data and holds
the most confident. This approach allowed as to increase the set of labeled training data
and to improve classification. It could correctly classified 96.7% of pronouns.

Table 2. Results of the self-training SVM approach

Selection step Precision Precision of non-
referential class

Precision of
referential class

First selection stage 83.75% 87.5% 80%
Two selection
stages

Euclidean
distance

90% 96.7% 83.3%

Cosine
similarity

90% 80.6% 97.2%

5 The filter resamples a dataset by applying the Synthetic Minority Oversampling TEchnique
(SMOTE). The amount of SMOTE and the number of nearest neighbors may be specified as needed
in order to balance the two-class instances size.
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Evaluation of Resolution Approach. To show the effectiveness of the proposed
approach that combines the Q-learning and Word2Vec methods, we present in Table 3
the precision rate of each method and the final precision of their combination. From this
table, we can first deduce that the combination approach outperforms the other methods
for all types of texts.

The proposed approach combines both reinforcement learning method and word
embedding method. It benefits from their advantages and exploits the syntactic and
semantic knowledge sources. Thus, some occurrences of pronouns, which were not
correctly resolved by the first method, have been corrected by the second.

For the evaluation of combination using the rank aggregation methods, we tested
the Kemeny Optimal Aggregation method and our discriminant value ranking method.
As shown by Fig. 3 the discriminant value method is the best.

We have noticed that the results of literary texts are worse than those of other types
of texts. This can be explained by the complexities of literary texts, where the sentences
are much longer and the size of the candidate antecedents list increases and can reach
up to 20 candidates. The failed resolutions in literary texts can be explained too, by the
presence of a candidate whose identification requires the use of a pragmatic level, ie
deduced from the comprehension of the general context of the text. Like in the example

Table 3. Evaluation of the proposed methods

Texts methods Technical manuals texts Journalistic texts Literary texts

Q-learning 72.73% 77.21% 65.43%
Word2Vec 68.53% 75.50% 60.11%
Combination 80.82% 79.77% 66.49%

Fig. 3. Results of the combination approach for two aggregation methods
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(6), the pronoun امه refers to the two distant names سرعنبا et يبصلا . Also, by studying
this low precision rate, we noticed that a lot of errors came from a reference to proper
names. Several pronouns refer to proper names, not all of them are recognized by the
pre-trained model AraVec 3.0. By eliminating the resolution of pronouns that refer to a
proper name, we could have better results for literary texts. Without considering proper
name cases, the Q-learning, the Word2Vec and the combination methods give
respectively a precision rate equals to 71.93%, 66.08% and 73.10%, that’s why we
intend to improve the reference to proper name in the future.

(6) هدنعنجادسرعنباريغهنبادنعهفلخينمدجيملويبصلادنعكسانلاهكرتفتيبلاامهيلعقلغأو
(and he did not find anyone to keep his son except the weasel who lives with him, he
left it with the boy and he closed the house on them).

6.3 Comparison to Arabic Works

As mentioned before, several works have treated the pronominal anaphora resolution in
the English language but very few researchers were interested in the Arabic. To have a
meaningful comparison, we compared our approach to similar work for Arabic lan-
guage. To our knowledge the previous Arabic works are: Mitkov et al. [9], Elghamry
et al. [11], Abolohom and Omar [20], Hammami [21]. Mitkov et al. [9] proposed a
rule-based method. The tests are made on 63 examples of a technical manuals. Their
evaluation reached a rate of success equal to 95.2%. The work of Elghamry [11]
presented a statistical dynamic algorithm based on “bootstrapping”. The evaluation
used a corpus including web documents and reached 78% precision. Abolohom et al.
[20] proposed a hybrid approach that combines rule-based method and the K-NN
supervised learning method. They tested their approach using a corpus extracted from
the Holy Quran. They obtained a rate of precision equal to 71.7%. Hammami [21] used
a rule-based learner method (RIPPER). It reached 69.2% precision on manual technical
texts containing 419 pronouns. Compared to those works, our approach gives
encouraging results since it was tested for different types of texts.

7 Conclusion

This article presents a new hybrid method combining Q-learning and Word2Vec for the
resolution of pronominal anaphors in Arabic texts. The Q-learning method exploits a
set of syntactic criteria. It looks for the optimal combination of criteria with the highest
reward values. This combination of criteria is used to evaluate the possible antecedents
and calculate their scores. The output of the Q-learning method is an ordered list of
antecedents. The Word2Vec based method uses the pre-trained model AraVec 3.0. It
exploits the word vectors of this model and calculates the semantic similarity between
the antecedent and the pronoun context. The output of the Word2vec method is, also,
another ordered list of antecedents. The combination of the two methods exploits the
votes of each ordered list and uses a rank aggregation method to select the best
antecedent.
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As future work, we aim to expand our corpus and perform more experiments. We
also plan to improve the semantic representation of words and apply other word
embedding models. Finally, we suggest to test our methods for other languages.
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Abstract. In this paper we investigate the use of Deep Learning (DL)
methods for Dialectal Arabic Sentiment Analysis. We propose a DL
model that combines long-short term memory (LSTM) with convolu-
tional neural networks (CNN). The proposed model performs better
than the two baselines. More specifically, the model achieves an accu-
racy between 81% and 93% for binary classification and 66% to 76%
accuracy for three-way classification. The model is currently the state
of the art in applying DL methods to Sentiment Analysis in dialectal
Arabic.

Keywords: Sentiment Analysis · Arabic dialects · Deep Learning ·
LSTM · CNN

1 Introduction

With the emergence of social media, large amounts of valuable data become
available online and easy to access. Social media users discuss everything they
care about through blog posts or tweets, share their opinions and show inter-
est freely; while they do not actually do it in person. We read about political
debates, social problems, questions about a particular product, etc. Companies
also use social networks to promote their products and services, and explore peo-
ple’s opinions to improve their products and services, thereby generating a huge
amount of data. In this context, the need for an analytical tool that can process
the users data and classify them in terms of sentiment polarities is increased and
become a necessity.

Sentiment analysis (SA) or Opinion Mining (OM) is the task of determining
and detecting the polarity/opinion in a given piece of text and classifying it
into positive, negative or neutral and in some fine grained cases also a mixed
class. English and other European languages have been explored in the majority
SA tools and research; recent efforts extend the focus to other low-resources
languages such as Arabic and dialectal Arabic.
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Arabic is one of the five most spoken languages in the world, spoken by
more than 422 million native speakers1. The situation in Arabic is a classic
case of diglossia, whereby the written formal language differs substantially from
the spoken vernacular [1,2]. Modern standard Arabic (MSA) is heavily based
on Classical Arabic and constitutes the official written language used in gov-
ernment affairs, news, broadcast media, books and education. MSA acts as the
lingua franca amongst Arabic native speakers [3]. However, the spoken language
(collectively referred to as Dialectal Arabic) widely varies across the Arab world.
Moreover, there is neither standard written orthography nor formal grammar for
these dialects.

To predict the sentiment of an Arabic piece of text, the majority of the
works rely on Machine Learning (ML) algorithms like Linear Support Vec-
tor Classification (LinearSVC), Multinomial Naive Bayes (MNB) and others
[4–9]. Even though these classifiers are very easy to implement and achieve good
results, they require a lot of feature engineering before applying the data to the
classifiers. Therefore, work in Arabic sentiment analysis still depends heavily on
the morphological and syntactic aspects of the language, such as POS tagging,
word stemming, the sentiment lexicons and other hand-crafted features. It was
in these areas that there have been several improvements in detecting sentiment.

After the remarkable improvement brought about by Deep Learning (DL)
over the traditional ML approaches, researchers tend to investigate and explore
the performance of the deep neural networks in analysing different kinds of
Arabic texts and extract features for some NLP tasks such as: Language Identi-
fication, Text Summarising, Sentiment Analysis and so on [10–12].

In this paper we introduce a deep neural network which combines
Bi-directional Long-Short Term Memory Networks (Bi-LSTM) with Convolu-
tional Neural Networks (CNN) to predict the polarity of a text and classify it
as either having positive or negative polarity. We exploit some available Arabic
sentiment datasets: LABR [13], ASTD [14] and Shami-Senti [15] with different
sizes and different dialects. Our system outperforms the state-of-the-art deep
learning models for particular datasets like ASTD [16] with improvements on
smaller datasets.

The paper is organised as follows: Sect. 2 gives a brief review of existing
work that uses deep learning for Arabic Sentiment Analysis. In Sect. 3 we briefly
discuss the deep learning architectures and we experiment two baselines: a simple
LSTM model and the Kaggle model which uses a combination of LSTM and
CNN layers, In Sect. 4, we propose our model and show that it outperforms
both baselines, and achieves state-of-the-art results for DL models. Finally, In
Sect. 5 we conclude and discuss directions for future work.

1 http://www.unesco.org/new/en/unesco/events/prizes-and-celebrations/
celebrations/international-days/world-arabic-language-day-2013/.

http://www.unesco.org/new/en/unesco/events/prizes-and-celebrations/celebrations/international-days/world-arabic-language-day-2013/
http://www.unesco.org/new/en/unesco/events/prizes-and-celebrations/celebrations/international-days/world-arabic-language-day-2013/
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2 Related Work

Sentiment Analysis is usually considered a supervised classification task, where
the texts are classified into two or more sentiments classes by providing a dataset
with the text and the sentiment label. The common approach in SA is the use
of ML through language modelling and feature engineering.

Most of the SA techniques in Arabic use words and character n-gram features
with different representation settings and different classifiers [13,17–19]. In some
cases, ensemble classifiers are used [20,21]. Moreover, sentiment lexicons are
additional and valuable sources of features that have been used to enrich features
for SA [22–25].

In [26], the authors introduce a subjectivity and sentiment analysis system
for Arabic tweets by extracting different sets of features such as the form of the
words (Stem, Lemma), POS tagging, the presence of the sentiment adjective and
the Arabic form of the tweet (MSA or DA), in addition to other Twitter-specific
features such as the userID (person, organization) and the gender of the user. In
[8] a language model is built and different machine learning classifiers are used
to handle tweets in MSA and Jordanian.

An early deep learning framework for Sentiment Analysis for Arabic is pro-
posed in [27]. The authors explore several network architectures based on Deep
Belief networks, Deep Auto Encoder and the Recursive Auto Encoder. The
authors there do not mention the range of labels of the polarity classification.
They use The Linguistic Data Consortium Arabic Tree Bank (LDC ATB) dataset
and show that the model outperforms the state of the art models on the same
dataset by around 9% in terms of F-score. They get an accuracy of 74.5%.

Baly et al. [28] build a deep learning model to detect the polarities of tweets
in a 5-scale classification that ranges from very negative to very positive. They
retrieve tweets from 12 Arab countries in 4 regions (the Arab Gulf, the Lev-
ant, Egypt and North Africa). They collect 470 K tweets. Their deep learning
model consists of an embedding layer followed by an LSTM layer. Pre-trained
word embeddings are applied using the skip-gram model from Word2Vec. The
authors investigate the performance of their model on different morphological
forms (lemma and stem). They achieve an accuracy of 70% for the Egyptian
tweets and lemma embeddings while for UAE tweets they get 63.7% accuracy.

Soumeur et al. [29] investigate the Sentiment Analysis in the Algerian users’
comments on various Facebook brand pages of companies in Algeria. They collect
100 K comments written in Algerian, but they only annotate 25 K comments as
positive, negative or neutral. They apply a CNN as a feature extractor and
transformation network. Their model consists of three type of layers, three CNN
layers each with 50 filters and 3 kernel size, followed by pooling layers and the
fully connected layers to predict the sentiment of the comment. Their model
achieves an 89.5% accuracy.

SEDAT, a sentiment and emotion analyser model, was built in [30] using
Arabic tweets. Word and document embeddings in addition to a set of semantic
features are used. All the extracted features into CNN-LSTM networks followed
by a fully connected layer are applied. The data has been obtained from the
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public datasets for SemEval2018 (Task 1: Affect in Tweets), which has a size of
nearly 7 K tweets. The authors further calculate Spearman’s correlation coeffi-
cient over the baseline models which they outperform with 0.01–0.02 points of
difference.

Recently, an ensemble deep learning model was proposed in [16]. There, the
authors combine CNN and LSTM models to predict the sentiment of Arabic
tweets exploiting Arabic Sentiment Tweets Dataset (ASTD). The model out-
performs the state-of-the-art deep learning models F1-score of 53.6%, as they
achieve an accuracy of 65% and an F1-score of 64.46%.

3 Deep Learning Baselines for Sentiment Analysis

In this section we present two baseline DL systems for dialectal sentiment anal-
ysis. But first, we will talk about the word representation and Deep learning
network architectures briefly, in the following subsections.

3.1 Word Representation

Although word embedding vectors are easy to train, there are many pre-trained
word vectors that were trained on a large amount of textual data. In this work
we use Aravec, which is Arabic pre-trained word embeddings [31]. The Aravec
are pre-trained using large data from multiple source like Twitter and Wikipedia
and implemented by Word2Vec [32]. Each sample/sentence is replaced by a 2D
vector representation of dimension n × d, where n is the number of words in
the sentence and d is the length of the embedding vector. After many trials we
decided to apply the Aravec-CBOW model of dimension d = 300.

3.2 LSTM Network

The traditional Continuous Bag of Word model (CBOW) allows to encode arbi-
trary length of sequence inputs as fixed-size vectors, but this disregards the
order of the features in the sequence [32]. In contrast, Recurrent Neural networks
(RNN) represent arbitrary-sized sequences in a fixed-size vector as CBOW, while
they pay attention to the structure of the input sequence. Special RNNs with
gated architecture such as LSTMs have proven very powerful in capturing sta-
tistical regularities in sequential inputs [33].

LSTM is the first network that introduces the gating mechanism and is
designed to capture the long-distance dependencies and solve the problem of
vanishing gradients [34]. While the LSTM is a feed-forward network that reads
the sequence from left to right, the Bidirectional LSTM (Bi-LSTM) connects two
layers from opposite directions (forward and backward) over the same output.
The output layer receives information from both the preceding sequence (back-
wards) and following sequence (forward) states simultaneously. It is thus very
useful when the context of the input is needed, for example when the negation
term appears after a positive term [35].
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3.3 Convolutional Neural Networks

Convolutional Neural Networks (CNN) are feature extractor networks that are
able to detect indicative local predictors in a large structure [36]. They are
designed to combine these predictors to produce a fixed sized vector represen-
tation that captures and extracts the most informative local aspects for the
prediction task.

For text classification, we use a 1D-CNN, a well known CNN architecture for
dealing with sequences. It uses a convolution layer with a window size k that
is able to identify the indicative k-grams in the input text, and then act as an
n-gram detector [33]. Every CNN applies a nonlinear function called a filter,
which transforms a window of size k into scalar values. After applying a multi-
filter, the CNN produces m vectors, where each vector corresponds to a filter.
Thus, a pooling task is required to combine all of the m vectors into a single m
dimension vector. Generally, CNNs focus more on the informative features and
disregard their locations in the input text [35,37].

3.4 Datasets

We use the following corpora in our experiments (the characteristics of these
corpora are presented in Table 1):

– LABR [13]: it is one of the largest SA datasets to date for Arabic. The data
are extracted from a book review website and consist of over 63 k book reviews
written mostly in MSA with some dialectal phrases. We use the binary bal-
anced and unbalanced subsets of LABR, in addition to the three-way classifi-
cation subsets. In LABR, user ratings are used in order to classify sentences.
Ratings of 4 and 5 stars are taken by the authors as positive, ratings of 1
and 2 stars are taken as negative and 3 star ratings are taken as neutral. In
the binary classification case, 3 star ratings are removed, keeping only the
positive and negative labels.

– ASTD [14]: it is an Arabic SA corpus collected from Twitter and focusing
on the Egyptian dialect. It consists of approximately 10 k tweets which are
classified as objective, subjective positive, subjective negative, and subjective
mixed.

– Shami-Senti [15]: a Levantine SA corpus. It contains approximately 2 k posts
from social media sites in general topics, classified as Positive, Negative and
Neutral from the four main countries where Levantine is spoken: Palestine,
Syria, Lebanon and Jordan.

Data Preparation. We apply the following pre-processing steps on all corpora:

1. Remove special characters, punctuation marks and all diacritics;
2. Remove all digits including dates;
3. Remove all repeated characters and keep only two repeated characters, using

the algorithm from [15];
4. Remove any non-Arabic characters.
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Table 1. The number of instances per category in the corpora used in our experiments

Corpus NEG POS Neutral

Shami-Senti 935 1,064 243

LABR 3 balanced 6,580 6,578 6,580

LABR 2 balanced 6,578 6,580

LABR 2 Un-Balanced 8,222 42,832

ASTD 1,496 665 738

We replace every instance sentence with its corresponding word embedding
vector from a pre-trained AraVec model [31]. In case of words that occur in
the text but do not have an embedding in the pre-trained model, we look for
the most similar words, and use them in order to get the corresponding word
embeddings vector. More specifically, we look that the distance between the
input word and the word in the Aravec model does not exceed two characters
either from the beginning or the end of the word. The maximum length of every
sentence is fixed to 70 words, thus we apply post-padding with zeros to ensure
that all input sentences have the same length.

3.5 LSTM Baseline

This section describes our LSTM baseline. The Keras library has been used for
the implementation of all experiments [38]. After many trials we used the Keras
checkpoint function to save the best weight model. The checkpoint function
automatically stops training when the validation loss starts increasing. After
several experiments we decide to use the Adam optimiser with categorical cross
entropy loss function for the multi-classification task, and RMSprop2 for binary
classification. The parameters we used in the baseline model are selected after
running a number of experiments playing around with the different parameters
as shown in Table 2. After many experiments, the parameters that lead to the
best result for the baseline are highlighted in bold in the Table 2.

The first experiment we conduct uses a simple LSTM network which consists
of an Embedding Layer with pre-trained word embedding followed by two LSTM
layer with 128 and 64 output units respectively, followed by a fully connected
Relu activation layer with 100 output units and a 0.5 dropout layer. Finally, a
dense Sigmoid layer to predict the labels is used.

Table 3 shows the results for various LSTM-BiLSTM models with different
combinations. The LSTM → LSTM experiment is the baseline model described
above, while in the BiLSTM → LSTM experiment, we change the first layer
with a BiLSTM layer. Finally, we try both BiLSTM on the data (BiLSTM →
BiLSTM). The model seems to be overfitting the data with the accuracy being
very low (less than the 50%). When we apply the baseline model (LSTM →
LSTM) on ASTD and ShamiSenti corpora we get a 53% accuracy for both.
2 https://keras.io/optimizers/.

https://keras.io/optimizers/
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Table 2. General parameters of deep learning models

Parameter Value

Dataset split 80% train, 10% development, 10% test

Max number of features [7K, 10K, 15K, 25 K, 40K]

Embedding size [100, 300]

Embedding model CBOW, Skip-gram

Embedding trainable True, False

Max sample length [50, 70, 100]

Filter [23, 64, 128]

Kernel size [1, 2, 3, 4, 5, 6]

Pool size [1, 2, 3, 4, 5]

Batch size [32, 50, 100, 128, 256]

Max epoch 10, 50, 100, 1000

Dropout 0.2, 0.5, 0.7

Optimiser Adam, RMSprop, SGD

Activation function Softmax, Sigmoid, Relu

LABR split (train/validation/test) [70, 10, 20]

ASTD and Shami-Senti split (train/validation/test) [80, 10, 10]

Table 3. Accuracy of networks with two sequential LSTM/BiLSTM layers for three-
way classification

Dataset Experiment name Accuracy

LABR 3 LSTM → LSTM (baseline model) 41.9%

LABR 3 BiLSTM → LSTM 42.3%

LABR 3 BiLSTM → BiLSTM 40.6%

ASTD LSTM → LSTM 53%

Shami-Senti LSTM → LSTM 53%

Given the low accuracy on the three class task, we investigate the task of
binary sentiment classification using BiLSTM → LSTM model from the second
experiment on all of datasets (LABR, ASTD, Shami-Senti) as it produces the
highest accuracy among all the previous experiments. In the binary task, we
employ RMSprop as an optimiser with binary cross entropy loss function. Table 4
shows the results.

Table 4. Accuracy of the BiLSTM → LSTM model with binary classification task on
our corpora

Corpus Test

LABR 2 balanced 55.34%

LABR 2 un-balanced 81%

ASTD 68.5%

Shami-Senti 54.5 %
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The system achieves an unexpected result on the ASTD and LABR 2 unbal-
anced datasets of 68.5% and 81% accuracy respectively. Table 5 shows the con-
fusion matrix for both of these datasets. Since in the ASTD corpus the negative
samples are approximately two-thirds the positive ones, the model tends to pre-
dict the negative class as an output label more often than the positive label.
Similarly, in the LABR 2 unbalanced the model is biased towards the majority
class, i.e. the positive class.

Table 5. Confusion matrix for the BiLSTM → LSTM model for ASTD and LABR 2
unbalanced corpora.

ASTD corpus LABR 2 unbalanced
Predicted Predicted

Positive Negative Positive Negative

Actual
Positive 11 45

Actual
Positive 8036 505

Negative 23 136 Negative 1555 114

3.6 Kaggle Baseline

As a next step, we implement the winner model from the Kaggle sentiment anal-
ysis competition which was build for English sentiment analysis and has achieved
an accuracy of 96%.3 They used the Amazon Fine Food Reviews dataset, which
includes 568,454 reviews, each review has a score from 1 to 5. The model is
illustrated in Fig. 1 and consists of a CNN layer with max pooling of size 2 and
a dropout layer to exclude some features, followed by one LSTM layer, and at
the end, a fully connected layer to predict one output class among 3 sentiment
classes (Positive, Negative and Neutral).

Fig. 1. Kaggle winner model

We train the model using LABR, ASTD and Shami-Senti and apply both
three-way and binary classification. The results are shown in Table 6. We get a
high accuracy for the LABR 2 unbalanced corpus and the ASTD corpus, 80.6%
and 70.7% respectively. Taking a look at the confusion matrix in Table 7, we
see that the model does not learn well. Being biased towards the majority class
every time, it is clear that the model is over-fitting the training data.

3 https://www.kaggle.com/monsterspy/conv-lstm-sentiment-analysis-keras-acc-0-96.

https://www.kaggle.com/monsterspy/conv-lstm-sentiment-analysis-keras-acc-0-96


116 K. Abu Kwaik et al.

Table 6. Accuracy of the Kaggle model on three-way and binary sentiment classifica-
tion

Corpus Three-way classification Binary classification

Shami-Senti 49% 52.3%

LABR 2 unbalanced 80.6%

LABR 2 balanced 53.1%

LABR 3 60%

ASTD 59.3% 70.7%

Table 7. Confusion matrix for the Kaggle model on the ASTD and LABR 2 unbalanced
corpora.

ASTD corpus LABR 2 unbalanced
Predicted Predicted

Positive Negative Positive Negative

Actual
Positive 5 51

Actual
Positive 8153 387

Negative 12 147 Negative 1591 78

4 Our Model

In the previous section we have seen that using a combination of LSTM with
a CNN enhances the accuracy of the model. Given these results, we propose a
more sophisticated model than the one used in the Kaggle experiments that uses
several CNN layers employing different filters and kernels to extract as many fea-
tures as possible. In addition, we use a BiLSTM to extract the features from both
directions and keep track of their effects. In contrast to the Kaggle model, in our
model the BiLSTM precedes the CNN layers. We assumed that this configura-
tion would provide a more informative representation of the sequential structure
of sentences. The results, we get as shown in Table 8, seem to justify this assump-
tion as our model performs better than Kaggle in all datasets. Figure 2 shows the
best performing configuration which consists of an Embedding layer initialised
with pre-trained word embedding vectors of size 300 and a max features of 15K,
followed by two BiLSTM layers of 128 and 64 output units respectively and 0.5
dropout. The second BiLSTM layer is fed into parallel CNN layers with 5 region
sizes (kernels) [2, 3, 4, 5, 6] and 3 filters [32, 64, 128] where we employ Keras
functional API to build them. Each CNN layer is followed by Global MaxPooling
layer. At the end of the CNN network we have a concatenated layer to merger all
the outputs into one dimensions vector. This vector feeds into a fully connected
Relu layer with 10 output units. Finally, Sigmoid layer with 3 output units for
three-way classification and one binary unit for binary classification is used.

Our model achieves high accuracy results for binary sentiment classification
in LABR, ASTD and Shami-Senti. The LABR 2 unbalanced dataset again has
a high accuracy of 80.2%, when we look to the confusion matrix it is nearly the
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Table 8. Accuracy of the proposed model In addition to the comparing results from
the two baselines on the three-way and binary sentiment classification

Corpus Three-way classification Binary classification

Our model Kaggle LSTM Our model Kaggle LSTM

Shami-Senti 76.4% 49% 53% 93.5% 25.3% 54.5%

LABR 2 unbalanced 80.2% 80.6% 55.34%

LABR 2 balanced 81.14% 53.1% 81%

LABR 3 66.42% 60% 41.9%

ASTD 68.62% 59.3% 53% 85.58% 70.7% 68.5%

Fig. 2. Final model with BiLSTM and CNN networks
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same like the one that has shown in Table 7. It is very clear that the LABR
2 unbalanced dataset does not learn well due to the data imbalance problem,
which misleads the performance of the DL network although it has a reasonable
size of training data.

Table 9 shows the confusion matrix for the three corpora. Even though the
multi-classification results are not very high, our model outperforms the state-
of-the-art deep learning models for some corpora like ASTD, where they achieve
accuracy of 65% and F-score 64.5% [16]. In our proposed model we get an accu-
racy of 68.62% and an F-score equal to 69%. Both LABR 3 and ASTD are still
suffering from the inaccurate annotation for the third neutral class. They assign
the 3 star rating to neutral sentiment which complicates things, given that a
3 star rating might be quite positive or quite negative depending on a num-
ber of contextual parameters. This problem makes it hard to achieve very high
accuracy when building a multi classification system using these corpora.

Table 9. Confusion matrix for the proposed model in the ASTD, Shami-Senti and the
LABR 2 balanced corpora.

ASTD corpus Shami-Senti LABR2 Balanced
Predicted Predicted Predicted
Pos Neg Pos Neg Pos Neg

Actual
Pos 46 18

Actual
Pos 94 4

Actual
Pos 561 80

Neg 13 138 Neg 9 93 Neg 168 506

5 Conclusion and Future Work

In this paper we have investigated the use of Deep Learning architectures for
dialectal SA. We first started by experimenting with a simple LSTM architecture
on three dialectal SA datasets with poor results. We then took an off-the-shelf
SA model that uses a combination of an LSTM and a CNN, i.e. Kaggle, and
observed a better performance. Finally, we proposed our own model, which is a
more elaborate BiLSTM → CNN with more convolutional layers, and obtained
state-of-the-art results on the datasets that DL approaches have been previously
applied to (i.e. the ASTD). In general, the results are promising but there is
definitely room for improvement, especially on the threeway classification task.

One of the things that we would like to try in the future is the use of word
embeddings specifically trained for the SA task, as well as even more complex DL
architectures, for example those that use an attention mechanism. Another thing
we want to do is to increase ShamiSenti’s size, so that it is size-wise comparable
to LABR3. It will then be possible to check whether the quality of the data will
help the model obtain better accuracy scores, and furthermore check the effect
of data size on the model’s performance.
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Abstract. With the increasing use of social networks and the multilingualism
that characterizes the Internet in general and the social media in particular, an
increasing number of recent research works on Sentiment Analysis and Opinion
Mining are tackling the analysis of informal textual content, which includes
language alternation, known as code-switching. To date, very little work has
addressed in particular, the analysis social media of the Tunisian dialect, which
is characterized both by a frequent occurring of code-switching and by a double
script (Arabic and Latin) when written on the social media. Our study aims to
explore and compare various classification models based on RNNs (Recurrent
Neural Networks), precisely on LSTM (Long Short-Term Memory) neural
networks.

Keywords: Sentiment analysis � Code-switching � Tunisian dialect � Social
media � Deep learning � RNN � LSTM � Bi-LSTM � Deep-LSTM

1 Introduction

Code-switching (CS) is the alternation of at least two linguistic codes in a single
conversation. It is defined in [1] as «the mixing, by bilinguals (or multilinguals), of two
or more languages in discourse, often with no change of interlocutor or topic.». CS
may occur at any level of linguistic structure such as a clause, a single sentence, a
constituent or even a word.

This phenomenon is very common on social networks, blogs and forums, especially
within multilingual communities. In terms of NLP tasks, code-switching data reveals a
number of problems requiring dedicated tools handling the mixed data specificities [2].
In particular, when it comes to sentiment analysis within this kind of textual content,
emotions and opinions can be expressed in several different ways in different lan-
guages, which can complicate the automatic sentiment detection and opinion mining
tasks [3].

In this work, we focus on sentiment analysis (SA) in Tunisian dialect textual
productions that are generated on the social media and which are characterized by a
very frequent use of code-switching. The automatic processing of the Tunisian dialect
on social networks is a challenging task and is still in its infancy, especially when
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considering the very low availability of linguistic resources and dedicated NLP tools,
despite the growing interest it arouses among many researchers in the last few years [4].

The Tunisian dialect (TD), known as the “Darija” or “Tounsi”, the TD is a variant
of the Arabic language, quite different from the MSA, because it derives from different
substrates and a mixture of several languages: Punic, Berber, Arabic, Turkish, French,
Spanish and Italian [4]. When used on the social media, TD is characterized by an
unformal writing style, enclosing emoticons, elongated specific words and a simplified
syntax with misspellings. In addition, Tunisian social media users produce a content
using a mixture of many languages (French, English, standard Arabic and Tunisian
dialect) and they are able to easily switch between them. TD can be written using the
Arabic or the Latin script with the use of numeric digits replacing some Arabic letters.
The phenomenon of code-switching is mainly a result of multilingualism. In Tunisia,
CS is frequent and represents a feature of the local way of speech. In text, CS generally
occurs between MSA and TD when it is written in Arabic script and between
French/English and TD when it is written with Latin alphabet. Furthermore, some texts
(especially in the social media and advertising spots) mix both Arabic and Latin scripts.

Till today, very little work has been done on TD sentiment analysis. Moreover, CS
and multiscript writing phenomenon have not always been taken into account in pre-
vious works on TD SA. As for the adopted approaches, they were mainly based on
classical machine learning classifiers.

In this work, we propose an approach based on deep learning techniques for the SA
of code-switched TD data, collected from the social media. Given the lack of available
NLP tools for the TD, we propose as a first exploratory study of this problem, to
evaluate the performance of a sentiment classification (Positive/Negative), based on
Recurrent Neural Networks (RNNs) and word embeddings, and using the freely
available corpus TSAC1 (Tunisian Sentient Analysis Corpus) [5]. TSAC includes a set
of opinions extracted from social networks, written in both Latin and Arabic scripts and
containing code switching. This will allow us to compare our results with those
obtained by Mdhaffar et al. [5] who have experienced Naïve Base (NB), Support
Vector Machine (SVM) and Multi-Layer Perceptron (MLP) classifiers using TSAC
corpus. For our part, we propose to experiment and compare the classifiers LSTM, bi-
LSTM, deep-LSTM and deep-bi-LSTM, which, to our knowledge, have not yet been
explored in the case of Tunisian Dialect SA.

The next section of this paper is dedicated to a brief review of previous work
carried out on the SA of code-switched texts and a review of work on the Tunisian
dialect SA. In Sect. 3, we present our approach for classifying code-switched Tunisian
dialect comments. We present in particular, the principle of each proposed classifier.
The experiments and results obtained are presented in Sect. 4 and Sect. 5 is dedicated
to the conclusion and future perspectives.

1 TSAC Corpus is available at: https://github.com/fbougares/TSAC.

Sentiment Analysis of Code-Switched Tunisian Dialect 123

https://github.com/fbougares/TSAC


2 Related Work

This section presents a brief literature review on SA in code switched text. It then,
focuses on a comprehensive review of works related to SA of Tunisian dialect textual
content, in order to study how the code-switching phenomena, widely present in
dialectical writings, have been treated so far.

2.1 Code-Switched Text SA

Several works have tackled SA in code-switched data using a variety of approaches.
Mataoui et al. [6] proposed a lexicon-based SA approach for the Algerian Vernacular
Arabic. They used three lexicons: Keywords lexicon, negation words lexicon and
intensification word Lexicon. Their process is divided into four models: common
phrases similarity computation module, pre-processing module, language detection &
stemming module, and Polarity computation module. The experimental results showed
that their system obtains an accuracy of 79.13%.

Other works have adopted a machine learning-based approach, such as Vilares
et al. [7] who compared in their study, different machine learning algorithms to perform
multilingual polarity classification in three different environments. Their goal was to
compare the performance of supervised models. They trained all their classifiers using a
L2 regularized logistic regression. They proposed an English monolingual model, a
Spanish monolingual model (using language identification tools), and a multilingual
model trained on a mixed dataset that does not need any language recognition step. The
latter seems to outperform the monolingual models. In this category of approaches that
are based on machine learning methods, we can also cite Barman et al. [8], Supraja and
Rao [9], and Vilares et al. [10].

Sentiment analysis of code-switched text has also been tackled using deep learning
approaches. Indeed, Wang et al. [3] collected at first their dataset based on Chinese and
English mixed code-switching text from Chinese social media. They then explored the
challenges of emotions in code-switching text, more precisely, the monolingual and
bilingual information in each post. They worked on capturing the informative words
from the code-switching context. They dealt with these challenges by proposing a
Bilingual Attention Network model to integrate the attention vectors in order to predict
the emotion. They first used an LSTM network to build a document representation for
each post. Secondly, the document representation is projected into three vectors by
collecting the representation of informative words from monolingual and bilingual
context. And thirdly a full-connected layer is used to integrate the three attention
vectors, and predict the emotion using the Softmax function. Joshi et al. [11], worked
on a Hindi-English code-mixed annotated dataset for sentiment analysis, extracted from
Facebook popular pages in India. They introduced how to learn sub-word level rep-
resentations in LSTM (Subword-LSTM) deep neural network architecture instead of
word-level and character-level representations. Their Subword-LSTM system using
character embeddings as a first layer provides a higher F-score than Char-LSTM and
captures more sentiments in Code Mixed and other varieties of noisy data from the
social media.
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Moreover, it should be noted that, some research works have used both machine
learning and deep learning methods. Baly et al. [12], for example used as a corpus, the
Arabic Sentiment Twitter Data (ASTD) [13]. They explored the performance of the
feature engineering approach using SVM with Word n-grams and Character n-grams
and a deep learning approach using Recursive Neural Tensor Network (RNTN) with
the sentiment treebank, on Arabic Twitter. The results showed that the RNTN achieves
best performance, and confirms the advantage of recursive deep learning, over models
that apply feature engineering.

2.2 Tunisian Dialect SA

Ameur et al. [14] highlighted the social network influence on the events of the Tunisian
revolution and focused on their work on emotion analysis of Tunisian Facebook pages.
They collected comments from Facebook pages in order to analyze sentiments written
in Tunisian dialect, and proposed a method for dynamic emotional dictionaries con-
struction based on the use of a language identification tool and the use of emotion
symbols (emoticons) as indicators of sentiment polarity, without using external lin-
guistic resources and they considered nine classes: surprised, satisfied, happy, gleeful,
romantic, disappointed, sad, angry and disgusted.

Sayadi et al. [15] used a manually annotated dataset extracted from Twitter and
compared five different classifiers: Naive Bayes (NB), Support Vector Machines
(SVM), k-Nearest Neighbor (NN), Decision Trees (DT) and Random Forest (RF) using
the information Gain feature selection method applied to Sentiment Analysis. They
tested the trained classifiers on their dataset composed of Tunisian Dialect and Modern
Standard Arabic. The dataset was a collection of 10 k tweets written in Arabic letters.
SVM classifiers trained with 1-gram, 2-grams and 3-grams as features, gave the best
results.

Mdhaffar et al. [5] proposed a freely available and annotated Tunisian Dialect
corpus of 17 k comments, extracted from Facebook, called TSAC (Tunisian Sentiment
Analysis Corpus). They focused on SA of the Tunisian dialect applying Machine
Learning techniques to determine the polarity of comments, such as Support Vector
Machines (SVM), Naive Bayes (NB), and Multi-Layer Perceptron (MLP). They trained
the Tunisian dialect SA system and obtained an accuracy of 77% with SVM, 78% with
MLP and 58% with NB.

For their part, Mulki et al. [16] have proposed to study the impact of several
preprocessing techniques on TD SA. They experimented two SA models: a supervised
machine learning based model (SVM and NB) and a lexicon-based model. They
showed the importance of the stemming, emoji and negation tagging preprocessing
tasks for the TD SA. They also showed that adding name entities tagging to these tasks
leads to best results.

2.3 Discussion

From this brief state of the art, we can notice that several approaches have been
proposed to deal with the sentiment analysis of code-switched text, ranging from
linguistic approaches, machine learning, deep learning and hybrid approaches. It seems
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that approaches integrating deep learning methods are leading to the best performance.
We can also deduct that, the preferred approach in several studies, which seems to be
the most effective, is that which considers the multilingual text in its entirety, without
going through language detection and the use of monolingual classifier for each lan-
guage detected in the text.

As for the Tunisian Dialect SA which is our goal in this work, we can notice that
there is very little literature that addresses this problem. Among the four surveyed
works, three of them (Mdhaffar et al. [5], Sayadi et al. [15] and Mulki et al. [16]) have
had as objective, to classify TD comments by sentiment. We however notice, that only,
Mdhaffar et al. [5] and Mulki et al. [16] considered a code-switched corpus enclosing
both Arabic and Latin scripts, while Sayadi et al. [15] have only dealt with the Arabic
script, and haven’t considered the Latin script which is massively used in the TD
writings nor the phenomena of code-switching which is also very frequent on the social
media. As for the adopted approaches, we can see that deep learning-based methods
have been practically not explored with this language and TD SA has been approached,
mainly by experiencing classical machine learning classifiers. For this reason, we
propose in this work to study and evaluate some deep learning techniques applied to
the sentiment analysis of code-switched Tunisian dialect textual productions. We focus
in particular on using LSTM-based RNNs.

3 Proposed Approach

Based on the study of various works of the literature addressing the SA of code
switched text in different languages, and which have shown the effectiveness of
approaches considering a multilingual classification of this kind of texts over those
using several monolingual classifiers and requiring language detection, we propose to
experiment this type of approach on TD. For this purpose, we propose to implement
and evaluate some deep learning techniques that have not yet been explored in the
context of TD SA. Our approach is based on RNNs (Recurrent Neural Networks) and
more precisely on LSTM [17] networks.

Indeed, and as explained in [18], RNNs are considered to be more suitable for the
SA task than CNNs (Convolutional Neural Networks), since they consider the
sequential aspect of an input, where the words order is important and since they are
able to treat inputs having variable lengths. Considering the remarkable results
achieved in various classification tasks using LSTM networks, which are enhanced
variants of RNNs [18], we propose to explore a set of models, based on variants of
LSTM networks for the TD SA. The global architecture of the proposed models is
presented in Fig. 1:
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In this architecture, each extracted review is mapped into vectors of real numbers, a
very well-known technique when working with text called word embedding [19, 20]. In
this technique, words are encoded as real-valued vectors in a high dimensional space,
such as the similarity between the words in terms of close meaning, translates to
closeness in the vector space. In our case, we used the Keras2 Embedding Layer that is
learned jointly within our examined LSTM models. Each word is taken as one input in
a sequence. The first layer is initialized randomly, and the word embeddings are learned
jointly on 13,655 reviews from the TSAC corpus.

In this work, we propose to explore the following LSTM-based models:

• Long Short-Term Memory (LSTM). LSTM is a type of artificial RNN, which was
developed to address the issues of explosion and disappearance of gradients that can
be experienced during the training of traditional RNNs [18]. A common LSTM unit
consists of a cell, an input gate, an output gate and a forgetting gate. The cell stores
values over arbitrary time intervals and the three gates control the flow of infor-
mation into and out of the cell, controlling thus the information to forget or to pass
on to the next time step.

• Deep LSTM. Also called stacked LSTM [21], it is an expansion of the original
model that includes several hidden LSTM layers, each layer containing several
memory cells. A stacked LSTM architecture can be indeed, defined as an LSTM
model composed of several LSTM layers. An LSTM layer on the above provides a
sequence output instead of a single value output to the LSTM layer below. The
stacking of LSTM hidden layers allows the model to become deeper, by adding
levels of abstraction of input observations over time and aims to give a more
accurate description of the deep learning technique.

• Bi-LSTM (Bidirectional LSTM). A bidirectional LSTM consists of a forward
LSTM, considering the input from the beginning to the end and backward LSTM,
considering the input from the end to the beginning [18]. It interconnects two
separate hidden layers that operate in opposite directions to a single output, which
enables them to collect information from past and future states.

• Deep (Stacked) Bi-LSTM. This model is a combination of the two previous
models. It is based on stacking two Bi-LSTM layers.

Fig. 1. Global architecture of the proposed models

2 https://keras.io/layers/embeddings/.
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4 Experiments and Results

In this section we present the various performed experiments in order to evaluate the
proposed models and discuss the obtained results. We first, start by describing the
datasets we used in these experiments.

4.1 Used Datasets

For our experiments, we used the freely available annotated Tunisian dialect corpus,
proposed by Mdhaffar et al. [5] and called TSAC (Tunisian Sentiment Analysis Cor-
pus). TSAC is corpus of 17k comments that were extracted from Tunisian Facebook
pages, mainly from official pages of Tunisian radios and TV channels during the period
between January 2015 and June 2016. Extracted comments were cleaned and then
manually labeled according to their polarity, into positive and negative comments.
Some basic statistics describing the TSAC Corpus are given in Table 1.

As shown, in Table 1, TSAC contains a total number of 17,069 TD comments in
total of which, 8,854 are annotated as positive and 8,215 as negative comments. It
contains both comments transcribed in the Arabic script and comments transcribed in
the Latin script. Some comments mix the two scripts. As mentioned in [5], the collected
corpus is composed of informal and non-standard vocabulary enclosing elongated
words, abbreviations, emoticons, etc.

TSAC corpus was split into a training set and a test set as shown in Table 2.

We used the same datasets as in [5]; in order to be able to compare the performance
of our proposed models with those experimented in [5].

Table 1. Statistics of the TSAC corpus [5]

Positive Negative

#Total words 63,874 49,322
#Unique words 24,508 17,621
#Comments 8,854 8,215
Avg. Sentence length 7.22 6.00

Table 2. TSAC datasets

Data set #Total comments

Total corpus 17,069
Training Set 13,655
Testing Set 1,707
Validation Set 1,707
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4.2 Results and Discussion

All our experiments were performed using Keras3, the Python Deep Learning library.
The four proposed models were trained using the TSAC training set and tested using
the TSAC test set (see Table 2).

Table 3 shows the obtained results while recalling the performance achieved by
Mdhaffer et al. [5] models.

Let us first examine the evaluation results of the four proposed models which are
based on various variants of LSTMnetworks.We can clearly see that, in our case the deep
LSTM model leads to the best performance with 90% of correctly classified comments,
while the simple LSTM model was the least performant with an accuracy of 67%.

We can also notice that using a bi-directional LSTM slightly improves the clas-
sification compared to the simple LSTM model. It seems that the Bi-LSTM model
benefits only very little from exploring the preceding and following contexts in the case
of the handled informal, multi-script and code-switched Tunisian dialect corpus. On the
other hand, performance improved significantly with stacking layers within deep
models. Deep LSTM and Deep Bi-LSTM had led indeed, to the best results with 0.9
and 0.88 accuracy values.

As the bi-LSTM model improves the simple LSTM classification and the deep-
LSTM model significantly improves it, we were expecting the model combining layer
stacking and bidirectional LSTM (the deep bi-LSTM model) to lead to the best results,
but this was not the case since this model was outperformed by the deep LSTM model.
Here again, the deep model doesn’t seem to benefit from the double exploration of the
preceding and following contexts (bi-LSTM). Even though predictions of complex
deep neural networks are very difficult to interpret [22], we may explain this result by:

– The very particular nature of the handled data (composed of unformal vocabulary,
mixing different scripts and enclosing code-switching that may lead to rather
complex grammatical structures).

Table 3. Models’ Evaluation Results on TSAC corpus

Mdhaffar et al. models [5] Proposed modelsa

Model Accuracy Model Accuracy

SVM 0.77 LSTM 0.67
NB 0.58 Bi-LSTM 0.70
MLP 0.78 Deep LSTM 0.90

Deep Bi-LSTM 0.88
aThemodels’ parameters were tuned as follows: Epoch = 4
(all models); Batch size = 500 (LSTM model) and Batch
size = 100 (the other models).

3 https://keras.io/.
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– The relatively limited size of the used corpus. We believe indeed, that the efficiency
of the proposed models is likely to increase with a larger volume of training data.

When it comes to compare our results with those obtained by Mdhaffar et al. [5],
the best results (90%) are obtained using the deep LSTM model, significantly out-
performing the best results obtained by Mdhaffer et al. (78% and 77%, that were
achieved by the MLP and the SVM classifiers).

5 Conclusion and Perspectives

In this paper, we tackled the issue of sentiment analysis of Tunisian dialect textual
productions that are generated on social media. This type of data still presents number
of challenges, due to its unformal, multi-scripted and code-switched nature.

We consider our work as a preliminary study that aimed to explore some deep
learning techniques that were not yet applied to the case of the Tunisian dialect on the
social media. We proposed indeed to experiment with various variants of RNNs,
namely: LSTM, bi-LSTM, deep LSTM and deep Bi-LSTM. Our experiments per-
formed on TSAC datasets [5] showed that we can reach a high performance with an
accuracy of 90% using a deep (two-layer) LSTM model, outperforming the latest best
proposed models on TSAC datasets in Mdhaffer et al. [5].

Furthermore, we intend to expand this work and enhance it, by working on gen-
erating a larger volume of annotated data on the one hand, and on the exploration of
other approaches, such as introducing attention mechanism, using other types of RNNs
such as GRUs, etc., on the other hand.
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Abstract. Nowadays, textual information in numerical format is hugely pro-
duced, which requires the development of tools such as Automatic Text Sum-
marization to produce a condensed and relevant representation, thus helping the
reader to decide whether the source document contains the information they are
looking for or not. The Text Summarization has known these last decades an
enormous progress, in particular works of Arabic language. The objective of this
paper is to contribute more to these advances by proposing an Arabic text
summarization tool (SumSAT), which adopts an extraction approach using
hybridization between three techniques which are: Contextual exploration,
indicative expression, and the graph method. Experimental results showed that
the proposed approach achieved competitive and promising in the optic of
generating a small and coherent summary.

Keywords: Arabic text summarization � Extractive based summarization �
Contextual exploration method � Indicative expression method � Graph method

1 Introduction

Facing the exponential increase of textual resources, both on the various numerical
supports and on the Internet (80% of the information that circulates on them is textual)
[1], the development of tools that can manipulate this important volume such as
automatic text summarization (ATS) has become crucial, since it can generate useful
and relevant information by reducing the size of documents, thereby saving time and
effort [2]. Radev et al. [3] defined a summary as ‘‘a text which is produced from one or
more texts and conveys core information in the original texts; typically, it is no longer
than half of the original text(s) and usually less than that.

In the literature, the automatic production of abstracts (or summary) is done using
several methods and techniques that can be classified into two approaches, either by
abstraction or extraction [4]. The first one (Abstraction approach) owes its origin to the
work of van Dijk and Kintsch [5] from the fields of cognitive psycholinguistics and
artificial intelligence, whose principle consists in producing the summary after com-
prehension, as humans do normally. This production process remains relatively difficult
to compute, and text generation is still very imperfect. In the current situation, some
methods use only very partial representations that reduce the original text, such as [6]:
sentence reduction, sentence fusion, and sentence splitting.
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However, in the extraction-based approach was essentially inspired by the
approaches resulting from the information retrieval and the work of Luhn [7] and
Edmundson [8]. The main purpose is to extract the most important or significant
sentences in the original text and combining them to make a summary. Its objective is
to produce the summary without going through deeper analysis, so the main task is to
determine the relevance of these sentences according to one or more criteria (generally
a statistical features) [9, 10].

The purpose of this paper is to present our Arabic text summarization tool SumSat.
We adopt an extraction approach, where the originality of the work lies in making
twofold contribution, the first in the pre-processing phase which consists in preparing
the text for the summarization process, and the second in the processing phase where
we have chosen a hybrid approach that combines three techniques: Contextual
Exploration method, Indicative expression method, and Graph method.

The rest of this paper is organized as follows: Sect. 2 briefly describes related work
on text summarization, especially in the Arabic language. In Sect. 3 we cover the
general architecture and the methodology of SumSAT. In Sect. 4 we introduce the
SumSat tool. The results of experiments on Arabic dataset are discussed in Sect. 5. The
last section concludes the paper with pointers to future works.

2 Related Work

As a research topic, the text summarization is not recent; it dates back to the fifties
(1950’s) with Luhn’s work [7], giving rise to a wide range of works and methods that
can be classified into three categories: statistical (features extraction: TF/IDF, upper-
case words, sentence length, similarity with the title, and sentence position in the
document, etc.), linguistic (Rhetorical Structure Theory, Lexical chain, etc.) and
Machine learning (Neural Network, VSM, etc.). If these works have a positive impact
on the Text summarization for some languages such as English or French by out-
standing achievements, works on the Arabic language are very few due mainly to its
morphological and syntactic complexity. In this section, we give an overview of some
works concerning the Arabic text summarization.

One of the earlier Arabic text summarization adopting an extractive methodology
was LAKHAS. It was developed by Douzidia and Lapalme [11]. This system works on
the journalistic text and uses several statistical features (sentence position, terms fre-
quency, title words, and cue words). To evaluate its performance LAKHAs participated
in the DUC 2004 (Document Understanding Conferences) where the result is translated
into English and then evaluated using the ROUGE measure.

AlSanie et al. [12] proposed one of the first Arabic text summarization system
adopting Rhetorical Structure Theory (RST) where the idea is to create all Rhetorical
Structure trees (RST-trees) that describe the structural organization of the source text,
based on the relationships between the text segments. For this purpose, a set of eleven
Arabic rhetorical relations and twenty-five cue sentences have been used. Finally, the
system produces the summary by selecting the best tree. To evaluate the performance
of their system, the authors have created their own corpus (from different Sources:
technical article, newspaper articles, and books, on different fields: accounting,
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technology, society… etc.) with the corresponding summaries. The System gives good
results in the case of small and medium-sized documents.

Sobh et al. [13] described a classification method to generate Arabic summaries.
Based on two phases: first phase: extraction of the features, 11 features were defined:
Sentence Weight, Sentence Length, Sentence Absolute Position, Sentence Paragraph
Position, Sentence Paragraph Length, Sentence Similarity, Number of Infinitives,
Number of Verbs, umber of Identified, Number of “Marfoa’at” and Is Digit. (some of
these features require the use of a POS tag) all these features will be standardized. The
second phase is the classification where the authors have combined two classifiers
(Bayesian classifier and Genetic Programming classifier) to extract the summary sen-
tences. For training and evaluation, a corpus was collected from the Ahram site. To
measure performance, three measures were used, precision, recall and F-measure.

El-Haj and Hammo [14] developed two Arabic text summarization systems: Arabic
Query-Based Text Summarization System and Arabic Concept-Based Text Summa-
rization System. The first one AQBTSS takes a text and a query (In the Arabic lan-
guage), and generates a summary for the document following the query. The second
ACBTSS system takes a set of keywords representing a certain concept as input to the
system. Both systems adopt two methods: Vector Space Model (VSM) and the cosine
similarity measure to find the most relevant passages extracted from the Arabic doc-
ument to produce a text summary.

Azmi and Al-Thanyyan [15] presented a system called Ikhtasir which combined
between two techniques: the first one is RST (Rhetorical Structure Theory) to build the
Rhetorical Structure tree for the text and then extracts the primary summary. The
second was the Sentence scoring, which is applied to determine the importance of each
sentence in the text by using a score and generate the final summary whose size is set
by the user based on several words, percentage of original or the number of sentences.
To evaluate Ikhtasir the authors used a set of Arabic texts (Ten different sample texts
collected from the Saudi’s Ar-Riyadh daily newspaper web site) and three measures
were used: precision, recall and F-measure.

Belkebir and Guessoum [16] proposed a Machine Learning-based approach to
Arabic text summarization based on two steps. The first one aims to build a learning
model by using adaptive boosting (AdaBoost) based on a set of statistical features (the
number of common words between the sentence and the title, the first or the last
sentence, The number of keywords in the sentence, the number of words in a sentence).
In the second step, the model which was produced was tested by identifying whether a
sentence is to be included in the summary. For training, the authors created their
parallel corpus (<source, summary>) composed of 20 Arabic technology news articles
with the summary that corresponds to them (The summaries were manually produced).
For the evaluation, they used the F1-measure metric.

Al-Radaideh and Bataineh [17] developed a hybrid text summarization approach
(extraction methodology). The approach combines domain knowledge, statistical fea-
tures, semantic similarity, and genetic algorithms. In this approach, genetic algorithms
are used to identify the optimal sentence combination for a summary based on maxi-
mizing informative scores and cohesion between sentences. The approach was tested
on two corpora: KALIMAT corpus and Essex Arabic Summaries Corpus (EASC). To
evaluate the performance the authors used ROUGE and F-measure.
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Recently, Al-Abdallah and Al-Taani [18] described Arabic text summarization
system using three techniques which are: Informative Scores, where it calculates a score
for each sentence based on Title similarity, sentence length, and Sentence location. The
second method, Calculate Semantic Scores, indicates the degree of similarity between
two sentences by using the cosine similarity after that a similarity matrix for a document
was building to know which sentences are useful to be picked based on semantic, finally,
the matrix was converted to a DAG weighted graph. The third method was a meta-
heuristic search algorithm called Firefly. The algorithm starts with a random set of
candidate summaries, to evaluate the quality of each candidate summary, a fitness
function is defined by multiplying Semantic Scores and Informative Scores, or each
sentence in the summary candidate. After several iterations when the value of the fitness
function does not change. the evolution stops and the summary with the highest score
will generate. For the evaluation, the EASC corpus was used and to calculate the
performance the choice was the ROUGE metric to determine the accuracy.

3 The General Architecture of Our ATS SumSAT

This section introduces the general architecture of our extractive Arabic text summa-
rization system (SumSAT), based on a hybrid approach combining three techniques
which are: Contextual exploration, Indicative expression, and the graph method. Fig-
ure 1 presents the various steps to generate a small and coherent summary.

Fig. 1. The main process of our Arabic Summarization system SumSAT.
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3.1 Step 1: Pre-processing

This step involves performing several basic operations to prepare the document or text
for processing, including segmentation, elimination of stop words and stemming.

Segmentation is a fundamental step in automatic text processing. Its purpose is to
divide a text into units of a specific type that we have previously defined and identified,
in our case is the sentence. The method used to divide a text is based on the contextual
exploration method, where the input is a plain text in the form of a single text segment.
The segmentation starts with detecting the presence of indicators, which are punctu-
ation marks («.», «;», «:», «!», «?»). If there is an indicator, segmentation rules will be
applied to explore the contexts (before and after) to ensure that additional indicators are
present and that certain conditions are met. In the case of an end of a sentence, this
decision is converted into the action of segmentation of the text into two textual
segments. By repeating this operation on the resultant segments, we obtain a set of
textual segments which placed next to each other, which form the input plain text.

It is important to mention that in our segmentation the dot «.» cannot be always
considered as an indicator of a sentence end; i.e., cases like abbreviation, acronym or a
number in decimal, where particular rules can be added.

Stemming. This operation consists of transforming, eventually agglutinated or
inflected word into its canonical form (stem or root) [19] (Table 1).

In our case, we need the results of the stemming in the graph method to define the
most important sentences. To generate these roots, we use the Full-Text Search tech-
nique, which allows us to generate the roots of words composing the sentences and
eliminate the stop words. This technique also generates other features such as ranking
(rank value) to classify the found sentences in order to filter the relevant ones according
to their scores.

3.2 Step 2: Processing

Since we adopt an extractive methodology, the main task is to evaluate each sentence in
the document to determine the importance of each them (sentence) and select the most
relevant ones, to generate the most coherent and meaningful summary at the end. For
this purpose, we have set up a hybrid approach combining three methods: the

Table 1. Example of extracting a root from Arabic words.

Word English Transla on Root
"مدرسة " School

درس

(D+R+Q) 

"درس"  Lesson

"مدرس" Teacher

"دارس " Student
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contextual exploration (main method), the indicative expression and graph method
(secondary methods). The secondary methods will scramble on the result of the prin-
cipal method to give better results or provide a solution in the case that contextual
exploration is not efficient.

Contextual Exploration Method. Allows access to the semantic content of a text,
without the need for deep syntactic analyses [20]. Sentences are classified into hier-
archical semantic categories (Hypothesis, Objective, Definition, etc.). This method has
been chosen to produce a consistent summary and to offer users the possibility to
choose the summary by point of view, where the information to be summarized is
classified into discursive categories. The contextual exploration (CE) module receives a
segmented text as input (the result of the segmentation module). The first task is to
detect the presence of some linguistic indicators in each sentence. Once an indicator is
found, all contextual exploration rules related to that indicator will be set to find
additional clues and to verify the conditions required by that rule. If all conditions are
verified, an annotation action, determined by the exploration rule, is performed on the
sentence exactly where the linguistic indicator is placed.

For our approach, we have defined 13 discursive categories; each category has its
complementary clues (See Fig. 2).

Example: The following example illustrates an application of our method to select
sentences that contains information about the discursive category “conclusions and
results”. One of the rules associated with this category is as follows (Fig. 3):

Problematic

Hypothesis

Technical       
Description

Method

Thematic 
Presentation

Consequence

Recapitulation

Objective

Reminder

Conclusion

Evaluation

Result

Reformulation

Discursive 
Categories

Fig. 2. The discursive categories defined for SumSAT.
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The rule, delimited by the tag (<Rule> and </Rule>), consists of two parts:

• Condition part: delimited by (<Conditions> and </Conditions>): It groups infor-
mation about the indicator (delimited by <Indicator and />) associated with an
information category, and information about the additional clues (<clue and/>) that
are associated with it.

• Actions part: delimited by (<Actions> and </Actions>): Action to be done, after
verifying the existence of additional clues and the required conditions.

Where:

• NameRule: the name that identifies the rule.
• Task: The task this rule performs since contextual exploration can be used for

annotation and summary generation, as it can be used for segmentation.
• Point of View: Represents the category name of the information retrieved.
• Search_space: Space or context, where the additional clue is located; whether the

search is done in the phrase itself or the paragraph.
• Value: It is the name of the file where the indicators are stored, or the name of the

file where the clues are stored, associated with this category of information.
• Context: Specifies whether the search for additional clues should be done before or

after the indicator.

Consider the following sentence to be annotated (applying the above-mentioned
rule) (Fig. 4):

<Rule  NameRule= "RConclusion"  Task="Summary"  Point_of_View = "conclu-
sion"> 

<Conditions> 

<Indicator Search_Space="sentence" Value = "form_conclusion"/>

<clue Search_Space="." Value = "ClueConclusion"  Context = "After"/>

</Conditions> 

<Actions>

<Annotation     Annotation="Conclusion"/ >

</Actions>

Fig. 3. Example of a rule describing a discursive category.
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In this sentence, it can be said that the complementary clue (أن) is present after the
indicator .(أظهرت الدراسات) Therefore, the action to be taken is indicated in the actions
part (delimited by <Actions> and </Action>); so, this sentence assigned the value
‘Conclusion’ to indicate that it contains information concerning a result or conclusion.

In some cases, the information in the form of a discursive category cannot be
detected or not present in the document for summarizing. In this case the performance
of the contextual exploration method will be compromised. To reduce the deficiencies
of our Arabic text summarization system, we have associated with the method men-
tioned above (CE) two statistical methods, which are: the indicative expression and the
graph method, in order to give the user the possibility to choose a default summary
(general or specific field).

Indicative Expression Method. In this method, the weight of each sentence depends
on some specific indicators or expressions used by the author. These indicators differ
according to the field covered because the choice of text units depends on the subject
matter [11]. For example, the following expressions: ‘this present paper’, ‘in this paper
we propose’, ‘in conclusion’, can be considered relevant to a scientific topic. This
method is selected to offer the possibility of generating a summary of a general order,
or a specific field; sport, culture, economy, etc., by identifying sentences that contain
indicators. These indicators are determined according to the field of the text to be
analyzed using the following formula:

Scorecue Sð Þ ¼ 1 if S corresponds to an Indicator
0 else

�
ð1Þ

Graph Method. The generation of the summary, using the graph method, consists of
selecting the most representative phrases of the source text, since it attributes to the
sentences a relevance score or similarity measure by calculating the number of inter-
section terms [21, 22]. These terms are the result of the stemming process performed in
the pre-processing process.

Suppose that we have a Document composed of six sentences (P1, P2, P2,…, P6).
After applying stemming for each sentence, the total number of terms shared with all
the others is given in the table below (Table 2):

For Example, animal studies have shown that rosemary protects against breast 
cancer and that turmeric proctects against some types of tumours. 

Fig. 4. Example of a contextual exploration rule.

Table 2. Sentences weights.

Phrases P1 P2 P3 P4 P5 P6

Total number of Stems (Roots) shared with all other Sentences 9 8 7 3 6 5
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Modelling this problem for the summary is like considering: The document as an
undirected graph “G = (N, E)”, the sentences as nodes (Ni) of this graph, the inter-
sections of the sentences as edges (Ej) of this graph, the total number of intersecting
terms (stems or roots), of a sentence with all the others, as a weight of the node
representing this sentence. Finally, to generate the summary we use the Greedy
algorithm (Table 3 and Fig. 5).

The followed path is represented by brown arrows on the graph, and the final
summary will be composed of the sentences that correspond to the visited nodes. If the
final summary is limited to only four sentences: the list of selected sentences is P1, P3,
P2, and P6. This list of sentences appears in the summary in the same order as the
sentences appear in the source document: P1, P2, P3, and P6.

3.3 Step 3: Filtering and Selection

The generation of the summary must take into consideration the user’s requirements,
and the compression ratio to determine the relevant phrases to be selected. The final
summary is made up of all phrases that fulfill the following conditions:

• Sentences that belong to the discursive categories, or the selected domains (chosen
by the user);

• And/or the Sentences that appear in the list of nodes visited by the graph method
(the case of the default summary);

• The number of sentences is limited by the summary rate, introduced by the user;
• The appearance order of the sentences in the summary must respect the order of

these sentences in the source text.

To generate a dynamic summary, a link is established between the summary sen-
tences and their corresponding phrases in the source text.

Table 3. Matrix for represent-
ing sentence intersections.

P1 P2 P3 P4 P5 P6

P1 0 0 1 1 1 1
P2 0 0 1 1 0 1
P3 1 1 0 0 1 0
P4 1 1 0 0 0 1
P5 1 0 1 0 0 1
P6 1 1 0 1 1 0

P2

9 

8 
P6

5

P3P5 7 
6 

P4 3 

P1 

Fig. 5. Pathway followed using the Greedy
algorithm.
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4 Presentation of SumSat

SumSAT (Acronym of Summarization System for Arabic Text) is a web application
system that runs on web browsers. Its execution is local to the IIS server (Internet
Information Server), of Windows. The interaction between our system and
Microsoft SQL Server is done by queries (T-SQL transactions). SumSAT is introduced
to the user through a GUI, based on HTML5, ASP, C#, and Silverlight (Figs. 6 and 7).

5 Evaluation and Results

SumSAT’s summary generation is based on a hybrid approach where the discursive
annotation constitutes its main task. The generated summary is based on the concept of
point of view. Therefore, the relevance of a sentence depends on the presence of
surface linguistic markers referring to a discursive category. The evaluation of the
summary generation process consists of the evaluation of the discursive annotation task
made by SumSAT.

Fig. 6. GUI main menu.

Fig. 7. GUI generation of summary.
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The objective of this evaluation is to know the percentage of sentences correctly
annotated by the system, compared to the total number of annotated sentences, and
compared to the total number of manually annotated sentences (reference summaries).
This can be expressed by measuring:

The Precision Rate: The number of correct discursive categories, detected by the
system, compared to the total number of discursive categories detected by the system.

The Recall Rate: The number of correct discursive categories, detected by the
system, compared to the total number of discursive categories presented in the refer-
ence summary.

The precision and recall rates are calculated as follows:

Precisionð%Þ ¼ ða=bÞ � 100 ð2Þ

Recallð%Þ ¼ ða=cÞ � 100 ð3Þ
Where:

• a: Number of automatically assigned correct annotations.
• b: Number of automatically assigned annotations.
• c: Number of manually assigned correct annotations.

For this purpose, we have constructed corpora composed of twenty-five documents,
and their corresponding summaries (The reference summaries are manually compiled
by two experts). For each of the selected documents, we have proceeded to the gen-
eration of summaries, by discursive categories. The evaluation consists of applying the
metrics, to criticize and conclude based on the results obtained.

The results of the calculated rates, as well as the precision and recall results, are
illustrated in Tables 4, 5 and 6 and by representative graphs (Figs. 8, 9 and 10). These
results are calculated for all the selected documents in the corpora, and each of the
discursive categories adopted by SumSAT. For all categories, the precision rate is higher
than 66%, except for four of them (hypothesis, Recapitulation, Reminder, Prediction),
which have a precision rate between 40% and 50%. Similarly, the recall rate is higher
than 66%, except for the three categories that have a recall rate between 30% and 50%
(Prediction, Definition, and Reminder). This shows that SumSAT has promising results
which can be improved, despite the difficulties of generating coherent summaries.

Precision rate: These results show that much more work needs to be done on
refining surface markers to maximize this rate. In technical terms, it is necessary to
work on two parameters. The first parameter, related to regular expressions, detects
discursive markers (indicators and additional clues). The second parameter is linguistic
(the good choice of these discursive markers).

Recall rate: The results show that the work which can contribute to improving these
results will be linguistic, especially the collection of discursive markers to enrich
linguistic resources.

It is important to mention that the obtained results are influenced by the divergence of
the texts from the point of view of style, discursive and argumentative strategies, and the
covered topic. This means that the surface markers, for some categories, are rarely the
same from one text to another. Similarly, the indicators are sometimes weak and cannot
refer to a discursive category. Moreover, the additional clues are sometimes equivocal.
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Table 4. SumSat evaluation (01)

Category Precision
(%)

Recall
(%)

Objective 73,68 82,35
hypothesis 42,03 70
Conclusion 77,78 70
Explanation 88,57 95,38
Consequence 77,27 70,83

Fig. 8. Graphical representation of SumSat’s evalua-
tion results (01).

Table 5. SumSat evaluation (02)

Category Precision
(%)

Recall
(%)

Definition 66,67 32,67
Confirmation 97,5 82,98
Problematic 66,67 66,67
Reminder 50 44,02
Recapitulation 50 88,24

Fig. 9. Graphical representation of SumSat’s evalu-
ation results (02).

Table 6. SumSat evaluation (03)

Category Precision
(%)

Recall
(%)

Author, Title &
Subtitle

91,94 91,94

Thematic 85,71 66,67
Prediction 50 50
Finding &
opinion

90 69,26

Enunciation 94,94 91,85

Fig. 10. Graphical representation of SumSat’s eval-
uation results (03).
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6 Conclusion and Future Work

In this paper we have developed a hybrid Arabic text summarization system, com-
bining two approaches: symbolic (by Contextual Exploration) and numerical (by the
indicative expression method and the graph method). During the different steps of the
development process, we were confronted with several problems related mainly to the
nature of the Arabic language itself. In pre-processing, the incorrect use of punctuation
marks (author’s style) induces segmentation errors, and as a result, the relevance of
phrases is incorrect, which gives an incoherent summary. The second problem is the
quality of the stemming, the tool we used for this operation presented some limitations,
hence the importance of choosing a performing Arabic stemmer, to ensure that the
graph method gives better results.

In the processing step, one of the difficulties met, and which influences the per-
formance of the system, is the manual search for linguistic indicators, to enrich the list
of discursive categories. This task costs time and resources, which has reduced the list
of the information offered by SumSAT. Also, we found that the representative sen-
tences with a high weight may not be selected because of the restrictions on incre-
menting the list of visited nodes when the transition is made only between the adjacent
ones (Graph model method).

As future work, we can improve the quality of the summary generated by our
SumSAT system, especially in the processing step, as well as for graph method we use
to generate the summary by making a modification, such that the greedy algorithm
gives the advantage to the representative nodes, without being limited by the transitions
between the adjacent summits. Also, the integration of a tool for identifying surface
linguistic markers in documents is a good way to enrich the system’s linguistic
resources.
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Abstract. Stop-words detection is a key preprocessing step and an important
component for many Natural Language Processing applications. For Arabic
language, stop-words detection is a complex task due to Arabic morphology
richness and to the nonexistence of a commonly accepted list. In this paper, we
compile a new comprehensive Arabic stop-words list along a stop-words ana-
lyzer that combines that list with a machine-learning-based approach to get the
most probable stop-word. The first step in our approach provides a context-free
analysis and the most appropriate stop-word according to the sentence context is
detected in the second step using the Hidden Markov Model. The developed
analyzer evaluation yields to over than 97% of accuracy. This achievement
outperforms the state of the art analyzers.

Keywords: Natural Language Processing � Arabic language � Information
retrieval � Stop-words � Hidden Markov Model � Viterbi algorithm

1 Introduction

Called common words, noise words or negative dictionary, stop-words are very
common words that frequently appear in the text [1], carrying no information when
isolated. Stop-words never form a full sentence when used alone but have a very
important grammatical and syntactic function when used in a sentence [2]. Stop-words
have been studied for many languages such as Chinese [3], French [4], Mongolian [5],
Arabic [6] or Farsi [7].

Generally, stop-words are filtered from the other words in the pre-processing stage
of text processing applications, such as spell checking [8], text summarization [9] or
automatic translation [10]. Indeed, this pre-processing has a great impact and plays a
major role in those applications. For example, in the information retrieval field, these
stop-words removal reduces the corpus size typically by 20 to 40% [11], leading to
higher efficiency without affecting retrieval effectiveness. Also, almost all search
engines [12] clean out stop words from both search queries and search indexing entries.
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To remove stop-words, it is necessary to identify them first. Knowing that every
Arabic word belongs to one of the three categories noun, verb or particle, and that there
is no category entitled “stop-word”, their identification becomes a challenging task. For
that, text processing applications rely on two main identification techniques. The first
one consists in using a static stop-words list while the second one involves the use of
morphological analysis.

In the case of the Arabic language, stop-words have been the subject of a number of
studies and an amount of lists have been published [1, 2, 13]. However, most of these
lists are corpus-dependent because they were compiled for a particular context using a
specific corpus relying on the frequency feature of that particular corpus. Within these
conditions, the gathered stop-words lists cannot have a general usage because they do
not contain all stop-words. For instance, the information retrieval system Apache
Lucene1 includes in its list the stop-words “ ةرايز ” (visit) and “ ةلاكول ” (to the agency)
even if they are not Arabic stop-words and are specific to the corpus they were
extracted from. In addition, these lists don’t consider all clitized forms of the stop-
word. For example, if the list contains the stop-word “ وه ” (he is), generally it excludes
its clitized forms such as “ ” (and he is, …) that are also stop-words.

The second stop-words identification method involves the use of morphological
analysis. A large number of the aforesaid Arabic text processing applications uses
morphological analysis as a preprocessing step instead of a simple search in a stop-words
list. Doing so, usually stop-words are identified when the given word is analyzed as a
“particle”. However, stop-words definition in the Information Retrieval context applies
on words of different grammatical categories not only the particle one. Therefore, stop-
words of the noun or verb grammatical categories are not considered as stop-words. For
example, “ نْمَ ” (who) and “ نَاكَ ” (it was) are not recognized as stop-words because their
analysis provides respectively noun and verb grammatical categories. This is what we
call “the grammatical category default”. In addition, the clitized form omission, as
introduced above, applies also in the context of morphological analysis, i.e. even if a
morphological analyzer recognizes some words as particles, it does not recognize many
of its clitized forms. Thus, Arabic morphological analyzers fail to recognize a number of
stop-words. For example, the analysis of a sample 1,000 stop-words from the state of the
art lists (detailed in the next section) fail to identify more than 73% of the stop-words.

To overcome these problems, the first objective in this work is to offer a com-
prehensive Arabic rule-based stop-words list including not only all grammatical cate-
gories of stop-words but also all stop-words clitized forms. Indeed, the adopted rule-
based approach to compile the stop-words list is fundamentally inspired from Arabic
word structure. The second objective is to take advantage of the collected rule-based
stop-words list to design a contextual stop-words analyzer recognizing all stop-words
grammatical categories and all clitized forms that could be plugged to existing mor-
phological analyzers.

In the rest of the paper, related works are reviewed in Sect. 2. In Sect. 3, we explain
the proposed approach. Section 4 exposes the evaluation and the comparison with
existing works. Conclusion is presented in Sect. 5.

1 https://lucene.apache.org/.
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2 State of the Art

Since there are two stop-words identification techniques, related works cover both stop-
words lists compilation and morphological analyzers.

2.1 Stop-Word Lists

Arabic stop-words review reveals quite a few stop-words lists. We survey the most
useful ones.

• Khoja [14] use a stop-words list in the pre-processing step of the APT application.
Developed using a combination of both statistical and rule-based techniques, APT is
an Arabic POS Tagger including a stop-words list containing 168 stop-words

• El-Khair [2] created three stop-word lists. The first one is a general stop-words list
based on the Arabic language syntactic classes. The general stop-words consists of
1,377 stop-words. The second stop-words list is a corpus-based one. Words
occurring more than 25,000 times were selected to create this list. After the manual
checking of the words verifying this condition, 124 words were discarded and the
final list contains 235 words. The third stop-words list is the result of the merging of
the general and the corpus-based lists leading to 1,529 stop-words

• Medhat et al. [6] proposed a different methodology for generating stop-word lists
from a corpus. Their methodology consists to establish a list of the most frequent
200 words, to check the validity of a word to be a stop-word and to add all possible
prefixes and suffixes to the obtained list of words. The final corpus-based list
contains 1,061 words

• Alajmi et al. [15] present a statistical approach to extract Arabic stop-words list.
They generated three lists, the first one is constructed by determining Word Fre-
quency, the second one is based on Mean and Variance and the third list is
established by calculating the Entropy. The three generated lists were aggregated
using Borda’s Rule to obtain the final list. The extracted list was compared to a
general list. The resulting list contains 200 words but authors show only an extract
of twenty words

• Stop words project2 (List 1) is a stop-words collection in 29 languages created
under the GNU GPL v3 license. The Arabic list consists of 162 stop-words. The
author doesn’t give details about the methodology followed to design these lists.
But, as it contains stop-words such as “ تنلعا،ةوق،رايلم ” (billion, force, announced)
we guess this list is generated applying the frequency on a corpus

• Ranks NL3 is a project managed by the ‘Ranks’ Dutch company. The project makes
Keyword Analyzer Tools for search engine optimization and other purposes. The
project offers an Arabic stop-words list containing 102 stop-words without pro-
viding details about the acquiring technique, although it seems to be a corpus-
dependent one since it contains stop-words like “ لباقم،فاضاو،حضواو ” (he explained,
he added, opposite).

2 http://code.google.com/p/stop-words. Retrieved May 02, 2019.
3 http://www.ranks.nl/stopwords/arabic. Retrieved May 02, 2019.
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Except Abu El-Khair’s who tried to add a rule-based stop-words list (but not
diacritized and not comprehensive), all cited lists are corpus-dependent and do not
contain all clitized forms of every stop-word.

2.2 Morphological Analyzers

There are few morphological analyzers for Arabic, some of them are available while
others are either commercial applications or published but not-available. Among those
known in the literature we find out Xerox Arabic Morphological Analysis [16],
Buckwalter Arabic Morphological Analyzer [17], ElixirFM [18], Qutuf [19], SALMA
[20], Alkhalil morpho sys [21, 22], MADAMIRA [23] and CALIMA-star [24]. We
limit this morphological analyzers review to the well-known and freely available ones.

• Buckwalter Arabic Morphological Analyzer version 1.0 [17] (BAMA) relies on
three lexicon files (prefixes, suffixes and stems), regulated by the morphological
compatibility tables devoted to control prefix-stem, stem-suffix and prefix-suffix
combinations. In BAMA there are 41 stop-words in the stems lexicon with the POS
“FUNC_WORD”. However, when BAMA is given one of these stop-words as part
of a sentence, it is analyzed with an empty POS

• Alkhalil morpho sys [22] (ALKHALIL v1 and v2) is a Java Arabic morphological
analyzer. Alkhalil identifies all possible solutions of a word based on set of Arabic
morphological rules and linguistic resources. For every possible solution, Alkhalil
establishes a list of morphological features (vowelized form of the word, the root,
the stem, the stem pattern, the clitics, the POS tag, the lemma, the lemma pattern
and the syntactic state, proclitic, enclitic, etc.) in HTML or CSV formats. Stop-
words in Alkhalil are stored in an XML file named “toolwords” containing 418
stop-words with their possible clitics associations. These toolwords are used in the
analyzer processing but not displayed as stop-words in the analysis output

• MADAMIRA [23] is a freely available morphological analyzer resulting of the mix
of two tools MADA [25] and AMIRA [26]. MADAMIRA makes use of SAMA
(the second version of BAMA) analyzer to get a free of context words analysis, then
apply the Support Vector Machine and N-gram language models techniques on an
annotated corpus to rank the analyses. The output (can be supplied as plain text or
in XML format) is a contextually ranked list of morphological analyses containing
several tags such as word form, lemma, stem, part-of-speech, clitics. MADAMIRA
does not carry information about stop-words

• CALIMA-star [24] is an out-of-context morphological analyzer and generator
implemented in Python, providing morphological features as tokenization, phono-
logical representation, root, pattern, POS, lemma, gender, number, state, case or
lexical rationality. This analyzer does not deliver any stop-words knowledge.

Thus, the use of traditional analyzers as a stop-words detection tool in the pre-
processing stage exhibits unsatisfying results because of the different reasons explained
above.
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3 Proposed Approach

Our approach consists firstly to build a rule-based stop-words list that includes all stop-
words grammatical categories and its inflected forms. Secondly, we use this list to
conceive a contextual stop-words analyzer.

3.1 Stop-Words List Design

Despite the availability of a number of Arabic stop-word lists and as previously
mentioned, most of them are corpus-dependent relying on the frequency feature of this
particular corpus. Thus, in order to offer a comprehensive Arabic rule-based stop-words
list including not only all grammatical categories of stop-words but also all their
clitized forms, we design a new stop-words list.

Our stop-words list structure is inspired from the Arabic language itself and
designed into three classes: native particles, special nouns and special verbs. Conse-
quently, stop-words belonging to the particles grammatical category are classified as
native particles, those of nouns category in the special nouns and verbs in special verbs.
This classification is motivated from one side by the fact that every grammatical
category holds its own morpho-syntactic features, and from another side by the fact that
every grammatical category agglutinates to its own specific clitics. For example, stop-
words that belong to the noun category, don’t agglutinate with the ”سَ“ (will) proclitic
that expresses the future ”سَ“) is specific for verbs)

For instance, as shown in Fig. 1, since relative pronouns in Arabic belongs to the
noun grammatical category, they are classified in our list in the special nouns class,
while conjunction particles are classified in the native particles class.

The developed list is designed in a two-stage process. In the first step, we inventory
words having stop-words features according to the adopted classification to obtain the
simple stop-words list. In the second step, we add all possible clitics to the simple stop-
words list to get the complex one. Likewise, simple stop-words list encloses single
stop-words of all grammatical categories, while complex stop-words list covers stop-
words clitized forms.

Fig. 1. Adopted Arabic stop-words classification.
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The Simple stop-words list (SSW) list elaboration was done manually by a linguist
relying on the Arabic literature [27]. It is inventoried as follows. The Native particles
(NP) class contains the well-known Arabic particles which are conjunction, preposi-
tion, conditional particles, negative particles, vocative particles, accusative particles,
amendment particles, supplemental particles and inceptive particles, enriched by some
rarely used classes such as answer particles, exceptive particles and exhortation par-
ticles. The Special nouns (SN) category clusters Arabic nouns possessing stop-words
characteristics such as relative pronouns, personal pronouns, demonstrative pronouns
and interrogative pronouns.

The Special verbs (SV) category groups Arabic verbs holding stop-words features
such as certitude verbs, transposition verbs, hopefulness verbs and starting verbs. These
special verbs are conjugated and added to the special verb list. For instance, the stop-
words “ ” (I was, they were, we were) are conjugated forms of the verb
“ نَاكَ ” (To be).

Table 1 above shows examples of the stop-words of our list with their classes and
grammatical categories. For example, the stop-words “ نْ م،ىَلعَ،ىَل إ ” (to, on, from) are
classified in the native particles class and have the preposition grammatical category.
This manual inventory of Arabic word categories fulfilling stop-words features insured
the inclusion of all stop-words and avoids the corpus-dependency shortcoming.

After this comprehensiveness step, the next one for designing the complex stop-
words list (CSW) is to ensure the maximum agglutination respecting Arabic language
rules. Thus, by agglutinating clitics to the elements of our simple stop-words list, we
get all possible clitized forms for every stop-word. A clitic is a proclitic-enclitic couple

Table 1. Simple stop-words list examples.

Simple stop-words Class Grammatical category
but, did, for NP inceptive particle
to, on, from, of, … NP Preposition
If there's, only, As for, … NP conditional particle
except for, when, only, … NP exceptive particle
if not, for what, not to, … NP exhortation particle
who, which, whom, … SN relative pronoun
me, he, you, … SN personal pronoun
this, that, … SN demonstrative pronoun
who, what, … SN interrogative pronoun
find, discover, know, … SV certitude verb
take, restore, change, … SV transposition verb
claim , pretend, count, … SV hopefulness verb
start, abrade, start, … SV starting verb
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knowing that a proclitic and an enclitic concatenates respectively before and after the
stop-word. Placed before the stop-word or another proclitic, the Proclitic modifies the
stop-word’s meaning, as by making the causality ( ةيببسلا ), by signaling conjunction
( فطعلا ), confirmation ( ديكأتلا ), giving the reason ( ليلعتلا ) or by indicating accompanying
( ةبحاصملل ). Placed after the stop-word or another enclitic, the Enclitic has a metaphoric
function for the speaker ( ملكتملا ), the addressee ( بطاخملا ), or absent ( بئاغلا ). Depending on
its category, a simple stop-word concatenates to some clitics to yield the complex stop-
words. For example, preposition can’t be agglutinated to the proclitic “ لا ” (“the”) but
can be agglutinated to the proclitic .”ف“

The design of the diacritized stop-words list named ASL (Arabic Stop-words List)
was done in two phases, the simple list development and the complex one. Proceeding
in such way, guarantees the inclusion in our list of all clitized forms of all stop-words
grammatical categories without relying on any corpus. Table 2 shows an extract of our
Arabic stop-words list. For instance, the complex stop-word “ م هيَْل إوََأ ” (and for them?) of
the category native particle is the combination of the simple stop-word “ ىَل إ ” (for) with
the proclitic “ وََأ ” (and?) and the enclitic “ م ه ” (them).

Table 3 below shows statistics about the number of words contained in ASL. The
simple one contains 3,931 stop-words while the complex one encloses 67,153 stop-
words.

Table 2. ASL extract.

Table 3. ASL statistics.

Native particles Special nouns Special verbs Total

Simple list 84 263 3,584 3,931
Complex list 1,590 9,627 55,936 67,153
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3.2 Stop-Words Analyzer Design

Given that stop-words identification using a morphological analyzer fail to recognize a
number of stop-words due to the clitized forms omission and grammatical category
default, we take advantage of the collected rule-based stop-words list to design a
contextual stop-words analyzer. Indeed, this specific stop-word analyzer would be
useful to be used alone but most importantly would be useful to be integrated in
existing morphological analyzers that are exploited in the context of IR applications
where the detection of stop-words has a great impact on the accuracy of the whole
system.

In the context of Arabic language, let us remind that morphological analysis should
take into account the challenge of having the input text (such as a stop-word) without
diacritics. In addition, when the stop-word is isolated and without the context of a
sentence, many solutions are possible. For instance, the word “ نمو ” (transliterated as
“wmn”) admits a set of solutions such as “ ن م ” (from), “ نْمَ ” (who), “ ” نمَ (grace) whereas
in the sentence “ هنعدصفكافجنمو ” (who is rough with you repel him), the word “ نمو ”
(wmn) admits a single solution which is “ نْمَ ” (who). Thereby, our stop-words analyzer
design is done in two steps. Firstly, we get all possible solutions of every input word
using the ASL list. Secondly, we get the most appropriate one according to sentence
context using a supervised learning technique.

As shown in Fig. 2, in the out of context analysis, we get all potential stop-words
from the input text using a clitics lexicon [28] and ASL. After that, the contextual
analysis involves the use of a supervised learning technique to detect the most
appropriate solution according to sentence context.

Fig. 2. Stop-words analyzer architecture.
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The context-free analysis step is divided into two sub processes. As illustrated in
Fig. 3, the first sub process is the segmentation of the input using the clitics lexicon.
The word “ نمو ” (transliterated as wmn) provides two potential segmentations {# - نمو -
#} and . The first potential segmentation corresponds to the simple stop-
word “ نمو ” associated with an empty proclitic and enclitic. While, the second potential
segmentation matches to the simple stop-word “ نم ” (mn) associated with the proclitic
”و“ (w) and an empty enclitic. Then, comes the role of the stop-words list in the second
sub process to check the existence of the probable simple stop-words. If it exists, we
get all possible corresponding diacritized stop-words. In the case of multiple possible
stop-words like in the example in Fig. 3 “ نْمَوَ،نْ موَ ” (and who, and from), a
disambiguation phase becomes necessary. It’s the context detection step.

The contextual analysis step serves to remove the ambiguity related to the most
appropriate stop-word within the possible ones. This disambiguation task is achieved
through a supervised learning technique. Specifically, Hidden Markov Model
(HMM) [29], a smoothing technique [30] and the Viterbi algorithm [31].

The bi-grams HMM associated with the Absolute Discounting smoothing method
[32] is used in the contextual analysis to build a model trained using Al-Mus’haf corpus
[33] and Nemlar [34].

As illustrated in Fig. 4, the input words represent the observed states in our HMM,
and the list of potential stop-words provided by the context-free analysis step for the
input word represents the hidden states. The contextual analysis consists firstly in the
estimation of the HMM parameters by applying the smoothing technique, secondly, we
apply the Viterbi algorithm to identify the most probable sequence representing the best
solution according to the input sentence context. In the example in the Fig. 4 below,
two paths are possible but the best one is the path starting with “ نْمَوَ ” (and who).

To check the effectiveness of the designed stop-words analyzer, we evaluate our
stop words list and compare our analyzer with available ones.

Fig. 3. Stop-words analyzer context-free analysis.
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4 Evaluation and Comparison

On one hand, the evaluation consists to detect stop-words in a corpus using different
lists. On the other hand, the comparison involves the comparison of our analyzer for
both context-free and the contextual analysis.

4.1 Stop-Words List Evaluation

To test the comprehensiveness of the ASL list, we evaluate it with four other available
ones:

• Khoja stop-words list [14], extracted from the Arabic Part-of-speech Tagger tool
that contains 168 stop-words

• Abu El-Khair’s [2] general stop-words list containing 1,377 stop-words
• List 1: a stop-words collection consisting of 162 stop-words
• Ranks NL list: it enumerates 102 stop-words

The best way to evaluate the lists lies to use a large evaluation corpus tagged with
the “stop-word” tag and compute the accuracy measure of the corpus analysis using the
evaluated lists. However, the absence of a such corpus leads us to do otherwise. Thus,
using the five stop-word lists (ASL and the four above), we check the existence of the
stop-words of every list in the Quran text (diacritized and undiacritized). This evalu-
ation assesses the stop-words list coverage.

The used Quran text corpus is composed of 78,477 tokens, 19,251 unique dia-
critized tokens and 15,684 unique undiacritized tokens. Table 4 displays the number of
stop-words detected in the corpus using the four evaluation lists and ASL.

Fig. 4. Stop-words analyzer context-free analysis.
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This quantitative evaluation reveals that in terms of coverage, ASL outperforms the
four other lists. In addition, the four lists are undiacritized. And the absence of diacritics
increases the ambiguity in Arabic language. That explains the difference between the
number of diacritized and undiacritized stop-words of ASL list. For example, the verb
“ ” (grace) is confused with the native particle “ نْ م ” (from) or with the special noun
“ نْمَ ” (who), because without diacritics they have a similar spelling “ نم ” (mn).

As long as ASL is a rule-based manually gathered stop-words list and the quan-
titative evaluation affirms its supremacy, we can conclude that from both qualitative
and quantitative point of view, ASL outstrips the other lists. This list will be soon freely
available from our team4 website.

4.2 Context-Free Evaluation

To test the efficiency of the context-free analysis, we compare our analyzer context-free
analysis with known analyzers offering an out of context analysis. The evaluation
consists to analyze a manually tagged corpus with the five analyzers to get their
accuracy. The accuracy formula is as follow: Accuracy ¼ TPþTN

nbw
Where
TP: The number of stop-words correctly identified (the solution exists in the

analysis list) without considering the grammatical category of the solution.
TN: The number of the non-stop-words correctly identified
nbW: The number of words in the corpus
As the morphological analyzers does not carry information about stop-words, the

number of correctly identified ones (TP) is computed by comparing the analysis output
to the correct solution in the evaluation corpus without taking into account the POS of
the analysis.

For example, if the analysis of the sentence “
” (The Old City is distin-

guished by a variety and non-limited qualifications, and there are many cultural tribu-
taries that are different from other cities) gives the following output “

”, the accuracy is 94.11% (4þ 12
17 = 0.94114) because the correct

stop-word exists in the analysis list of the words “ لاو،نع،نم،اهيف ” (in itself, from, of,
nor), while for the word “ اهريغ ” (another one) the correct stop-word which is “ اهريْغَ ”
does not exist in the analysis output.

Table 4. Stop-word lists evaluation.

Quran text Khoja Abu El-Khair List 1 Ranks NL ASL

Undiacritized 144 552 98 68 1,247
Diacritized – – – – 916

4 http://arabic.emi.ac.ma/.
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The used evaluation corpus is a set of articles from an electronic newspaper5

containing 419 stop-words manually annotated with their correct analysis. The corpus
contains 1,628 words which can appear relatively small. However, due to the lack of a
corpus annotated with the stop-word tag (including nouns and verbs grammatical
categories), we were strained to do the arduous manual task of annotation to build the
evaluation corpus.

Figure 5 presents an extract of this corpus where all stop-words of that list are
annotated with an “s” type.

From results exposed in Table 5, we observe that our analyzer outperforms the others
by achieving 99.94% of accuracy. This non detection by the other analyzers is due to the
clitized forms omission drawback like the stop-words “ ” (and is
like another one, and is with that, and like that two, and is for him) that are not recognized
by other analyzers.

4.3 Stop-Words Analyzer Comparison

Adopting the same corpus used in the context-free evaluation, we compare in this stage
the performance of the developed stop-words analyzer with MADAMIRA since it is
the only analyzer offering a contextual analysis. The objective is to get the accuracy of
the first analysis solution. In this case, the accuracy of the previous example (in the
context-free evaluation section “… ةقيتعلاةنيدملادرفنت ”) will be 82.35% instead of 94.11%

Fig. 5. Evaluation corpus extract.

Table 5. Context-free evaluation.

BAMA Alkhalil 1 Alkhalil 2 CALIMA-star Our analyzer

Accuracy (%) 91.09 88.70 93.98 93.12 99.94

5 https://www.hespress.com/.
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because even if the correct stop-word exists in the analysis list of the words “ نع،نم ” it
is not the first solution.

Table 6 shows that our analyzer provides better results than MADAMIRA with
97.85% of accuracy versus 90.17%.

5 Conclusion

In this paper, we study stop-words identification issue relying on both static lists and
morphological analysis techniques. The state of the art study demonstrates the absence
of a comprehensive Arabic rule-based stop-words list including all grammatical cate-
gories and all their clitized forms and that the use of traditional analyzers as a stop-
words detection tool gives poor results due to clitized forms omission and grammatical
category default.

To address these problems, we designed firstly a comprehensive Arabic rule-based
stop-words list including all grammatical categories and all clitized forms and secondly
a stop-words analyzer that detects stop-words by getting in the first step all acceptable
analyses for every input word using the static stop-words list, and by getting the most
appropriate one according to the sentence context based on the hidden Markov model
in the second step.

The context-free evaluation has led to 99.94% of accuracy and the contextual steps
using HMM has led to 97.85% of accuracy. The conducted comparison with the state
of the art analyzers provides our own with a leading position.
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Abstract. The standard assumption of the present study is that the speaker’s
processing strategy in discourse is the key to understanding the logic of negating
in Standard Arabic (SA). Paradoxically, the metalinguistic richness of negation
in SA, compared with English and French for instance, has not triggered any
significant research that attaches due importance to the context of production
and reception of utterances and accounts for the working of negators from a
contrastive perspective. Rather, traditional approaches to Arabic syntax still
dominate the grammatical landscape and continue to exercise unquestioned
authority in pedagogical grammar. The paper shows that these approaches are
inadequate, unsystematic and heavily handicapped by direct assignment of
chronological meaning to formal negators. By offering a framework for sys-
tematic analysis of negation in relation to affirmative utterances on one hand,
and to the binary micro-system Phase 1/Phase 2 on another, the study suggests a
redefinition of the status, scope and values of six negators – lam, leisa, maa, laa,
lan and lammaa – as well as their counterparts in the affirmative pole.

Keywords: Phase-1/phase-2 negators � Metalinguistic status � Modal negator �
Aspectual � Negator � Processing strategy � Intervenient/detached strategy

1 Introduction

This paper claims that the metalinguistic richness of negation in Standard Arabic
(abbreviated SA) has not triggered any significant research that distances itself from the
traditional account of negation. Rather, traditional approaches to Arabic syntax still
dominate the grammatical landscape and continue to exercise absolute authority in
pedagogical grammar. Whether approached from a prescriptive, descriptive, explicative
or typological perspective, pre-verbal and pre-nominal negators have been treated
essentially as conveying a temporal value that accounts for their working in discourse:
negation in the past, in the present, and in the future.

Based on a corpus of utterances collected from different sources, such as the
International Arabic Corpus, the Quran, and literary texts, this study questions the
chronological treatment of negation in the dominant theoretical and pedagogical
grammar. It also shows that negators in SA do not function as time locators of the
predicative relation (R) or work in free variation. Rather, they constitute a micro-
system of interrelated units governed by an enunciative logic and contextual factors.
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2 The Traditional Approach to Negators

The Arabic grammatical tradition should not be understood as a homogeneous school
but as an episteme indicative of an autonomous stage in human linguistic thought. It
shares with western traditional grammars their prescriptive, semantic, atomistic, tax-
onomic, context-insensitive, and writing-oriented approach that envisages not language
at work but language as an end-product. These epistemic features are detectable in the
treatment of negation and other grammatical operations in SA. In spite of its hetero-
geneity, the traditional approach to negation reflects a consensus on several premises
and theoretical presuppositions:

i. The main linguistic corpus used by all traditional grammarians is collected either
from authentic Quranic and poetic texts or made of intuition-based sentences
generally constructed with Zeid and ʻamr as hypothetical subjects.

ii. Negation was not researched as an autonomous linguistic category but as a
“linguistic style” associated with affirmation, its opposite. Compared with other
grammatical operations, negation received scant mentions, often taxonomic and
semantic, in the context of non-affirmation and reference to time. The most
influential grammarians, such as Sibaweihi [54], Al Mubarrad [12], Al
Zamakhshari [23], Ibn Hisham [42], Ibn Al Sarraj [41], Ibn Yaʻiish [45], and Ibn
Jinni [43], to name a few, touched on “particles of negation” but never elaborated
on negation.

iii. All grammarians, except Al Jurjani [10, p. 417-418], a prominent rhetorician,
considered affirmation to be the origin of speech, and negation extrinsic to the
sentence’s basic structure, always affirmative.

iv. Although some grammarians, Sibaweihi [54, vol. 2, p. 116] and Al Khaliil, [11,
vol. 8, p. 350] assigned a corroborative ‘meaning’ to some negators, such as lam,
and lan, Al Zamakhshari, [24, p. 407] and Al Suyuti, [14, vol.2, p.287], negators
were always associated with extralinguistic temporal (present, past, future) values.

v. The traditional approach was focused on the all-pervading theory of governance.
Negators were described and classified according to their declensional potential or
operative force (Versteegh, [57, p. 6]. A typical traditional definition of a negator,
such as lan, generally includes three functional properties: it negates, puts the verb
in the accusative, and locates the event in the future.

vi. Some grammarians, namely Ibn Jinni [43], adopted a morpho-semantic approach
exploring forms of verbal and nominal negation other than negative particles. The
case of morphological patterns, like /’afʻala/ and /faʻʻala/, which, by interlocking
with a root, assign negative properties to the new lexical unit. This phenomenon is
studied in Al-Sajustaanii [24], Ibn Saiyidih [44], and Al Zajjaaj [22].

Often based on Quranic, poetic, and contextless sentences, negators are associated
with temporal “meanings”. Thus, the negator laa (لا) is said to “negate the event in the
future” (Ibn Hisham, [42, vol. 1, p. 6). Other grammarians argue that laa may negate
present states, as well (Al Muraadii, [13, p. 296]; leisa سي / negates “future and
sometimes present events or states” (Al Istiraabaadi, [9, p. 197]; lammaa ( امّل ) is used
“to negate past events related to the present time” (Sibaweihi, [54, vol. 4, p. 223); lam /
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مل affects verbs in the imperfective and puts them in the past and the jussive mood Ibn
Al Sarraaj, [41, vol. 2, p. 157); and lan / نل is defined as “a particle of negation, futurity
and the accusative [mood]” (Ibn Hisham, [42, vol. 1, p. 464]. It is noteworthy that Ibn
Hisham [42] and other grammarians, like Ibn ʻusfuur (in Al Muraadii, [13, p.274],
disagrees with Al- Zamakhshari’s [24, p.407] claim that lan conveys corroboration and
perpetuity of negation; maa / ام is used to negate present states [53, vol. 5, p. 24]. When
it collocates with the so-called expletive min / نم , it is said to corroborate negation [41,
p. 374]. Finally, the archaic negator ‘in ( نإ ) works in nominal and verbal past and
imperfective sentences to denote a present temporal value. It is defined as synonymous
to and interchangeable with the negator maa / 12[!ام , vol. 1, p. 188].

This temporal approach is approximated by Al Mabkhout [18, p. 119] in the
following visualization (Fig. 1):

3 Contemporary Research on Negation in SA

The unchallenged prevalence of traditional grammatical views in current pedagogical
grammar is indicative of the severe limitations of contemporary linguistic research on
SA. The direct assignment of a chronological ‘meaning’ to formal categories without
any referential value in the extralinguistic, such as lam, lan, maa, etc., is largely
detectable in contemporary views, from different theoretical frameworks, on negation.
Al-Makhzumi [19], though he defined negation as “a linguistic style governed by the
contexts of speech” [19, p. 244], did not seem to take the context factors into con-
sideration by adhering to the traditional temporality of negators. Amaira’s definition
pertinently associates negation with the speaker’s intentions [25, p. 154] but his
analysis of negators reiterates the same chronological treatment. Hamasa [38]
approaches negation as a category “extrinsic to the structure of the sentence. It denotes
the non-validity of the predicative relation in verbal and nominal sentences” [38,
p.280]. His approach does not break with the predominant views on negation; it
reduces the working of negators to distinctions of tense [38, p. 285-301]. By adopting a
pragmatic approach, Al-Mabkhout [18] distances himself from the predominant
grammatical orientation. First, he starts from negation not from negators and considers
that the non-referentiality – literally “ the referential emptiness” [18, p. 485] - which
specifies negation relates it to the categories of expressive language acts (‘al ‘if-
saaḥiyaat 18[).تايحاصفلاا , p. 485]; thus, a negative sentence does not necessarily
presuppose an affirmative one [18, p. 451]. Second, he assumes that the non-
referentiality of negation presupposes a complex structure made of two components;

lam lammaa maa / laa lan laa

before now now after now

Fig. 1. Temporal values assigned to negators
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the first expressing negation and the second conveying its specification [18, p. 421], as
exemplified in:

لم يسافر زيد بعد فحقيبته لاتزال في غرفة النوم.  
[ lam yusaafir zeidun baʻdu ] [ fa haqiibatuhu laa tazaalu fii ghorfati-n-nawmi ]
Zeid has not gone yet; his bag is still in the bedroom.

According to Al Mabkhout, this binary structure, reminiscent of the structures of
the conditional, oath, and the vocative in SA, is based on a semantic link [18, p. 421].
The second clause “is understandable only in the context of the negative one” [18,
p. 423]. It assumes different context-dependent functions, such as resumption, cor-
roboration, justification, specification, or restriction. However, this line of demarcation
from predominant grammatical orientations, does not seem sharply drawn when it
comes to the working of negators. “The differences between negators are basically
temporal” [18, p. 484].

Negation in Standard and Dialectal Arabic has also received considerable theo-
retical attention in the different stages of generative linguistics, notably the Minimalist
approach to Universal Grammar, Shlonsky [53]), Benmamoun [26], Ouhalla [51]. This
theoretical framework has been associated with a formalist and typological approach
which has long stressed the primacy of thought over its external realization in lan-
guages. Negation is therefore investigated within a parametric approach to the lin-
guistic differences permitted by the human language faculty. Attention is mainly
devoted to the underlying representations of negation, not to how negators work in real
contexts of communication. The traditional Past/non-Past temporal distinction has
resurfaced in Minimalist literature to account for the differences between negators in
Arabic. Fassi-Fehri [37, p. 163] proposes that the negators laa, lam, lamma and lan
should be treated as modal negatives. Section 6 demonstrates that the validity of this
claim is restricted to two negators only.

4 The Metaoperational Framework: From Enunciation
to Metaoperation

Negation in SA has not to date received any systematic analysis from a Metaopera-
tional perspective that takes into consideration the utterance’s context of production
and reception. The conceptual framework used in this study is based on the findings of
the applications of the Metaoperational theory on different natural languages, such as in
Adamczewski [2–6], and [8], Delmas [31], Delmas & Girard [32], Delechelle [30],
Delmas, Adams, Deléchelle, Girard, Lancri & Naudé [33]. Santin-Guettier & Toupin
[52], and Toupin [55]. Adamczewski’s theory has developed in the wake of the major
anti-mentalist shift in linguistics from “langue” (collective intelligence) to “parole”
(individual act of language) which dethroned the study of “langue” as a self-contained
system. The shift is initiated essentially by Benveniste [27] and [28], a student of
Saussure, who formulated the Enunciation theory. Benveniste claims that the Saus-
surean Structuralist paradigm, by reducing language study to an over-emphasis on
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language as a code, eliminated the speaking subject (utterer) and the relationship he/she
maintains with his/her interlocutor (co-utterer); two parameters without which utter-
ances cannot be properly decoded. The theory holds that “before enunciation, language
is but the possibility of language. After enunciation language is realized in an instance
of discourse which has its origins in the speaker” [28, p.80]. Benviniste maintains that
every utterance bears on its surface permanent and variable formal traces of its utterer
and his/her co-utterer. Such traces are the confirmation that subjectivity and inter-
subjectivity are interdependent properties of language and language use [27]. The status
of the speaking subject in discourse will later constitute the basis of Culioli’s Enun-
ciative Operations theory [29] and Adamczewski’s Metaoperational grammar [4].

In his groundbreaking work on “Be + ing” in English, Adamczewski [3] asserts
that the direct assignment of meaning to meaningless categories, such as the so-called
progressive form, is the main reason for the failure of the descriptive approach to
account for the working of language. For him, the linear utterance is the final product of
a complex and multi-faceted phonological, lexical and syntactic process [7]. Utterances
exhibit on their surface observable traces of an invisible activity and codify the mental
operations whose main object is not to enable the speaker to refer to the world, but to
indicate how the utterance was processed in a given context, as well as the speaker’s
position relative to both the propositional content and the co-utterer (co-U).

The significance of surface binary operators, such as (Ø/ Be + ing), (V-s/do),
(nearly/almost), (shall/will), (may/can), (this/ that), (too/ also), etc., to cite just a few
English oppositions, is that they constitute a natural metalanguage indicative of the
working of language itself, hence their metalinguistic status. Adamczewski [8] refers to
them as real “portholes” to the underlying language activity. For him, these operation
tracers constitute the real subject of languages study. Most, perhaps all, grammatical
phenomena are organized in pairs based on the Rhematic (phase 1 / open paradigm)
Thematic (phase 2 / closed paradigm) vector. According to Adamczewski [7],
“[this] basic principle is repeated cyclically to create different grammatical tools that
are necessary to the working of languages”. Contrastivity as a systematic intra- and
inter-lingual analysis of authentic data collected from languages is a methodological
prerequisite.

The following section is restricted to six formal Arabic negators working in verbal
and/or nominal utterances: lam, maa, lammaa, leisa, laa, and lan.

5 A Metaoperational Analysis of Negation in SA

Lam, maa, leisa, lammaa, laa, and lan constitute the nucleus of the Arabic negation
system and behave as a micro-system governed by inter-related binary oppositions.
These oppositions are not only intra-operational, i.e. within negation, but also inter-
operational, i.e. in symmetry with their functional correspondents in affirmation.
Consequently, intra- and inter-contrastivity is the approach adopted to investigate the
working of the following pairs: (lam vs. maa), (lam vs. lammaa), (leisa vs. maa,) and
(laa vs. lan).
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5.1 Lam vs. Maa : Intra- and Inter-Operation Analysis

5.1.1 Corpus

(1) لتفتح لي الباب. عادي ، فخشيت قليلا عندما لم أر أمّي تسرع حين وصلت الى بيتنا ، أحسست شيئا غير
Hiina wasaltu ‘ilaa beitina, ‘aḥsastu shei’an gheira `aadiyyin, fa-khashiitu qaliilan
`indamaa lam ‘ara ‘ummii tusri`u lifatḥi-l-baabi.
When I arrived home, a feeling of apprehension came over me. Thus, I was
slightly worried when I did not see my mother rushing to open me the door.

(2) يغير موقفه، ولكنه بدأ الآن يفتح أذنيه. لم لا!
Laa! lam yugheiyyir mawqifahu, wa laakinnahu bada’a -l-’aana yaftaḥu
‘udhuneihi.
No! he did not change his attitude, but he now started to lend attentive ears.

(3) يكذب وما كان كاذبا عليها.لم / lam yakdhib wa maa kaana kaadhiban `aleihaa.
He did not lie and he would not.

(4) تتعدّ السنوات الأربع؟! لم لكن من هو الجاني الحقيقي الذي حول حياة رانيا إلي جحيم وهي طفلة
Laakin man huwwa-l-jaani-l-ḥaqiiqii -l-ladhii ḥawwala ḥayaata raaniya ‘laa
jaḥiimin wa hiya ṭiflatun lam tata`addaa-s-sanawaati-l-’araba`a?
But, who is the real criminal who made the life of Raniya, a child who did not
exceeded four years, a living hell?!

(5) .ابصّعتتدادزالبترّيغتماهي تدّعي بأنها تغيرّت و
Hiyya tadda`ii bi’annahaa tagheiyarat wa maa tagheiyarat bal izdaadat ta`aṣṣuban
She claims she has changed; she did not! She has just become more intolerant.

(6) تر اسمك على قائمة الانتظار؟  لمأ /‘a lam tara-s-maka `alaa qaa’imati-l-intiḑhaari ?
Didn’t you see your name on the waiting list?

(7) رأيت الضوء الأحمر؟  أ ما /‘amaa ra’eita-ḑaw’a -l-’aḥmara ?
Haven’t you seen the red light on?

(8) .تاهرّتلاكلتلثمقما كان عليه أن يصدّ / He should not have believed such nonsense.

5.1.2 Intra-Operation Analysis

(1) أر أمّي تسرع لتفتح لي الباب. عادي ، فخشيت قليلا عندما لم حين وصلت الى بيتنا ، أحسست شيئا غير
Hiina wasaltu ‘ilaa beitina, ‘aḥsastu shei’an gheira `aadiyyin, fa-khashiitu qaliilan
`indamaa lam ‘ara
‘ummii tusri`u lifatḥi-l-baabi.
When I arrived home, a feeling of apprehension came over me. Thus, I was
slightly worried when I did not see my mother rushing to open me the door.

As seen in sections two and three above, grammarians agree that lam is a verbal
negator; though it affects an imperfective verb, it conveys negation in the past. This
means that the verb is morphologically in the present (muḍhaariʻ) and grammatically in
the past. However, negation in the context of the past is also conveyed by maa.
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The affirmative sentence (ra’eitu ‘ummii / I + see + past + my mother) has two pos-
sible negative realizations in Arabic:

i. lam ‘ara ‘ummii / I did not see my mother.
ii. maa ra’eitu ‘ummii / I did/have not see(n) my mother.

Lam and maa share two grammatical features: they negate and both are used in the
context of the past. Yet, they are not interchangeable as they are produced in two
different contexts. In (1) for instance, the use of maa would be ungrammatical. The
temporal adverb ʻindamaa / when announces an open paradigm “when I did not see [my
father/ sister/ mother (√), etc.]”, i.e. a new piece of information selected by the lin-
guistic subject from a set of choices in a specific context. The fact that the predicative
relation (R) is posed and not presupposed invalidates the possibility of maa due to its
presupposing properties. In Adamczewski’s terms [4], compared with maa, lam is a
phase 1 negator. It has a rhematic status, encodes the non-validity of the predicative
relation in the context of the past, and is governed by a speaker’s informative strategy.
A possible context for maa in (ii) is when the utterer does not negate to address an
informational deficit but to deny a claim or refute a wrong view held by the co-utterer.

(2), (3), (4) and (6) also include negation with lam and provide further clarifications
about its working in discourse. The context of (2) هينذأحتفينلآاأدبهنكلو،هفقومريغيمل!لا ) /
No! he did not change his attitude, but he now started to lend attentive ears.) includes a
questioner seeking information. The answer therefore is reducible into a negative short
form.

؟كلذدعبنمهئلامزنمهفقومرّيغلهو -
And did he change his attitude towards his colleagues after that?

– لا !/ laa / No! (He did not).

The non-validation of the predicative relation in the past reflects a detached strategy
of the linguistic subject. Whereas the use of maa, generally triggered by an intervenient
strategy of the speaker, would convey a judgment, not a piece of information. (3) is an
interesting utterance as it includes both lam and maa in the context of the past. The first
clause introduces a neutral negative statement where the linguistic encodes the
extralinguistic, while in the maa-clause the linguistic takes the lead over the extralin-
guistic; the linguistic subject (the speaker), in the light of his previous knowledge of
(He), the grammatical subject, categorically excludes the possibility of the predicative
relation (X lying to Z in the past). The filter of the speaker’s judgement obstructs the
utterance’s direct reference to the extralinguistic event; hence the metalinguistic func-
tion of maa which works not to inform about the non-validity of R, but to codify a
processing strategy of the speaker. The shift from did to the modal would in the English
translation provides a revealing insight into the working of both negators in Arabic. In
(4), the phase-one negator lam is associated with an additional information about the
grammatical subject ( يه / hiyya / she). Maa is possible only in a context of denial
including a speaker rejecting and rectifying the claim that the girl is over the age of four.
(6) includes a neutral interro-negation with lam (Did you not see your name on the
waiting list?) awaiting a yes/no response from the co-utterer. The same sentence with
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maa would presuppose a different presumptive context, such as when the utterer does
not understand how that can be, and therefore awaits explanation, not information.

(5), (7) and (8) shed more light on the working of the phase-two negator maa. (5) is
an interesting compound sentence. The negative clause ( ترّيغتام / She did not!) is
preceded and governed by the affirmative clause ( ترّيغتاهنأبيعدّتيه / She claims she has
changed.) which conveys the utterer’s judgment that ‘her change is just pretense’. The
verb ( ىعدّا / ‘iddaʻaa / claim) is the trigger of the Arabic modal operator نأ / ‘anna /
which has a corroborative value comparable to the emphatic do in English. The
speaker’s conviction that change is a mere claim is the co-textual factor which justifies
the use of maa instead of lam. (7) is an interro-negative utterance that introduces a
doubtful speaker who finds it hard to believe the co-utterer’s claim. An interro-negation
with lam would be possible only if the questioner was seeking information, such as in
(6) above. Therefore, what is negated in (7) and (5) is not the extralinguistic event
itself, but the co-utterer’s claim that R did not take place. In both cases, maa functions
as a meta-negator codifying a metalinguistic activity. The translation of (8) into a
sentence with a negated modal past sheds more light on the status of the grammatical
subject وه ) /He) as an object of discourse, not an autonomous agent. The utterer
considers that it was wrong for X to believe such nonsense. The direct object (such
nonsense) serves as a justification of the judgement passed by the major player in the
utterance, i.e. the linguistic subject. It is noteworthy that the triggers of any phase-two
meta-negator differ from one utterance to another according to the enunciative strategy
at work in the context of production and reception alone.

5.1.3 Inter-Operation Analysis
In the previous section, the approach to lam and maa is intra-operational, i.e. the two
negators are contrasted as different realizations of the same operation. The present
section explores negation (NEG) in relation to affirmation (AFF), the polar opposite of
negation. Such extension is expected to provide further elucidation on the status and the
working of the two negators in Arabic. However, this inter-operational contrastivity
should on no account lead to considering lam and maa, or any other negators, as the
negative duplicates of the affirmative markers they are contrasted with. In fact, each
linguistic utterance is governed and justified by its unique context of production and
reception. In the present case, the NEG-AFF opposition is rooted in the assumption that
the symmetry detected is not between affirmative and negative markers, but between
the two phases in both poles.

What is said about the strategies and the role of the linguistic subject in negation is
valid for affirmative utterances too. Consider (9) and (10) below:

(9) زدوراهتلاحمنماهسبلاميرتشتيه .
hiyya tashtarii malaabisahaa min maḥallaati Harrods
She buys her clothes at Harrods.

(10) زدوراهتلاّحمنماهسبلاميرتشتاهّنإ .
‘innahaa tashtarii malaabisahaa min maḥallaati Harrods
She’s buying her clothes at Harrods.
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If the difference between the two utterances is particularly noticeable in the absence
of ‘inna (Ø) in (9) and its presence in (10), what really distinguishes this grammatical
pair is their context of production and their structures. A possible context of (9) is the
co-utterer’s question (Where does she buy her clothes from?). A short answer (From
Harrods) is expected given the most important piece of information it includes. The
marker (Ø) encodes the non-intervenient speaker strategy where the linguistic subject
acts just as information provider, whereas in (10) the utterer endorses the predicative
relation {S-P}:{hiyya – tashtarii malaabisahaa min maḥallaati Harrods}

{she – buys her clothes at Harrods}
In fact, the context of (10) includes not an information seeker, but a co-utterer

expressing ‘amazement at the great elegance of the lady’. Therefore, if (9) informs
about the place where (she) buys her clothes, the purpose of (10) is completely dif-
ferent: the speaker talks about the grammatical subject (she) and assigns her the
property (buying-clothes-at-Harrod’s), a phrase nominalized by the operator (-ing) and
in which (at Harrods) is not a new piece of information. A phase-two metaoperator
encoding a justification strategy of the utterer, ‘inna has a metalinguistic status, works
outside the predicative relation, obstructs reference to the extralinguistic, puts the
grammatical subject in the accusative and announces that the strategy engaged by the
utterer is the key to understand and therefore to translate the utterance. As shown in a
previous work [46, p. 181] and [48, p. 224], the working of ‘inna in Arabic offers a
comfortable validation of this analysis; in fact, its emergence in discourse automatically
puts the grammatical subject in the accusative.

The grammatical subject is stripped of its original mark of agentivity (the nomi-
native) to bear the accusative case which marks grammatical objects in Arabic. In
English, the metaoperator (Be + ing) is the effective solution to render (10). Thus, the
major difference between (9) and (10) is related neither to tense nor to aspect, but to the
two phases at work in discourse. This leads to the provisional conclusion that the two
phases define the line of symmetry between affirmation and negation markers in SA.

5.2 Lam Vs. Lammaa : Intra- and Inter-Operation Analysis

5.2.1 Corpus

(11) رجفلاسفّنتيامّلوباتكلاتيفوتسا . / Istawfeitu-l-kitaaba wa lammaa yatanaffasi-l-fajru
Dawn had not come up yet when I finished the book.

(12) . هرمعنمةسماخلاغلبيامّلوهمّأنمهوعزتناامنيحركذيلازيلا
Laa yazaalu uḏkuru ḥiinamaa intazaʻuuhu min ‘ummihi
He can still recall when they snatched him away from his mother, he not yet
having reached five years old.

5.2.2 Analysis
Lam and lammaa are approached in opposition because they share the following
properties: they are verbal negators, they affect a verb morphologically in the mud-
haariʻ and grammatically denoting the past, they work to fill an information deficit, and
both have a phase-one status. However, if lam, as seen above, encodes the non-validity
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of the predicative relation in the context of the past and introduces a closed relation
{R}, i.e. a finished act; lamma, often an inter-verbal negator, as in (13):

(13) / فّيضملالصيامّلوفيضلا لح ! halla-ḍ-ḍaifu wa lammaa yaṣil almuḍhayyifu
The guest was here but the host had not arrived yet!

emerges in contexts always implying a probable prospective validation of the pred-
icative relation. An aspectual negator, lammaa denotes a verbal event which has not
occurred up to the time of speech but is likely to happen in the future. The predicative
relation is therefore awaiting realization {R} and this is what explains why lamma,
unlike lam, is incompatible with conditional markers, such as نإ / ‘in and اذإ / ‘iḏaa. The
aspectual behavior of lammaa is detectable in (11) and (12) which include an implied
aspectual adverb (baʻdu/yet). Whether explicit or not, this adverb is inherent in any
utterance with lammaa. In the English translation, a negated present perfect is often the
most viable solution. In fact, the adverb (baʻdu/yet) belongs to a class of negative
polarity items conveyors of an aspectual value and associated with the past, present and
future times:

– lam … qaṭtu (lam +past time-oriented never)
– lammaa… baʻdu (lammaa + not yet)
– lan…’abadan (lan +future time-oriented never)

Qaṭtu and ‘abadan convey maximization values in the past and the future,
respectively.

5.2.3 Inter-Operation Analysis
Traditional grammarians, such as [52, vol. 3 p. 117] and [41, vol. 1, p. 458], have
already detected a bilateral symmetry between the negator lammaa and the affirmative
verbal marker qad when it affects a verb in the past. Yet, the opposition should include
lammaa and the aspectual laqad, instead of the epistemic modal qad. The latter always
affects either verbs in the past to encode a high degree of speaker certainty, or with
verbs in the mudhaariʻ (imperfective) to encode uncertainty or doubt. Therefore, like
the affirmative ‘inna, qad is a speaker visibility marker in discourse and assumes a
modal not an aspectual function. Laqad, however, indicates completeness of the verbal
event in the past and that is why an English perfective, often with already, emerges in
translation, like in (13), (14), and (15):

(13) .ربتخملايفنلآاوهوةطرشلاطباضلصودقل،يدّيس
Sayidii, laqad waṣala ḍhaabiṭu-sh-shurṭati wahwa-l-’aana fi-l-mukhtabari
Sir, the police officer has (already) arrived. He is now in the lab.

(14) مكديصردفندقل!اوفع ./ ʻafwaa laqa nafada raṣiidukum
Sorry, you have exhausted your balance.

(15) وّتلليركسعلانايبلااوعاذأدقل . / Laqad ‘adhaaʻu-l-bayaana li-t-tawwi
They have just broadcast the military communiqué.

Intralingually, the aspectual behavior of lammaa is in symmetry with that of the
affirmative laqad. It is noteworthy that aspect and modality in Arabic have been under-
researched in traditional and contemporary research, and are entirely absent from
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pedagogical grammar. Viable Arabic equivalents for the terms aspect and modality and
their derivatives are still to be coined [47]. Didactically, this has not been without
adverse implications on translation students who encounter difficulties in negotiating
effective translation to the English aspectual and modal markers [1, 16, 20, 35, 36, 50,
and 58].

5.3 Leisa vs. Ma : Intra- and Inter-Operational Analysis

5.3.1 Corpus

(13) .كل ما تقرأه  في كتب التاريخ صحيحاليس
Not everything you read in history books is true.

(14) نّيهلارملأابسيلاهنمهرظتنتا . / maa tantaḍhiruhu minhaa leisa bi-l’amri-lhaiyyini
What you expect from her is not a trivial matter.

(15) هكرديءرملاىنمتياملكام . / maa kullu ma yatamanna-l-mar’u yudrikuhu
Nothing ever happens exactly as one would wish.

(16) ارشباذهام . / maa haḏaa basharan/
This is not a human being! (This is not other than a noble angel!)

(17) يتابجاوللمهمبانأام . / maa ‘anaa bi-muhmilin li-waajibaatii
I am not careless about my duties.

5.3.2 Analysis
Traditional grammarians disagreed about leisa as a grammatical category. Some, like
Ibn Al-Sarraj (in [15, vol. 2, p. 73], argue that it is a particle, while for Sibaweihi and
his followers it is a verb. In Al-Horais [17], leisa is categorized as a verb, a particle and
an adverb. Using a corpus of artificial sentences, Al-Horais incorrectly considers that
leisa “can be replaced by maa kaana” [17, p. 10]. Leisa and maa, as explained below,
have different statuses and are opposable, but not interchangeable.

Leisa is a partly conjugable negator that works in three different structural contexts:
as an auxiliary verb in verbal sentences, like in (18) below, a lexical verb in nominal
sentences, such as in (19), and as an operator in stripping constructions (20).

(18) ماّيلأاهلهئّبختامملعيسيل . / leisa yaʻlamu maa tukhabbi’uhu lahu-l-’ayyaamu.
He doesn’t know what the future holds for him.

(19) ريسفتاهلسيلىرخأةلضعمهذه . / haaḏihi muʻḍilatun ‘ukhraa laisa lahaa tafseerun.
This is another inexplicable dilemma.

(20) اريربتسيلواراذتعاكنمرظتنتيه . / Hiyya tantaḍhiru iʻtiḏaaran wa leisa tabriiran
She is expecting an apology, not a justification.

Compared with the negator maa approached in 6.1 above, leisa is not associated with
an intervenient speaker strategy. Whenever used, it denotes the non-occurrence of the
predicative relation, hence its referential or world-oriented, not metalinguistic, value. In
(13) and (14), leisa is a phase-one inherently negative copula (be + not) associated
with the time of discourse in (14), and with a timeless event in (13). The examples
(15–17), which include negation with maa, are also possible with leisa, but with
different contextual triggers and meanings. As seen above, maa is an anaphoric negator
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that presupposes an antecedent contextual element, whereas leisa poses and negates a
new relationship anchored in the time of discourse. (16) is an interesting example as it
is possible with the two negators, maa and leisa. Embarrassed by the structural simi-
larities between the two sentences, Sibaweihi claims that maa in (16) and leisa are
interchangeable [21]. (16) is in fact a case of what Ducrot [34] and Horn [39] and [40]
call metalinguistic negation, i.e. when negation is not a truth-functional statement. In
this case we have “a formally negative utterance which is used to object to a previous
utterance on any grounds whatever, including the way it was pronounced” [40, p. 374].
This is confirmed by the context of the Quranic narrative about prophet Joseph; when
he was introduced to the Egyptian women - who are the linguistic subject in (16) - they
were too mesmerized by his unearthly beauty to believe he was an ordinary man. Leisa,
a world-oriented negator, would require a totally different context:

(20) يئاضفقولخمهّنأدّبلا.ارشباذهسيل!لالا.ةئتاّنلاهتهبجونيترئاغلاهينيعىلإيرظنأ .
‘unḏurii ‘ilaa ʻainaihi-l-ghaa’irataini wa jabhatihi-n- naati’ati. Laa laa! leisa
haḏaa basharan; Laa budda ‘annahu makhluuqun faḍaa’iyyun.
Look at his receding eyes and swollen forehead! No, no! this is not a human
being. This must be an extraterrestrial!

The importance of (17) is that the negator maa works with the preposition bi-:

maa ‘anaa bi-muhmilin li-waajibaatii / I am not careless about my duties.

This discontinuous phase-two negator [maa …bi…] has its correlative discontinuous
marker in affirmation, [‘inna …la…], such as in:

(21) يتابجاوللمهملينّنإ ! / ‘inna-nii la-muhmilun li-waajibaatii
Definitely, I am careless about my duties.

In traditional grammar, bi- in negation with maa or leisa is treated as a redundant
preposition, and la- a corroborative particle. In fact, these two operators, which have no
clear equivalents in English, constitute the predicative node and the scope of the phase-
two markers maa and ‘inna respectively.

5.4 Laa vs. Lan : Intra- and Inter-Operation Analysis

5.4.1 Corpus

(22) Laa taduuru-sh-shamsu ḥawla-l-’arḍhi ضرلأالوحسمشلارودتلا /
The sun does not revolve around the earth.

(23) كلوحنميرجيامبىتحيلابتلاكارأ
I see that you don’t even care what’s going on around you.

(24) لوقتامّمائيشنومهفيلاطقفمهّنا،يدّيسايكباونيهتسيمل .
They are not disrespectful sir, they just haven’t understood anything of what you
are saying.

(25) محرعطاقةنجلالخديلا . / laa yadkhulu-l-jannata qaaṭiʻu raḥimin
He who severs family bonds will not go into paradise.

(26) . ايسنإمويلامّلكأنلف / Fa-lan ‘ukallima-l-yawma ‘insiyyan
Therefore, I shall not speak this day to any human being.
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(27) . لاوطلابجلاغلبتنلوضرلأاقرختنلكّنإاحرمضرلأايفشمتلاو
And walk not in the land exultant, for you cannot cut through the earth nor
stretch to the height of the mountains.

(28) مواقأس،ملستسأنل.لعفأنل…يلامآويحومطدسفيلصحامعدأنل !
I won’t let what happened ruin my hopes… I shall not. I shall not surrender.
I shall resist!

5.4.2 Analysis
If in verbal negation lan works always with a muḏaariʻ commonly associated with
reference to futurity - ‘al ‘istiqbaalu / لابقتسلاا - laa is possible in four temporal contexts:
in timeless events (22), in the present - ‘al-ḥaalu / 23(-لاحلا and 24), in the future (25),
and not often in the past (30) when it joins alternatives:

(30) ىّلصلاوقدّصلاف . / fa-laa ṣaddaqa wa laa ṣallaa
For he neither believed, nor prayed.
In nominal negation, the use of laa is associated with the time of speech:

(31) ايغربكّفلأتاودلأاهذهلكبيلةجاحلا !
laa ḥaajata lii bi-kulli heḏihi-l-’adawaati li ‘afukka burghiyyan
I don’t need all these tools to unscrew a screw.

Whatever its context of use, laa conveys a core grammatical value: it signals that
the non-validity of R is a new piece of information not endorsed by the linguistic
subject. A comparison with lan is expected to elucidate the working of both negators.

A yes/no question is a possible context for laa in (22); the questioner seeks infor-
mation that is provided by the questioned. An answer with lan would be ungrammatical,
even though well-formed. Lan is a modalizing negator typical of contexts conveying a
guarantee of the linguistic subject that R will not take place. In (28), where it is used
three times, lan is a phase-two negator which encodes the speaker’s sheer determination
‘to achieve her goals’, thus conveying a deontic modality. laa is not compatible with
such a context. In English, the negator not and the modal marker are always discrete
even when they are in a contracted form (mustn’t), but in Arabic the distinction is
between modalizing and non-modalizing negators. This may induce translation students
into confusion, especially in comparison with English. (32), (33) and (34) are pertinent
examples of the interplay between negation and modality (M):

(32) دعوملانعفّلختيلانأبجي . / yajibu ‘an laa ytakhallafa ʻani-l-mawʻidi
/ Must - not – he – miss the appointment /

(33) دعوملانعفّلختينأبجيلا . / laa yajibu ‘an ytakhallafa ʻani-l-mawʻidi
/ Not – must – he – miss the appointment /

(34) بقاوعلاتناكامهمدعوملانعفّلختينلهّنإ،ادّيجهفرعأ .
‘aʻrifuhu jaiyyidan, ‘innahu lan ytakhallafa ʻani-l-mawʻidi
I know him very well, he won’t be missing the appointment, no matter what
happens.

The following configurations visualize the difference between (32) and (33)
(Fig. 2):
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Even though the figure clearly shows the scope of the negator, R in (32) and M in
(33), it does not totally eliminate semantic ambiguity resulting from the mobility of the
negator and the modal; in fact 24 out of 25 translation students surveyed for this article
provided the same English translation for both sentences (He must not miss this
meeting.). Only one trainee suggested mustn’t for (32) and must not for (33).

Lan in (34) is possible with the same predicative relation (He / miss the meeting),
but it is neither triggered by the same context of (32) and (33) nor does it convey the
same grammatical value or translation. The presence of the epistemic modal marker
‘inna, which encodes certainty of U, in the context of lan, itself a modal negator, over-
modalizes the utterance and complicates the task of the translator. 19 students out of 25
(76%) provided the same English translation to (34), an utterance with inna + lan, and
(35) an utterance without ‘inna (Ø).

(35) يتخلفّ عن الموعد مهما كانت العواقب.لنهو Ø،ادّيجهفرعأ
I know him very well, he will not be missing the appointment, no matter what
happens.

The utterances were given separately for translation in two different tasks. The
respondents who suggested different translations used a modal adverb, such as defi-
nitely, to render ‘inna. In (23), (24) and (25), Laa has the same phase-1 status and
conveys the same referential value. The modal ‘inna in (24) takes scope over a
predicative relation negated by laa. The context of (23), (24) and (25) are not per-
meable to lan. (26) is a very interesting example as it refutes the claim of temporality
associated with negators. The time locator of R is the adverb ‘al-yawma / today, lan is
there to convey a deontic modality, like in (28). (27) is slightly different as lan is an
epistemic modal negator conveying certainty, not determination. A phase-1 negator,
laa would be ungrammatical in the contexts of (26), (27) and (28).

6 Conclusion

The paper has proposed a metaoperational analysis of the major verbal and nominal
negators in SA and has demonstrated that the metalinguistic richness of negation in SA,
compared with the single formal negator (not) in English, is governed by an underlying
binary microsystem (phase 1 phase 2 vector) that accounts for this diversity. Lam, maa,
leisa, lammaa, laa, lan, and kallaa are in fact more effectively understood, taught,
learned, and translated when they are approached from the perspective of the language

(U)(M)    yajibu 'an

laa

yatakhallaf)(huwwa

laa

(M)      yajibu 'an (U)

(huwwa)  yatakhallaf

Fig. 2. Interaction of negation and modality
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user and the processing strategy at work in discourse. The dominant approach in
theoretical and pedagogical grammar is too reductionist to account for the working of
negators in SA. By direct assigning of meaning to formal markers, it simply confounds
the linguistic with the extralinguistic and induces learners and translators into error and
mistranslation. Yet, the diversity of negation markers in Arabic provides a highly
significant case of operators which convey referential, metalinguistic, modal, and
aspectual values. The interaction of operations, such as reference to time, aspect, and
modality with negation is still to be investigated from a corpus-based explicative
perspective. This is expected to provide valuable assistance especially to language
learners, translation trainees and computational linguistics.

Tables 1 and 2 recapitulate the key findings related to the application of the binary
microsystem underlying discourse:
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Abstract. The field of optical character recognition for the Arabic text is not
getting much attention by researchers comparing to Latin text. It is only in the
last two decades that this field was being exploited, due to the complexity of
Arabic writing and the fact that it demands a critical step which is segmentation;
first from text to lines, then from lines to words and finally from words to
characters. In case of historical documents, the segmentation is more compli-
cated because of the absence of writing rules and the poor quality of documents.
In this paper we present a projection-based technique for the segmentation of
text into lines of ancient Arabic documents. To override the problem of over-
lapping and touching lines which is the most challenging problem facing the
segmentation systems, firstly, pre-processing operations are applied for bina-
rization and noise reduction. Secondly a skew correction technique is proposed
beside a space following algorithm which is performed to separate lines from
each other. The segmentation method is applied on four representations of the
text image, including an original binary image and other three representations
obtained by transforming the input image into: (1) smeared image with RLSA
algorithm, (2) up-to-down transitions, (3) smoothed image by gaussian filter.
The obtained results are promising and they are compared in term of accuracy
and time cost. These methods are evaluated on a private set of 129 historical
documents images provided by Al-Qaraouiyine Library.

Keywords: Arabic text line segmentation � Historical documents � Projection �
Skew correction

1 Introduction

Since the beginning of research on optically captured text recognition of Arabic printed
and handwritten text, the work on historical documents is still poor and not much
researches could be found in literature, although there is a huge number of ancient
documents in libraries and archives. These ancient documents contain important
records either artistic, scientific, or referring to historical events. These files have not
been digitally exploited yet, because the processing of ancient text is much different
and harder than the processing of modern printed or handwritten text, especially for the
Arabic text. The tasks of segmentation and recognition are more complicated due to the
nature of Arabic writing and variety of shapes, where in most of Arabic ancient text
there is a lot of additional signs and diacritics as shown in Fig. 1. The Arabic writing is
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done from right to left and each character can have different shapes depending on its
position in the word Fig. 2.

Following the analytical approach, the recognition of an Arabic text must include a
major step which is the segmentation of text into small classifiable units. To do this, the
text must be decomposed first into lines and then into words and finally into characters
[1]. One of the most challenging tasks for all text line extraction systems is the seg-
mentation of overlapping and touching lines especially when dealing with skewed text.
In this paper, we describe first, the pre-processing operations to be applied to the text
image. Then, we propose a projection-based process to correct the skew of the text and
to extract text lines by finding the path separating overlapping and touching lines.

Fig. 1. Additional diacritic signs

Fig. 2. Shapes of the same letter ( ـه ). a: in the beginning, b: in the middle, c: in the end, d:
isolated
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Historical documents have always presented a challenge to the segmentation sys-
tems, not only on the first level of text to line segmentation but also for line to words
and word to characters. As handwritten, ancient text is often skewed and many addi-
tional signs could be found (Fig. 1), and it is written randomly with the pen thickness
that changes frequently from one word to another.

OCR systems had always the challenge to find the right segmentation path between
handwritten lines, either for Arabic or other languages. Multiple approaches have been
adopted to deal with line segmentation problem; in [2], an overview of works on
segmentation of Handwritten Document was presented. Authors of [3] proposed a
language independent method for text line extraction. The Partial projection method
was adopted in [4–6]. It is based on calculating the projection profile in multiple
columns of the document. The clustering approach was adopted in many works on
segmentation [7–9]. In [10], An algorithm based on adaptive local connectivity map
was proposed for line extraction from historical documents. Authors in [11] developed
a new cost function that considers the interactions between text lines and the curvi-
linearity of each text line. Recently, the problem of text line extraction starts having
attention by deep learning researches, where in [12], deep convolutional network has
been used for the segmentation of text lines of historical Latin documents.

The lines of text in Arabic historical documents are very close to each other and the
distance between lines may also change many times in the same document. All these
facts give the effect of overlapping and touching lines as indicated in Fig. 3. Lines
overlapping effect occurs when ascenders and descenders of two successive lines share
the same horizontal position. While touching line effect occurs when a descender of the
first line meets an ascender of the second line. Another common challenge between
Arabic Optical processing systems dealing with ancient documents is the absence of
standard databases, although there is a huge number of historical documents in libraries.

This paper is structured as follows: some previous works are presented in Sects. 2,
and 3 describes the contributions of this work; First the algorithm of skew correction is
presented. Then, the four presentations of the text image are described and the process
of line extraction is explained. Finally, the experimental setup and discussion of the
results are presented in Sect. 4 and the conclusions and future work in Sect. 5.

Fig. 3. Overlapping and touching lines
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2 Previous Works

The task of text line extraction has been discussed since the very beginning of the OCR
systems. The text line extraction is an important task in the process of segmentation
which is the second step of a character-based recognition system. The text line
extraction process depends on the nature of text, we found several methods applied for
printed text as well as for the handwritten text. In 2001, authors in [4] proposed a
method for text line segmentation, it is applied on modern handwritten text. The
method is based on a combination of partial projection technique and partial contour.
Authors claimed having a segmentation success rate of 82%, but the method fails in
case of touching lines and the presence of diacritics signs.

Since then many approaches have been developed to deal with the special case of
historical documents either for Latin [2, 3, 7, 8, 10], Chinese [9, 11], or Bangla [5].
Although, the work on the Arabic documents is still not getting much attention. In order
to segment Arabic text lines, authors in [6] segment a page into columns, and they
separate each column into blocks by using partial projection. Then, they use a KNN
algorithm to classify each block into three classes depending on its dimensions: a class of
big blocks representing overlapping components, a class for diacritic signs, and a class
for words. The method has been tested for both printed and handwritten Latin text and
only printed Arabic text, but no final success rate was given. In [13], a method for text
line extraction from historical Arabic was developed. Its process goes first by detecting
multi-skewed zones using an automatic paving and the Winger-Ville Distribution. Then
the orientation of each zone and the baseline are analyzed to extract lines. Authors claim
having a segmentation rate of 98.6%. This method is still weak in case of false incli-
nations and false maxima which is due to diacritics appearing in the beginning of the line.

Recently, machine learning techniques have been adopted to line extraction. In [12]
authors used a method based on Convolutional Neural Network for Latin text line
extraction from historical documents. Firstly, a patch size is identified on the basis of an
overall text line distance. The CNN is fed for training with several patches. Then the
CNN model is used for line segmentation. This method has been evaluated by using
two sets of Latin databases and no results have been revealed. The use of CNNs is still
unavailable in case of Arabic historical text because of the absence of a standard
database of Arabic historical documents.

3 The Proposed Method

Text line segmentation is the operation of extraction of a text line separately with all its
words and characters. In this work, the segmentation is done by using a projection
profile-based method. The projection profile of a text image in a particular direction
refers to the running count of the black pixels in that direction [14]. In our case, we use
a horizontal projection.

The text in historical documents is often skewed because it is written by hand and
the tools used did not help to write straightly on the line. For Arabic, writing was more
difficult because lines were being written too close to each other with many ascenders,
descenders and additional signs. This produce often the problem of more overlapping
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and touching between lines. The problem that was always the main challenge facing
segmentation systems either for Latin or Arabic text. Even the most accurate systems
haven’t found a complete solution for the problem of overlapping and touching lines.

To address the line segmentation problem of historical Arabic documents, we
propose a method based on projection first to correct skew angle of the whole page text
at once, and then to separate lines. Before applying the segmentation and skew cor-
rection process, the text image is first being subject to some pre-processing operations
including: Binarization and noise reduction. The method is tested on four different
representations of the text image (Fig. 4). These representations were obtained by
applying three transformations: smearing with RLSA algorithm, conversion into up-to-
down transitions, and finally a gaussian smoothing.

3.1 Skew Correction

Skew correction problem has been discussed since decades. Many techniques have been
used since then. But Hough Transform [15] and projection [14] are still the most used
and efficient. Our skew correction process is based on horizontal projection which has
been chosen to provide simplicity and efficiency and also for its rapidity. The algorithm
is based on the calculating of the maximum peak of the projection profile of the text
image in multiple rotations. But the weakness of this method is known face to over-
lapping and condensed lines; When applying the algorithm of skew correction on the
original binary image, a false angle may be found, because often the orthogonal of a
condensed text image has more pixels than lines, so that when rotating the image and
calculating the projection profile, the maximum peak corresponds to this angle (Fig. 5).

Fig. 4. The process of segmentation
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Therefore, the original binary text image is first transformed into its up-to-down tran-
sitions (Fig. 6b). For each column of the binary image, only the black-to-white transi-
tions are kept. The main goals of this transformation are first, to override the problem of
condensed lines, and then to reduce the processed information to speed up the process
because of the fact that the up-to-down transitions represent the baseline position and
consequently the skew angle could be obtained by processing only the transitions.

The transition image is rotated in a range of angles [-a, a], with “a” is the fixed
angle value. In each rotation, projection profile is calculated and its maximum value is
saved as shown in Fig. 7. The principle is that the highest peak will be obtained by best
rotation angle which gives straight lines since horizontal projection is used.

3.2 Image Transformations

The process of segmentation is applied on four different representations of the text
image. Three transformations have been applied on the text image (Fig. 8). The results
of segmentation using each representation are compared to the original binary image
(Fig. 8a). The first transformation is obtained by using Run length Smoothing Algo-
rithm (RLSA) [16]. The algorithm is a smoothing technique that blacken the space
between two black pixels in a single row or column. The white space is blacked if its
size is less than a predefined threshold. It can be applied either on horizontal or vertical
directions (Fig. 8b). The second transformation consists in converting the original
binary image into its left-to-right and up-to-down black-white transitions. (Fig. 8c).
The choice of keeping right transitions came from the fact that both Arabic writing and
segmentation are done from right to left. While bottom transitions are chosen because
they represent the baseline of the words and consequently the position of the line. The
third and final transformation is done by using a binary gaussian filter. Similar to
RLSA, the BGF transformation consists in applying a gaussian blur filter to add gray
pixels between black pixels. Gaussian blur is a blurring technique based on a gaussian
function which calculates the transformations to apply on a pixel. Then we apply a
thresholding to convert the added gray pixel into black. (Fig. 8d).

Fig. 5. False skew correction due to condensed and overlapped lines
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Fig. 6. Example of input of skew correction. a: original text image. b: its transitions
transformation. c: its horizontal projection profile

Fig. 7. Detection of the best angle for skew correction
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3.3 Text Line Segmentation

Text lines in historical documents are written too close to each other. Therefore, the
obtained horizontal profile is noisy and lines’ positions can’t be found easily. To
address this obstacle, we smooth the projection data vector using the SavGol filter [17].
Then local maxima representing the global line positions are detected and the seg-
mentation area for each two consecutive lines is extracted, it is the area between the two

Fig. 8. Transformations applied to the text image. a: original image, b: transitions image, c:
RLSA image, d: Binary gaussian transformation.

Fig. 9. Algorithm of lines segmentation
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global baselines. Starting from the right index of local minima of the segmentation
area, the algorithm of Fig. 9 is followed to find the segmentation path and separate
lines from right to left. Let us mention that up and down thresholds are set to 20% of
the segmentation area size, and Du (Dd) is the distance between the current pixel and
its closest up (down) black pixel and PP is the projection profile. Figure 10 shows a
segmentation area with the thresholds and the segmentation path obtained by using the
Binary gaussian transformation.

4 Experimental Results

Because of the absence of a public and standard database of Arabic historical docu-
ments, and in order to evaluate the present segmentation method, we have used a
private set of Arabic historical documents. The documents were provided by
Al-Qaraouiyine library1, scanned with a 300 dpi optical scanner. The set contains a
total of 129 pages with a total of 3068 text lines images. They were prepared manually
to remove borders and to remove big black spots and the other effects that were caused
by users during manual use. The tests were performed using Python-OpenCV on
windows-10 of a PC with a Quadcore 2.8 Gz Processor and an 8 Gb of random-access
memory.

4.1 Rules

The segmentation method described in this paper consists in finding a path through the
white space between lines. In literature, we noticed the absence of standard scheme to
decide if a line is well segmented or not. That’s why we define the following strict rule
to consider a successful segmentation: A line segmentation is checked manually and
considered failed if the segmentation path crosses (cuts) one or more characters of the
line in condition that a crossed character loses its global shape. Figure 11 shows some
successful and failed segmentations.

Fig. 10. Lines segmentation result

1 Al-Qaraouiyine Library: Founded in 860 in Fez, Morocco. Al-Qaraouiyine is believed to be the
oldest working library in the world. It is part of Al-Qaraouiyine University which, according to the
UN, is the oldest operating educational institute in the world.
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4.2 Skew Correction

In the skew correction step, the angle range is chosen experimentally as [−40°:40°] to
cover all rotation variations that may exist in historical documents. The step angle of
rotation is determined after several tests summarized in Fig. 12. We have chosen
several divisions of the angle range, and calculated the error rate “r” using formula (1)
and the time cost. We noticed that time increases whenever the number of steps
increases since there are always new iterations to process, while the error rate of skew
correction is stabilized at r = 1.8% at the number of steps of 70. Therefore, the range
angle is divided by 70 which means the step angle is set to 80°/70 = 1.14°.

r ¼ ca� eaj j
ea

� 100 ð1Þ
Where ‘ca’ is the calculated angle, and ‘ea’ is the exact angle calculated manually.

Fig. 11. a, c: Successful segmentations. b, d: failed segmentations

1.41.51.61.87.5

33.2

48.9

67.8

90

403632282420
16128 4 

0

20

40

60

80

100

0 20 40 60 80 100 120

ER
RO

R 
(%

), 
TI

M
E 

(1
00

m
s)

 

NUMBER OF STEPS

Error Time

Fig. 12. Summary of skew correction tests

190 A. Zoizou et al.



4.3 Text Line Segmentation

We present in Fig. 13 a comparison between the 4 previous tests in term of error rate
and time consuming. The error rate is calculated using the formula (2). For the first
representation in which the image is only binarized and got noise reduced, a global
binarization algorithm is applied and a 2 � 2 kernel is used for a morphological 3-
iterations opening to reduce noise. In the horizonal-RLSA representation, the threshold
is experimentally fixed after many experiments in 15 pixels, the same as the kernel used
for the gaussian filter.

e ¼ m� nj j
n

� 100 ð2Þ

Where ‘m’ is the number of lines well segmented, and ‘n’ is the total of lines in
database.

In term of speed, processing the transitions image gives the best results since the
transitions image have less data compared to the others. But the binary gaussian
transformation gives the best results in term of accuracy nevertheless it takes more time
than the original binary image and the transitions images. This is due to the fact that the
binary gaussian transformation reduces noise, smooths the borders and converts the
words into a smeared form, which is more compacted than the result of RLSA trans-
formation. This last, smears the text image without reducing noise which can cause the
loss of the segmentation path. While the transitions transformation creates more space
and options for the segmentation path. Table 1 summarizes the obtained results.

Original Binary RLSA Transition Binary Gaussian
Error (%) 16.2 15 12.4 9.06
Time (s) 1.7 2.1 1.3 1.9
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Fig. 13. Segmentation rates and time cost
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5 Conclusion

In this paper, we have presented a projection-based method for text line segmentation
of historical documents preceded by skew correction. Since skew and noise are major
weaknesses of projection-based approaches of text line segmentation, we first perform
a preprocessing step including binarization and noise removing. Then, a skew cor-
rection method is proposed to provide straight lines to the segmentation process. It is
based on the horizontal projection, which is applied on the transformation of the text
image into transitions. The segmentation algorithm is applied on multiple versions of
the text image to see the effect of each transformation. We have found that adding a
gaussian blur followed by thresholding to a binary text image may be the best option
and can increase the segmentation rate up to 90.94%. As perspective of this work, we
aim to study the robustness of our method on bigger databases and other Latin and
Chinese scripts. Also, we aim to create a standard database for Arabic historical text, to
allow the application of new machine learning techniques in this field.
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Abstract. With the huge size and large diversity of web content and the
appearance of more social media platforms and blog websites, more people are
contributing content of varying quality. Many users prefer to keep themselves
anonymous when posting material to the web, which resulted in more pieces of
text: articles, blogs, essays and emails being published under assumed identities
or have no known author. This may result in copyright and other legal issues and
thus the need for good authorship attribution systems. The problem may be more
acute for Arabic texts due to restrictions, actual and perceived, on electronic
content publication and the prevailing social norms. In this paper we study the
issue of Arabic author attribution (AAA) concerned with designating a particular
author of an Arabic (MSA) article from among a given set of potential authors.
Many features were taken into consideration for training and testing our models
for AAA. We studied the effects of features like part of speech (PoS) tags,
stylistic issues like punctuation marks usage and sentence characteristics, word
types and word diversity. In general, PoS features, word n-grams features and
rare words proved to be the most informative for our task. We also investigated
the effect of factors like number of potential authors, number of articles per
author, and the size of text chunks used and we report on the results.

Keywords: Arabic authorship attribution � Arabic plagiarism detection �
Writing style recognition � Arabic special features � Arabic text author
identification

1 Introduction

Authorship attribution (AA) is the process of identifying the author of a document,
given a number of documents with known authors. When performed on text, AA can
rely heavily on using NLP resources. Authorship attribution is important to deal with
older texts that may not have their authors clearly identified, also for cases when texts
may be incorrectly attributed to people other than their real authors for one reason or
another. Authorship attribution gained in importance with the fast growth of the
Internet and Internet usage worldwide, which lead to a vast increase in web content in
the form of articles, news items, emails, papers and social media posts. The degree of
control can be minimal, and as a result, it is easy to post web material without proper
author attribution. Authorship attribution is mostly a type of a classification problem;
what differentiates this from text categorization and classification is that it doesn’t only
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depend on the text content alone. The type of text or its topic are rarely enough to
identify the text author because the style of writing can be a crucial factor in authorship
attribution.

For AA we need to find a way to determine the author of a document that has
unclear source. For example, it is useful in case of two or more people claiming to be
the author of a text or when no one is willing to acknowledge being the author of a text
piece. Authorship attribution has applications including plagiarism detection (for
example: college essays), identifying writers for inappropriate documents and texts that
were sent anonymously (for example: dangerous or slanderous e-mails), for solving
copyright issues, determining the source of anonymous posts in blogs and resolving
problems of unclear authorship for important historical documents.

General AA has been a big topic of interest for many years now [2–7, 10, 15]. But
Arabic authorship attribution (AAA) has received limited, though lately growing,
attention [8, 9, 11, 12]. AAA is the topic we sought to address in this paper.

In most cases, the common approach is to use machine learning to build AA
models. The success of authorship attribution as a machine learning task depends on
what features are chosen to be used for the training process. Lots of features can be
extracted from the text, but which feature will help improve the result and which ones
will do the opposite is a question that should be answered. In search for an answer,
various syntactic features (e.g. average sentence length), part of speech (PoS) features
(e.g. PoS percentages) and content features (e.g. percentage of so-called positive
words) were calculated and considered for the training process. Other factors that may
be considered are the number of authors to choose from, the number of articles per
author as well as the length of the training texts. To make sure the most informative
features are taken, many feature selection methods were implemented and many
combinations of features were tested to determine their effect on the AAA results.

The rest of the paper is organized as follows: in the next section we review related
work and how the work on authorship attribution developed. In Sect. 3 we talk about
the dataset: its sources and characteristics. After that, in Sect. 4, the candidate features
for extraction are introduced and explained. In Sect. 5, we discuss the feature selection
process used to improve the AAA results. Finally, in Sect. 6 we draw some conclusions
and point to possible directions for future research.

2 Related Work

There are hundreds of researches done on authorship attribution. This is probably
because of the huge increase of web content and the ability of users to post content
anonymously making authorship attribution an important issue. The researchers studied
different properties of texts, different features of articles and lots of studies and
experiments have been done. However, our focus here is authorship attribution for
Arabic web documents. The research done on Arabic texts is much less than that for
English and other languages, both in number and in depth and in that not a lot of
features and language specific aspects were considered.

Kjell [2] did lots of experiments using Bayesian classifiers and neural networks for
authorship attribution and obtained a success rate of 80–90%.
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Stamatatos et al. [3] divided authorship attribution features into five groups:
character, lexical, semantic, syntactic and application-specific features. It was noticed
that lexical and character features have rich information about the author’s writing style
and topical preferences. Moreover, it is observed that the latter types of features can be
extracted for many languages and datasets easily.

In Diederich et al. [4], support vector classifiers were studied through a series of
experiments and managed to identify authors with 60% to 80% success rates and using
various parameters.

In Argamon et al. [5], the usefulness of function words in Authorship attribution is
examined. The authors used support vector machine classifiers to examine 20 novels
and they got a success rate above 90%. At the end they concluded that functional words
is an acceptable and good approach for authorship attribution.

Grieve et al. [6] performed experiments using the Chi-squared test on “The Tele-
graph Columnist” corpus, which involved 39 types of textual measurements commonly
used in attribution studies. The conclusion was that effective features for representing
authors are the combination of word and punctuation marks.

In Stamatatos [7], Discriminant Analysis and Multiple Regression were done.
A success rate of %65 and %72 was obtained in their study for authorship recognition.

Variation in documents sizes also got the researchers to more approaches
depending on the size. For example, Altakrori et al. [8], focused on small context and
tiny texts, specifically on tweets. Their approach was mainly using n-grams on both
word and character levels, PoS features, textual features, syntactic features along with
function words and showed that the n-grams and the user-profile models can give
comparative results to the state-of-the-art techniques. Similarly, Rabab’ah et al. [9],
focused on small sized documents which are tweets, they used two main approaches:
Bag-of-Words (BoW) and Stylometric Features (SF). The highest accuracy achieved
was 68.67% and obtained by running the SVM classifier on the combined feature sets.

Ding et al. [10], introduced the problem of stylometric representation learning into
the AA. The authors presented three learning models for vectorized stylometric rep-
resentations, they found that this works well for prolific authors but not as good for
small sized texts.

From the reviewed work, and many others, it is clear that various features and
methods were tested with varying degrees of success. This paper will focus on in depth
study of authorship attribution for Arabic documents and the effect of different features
on the system evaluation metrics. For that, many experiments were conducted to see
how various combinations of features affect the performance of the AAA process. We
studied the effect of textual features plus features like: number of authors, number of
articles per author, article readability score and article size. Many feature combinations
and learning algorithms were tested using the 10-fold cross validation method for
calculating the accuracy, recall, precision and F-measure.
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3 Dataset

A proper dataset for Arabic articles authorship attribution was not found, most likely
because this subject wasn’t studied in depth. Therefore, a suitable dataset was manually
collected. It consisted of 7 authors, with 10 articles each for a total of 70 articles. To
make the data as fair as possible, almost all the articles were collected from the website
blogs.aljazeera.net except for one author.

The articles used are homogenous, which means they are close to each other topic-
wise, which makes the judgment more challenging since writing style features will be
addressed and emphasized, given that the overall topic is almost the same.

The number of authors and articles was based on the authors with sufficient
numbers of articles suitable for building machine learning models. All texts are MSA.

For each article we created a metadata file to contain items such as author name,
class index for author, title of article, article link, size, date of publication and language.
These metadata files would make a source of data about the articles and thus make the
training process easier. The dataset and its expansions and metadata are being made
available for other researchers.

4 Feature Extraction

Extracting features that can represent both the structure and style of the author’s writing
leads to robust detection of the author’s identity. Hence, several feature types were
investigated, with each set of features targets a specific area of one’s writing style. The
feature extraction framework was split into several stages starting from preprocessing
the raw articles, to applying several NLP related tasks to the text like Part of Speech
(PoS) tagging, Tokenization, Stemming, Spell Checking, etc.., that can help in the later
stages of feature extraction. This section is divided as follows: the first subsection
discusses the preprocessing steps used, the second section is about the feature sets and
types and the last section discusses the methodology of extracting those features and
how the NLP related tasks were applied.

4.1 Preprocessing

Due to variations in writing methods, preprocessing is a common step in most of
Arabic NLP tasks. However, we believe that keeping the preprocessing to the mini-
mum can lead to better results of identifying the author in the Authorship Attribution
problem, because many author identifying details can be removed if heavy prepro-
cessing is applied. On the other hand, many features depend on the preprocessed text
like unigram frequencies whereas there are features that depend on the original text,
like the percentage of diacritics used and punctuation marks. This diversity resulted in
us extracting features before and after the preprocessing stage.

The first step for preprocessing is taking the top word unigrams and bigrams in all
the articles, to later represent the frequencies of top unigrams and bigrams as a set of
features. Then for each article, the percentage of diacritics will be taken before splitting
the article into paragraphs and then removing the diacritics from them. For each
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resulting paragraph tokenization and stemming are performed, and a spell correction is
done for the same paragraph and then tokenization is done for the spell corrected
paragraph separately, to find the richness with respect to a standard term distribution of
unigrams collected from Al Jazeera documents corpus. Figure 1 illustrates the pre-
processing steps.

4.2 Feature Types

Many features were studied for ability to distinguish an author’s writing style. They are
split into Style features, POS features and Content features. All the features proposed
are summarized in Table 1.

Fig. 1. The preprocessing workflow

Table 1. Feature types

Feature type Feature

Style features Average word length
Average sentence length
Percentage of punctuation
Percentage of short words
Percentage of hapax-legomena
Percentage of numbers
Percentage of typos
Percentage of diacritics
Type to token ratio
Nuraihan readability score
Percentage of function words

PoS features PoS percentages for top PoS tags
Content features Frequency of top 20 unigrams

Frequency of top 20 bigrams
Percentage of positive words
Percentage of negative words
Percentage of neutral words
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Style Features. Style features are categorized into Lexical and Syntactic features.
Lexical features are the features that represent the statistics about the text from the
average sentence length in words to the percentage of hapax-legomena, whereas in the
syntactic features of interest were the frequency of function words and the punctuation
used. More details are given in the following subsections.

Lexical Features. Averages/percentages were computed for the following features:
average length of words and sentences, percentage of words of length not greater than
3, percentage of words that are almost hapax-legomena (also dis-legomena and so on)
until a frequency of 3, percentage of numbers used in the text, percentage of typos the
author made, percentage of diacritics on the letters, type to token ratio (TTR) and the
Arabic readability test score that measures the complexity of the text in terms of the
rare words used. The readability test score used was as in [16] (Eq. (1)) which returns
the rank of the given token depending on its word frequencies and number of tokens.

ReadabilityScore ¼
P

i rank token ið Þð Þ
N

ð1Þ

The readability score measures the complexity of a text by knowing the “global”
rank of each word. The rank of a word was taken by sorting out all the words found in
Al Jazeera documents by their frequencies in descending order then the index of each
word would represent its rank. Table 2 shows the top 10 unigrams in Al Jazeera
documents with their frequencies.

The words from Table 2 are all correctly spelled, hence, to map a word from an
article to a global corpus rank, one needs to spell correct the words and sentences, and
for that the FARASA spell corrector was used [14].

The list of words has 824,179 types and 211,311,782 tokens, and proved to have a
Zipfian distribution such that the percentage of types with frequency 1 is about 42.7%
of all the types and the percentage of types with frequency 2 took 13.8% percentage.
Figure 2 shows the distribution of the fraction of words with that frequency.

Table 2. Top 10 type in Al-Jazeera corpus and their frequencies

Word Rank Word Frequency

1 يف 3671564
2 نم 2330186
3 نأ 1534168
4 ىلع 1520368
5 ىلإ 1103242
6 نع 641711
7 يتلا 597724
8 نإ 463476
9 عم 460636
10 ام 442644
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Syntactic Features. The syntactic features used were the percentage of function words
used and the percentage of the punctuations in the text. The function words are the
words used to connect two parts of a sentence. Arabic is rich in function words and
function words are categorized into different categories, Table 3 illustrates some of the
function word types and the particular instances that were used in this paper.

One needs to note that a lot of the function words may not exist in all the languages.
For example, the accusative function words do not exist in English but one can find
them in German.

Part of Speech (PoS) Features. Writing behavior can be strongly determined by the
different PoS elements used in the text. Therefore, the FARASA PoS tagger [15] was
used to extract the PoS tags for each article tokens, then the frequencies of the used PoS
tags were taken to serve as features. The number PoS tags used was 13, as illustrated in
Table 4.

Fig. 2. Frequency of corpus word types

Table 3. Function types and words

Function type Function words used

Conditional function words ( طرشلاتاودأ ) ام،لاول،ول،امنيأ،نيا،ىتم،ام،نم،نا

Accusative function words ( بصنلاتاودأ ) ءافلا،دوحجلاملا،ملالا،يك،نا،ىتح،نل

Questioning function words ( ماهفتسلااتاودأ ) له،اذامل،مك،فيك،نيا،ىتم،ام،نم

Simile function words ( هيبشتلاتاودأ ) نأك،فاكلا

Preposition and postposition function
words ( رجلاتاودأ )

،ملالا،فاكلا،ءابلا،بر،ىتح،نع،يف،ىلع،ىلا،نم
ذنم،ذم،ءاتلا،واولا
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Content Features. Authors tend to use some words or phrases more often than others.
Based on this fact, knowing the author top unigrams and bigrams from all his/her
training articles can help in identifying the author. Therefore, the top 20 unigrams and
top 20 bigrams from all the articles were taken as a preprocessing step, then for each
article, the unigrams and bigrams that are in the top 20 unigrams and top 20 bigrams
from all the articles are represented with their percentage (normalized frequency) in the
article.

Another content feature is how the author tends to use positive (good), negative
(bad) or neutral words in the article, hence the percentages of positive, negative and
neutral words were taken as content features. The positiveness of a word was measured
by using a sentiment analyzer from [13], which employs a set of labeled Arabic online
reviews.

4.3 Extracting Methodology

All the features mentioned previously need robust tools and methods to find and extract
them. For the lexical features, both the readability test and the TTR require prior
knowledge of the rank and frequency of a given word in a large set of documents. For
this the pre-collected set of unigrams frequencies on Al Jazeera documents from
FARASA was used [1, 18].

The PoS tagger used was also the FARASA PoS tagger for its accurate represen-
tation of each word. For the sentiment analyzer the ArabicTools from Ali Salhi were
used to determine the word positiveness [13].

Table 4. Parts of Speech Used

PoS code PoS description

NSUFF Noun Suffix
PRON Pronoun
ADJ Adjective
NUM Number
PREP Preposition
CASE alef of tanween fatha
DET determiner
ADV Adverb
PART Particles
V Verb
CONJ Conjunction
NOUN Noun
PUNC Punctuation
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5 Features Selection

Lots of features were calculated as described previously, some of which may not be as
informative as others. Irrelevant features can decrease the model accuracy. Therefore,
feature selection was used to ensure having a precise and well-made model. This can be
done by either automatically generating the possible subsets and evaluating them
separately, or by finding the subset of features greedily or by a statistical measure.

5.1 Statistical Approach

The first naive approach is to find the information gain (IG) of all the features and
cancelling out the ones that have IG less than some threshold. We did that and the
features selected from the strongest to the least strong (based on IG) after cancelling the
features with the lowest information gain are illustrated in Table 5.

From that table, it is easily seen that the PoS percentages features have relatively
large IG compared to the other features. Other high IG features include TTR, punc-
tuation percentage and word length.

Table 5. Selected features and their information gain

Feature Information gain

Determiner (PoS, فيرعتلالا ) 1.000582
Type to token ratio (TTR) 0.990532
Percentage of punctuation 0.937544
Average word length 0.886882
Adverb (PoS) 0.847305
Percentage of short words 0.75187
Adjective (PoS) 0.728352
Pronoun (PoS) 0.707754
Average sentence length 0.654821
NOUN (PoS) 0.631447
Unigrams (average IG value) 0.6155228
VERB (PoS) 0.583294
Nuraihan readability score 0.583221
Particles (PoS) 0.569106
Noun suffix (PoS) 0.480477
Neutral words percentage 0.467596
Percentage of Hepax-Legomena 0.463519
Conjunction (PoS) 0.42083
Bigrams (average IG value) 0.319848
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5.2 Search Approach

The second feature selection process is by using a search-based method that finds the
best subset of features that are most representative. Unfortunately, this problem is NP-
hard and the computations for the number of features proposed would be very large.
Hence, a greedy algorithm was used, and the results of the subset selection problem are
shown in Table 6.

These results are computed when assuming that all the 7 authors are in the training
set, hence, many important features like the function words frequencies and percentage
of diacritics were discarded because of the large number of authors to choose from.
However, we believe that if the evaluation was limited to the case of two authors at a
time where one author uses diacritics or function words more frequently, those features
would have a larger IG value and may have been selected.

6 Experiments and Results

To assess the effectiveness of the features extracted and selected, a complete evaluation
needs to be done on different classifiers. We tested SVM (SMO), Decision Tree and
Naive Bayes, since the SVM is a binary classifier, the OneVsOne approach was
chosen.

The evaluation across those classifiers was done using 10-fold cross validation for
all the pairs of 2 authors (the combinations of 2 authors were taken and trained and then
the average value over the combinations was calculated), the results after 10-fold
validation are given in Table 7.

The SVM proved to have the best results under all evaluation metrics, hence the
next experiments are done using the SVM.

Table 6. Selected features for feature type

Feature type Feature

Style Features Average word length
Average sentence length
Percentage of punctuation
Percentage of short words
Percentage of hapax-legomena
Percentage of typos
Type to token ratio
Nuraihan readability score

PoS features PoS percentages for top PoS
Content features Frequency of top 20 unigrams

Frequency of top 20 bigrams
Percentage of neutral words
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6.1 Testing How the Results Change with the Number of Authors

As discussed, the SVM used OneVsOne approach to deal with the multiple classes.
However, the increase of the number authors to choose from can make the classifier
misjudge and select the wrong author. Therefore, the relation between the number of
authors in the SVM and the evaluation results is studied where for the 7 authors: we
started with k = 2, i.e. for all the pairs of authors, then for subsets of k authors where k
= 3, 4 …until the original problem where k = 7. For each 2<= k<=7 we trained then
evaluated all possible combinations using 10-fold cross validation, then the average
Precision, Recall and Accuracy for each k were computed and the results are depicted
in Fig. 3.

As seen, increasing the number of authors increases the options that the classifier
needs to choose from and hence reduces the Precision, Recall and Accuracy, but not by
much as the results are still in the 90% range even for 7 authors. The experiment was
extended with an additional dataset [18] to have a total of 16 authors. The preliminary
evaluation shows that the metrics are still going down as the number of authors
increases, but the results are still encouraging.

Table 7. Evaluation metrics with different algorithms

Classifier Macro precision Macro recall Macro F-score

SVM 98.24% 98.10% 98.17%
Decision tree 84.97% 84.52% 84.75%
Naive bayes 97.97% 97.61% 97.79%

Fig. 3. AAA evaluation metrics vs number of authors
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6.2 Testing the Effect of the Number of Training Articles for Each
Author

The original dataset collected contains 7 authors and 10 articles for each author, but for
many circumstances in AA, it happens that an author does not have enough articles for
training. Hence, the relation between the number of training articles that an author has
and the accuracy of the model was studied, for each of the values n = 3, 4, …, 10
articles. To make the choice of the articles fair, all the article combinations from a given
n were evaluated and averaged. The results are shown in Fig. 4.

From Fig. 4, it is easily seen that increasing the number of articles produced better
results because the information taken from an author is increased. Given the high results
we have (about 97%) for 10 articles, it may be of interest to see the effect of adding
additional articles on the performance and if things stabilize at a certain article count.

An additional experiment was done to further test the effect of article numbers for
each author. A subset of 6 authors with 30 articles each was selected from the datasets
in [17] and [18]. The experiment showed a convergence when the number of articles
reached 12–14. Our preliminary conclusion is that increasing the number of articles for
an author beyond a certain threshold doesn’t necessarily imply an improvement in the
results.

6.3 Testing How the Results Change with the Size of Context Taken

We wanted to test if we can redesign our model using less than the full article for
elements of the training set for each author. To test the results for parts of the article in
the training set vs the full article, several approaches where proposed and used.

Cutting Continuous Chunks from the Article. The first approach was working with
continuous chunks of the articles and training on them only. For this purpose, the first
and second halves of each article were taken separately and used as the training set then
evaluated and averaged, then the four quarters were used for training then evaluated

Fig. 4. AAA evaluation metrics vs number of articles per author
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and averaged and finally the procedure is repeated for the eight eighths of each article1.
This was done by using 21 combinations for all possible subsets of authors pairs (k = 2)
and then averaging the results of each combination. Figure 5 illustrates the results.

Choosing Random Bag of Words from the Article. The second approach was
selecting random words from the articles (random bag of words) and compute the
results as done previously, of course, the bigrams frequencies are not available for this
case and thus are not used for this approach as a feature set. To demonstrate the effect
of the text context features, the PoS features were pre-calculated then the experiment
was done with and without PoS features for the pairs of 2 authors (k = 2), for a different
number of randomly selected words. The results are given in Fig. 6.

Fig. 5. AAA evaluation metrics vs article size (continuous chunks)

Fig. 6. AAA evaluation metrics vs article size (Random bag of words) with and without POS
tags

1 To avoid problematic splits, the split was always aligned with section boundaries.
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It is noticeable that reducing the context has negative effect on the results. How-
ever, in the case of continuous chunks (Fig. 5), the results were not as negative as
choosing random words (Fig. 6). That is mainly because the continuity of the text kept
some features (like word bigrams and POS tags) alive and meaningful, something that
is lost in random sampling, even for larger sample sizes. The significant improvement
on the results when the context-driven features such as POS tags were included as can
be seen in the upper part of Fig. 6.

7 Conclusions and Future Work

In this paper, the problem of Arabic Authorship Attribution (AAA) was studied and
assessed. The AAA is not a trivial task for the variety of writing styles and different
structures people have. Many feature types were proposed and evaluated to know what
features determine the authorship the most. To account for the diversity of the dataset
size and the rarity of articles or posts an author may have, the relation between the
number of articles and the evaluation metrics was studied, and it showed how reducing
the number of articles can affect the results negatively. Moreover, the relation between
the number of authors a classifier needs to select from and the evaluation metrics was
tested. The results showed that reducing the number of authors for a classifier to choose
from resulted in better results. The last parameter tested was the size of context,
through reducing the article size to half, to quarter then to one eighth of the original.
We also studied the effect of choosing random tokens from the article on the evaluation
metrics. We concluded that the continuity of the text preserves a lot of useful features
that is lost in randomized word selection and the performance was much better for
continuous text chunks and random tokens with in context features like POS tags. For
the random tokens case, the more words selected, the better, with remarkable
improvements when the random tokens had their POS tags as additional features.

For better evaluation, we need to test on larger datasets, say in terms of the number
of authors and the number of articles per author as well as more topic diverse texts.
Another interesting experiment would be evaluating the features proposed for a real-life
application scenario like plagiarism detection in Arabic, or identifying authors for posts
with hidden identity like the spammers on social media. Another possible extension is
to test on smaller context posts like tweets.
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Abstract. Keywords or Keyphrases constitute a very important kind of con-
cepts which can be extracted from texts. They reflect the semantic contained in
these texts and are useful in many tasks of Information Retrieval, Text mining
and Natural Language Processing. Their extraction is a challenging problem to
which researchers have an active interest. In this paper, an approach based on
the Association Rules model is described for extracting keyphrases from modern
standard Arabic texts. The experiments done and the results obtained are
promising: the performance values of the proposed system (in terms of preci-
sion, recall and f-score) are higher than 60% and can exceed 70%.

Keywords: Keyphrases Extraction � Keywords extraction � Association
Rules � Arabic texts � Modern standard Arabic language

1 Introduction

Keyphrase extraction (KE) aims to identify a set of terms that best describe the content
of a text. For example, one may ask what can be the most relevant terms which can
represent the text of Fig. 1?

In the literature, depending on the granularity adopted, two different units have
been used to represent the most relevant information contained in a text: keyphrases or
keywords [1–4]. A keyphrase is a multi-word expression. For example, for the text of
Fig. 1 we can suggest the following keyphrases: طفنلاراعسأ (oil prices), يكريملأاماخلا
(american crude), طفنلاقاوسأ (oil markets), whereas a keyword is a single word
(e.g. رلاودلا (dollar), تنرب (brent), مهسلأا (stock exchange)). Using single words, as
keyterms, can sometimes be misleading. For example, in a phrase like “ رانلاقلاطافقو ”
(ceasefire), the single words constituting the expression do not have their usual
meanings and we have a misunderstanding if these words are taken separately. This is
why in this field of Research, it is more relevant to talk about keyphrase extraction
rather than keyword extraction.

KE is a challenging problem, because assigning manually keyphrases/keywords to
documents is a tedious and very costly task, especially when it is remembered that the
number of digital available documents is in growing.
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Keywords/Keyphrases are widely used in Information Retrieval (IR), Text Mining
(TM) and Natural Language Processing (NLP).

Since they represent in a condensed form the main content of a document,
Keyphrases/Keywords are very important for IR systems [4–6]. They are used to build
an automatic index for a collection of documents. This index is considered as the core
of the IR system: when a user query is introduced, the IR engine refers to this index,
using the keywords/keyphrases, to retrieve the most relevant elements satisfying the
query. In addition to this, Keywords/Keyphrases are used in many other tasks,
including: automatic summarization, high-level semantic description, text or website
classification or clustering, constructing domain-specific dictionaries, name entity
recognition, topic detection, tracking, etc. [7, 8].

In this paper, we propose an approach based on the Association Rules (AR) model
to extract keyphrases from texts written in modern standard Arabic (MSA) language.
The idea is that keyphrases are composed by words between which exists a high level
co-occurrence, and AR are well suitable to detect such relationships.

The paper is organized as follows: after the introduction, Sect. 2 describes related
works done in the KE field in general and in MSA in particular. In Sect. 3 we give a
brief overview of the Association Rules model. Our approach is described in Sect. 4.
An experiment of the proposed KE system is illustrated in Sect. 5. Section 6 gives
details on the system assessment. Finally, we conclude and give a brief guideline for
future research.

Fig. 1. What keyphrases for this text?
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2 Related Works

Different approaches for automatic keyphrase extraction have been proposed, they can
be grouped in five major classes:

1. Rule based linguistic approaches: These approaches use the features of the linguistic
elements (words and sentences) present in the documents. They include the lexical,
syntactic and discourse analysis. They require important domain knowledge in
addition to a high language expertise. The advantage of rule based linguistic
approaches is that they are generally more accurate than the other approaches, but
the disadvantage is that they are not easily adaptable to a new domain [1, 2].

2. Statistical approaches: These approaches are generally based on statistical features
derived from linguistic corpus. The most important advantage of them is that they
are independent of the language on which they are applied and hence the same
technique can be used on multiple languages [1–4]. These methods may be less
accurate than the rule based approaches.

3. Machine learning approaches: These approaches generally employ supervised
learning methods. The objective is to build, through a learning process, from a
collection of training documents, a satisfactory model. This model is then used to
predict the results (keyphrases) from new documents. Among the supervised
methods, we can cite: Support Vector Machine, Maxent, etc. However, to yield
good results, supervised learning methods require large annotated corpus which are
difficult to build. In the absence of such resources, unsupervised and semi-
supervised learning methods are used [1–4].

4. Graph-based approaches: A graph is a mathematical model, which enables the
exploration of the relationships and structural information very effectively. Within
this approach, a document is modeled as a graph where terms are represented by
nodes and relations between terms are represented by edges. Edge relation between
two terms can be established on many principles, including [9, 10]:

– words co-occurring together in a sentence, paragraph or section;
– intersecting words from a sentence, paragraph, section or document;
– semantic relations–connecting words that have similar meaning, words spelled

the same way but have different meaning, synonyms, antonyms, heteronyms, etc.

5. Hybrid approaches: Various approaches including different methods of the above
classes can be applied to a specific domain.

In the field of MSA language KE, many works have been conducted, among them
we can cite:

Awajan [11] has proposed a method for extracting keywords from Arabic docu-
ments which includes linguistics and statistical analysis of the text without using any
prior knowledge. The text is preprocessed to extract the main linguistic information,
such as the roots and morphological patterns of derivative words. A cleaning phase is
then applied to eliminate the meaningless words from the text. The most frequent terms
are clustered into equivalence classes in which the derivative words generated from the
same root and the non-derivative words generated from the same stem are placed

Keyphrase Extraction from Modern Standard Arabic Texts 211



together, and their count is accumulated. A vector space model is then used to capture
the most frequent N-gram in the text. The author revealed that his method achieves
good results with an average precision of 31% and average recall of 53%.

Duwairi and Hedaya [12] have proposed a framework, based on KEA system, for
extracting keyphrases from Arabic news documents. Its objective is to extract the most
relevant keyphrases, on the basis of Naïve Bayes method.

In Amer and Foad [13], AKEA, a keyphrase extraction algorithm for single Arabic
documents is presented. AKEA is an unsupervised algorithm. The authors relied on
heuristics that include linguistic patterns based on Part-Of-Speech (POS) tags, statis-
tical knowledge, and the internal structural pattern of terms. The authors used Arabic
Wikipedia to improve the ranking of candidate keyphrases by adding a confidence
score if the candidate exists as an indexed Wikipedia concept. The authors attested that
on average, AKEA is more accurate than the other compared algorithms.

Omoush and Samawi [14] have proposed an automatic Arabic keyword extraction
(AAKE) technique from single document using full-text based indexing. A proper
feature-set that improves AAKE performance is specified. Self-organizing map (SOM)
neural network is used as an unsupervised learning method. The authors revealed that
their method gives encouraging results compared to Sakhr keyword extractor.

Sahmoudi and Lachkar [15] have proposed a new improvement of their previous
Arabic keyphrase extraction system based on Suffix Tree Data Structure (KpST sys-
tem). They added linguistic patterns specialized in extracting Arabic noun phrases, and
using adapted C-value multi-terms extraction method to calculate the keyphrase rele-
vance and solve the sub-keyphrases problem.

Helmy et al. [16] have proposed a deep learning based approach for Arabic key-
phrase extraction. The authors attested that their method achieves better performance
compared to the related competitive approaches.

Suleiman et al. [17] have proposed a keyword extraction method based on bag-of-
concepts. The proposed algorithm uses semantic vector space model instead of tradi-
tional vector space model to group words into classes. The method generates a word-
context matrix where the synonym words were grouped into the same class.

Rammal et al. [18] have proposed to apply a local grammar (LG) to develop an
indexing system which automatically extracts keywords from titles of Lebanese official
journals. To build this LG, the first word that plays the determinant role in under-
standing the meaning of a title is analyzed and grouped as the initial state. These steps
are repeated recursively for the whole words. When a new title is introduced, the first
word determines which LG should be applied to suggest or generate further potential
keywords, based on a set of features calculated for each node of a title. The authors
attested that the performance of their system is 67%. The proposed system has two
limitations. First, it is applied to a sample of 5,747 titles and it should be developed to
generate all finite state automata for all titles. The other limitation is that named entities
are not processed due to their varieties that require specific ontology.

Najadat et al. [19] have proposed an algorithm for Automatic Keyphrases
Extraction from Arabic (AKEA). The authors revealed that the evaluation show that the
system achieves 83% precision value in identifying 2-word and 3-word keyphrases
from agricultural domains.

212 M. Loukam et al.



3 Mining Association Rules

Association rules are employed to identify important relationships within a group of
variables in a large dataset. Mining association rules is useful for a wide range of
applications [20, 21], such as:

– Business data analysis: One application of this category is the popular “market
basket” problem which aims to find in a dataset of transactions representing pur-
chases done by customers what are the articles which are often bought together.

– Medical data analysis: in this field, it is interesting to know if there is any rela-
tionship between data present in a database of patients monitoring (age, gender,
social class, disease, treatment, etc.).

– Text-mining: One purpose of this field is to detect in texts linguistic units linked by a
pattern (e.g. the words which often appear together in a sentence, like a keyphrase).

In the following, we give an overview of the basic concepts of Association Rules
[21, 22]:

Let I = {i1, i2, …, in} be a set of items and D = {d1, d2, …, dm} a database of
transactions where each . Given two itemsets: , and A \ B = Ø; an
association rule of the form A ! B holds if it has a strong support (� minsup) and a
strong confidence (� minconf) where support(A ! B) equals to the probability of P(A
union B) and confidence(A ! B) equals to P(A|B) with respect to the transactions in D.

To generate association rules, we normally need to identify all frequent itemsets
(i.e., those with support values � minsup). One popular solution is Apriori algorithm
proposed by Agrawal and Srikant [22], which first identifies frequent 1-itemsets in a
database and extends them with a single item to get 2-itemsets. After that, it prunes
those 2-itemsets that do not satisfy the minsup value. Such a process is repeated level-
by-level until no frequent k-itemsets can be found. The algorithm is costly in both
memory and time in that it needs to generate and maintain a large number of candidate
itemsets and repeatedly scan the database for counting their frequencies [21].

Once the frequent itemsets are generated, we can generate the rules out of them.
Rules are formed by binary partition of each itemset. If {i1, i2, i3} is the frequent
itemset, candidate rules will look like: (i1 ! i2, i3), (i2 ! i1, i3), (i3 ! i1, i2), (i1,
i2 ! i3), (i1, i3 ! i2), (i2, i3 ! i1). From a list of all possible candidate rules, we aim
to identify rules that fall above a minimum confidence level (� minconf).

4 The Proposed System

In this section, we describe our proposed system for keyphrase extraction from MSA
texts using Association Rules.

The global architecture is shown in Fig. 2. We can see that the extraction system is
composed by two main modules: Preprocessing and Association Rules. Each of them is
developed as a cascade of tasks. For the Preprocessing module, three tasks are nec-
essary: Stopwords removal, normalization and vectorization. The Association rules
module is composed by two parts: Frequent itemsets construction and candidate rules
generation.
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The process can be described as follows:

1. Preprocessing Module: This module performs three main tasks: stop-words
removal, normalization and vectorization.

– Stop-words removal: The text given in input is processed for removing stop-words;
i.e. words which are considered as irrelevant for indexing purposes because they
occur frequently in the language (like pronouns , language particles

, …, numbers, adverbs, etc.). The result of this step is a reduced text.
– Normalization: A normalization (more general than the stemming) is made in order

to reduce each item of the text to its canonical form. Verbs are reduced to their
masdars (e.g. in the text given in Fig. 1, the verb “ ضفخنا ” will be replaced by its
normal form “ ضافخنا ”). Nouns are replaced by their undetermined and singular form
(e.g. the noun “ طوغضلا ” will be replaced by its normal form “ طغض ”). Adjectives are
reduced to their undetermined, singular and masculine gender form (e.g. the
adjective “ ةيملاعلا ” will be replaced by its normal form “ يملاع ”). If the text contains
proper names (e.g. “ كارطانوس ”, the Algerian national oil company), these items are
left as they appear in their original form.

Preprocessing module

Stop words removal

Normalization

Vectorization

Text given in
standard Arabic

Language

Association Rules module

Frequent Itemsets
construction

Candidate Rules
generation

Candidate
Keyphrases

Fig. 2. The system architecture
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– Vectorization: The text obtained at the precedent step is transformed in an appro-
priate data structure: a matrix. Each line in the matrix represents a sentence of the
text, and in the columns we put the normalized words. In this way, the obtained
matrix has binary values (0 or 1). A cell M[i, j] of this matrix is equal to 1 if the
sentence i in the text (corresponding to line i in the matrix) contains the normalized
word of column j, otherwise it is equal to 0.

To perform properly all the above mentioned tasks, the pre-processing module uses
several linguistic resources present as tables in an internal database: stop-words, verbs,
nouns, adjectives and named entities (locations, organizations, personalities). For the
verbs, nouns and adjectives, each item is registered with its canonical form.

6. Association Rules Module: This module achieves the association rules extraction
and mining in two complementary tasks: frequent itemsets construction and can-
didate rules generation.

– Frequent itemsets construction: The binary matrix obtained at the precedent step is
exploited by Apriori algorithm to construct frequent itemsets (verifying support >=
minsup).

– Candidate rules generation: The candidate rules verifying confidence >= minconf)
are generated from the frequent itemsets. These rules represent the most relevant
candidate keyphrases.

Technically, the preprocessing module has been developed with Java, and the
“Association Rules module” has been implemented with the integration of R System
libraries.

5 Experiment Description

In this section, we describe an experiment of our solution by using the example of the
text presented in Fig. 1. We note that the text contains 3 sentences.

After the stop-words removal step, the obtained result is the following reduced text
(see Fig. 3). On average, the size of the reduced text is about 75% of the original text
(25% are stop-words).

Figure 4 shows the normalized text obtained after the normalization step.
Since the original text contains 3 sentences, the matrix constructed at the vector-

ization step has 3 lines. The number of columns depends on the number of normalized
words obtained (35 in this case). Table 1 shows a fragment of this matrix.

After performing the whole preprocessing process, we can finally apply the
Association Rules module by specifying the min value for the support and the confi-
dence (generally upper than 70% for both of them). For this example, among the best
candidate rules we have (see Table 2):

The 5-top rules concern the same words ( رلاود/رعس/ضافخنا ) and have a support and a
confidence of 100%. These results suggest adopting as keyphrase:
(decline of the US dollar) which seems logical regarding to the content of the text. All
the other candidate rules have a support or a confidence less than 100%.
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Fig. 3. The experimental text after Stopwords removal.

Fig. 4. The experimental text after the Normalization step.
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6 Evaluation

6.1 Corpus

For the evaluation purposes, we have collected a corpus of 100 press articles extracted
from 5 medias: Arabic Skynews, Al Jazeera net, Al Qudsu Al Arabi journal, Al
Chourouq Journal (Algeria), Al Hayat. Each document contains in average 319 words.
Each document has its own keyphrases composed by its authors. The total number of
keyphrases in the corpus is 360. That is, each document contains in average about 3.6
keyphrases. Table 3 gives an overview on this corpus.

6.2 Performance Measures

In order to evaluate the performance of our system we have used the popular measures
of: recall, precision and f-score. These measures are defined briefly below, using
Table 4 (inspired by [23]).

Table 1. Fragment of the matrix representing the text

يكيرمأ ضافخنا ذاقنإ ليمرب تنرب رثأت ليجأت يندت عجارت …

Line 1 1 1 0 0 0 0 0 0 0 …

Line 2 1 1 0 1 1 0 1 0 1 …

Line 3 1 1 1 0 0 1 0 1 1 …

Table 2. A part of the best candidate rules.

Id Candidate Association rule % Support % Confidence

1 رلاود،ضافخنا!رعس 100 100
2 ضافخنا،رعس!رلاود 100 100
3 رلاود،رعس!ضافخنا 100 100
4 ضافخنا!رلاود،رعس 100 100
5 رعس!ضافخنا،رلاود 100 100
6 طفن!رعس 66 100
… … … …

Table 3. Description of the corpus used in the evaluation

Media #Articles #Keyphrase

Arabic Skynews 20 100
Al Jazeera net 20 140
Al Qudsu Alarabi 20 20
Al Chourouq 20 60
Al Hayat 20 40
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Precision is equal to: a/(a + b). Precision is defined as the number of correct
keyphrases generated by the KE system divided by the total number of keyphrases
extracted by the system.

Recall is equal to: a/(a + c). Recall is defined as the number of correct keyphrases
generated by the KE system divided by the total number of correct keyphrases present
in the evaluation corpus.

F-score is equal to 2 � (Precision � Recall)/(Precision + Recall). F-score is the
common weighed average of the above two measures (precision and recall).

6.3 Results and Discussion

The keyphrases obtained by our KE system for all the texts of the corpus can be
classified in 3 categories:

– Keyphrases that fully match the original keyphrases given with the articles of the
evaluation corpus,

– Keyphrases that match, even partially, the original keyphrases,
– Keyphrases that are completely different from the original keyphrases.

Table 5 below gives the results of the evaluation. We can see that for the first class
(full matching) we have obtained 68.53% of precision, 57.66% of recall and 62.62% of
f-score. For the second class (partial matching), the results are slightly better: 72.41%
of precision, 63.14% of recall and 67.45% of f-score.

The failure cases of our KE system may be explained by several reasons:

– In nearly 30% of the documents, keyphrases never appear in the body of the texts
they are supposed to represent. This observation confirms the idea that typically
only 70% to 80% of the authors’ keyphrases appear somewhere in the body of their
documents [24]. This kind of keyphrases is obviously difficult to detect.

Table 4. Original and extracted keyphrases

Original keyphrases
(given with the articles
themselves)
True False

Keyphrases extracted
by our system

True a b
False c d

Table 5. Results of the KE system applied to the corpus of 100 texts

Matching % of Precision % of Recall % of F-score

Full 68.53 57.66 62.62
Partial 72.41 63.14 67.45
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– About 25% of the keyphrases composed by their authors exist in their papers only
in a partial form.

– The normalization algorithm, in the preprocessing module of our KE system,
needs to be improved, because its performance has a great impact on the final
results. For example, if we had a synonyms thesaurus of arabic words (which attests
that ماخ (crude) is a synonym of طفن (oil)) we could have a better score for the
candidate rule طفن!رعس (which has only 66% as support).

– Even if we have the exact words (given by good candidate rules) composing a
keyphrase, it is not always easy to order them to make the correct keyphrase. This
part of the system should be improved too.

7 Conclusion

Keyphrases are very important for several applications of Information Retrieval, Text-
Mining, and Natural Language Processing. Their automatic extraction is a challenging
problem.

In this paper we have presented an approach based on the Associations Rules model
to extract keyphrases from modern standard Arabic texts. The proposed system is
articulated around two main modules: Text pre-processing and Association Rules
mining.

The experiments done and the results obtained are promising: the performance
values of the proposed system (in terms of precision, recall and f-score) are higher than
60% and can exceed 70%. But a larger evaluation is necessary, with the comparison
with other approaches in a benchmarking context.

Furthermore, many other extensions have been noted. Among them, we can cite:
improving the preprocessing module, including synonyms of keywords/keyphrases,
treating keyphrases in partial forms, enhancing the keyphrases construction from their
components (keywords) obtained after the Association Rules mining, etc.
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Abstract. An Arabic preference noun (i.e. comparative and superlative) is
among the nominal forms derived from a verb that we have treated. Our work is
pure morphological processing to generate automatically the derivatives of nouns
and verbs from canonical forms. This treatment is an important step in Natural
Language Processing (NLP). It represents a pretreatment for syntactic analyses
and contributes in the construction of extensional lexicon. In this paper, we
present a part of our work, the Head Driven Phrase Structure Grammar (HPSG)
representation of preference nouns for Arabic language. The choice of this for-
malism is justified. In fact, HPSG is a unification grammar based on a set of
principles, essentially inheritance. This principle allows treating several phe-
nomena with a minimum number of rules.. For this reason, we start by classifying
different patterns of preference nouns and representing them with HPSG. After
that, each pattern was specified with Type Description Language (TDL). Then, it
was validated on Linguistic Knowledge Building (LKB) system. The obtained
results are encouraging which proves the effectiveness of our system.

Keywords: Arabic preference noun � Head-driven Phrase Structure Grammar
(HPSG) � Type Description Language (TDL) � Linguistic Knowledge Building
(LKB) system

1 Introduction

Arabic language is very rich by morphological phenomena. In fact, it marks its
diversity of morphological structure. Indeed, for one lexeme, we can generate several
form types (i.e. inflectional and derivational). Thus, the automatic generation of Arabic
morphological forms is a primordial task in NLP domain. It allows the construction of
extensional lexicon with large coverage and guarantees the reusability and the inter-
operability of resources, essentially by using a unification grammar such as HPSG.
Certainly, this type of formalism offers a complete representation with a minimum
number of rules. Among the most delicate derivational forms, we identify the prefer-
ence nouns for Arabic. However, works treating Arabic preference noun especially
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with HPSG are very limited or almost non-existent. Indeed, preference noun has
several forms and its treatment isn’t evident. It is based on several criteria (i.e., the
radical, the verb scheme, the semantic aspect and the preference notion).

Among the forms that we have treated, we were interested on preference noun (i.e.
comparative and superlative) within LKB. To do this, we begin by studying the Arabic
preference noun to identify its different specificities. Based on this study, we identified
the various constraints characterizing each pattern. These constraints were described
using HPSG formalism. To validate the elaborated HPSG grammar, each pattern is
specified in TDL. The originality of our work appears in the use of such formalism like
HPSG to model NLP resources. Moreover, the lack of researchers treating the Arabic
morphology especially preference forms with the LKB platform represents another
novelty.

In the present paper, we begin by describing and discuss some previous works
treating Arabic morphological aspect. After that, we present a detailed linguistic study
about the Arabic preference nouns. According to this study, we present, in the next
section, the elaborated HPSG grammar for Arabic preferences noun and its TDL
specification. Then, we experiment and evaluate the different preference forms with the
LKB system. Finally, we conclude our work and we give some perspectives.

2 Previous Works

In NLP domain, there exist two main approaches used: statistical and linguistic ones.
Moreover, we conclude two methods for the generation of linguistic resources. The first
method consists in the development of morphological parsers. The second method
consists in the use of generator systems like LKB (Linguistic Knowledge Building) and
TRALE, an extension of ALE (Attribute Save Engine). All these generators are very
performing and they are based on normalized representation.

For the first method, AlKhalil Morph Sys2 [3] is an Arabic morphological analyzer
based on linguistic method. It detects all the possible morphological features for each
word. Based on the root of a word, this analyzer can search and find all the derivational
and flexional forms in the text. Moreover, it identifies its location in the text, its
occurrence and its context. The obtained results can be in HTML (HyperText Markup
Language), CSV (Comma-separated values) or XML format. In fact, Alkalil Morph
Sys2 is developed in five steps. The first step is “Preprocessing” that segments the text
into words and eliminates khashida and diacritic marks. Besides, it stores in memory a
copy of diacritic marks of input words. The second step illustrates the “Segmentation”
phase. It identifies the obtained word from the first step as a series of constituents
(Proclitic+Stem+Enclitic). The third one, the “Analysis of the stem” step, is divided
into four sub-steps analysis to detect the type of stem (i.e. exceptional word, non-
derived word, derived word or verb). The fourth step: “Validation of results”, checks
the validity of morphological constraints. The final step “Display of the mophosyn-
tactic analyzer’s results”, identifies for each word the possible solutions and its
morpho-syntactic features. After the implementation phase, [3] evaluates the perfor-
mance of Alkhalil Morph Sys2 by comparing it to three other analyzers: the first
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version of the analyzer Alkhalil Morpho Sys, BAMA and SAMA. Based on this
comparison, the authors obtained great results with AlKhalil Morph Sys2.

YAMAMA [11] a multi-dialect Arabic morphological analyzer motivated by the
FARASA approach. The main goal of YAMAMA is to combine the output of
MADAMIRA with FARASA’s approach. Besides, it conserves the same architecture
and uses the same dataset of MADAMIRA system while making some modification.
Indeed, they were interested essentially in the generation of the maximum likelihood
model selecting for each word the highest frequent analysis. The selected analyses are
stored in a dictionary used when the system is running. They contain all the mor-
phological and lexical features. For Analysis and Disambiguation step YAMAMA
ranks for each words all of the analyses using the multiplication of their lemma
probability and their Buckwalter tag probability. With the same way, both probabilities
are compared using the training data and the highest score analysis is selected. After
that, the word and analysis are added to the analysis dictionary. For the output gen-
eration, YAMAMA uses the same format as MADAMIRA’s. Moreover, concerning its
evaluation, the authors choose to make two types of tests. The first test aims to fix the
targets accuracy and speed while the second test allows fixing the targets machine
translation quality. Besides, they compare YAMAMA with two systems MADAMIRA
and FARASA. As result, YAMAMA is five times faster than MADAMIRA while
FARASA is four times faster than YAMAMA. Therefore, as conclusion for the first
method, all output formats are not normalized such as HPSG formalism. Although this
task is the base for interoperability and interchangeability of linguistic resources
between NLP applications.

For second method based on existed parser, we find some works such as [1, 8–10]
for Arabic language. All these works treat some specificities of Arabic grammar with
HPSG formalism.

[10] proposes an HPSG representation for verb-derived nouns. This representation
is treated on several steps. The first step for this work is to construct a type hierarchy
for Arabic verbal noun. In fact, in this step, they classify all types of verbal noun and its
properties. Then, based on this type hierarchy, they propose an AVM for Arabic noun
adopted from AVM for English. After that, [10] extends from AVM for Arabic noun an
AVM for a verbal noun. Finally, they propose construction rules of a verbal noun from
root verb by expanding the MORPH, SYN and SEM features. This work treats verbal
noun from trilateral non-sound Form I and quadrilateral verbs. Additionally, [2] treats
all types of gerund forms for Arabic with HPSG grammar. This work used a linguistic
approach to develop its derivational rules. Moreover, to validate this work, the authors
use LKB to generate their HPSG grammars.

[9] generates an HPSG representation with TRALE platform for Arabic nominal
declension including all feature’s type (i.e. morphological, syntactic and semantic).
This generation is treated according to some steps. First, the type hierarchy designation
of Arabic declension is the initial and the base step of this work. Then, based on this
hierarchy, they represent HPSG rules. After that, they implement all these steps with
TRALE platform to validate its grammar.

As [1, 9] proposes an HPSG analysis for simple and construct-state noun phrases in
Modern Standard Arabic (MSA). In fact, they treat the definite and indefinite affixes
within HPSG. They try to propose three cases of analyses. However, after these tries,
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they deduce that nouns appear in head-adjunct complement structures in which they
treat it as the third case.

Despite works are evolved, Arabic language is still among languages that have less
linguistic resources. The lack appears during the grammar generation with such for-
malism especially for the morphological analyzer. In fact, the inflectional/derivational
and lexical rules of these grammars are limited.

3 Arabic Preference Noun HPSG Representation

According to [5], the preference noun (PN) is a derived noun obtained from an Arabic
verb. PN denotes two nouns related by a characteristic comparative tool. In fact, to
obtain this type of noun, the verb must accept the notion of preference. Moreover, it
must have a tense and trilateral. In fact, Table 1 illustrates the construction conditions
of the preference noun.

As shown in Table 1, if one among the conditions is absent, we cannot construct
the preference noun from this verb. For example, the preference noun from the verb
“māta / تام ” doesn’t exist because this verb not contains the condition “preference
notion”. Thus, this condition is important in the construction of preference noun to
eliminate the ambiguity and the incorrect forms. Furthermore, it is necessary to con-
sider these conditions as HPSG features to represent an Arabic verb. Besides, the
construction of preference noun from a verb is based on the schemes “ ” for
the male gender and the scheme “ ” for the female gender.

However, it exists some exception for some type of verb. Indeed, if the Resembling
participle of this verb is obtained according to the scheme “ ” or if this verb is not
triliteral verb, the preference noun cannot be generated as a sample form. Thus, the

Table 1. Construction conditions of preference noun
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preference noun is constructed as a composed form (helped element + gerund of verb).
In fact, a helped element is a noun based on the scheme “ ” and generated from a
triliteral verb such as “ ”, “āqalwu / لقأ ” and “āšadwu / .” دشأ For example, the
preference noun for the verb “ ” is a composed form “

”. In fact, this compound is treated just syntactically. While, for
this paper, we just focus on the preference noun construction with morphological
aspect (i.e. derivational forms).

After this linguistic study, we conclude all necessary features adding to HPSG rules
representation to construct the preference noun.

First, HPSG [7] is based on a typed feature structure called AVM (Attribute Value
Matrix) and sets of schemata based on a set of constraints and inheritance principle
modeling the different grammatical phenomena. Besides, it represents the different
linguistic structures (i.e. types, lexicon and morphological/syntactical rules). We give
in Fig. 1 the sign of HPSG formalism.

According to [7], the PHONOLOGY contains the phonological information of the
sign. The feature SYNSEM describes the sign at the morphological, syntactic and
semantic level. The first one is representing in the feature HEAD. Then, the second one
is describing in the feature VALENCE. Finally, the semantic aspect can be represented
in features CONTENU and CONTEXTE. In fact, inspired by some previous works
such as [2] and based on our linguistic study [5], we adapted the HPSG representation
of Arabic preference noun. Besides, we add the feature “PREFERENCE” to the HPSG
representation of Arabic Verb. In fact, an example of HPSG representation of this type
of derived forms illustrates in Fig. 2.

Fig. 1. HPSG sign.
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Figure 2 shows the used lexical rule that transforms the verb “faḍula / لضف ” to the
derived noun “ ”. Besides, it adds entire specific features of this derived
noun. In fact, this derived noun is a preference noun “NTYPE ليضفتمسا ” and its
singular schema is “SingSCHEME لعفأ ”. Indeed, this rule adds the AVM “ARGS” to
describe original verb that allows constructing this type of form. Moreover, according
to our example, this preference noun is a singular noun and its genre is male. However,
for the female genre, we need to apply another morphological rule based on the scheme
“ ”.

On all preferences nouns, as common nouns, we can apply inflectional rules (dual
and plural). Indeed, HPSG representation of this transformation is illustrated in Fig. 3.

Fig. 3. AVM of preference noun “ نولضفأ / afḍlūn”.

Fig. 2. AVM of preference noun “ ” applying morphological rule.
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As represented in Fig. 3, the used lexical rule transform a noun in plural with the
male gender. In fact, this rule specifies two essential features. The first one NOMB
describes the number of noun. The second one GEN describes its gender. These two
features are added at the level of the CONT.IND feature. Moreover, this type of noun
can applied the definiteness notion. In fact, we add to the feature DEFINITE the
Boolean value ‘yes’. After the HPSG representation, to validate this elaborated
grammar, we should specified it with a description language. In the next section, we
present the TDL specification of the elaborated Arabic HPSG of preference noun.

4 TDL Specification of Preference Noun

To implement the proposed HPSG preference nouns within LKB system, it is necessary
to specify it in TDL. It is recommended to support some formalism such as HPSG.
Indeed, TDL [6] syntax is very similar to HPSG and based on typed features connected
by a set of principles, especially inheritance.

The specification of the elaborated HPSG grammar is based on these operators
describing in Table 2. Based on these operators, we specify the type hierarchy of our
grammar, the lexicon and different morphological rules. In fact, this specification is
based on general syntax: type: = body {,} * option, where type is the type name to be
set. In the same way, the syntax definition of a sub-type is: subtype: = supertype &
constraints, which subtype is a sub-type inherits from the type root (supertype) after
checking constraints. In addition, the AVM type has as a subtype: cons. Indeed, the
definition of this subtype in TDL is: cons: = avm & [FIRST, REST]. So the concept of
inheritance is expressed in TDL by “: =” and the expression which lies between “[ ]” is
a constraint to check. For more explanation, Fig. 4 illustrates the type hierarchy of the
Arabic preference noun with TDL description.

Table 2. TDL syntax.

Operator Function

& The constraints addition allows on type
# [a..z] For structures indexation and labeling
#|…|# For comments addition of several lines
:= Element on the left is defined like constraints by element on the right
[ ] To define a feature structure: attribute value Matrix
< > To define a list
, To separate attribute-value couples in an AVM
; For comments addition on the same line
. To indicate the end of type description. Also equivalent to [ ]
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In Fig. 4, the Arabic preference noun is inherited from the variable derived noun
that is inherited itself from the variable noun type and the noun that is a general type.
As well as the Arabic noun is inherited from the base sign “tete”. Since the preference
noun is a derived form from an Arabic verb, it is necessary also to specify the type
hierarchy of the Arabic verb. So, each type (verb, noun) has its own specifications
developed in the type files (i.e. type.tdl and lex-type.tdl). Figure 5 shows the type
specification for an Arabic verb.

Fig. 4. Type hierarchy of preference noun with TDL description.

Fig. 5. Type specification of Arabic verb.
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As we mentioned in our linguistic study, the construction of Arabic preference
noun need a complete description of the verb as we are illustrated in Fig. 5. In fact, the
semantic description is representing in the feature “RELN”. Moreover, the morpho-
logical description is representing in following the features: “TYPE”, “RADICAL”,
and “SCHEME”, “VFORM”, “ROOT and “PREFERENCE”.

After the type specification of each type of word (i.e. noun and verb), we specify all
entries with its features and values in the file “lexicon.tdl”. Figure 6 shows the entry
specification of an Arabic verb.

As shown in Fig. 6, the verb “ لضف ” is an instance from “lex-verb-complet-sain-
intact”. This class contains all the verb of type intact “ ملاس ”. Each verb is specified by
phonetic “PHON” and morphological features. In fact, this verb is a triliteral
“ د رجم_يثلاث ” and transitive “ يدعتم ” verb. Besides, it accept the transformation to a
preference noun according the feature “PREFERENCE”. This constraint is necessary to
generate the morphological rules. In fact, for more explanation, Fig. 7 illustrates TDL
specification of morphological rules to construct Arabic preference noun.

Fig. 7. Preference noun TDL rules

Fig. 6. Verb “ لضف ” with TDL syntax.
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As shown in Fig. 7, in the first rule (1), we added the letters ”أ“ before the first letter
of the verb. All the possible first letter of the verb are regrouped in the set “letter-set”
called “!p”. This rule is applied to a set type of verbs combined in the type “TYPE”
such as intact verb. Moreover, these types of verb must belong to a set of properties
“ ”. This rule construct all preference nouns for
male gender. While the second rule (2) construct all preference noun for female gender.
After this transformation from one lexeme to word (l2m-flex), the obtained preference
nouns can be applied to inflectional rule (i.e dual or plural). In fact, in the following
figure (Fig. 8), we give an example of inflectional rule transforming the obtained
singular preference noun to plural preference noun.

Figure 8 illustrates the transformation of some type of Arabic nouns, from singular
to plural. The first rule (1) shows the transformation to regular male plural. In fact, it is
made by adding the suffix ( نو / wn), to the obtained derived form and by inheriting the
rule “m2m-flex”. Indeed, this last rule enables to transform a word to another word.
With the same manner, the second rule (2) transforms the female preference noun to
regular female plural noun with replacing the last letter ”ى“ by “ .” تا ي All these rules
add its two specific features values: NOMB and GEN.

After the TDL specification, the proposed type hierarchy and the different devel-
oped derivational and inflectional rules were validated within the LKB platform. In the
following section, we give the validation of the elaborated HPSG grammar supporting
the preference nouns. Then, we evaluate the obtained results.

Fig. 8. Example of inflectional rule transforming singular noun to plural.
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5 Experimentation with LKB and Evaluation

To experiment and evaluate the elaborated grammar generate preference nouns, we
used LKB (Linguistic Knowledge Building). This system uses its own algorithms and
generates a reliable analyzer [4]. It is used to validate unification grammars based on
constraints and feature structures. In fact, this platform is composed from two types of
files: lisp files (i.e. files system configuration) and TDL files representing the estab-
lished grammar.

In our work, we developed 5 TDL files describing the prference Arabic grammar
such as the lexicon file “lexicon.tdl”. This file contains all canonical verbs as lexemes.
Besides, as we already mentioned, our morphological rules are specified in the file
“rlex.tdl”. In fact, since to constraint principle that is based in HPSG formalization, we
specified our rules. Therefore, based on this principle, we can eliminate all wrong
forms.

After application of the added rules, LKB platform adds automatically, ten mor-
phological features describing this preference noun such as NTYPE, SingSCHEME,
NGENRE and NAT. Moreover, this platform generates an adequate derivation tree that
proves the effectiveness of our system. Thus, Fig. 9 illustrates an example of our result
obtained with LKB. It shows the generation of the preference noun “ لضفأ ” from the
canonical form of verb “ لضف ”. We can note also in this figure all the adding
morphological features. Moreover, the description of the preference noun’s origin verb
is added in the feature “ARGS”. In fact, for this example, it is an intact verb defining in
the lexical rule called “lex-verb-complet-sain-intact”.

Fig. 9. HPSG Preference noun “ لضفأ ” generated with LKB
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As shown in Fig. 9, the HPSG generation of this preference noun define that it is
derived variable noun. Thus, this type of noun can be applied with inflectional rules
(dual and plural). Therefore, Fig. 10 illustrates examples the HPSG representation of
regular plural (male and female) for preference nouns. Indeed, this generation can have
two steps with adding the two features NOMB and GEN. In fact, Fig. 10 describes the
HPSG representation for the two plural preference nouns “ نولضفأ ” and “ تايلضف ” male
and female respectively. Moreover, it describe the full process of generation repre-
senting in the feature ARGS.

As we indicate in figures above, HPSG morphological representation of all forms of
preference noun is generally complete. For evaluation, we calculate the performance
average (P) of the correct features automatically added. This average is defined by the
Eq. (1):

P ¼ðtotal number of correct features automatically addedÞ=ðtotal number of features

automatically addedÞ ð1Þ

Fig. 10. HPSG Preference nouns “ نولضفأ ” and“ تايلضف ” generated with LKB
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Our system generates all preference nouns of Arabic verb that respect the condition
of construction. However, for HPSG representation, the feature NRACINE for the
obtained preference noun is not defined. So, according to average of performance, we
obtain 90% percent (i.e correct features: 9 and total number of features: 10) for each
preference noun specified with HPSG representation. In fact, the obtained values (90%)
prove the effectiveness of our proposed transformation system. However, the percent of
failure is because of the ambiguous information during the transformation process (verb
to noun).

6 Conclusion

In this paper, we have developed a system allowing the generation of all forms of
preference nouns within LKB. Based on linguistic approach, this system is based on an
Arabic HPSG grammar specified in TDL. In fact, for this step, we have adapted some
exist features elaborated in other previews works. Besides, we have added another
feature called “PREFERENCE” that can eliminate wrong forms. For the experimen-
tation and the evaluation phases, we have tested the generation of this type of derived
noun. Therefore, as shown in the evaluation phase, our system can represent all the
morphological features of preference nouns. These obtained results prove its
effectiveness.

As perspectives, we aim to treat other irregular morphological phenomena such as
Arabic agglutination and exaggeration noun. This treatment requires the extension of
the established Arabic HPSG grammar to treat all types of morphological phenomena.
Moreover, we aim to integrate, in our system, syntactic rules to test our established
grammar on an Arabic corpus.
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Abstract. In the classical lexicography, making dictionary was accomplished
with pen and paper which increases the effort and the time spent by editors. To
avoid this challenge, the modern lexicography resort to computer linguistics
technologies. As a consequence, many software programs called Dictionary
Writing Systems (DWS) were developed to simplify the work of editors, to
guarantee the compilation of dictionaries in a structured data allowing the
publication of interactive versions of produced dictionaries and to allow the
exchange of lexical data in other natural language processing applications like
automatic translation and semantic web.
The purpose of this paper is to describe the Arabic Dictionary Writing System

“AlkhalilDWS”, a new web application used to edit and publish monolingual
Arabic dictionaries. It provides many functionalities that minimize the time and
the efforts spent to make an Arabic dictionary. Also, using “AlkhalilDWS”
guarantees the exportation of the dictionary in the standard format Lexical
Markup Framework (LMF) which is recognized by the International Standards
Organization (ISO).

Keywords: Dictionary writing system � Making arabic dictionaries � Lexical
Markup Framework

1 Introduction

Using computer technology in lexicography is inevitable [1]. The computer technology
changes the way in which dictionaries are written, edited [2] and published.

In the present paper, we describe “AlkhalilDWS” system. This system designed to
assist the editors to make their Arabic dictionaries more efficiently from the beginning
to the end. It supports editors during the process of building their dictionaries from the
identification of the lexical entries to the edition of these entries and their publication:

• Identification of lexical entries: different options are available for the collection and
identification of lexical entries,
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• Editing lexical entries: the system allows editors to edit lexical entries collabora-
tively from different places; indeed, an editor can create a group of editors to
elaborate his dictionary. Also, it offers many features and lexical resources that
make the entry edition easier,

• Publication of lexical entries: the system allows editors to publish their dictionaries
in different formats such as XML. It offers also a web interface to publish an
interactive version of the produced dictionaries.

The rest of this paper is organized as follows. In Sect. 2, we describe the charac-
teristics of a typical Dictionary Writing System, then we present some of the most
known DWS. In Sect. 3, we present our system “AlkhalilDWS” used to produce
Arabic dictionaries respecting the LMF standard (Lexical Markup Framework).

2 Characteristic of a DWS

The lexicography is a discipline that is interested in producing dictionaries. We can
summarize the process of production in two essentials steps:

• The collection of lexical entries in the dictionary: in this step lexicographer searches
and collects the terms used in a specific language or discipline,

• Editing the lexical entries of the dictionary: in this step, lexicographer edits the
terms and organizes them according to a specific macrostructure and microstructure
already defined.

To accomplish these steps lexicographer spends a lot of time and effort especially
for rich and modern languages such Arabic. For that, lexicographers need to find and
use a writing system that allows them to:

• Write and edit dictionary entries,
• Control the quality of entries and ensure their consistency,
• Exploit available linguistic resources (documents, web, electronic dictionaries, etc.),
• Produce the dictionary in several forms: paper, electronic…,
• Exchange with other applications,
• Make collaborative group work to produce the dictionary.

To meet fully or partly these needs, several dictionary writing systems have been
developed [3]. Among the most advanced systems on the market, we mention:

• TshwaneLex: a commercial writing system of monolingual dictionaries, bilingual
dictionaries and multilingual dictionaries [4].

• Matapuna: an open source dictionary writing system developed as part of the
“Matapuna” project. It was used to build a dictionary of Maori language [5].

• Glossword: is a system for writing and publishing multi-language dictionaries. It is
a web application, open source, allowing to designate several profiles of users,
which offers the possibility of distributing the production of a dictionary on several
people [6].
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The dictionary writing systems are undergoing continuous improvement. They
respond to most editors’ requirements. But we believe that making Arabic dictionaries
by using these systems is still less efficiently. Below we mention some restrictions of
these systems for making Arabic dictionaries:

• The editor can’t enter the morphological information of lexical entries in the
specific field (root, lemma, type),

• Lemmas are not searchable by their inflected forms in the dictionary entries,
• Errors caused by editors are not detected. For example, the same entry can be

entered multiple times without any control of redundancy.

These findings have brought us to build a new dictionary writing system that meets
the needs of Arabic lexicography while ensuring consistency of data control and
management of making dictionary process.

A dictionary writing system must allow the construction of a dictionary in an
interactive environment. It must facilitate the collection of lexical dictionary entries and
ensure their consistency. It must also guarantee the management of human resources
and the quality control of their work.

2.1 Nature of DWS

The DWS must be based on a server-client architecture [7] to allow many lexicogra-
phers working collaboratively and from a different place to produce their dictionaries.
Also, this architecture allows the storage of shared data centrally.

2.2 Data Base of DWS

Nowadays, making a dictionary requires processing and storage of an important data.
The data is coming from the corpus used to collect lexical entries and their edition,
from the lexical resources that the DWS offers and from the informations used to
manage the process of making dictionary (user’s account, task plan, date of each
action…).

This data must be stored in a structured and extensible database. To guarantee an
efficient and an easier storage, retrieval, update and delete of data records, is required to
use a database management system [8].

2.3 Morphological Analyzer

Morphological analysis plays an important role in dictionary making [9]. The mor-
phological analyzer breaks down a given word form into its morphological con-
stituents, assigning suitable labels or tags to these constituents [10]. Using the
morphological analyzer in DWS allows to:

• Find new lexical entries: automatically extract the new lemmas that appeared in the
corpus and not contained in the dictionary.

• Add grammatical information to each lexical entry of the dictionary,
• Improve the search for a lexical entry in the dictionary.
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2.4 The Spell Checker

The spell checker is a program that detects spelling errors in a text. It is used in a DWS
to indicate spelling mistakes that the lexicographer may do while editing the lexical
entries. These errors can be grouped into five categories [11]:

• Reading errors: errors occurring when the user tries to write a word from a written
source;

• Hearing errors: errors occurring when the user does not have a good knowledge of
phonological variations;

• Touch-typing errors: errors occurring when the user types an adjacent letter with
another in its keyboard;

• Morphological errors: errors occurring when the user does not have a good
knowledge of morphological words;

• Editing errors: errors committed when the user adds, forgets a character in the edit
operations.

In “AlkhalilDWS” we have used the Arabic spellchecker dictionary hunspell-ar
[12], an open source application based on Hunspell the spellchecker’s OpenOffice.org
project.

2.5 Lexical Markup Framework

In addition to the usual formats of the dictionaries produced for human use like the
paper format or web format, the DWS must guarantee the production of dictionaries in
a standard format recognized by the International Standards Organization (ISO). The
most common standard is the LMF standard. It is used in the normalization of lexical
resources in most languages [13].

LMF is a model that provides a common standardized framework for the con-
struction of natural language processing lexicons. It provides a common model for the
creation and the use of the lexical resource, which ensures the exchange of data
between these resources [14].

This model has been adopted in many lexical works in NLP for several languages,
including Arabic. Indeed, it was adopted in the construction of a lexical database for
the Modern Standard Arabic [15], as well as in the modelling of editorial electronic
dictionaries [16].

Adopting LMF in a DWS avoids the publication of dictionaries containing some
anomalies such as [16]:

• Inconsistency anomalies: the existence of invalid lexical entry knowledge.
• Incoherence anomalies: harmony between the component of the lexical entry.
• Incompleteness anomalies: overlook some of the important information about a

lexical entry.
• Redundancy anomalies: the same information occurs more than once.
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3 Making Dictionary Using “AlkhalilDWS”

“AlkhalilDWS” is a web application developed with Java language, the data is stored
and managed by the database management system MySQL.

3.1 Dictionary Structure

To build the dictionary, the chief editor should define the macrostructure and the
microstructure of the dictionary:

• macrostructure: editor defines the global order of the lexical entries in the
dictionary;

• microstructure: editor defines the internal structure of the lexical entry and the
information it contains.

In “AlkhalilDWS” the definition of macrostructure is not necessary to build the
dictionary. However, we define the following microstructure of the dictionary:

• each lexical entry is characterized by the morphological information: root, lemma,
type;

• each lexical entry has one or more definitions;
• each definition may have a specific semantic field;
• each definition may have one or more examples.

We note that this microstructure respects the standard LMF.

3.2 Lexical Resources in “AlkhalilDWS”

The main task of the editor is to give a definition for each entry. That takes an
important time and effort especially when the editor doesn’t have greater familiarity
with the various meanings of the lexical entry. For that reason, we have added some
Arabic dictionaries to the database of “AlkhalilDWS”. The four Arabic dictionaries
added to our database are:

• “Almaany dictionary” ( ): an electronic dictionary based on several clas-
sical dictionaries such as: see [17].

• “The interactive dictionary of the Arabic language” ( ): an
interactive open source web application based on “Alwassyt” dictionary [18].

• “Almustakshif dictionary” ( ): presented in [19] as the first Arabic
lexical encyclopedia of the dictionary “ ”. The numerical version used in this
work was published in [20].

• “The Dictionary of the Modern Arabic Language” ( ): dic-
tionary targeting to cover classical Arabic words still in usage, as well the new
words used in different Arab countries [21].
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The first three dictionaries were available in a numerical version able to be inte-
grated into our database. However, the numerical version available for the fourth
dictionary was MS Word format. We explain our methodology to build a new struc-
tured version of this dictionary in Sect. 3.3. In the following table (Table 1) we
summarize the obtained results:

3.3 Operating “The Dictionary of the Modern Arabic Language”

To organize and use the data of “The Dictionary of the Modern Arabic Language”, we
generated a structured file from the Word version of this dictionary.

We structured the MS Word version of the “The Dictionary of the Modern Arabic
Language” by defining entities, fields and their relations as follows:

• Root: a set of consonants. The root regroups all derived lemmas.
• Lemma: the head of the lexical entry. The lemma can have one or more meaning.
• Meaning: the definition of the lexical entry. The meaning can have a semantic field,

also it can have one or more example.
• Example: the sentence used to clarify the meaning or to show some usage cases of

the lemma.
• Semantic: the semantic field to which the meaning belongs.

To extract data from Word file and to integrate it in the new structure, we proceeded
as follows:

• convert the document format of the dictionary to a text file,
• keep only the lexical entries;
• identify and build a mapping root, headword of lexical entries and the content of

lexical entries;
• The root is extracted from the line that start with a number followed by the character

“-” and isolated Arabic characters. We keep the isolated Arabic characters only.
– The headword is extracted from the line that does not start with a number or that

start with the character “•”. We keep the word that appears before the character
“:” and the character “[”.

Table 1. The statistic about the lexical resources in “AlkhalilDWS”

Dictionary Root Lemma Meaning Example Semantic
field

Almaany dictionary 5607 44093 198653 0 0
The interactive dictionary of the
Arabic language

7081 133591 133594 11643 247

The modern Arabic dictionary 5739 32258 91874 30909 35
Almustakshif dictionary 5386 20112 26561 0 37
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– The content of lexical entries is extracted from the line that does not contain root
and from the line that contains a headword. If the line contains a headword, we
keep only the words appearing before the first occurrence of the character “:”;

• extract meaning, semantic field and example from the content of lexical entry;
– the semantic is the word that appears between the first occurrence of the char-

acter “)” and the first occurrence of the character “(“;
– the examples appear between the character “ ”, each example is separated by the

character “-” or the character “°”;
– the meaning is the set of words that do not represent the semantics or the

examples.
• normalize the writing of the root by removing the space with the isolate Arabic

character and replace the characters “ أ“,”إ“,”ا ” by the character ;”ء“
• normalize the writing of the lemma by analyzing them with the morphological

analyzer Alkhalil2 [22] and keeping only the result that corresponds to the lexical
entries.

We note that the fifth and sixth step are essentials to allow the search in the
dictionary by the flexional forms of the lemma. For example, the lexical entry “ د س أ ”
(lion) in the Word version in “The Dictionary of Modern Arabic Language” was (see
Fig. 1):

This lexical entry in the new version becomes (Table 2):

Fig. 1. Example of lexical entries in The Dictionary of Modern Arabic Language
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3.4 Profiles in “AlkhalilDWS”

As “AlkhalilDWS” is based on a server-client architecture, it allows editors to make
their dictionaries collaboratively. In “AlkhalilDWS” we have defined three types of
profiles:

• Administrator: this profile was created to manage the accounts of chief editors.
• Chief Editor: This profile is designated to the chief editor of the dictionary. It allows

the user to create his own working group, to identify lexical entries, to assign lexical
entries to the members of his group, to approve the works submitted by editors, to
export the dictionary in XML.

• Editor: This profile is designated to the editor of the dictionary. It allows the user to
edit entries affected to him.

3.5 Identification of Lexical Entries

The identification of lexical entries is the first step in the process of making the
dictionary. In this step, the chief editor is led to select the list of words to be included as
dictionary entries. “AlkhalilDWS” offers three options for that (see Fig. 2). It allows:

Table 2. Example of the lexical entry
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• Manual entering: the editor enters the words one by one. This is done by filling in
the following information: lemma, type, and root.

• Importation of lemmas: the editor imports a list of words from a text file. Each line
in the file contains the morphological information of word: lemma; type; root.

• Automatic extraction of lemmas: the editor can download a text file. “Alkha-
lilDWS” analyzes the words of the text and extract the new lemmas. Every lemma is
linked with its morphological information.

We note that “AlkhalilDWS” controls the existence of a lemma in the dictionary.
This avoids the redundancy of the lemmas in the dictionary.

3.6 Edition of Lexical Entries

Edition of a lexical entry in “AlkhalilDWS” is done by following these steps (see
Fig. 3):

Fig. 2. Identification of lexical entries

Fig. 3. Assignment of the lexical entries

“AlkhalilDWS”: An Arabic Dictionary Writing System 245



• Assignment of the lexical entry: the chief editor assigns the lexical entry to an editor
• The edition of the lexical entry: the editor enters the definitions; if necessary, he

specifies the semantic field of each definition. Also, he can add illustrative examples
to each definition (see Fig. 4).

• Approval of the lexical entry: after finishing the edition of lexical entry, the editor
sends it to the chief editor. In this step, the chief editor corrects the work, if it is
necessary, and approves each entry to be published.

3.7 Publishing of Lexical Entries

Every approved lexical entry will be searchable in “AlkhalilDWS”, and it will be
exportable in XML format (following the LMF standard).

The Interactive Version
“AlkhalilDWS” offers an interactive version of the dictionary. It allows the chief editor
to search in his produced dictionary with the following options (see Fig. 5):

• Search with exact matching: search the exact word in the lexical entries;
• Search with exact matching and ignore the diacritics: search the lexical entries that

correspond to the exact word ignoring the diacritics;
• Search after analyzing word: search the lexical entries that correspond to the lemma

of the search entry [20].

Fig. 4. Edition of the lexical entry
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We note that the search is also allowed in ‘Almustakshif dictionary’ and ‘the
Dictionary of the Modern Arabic Language’. Moreover, these dictionaries can be
browsed by the semantic field (see Fig. 6). This option allows the user to browse the
lexical entries which have the same semantic field.

XML Format
The chief editor can export his produced dictionary in XML format. This format
respects the standard LMF. Bellow an example of some entries edited with “Alkha-
lilDWS” (see Fig. 7):

Fig. 6. Browse the dictionary by the semantic field

Fig. 5. Search in the interactive version
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4 Conclusion

In this article, we present the contribution of DWS in the Arabic lexicography. We
have defined the different components that these systems must contain. Our proposed
system “AlkhalilDWS” meets the requirements of Arabic lexicography. It offers many
features and lexical resources that make the construction and updating of Arabic dic-
tionaries easier. We have adopted the LMF standard to ensure the exchange and
communication between produced dictionaries and any tool that complies with this
standard.

In the future, we plan to enrich “AlkhalilDWS” with new features as well as
extracting good examples from the corpus, allowing the chief editor to define the
structure of the lexical entry.

Fig. 7. Example of XML version
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Abstract. Since the “Jasmine Revolution” at 2011, Tunisia has entered
a new era of ultimate freedom of expression with a full access into social
media. This has been associated with an unrestricted spread of toxic
contents such as Abusive and Hate speech. Considering the psycholog-
ical harm, let alone the potential hate crimes that might be caused by
these toxic contents, automatic Abusive and Hate speech detection sys-
tems become a mandatory. This evokes the need for Tunisian bench-
mark datasets required to evaluate Abusive and Hate speech detection
models. Being an underrepresented dialect, no previous Abusive or Hate
speech datasets were provided for the Tunisian dialect. In this paper, we
introduce the first publicly-available Tunisian Hate and Abusive speech
(T-HSAB) dataset with the objective to be a benchmark dataset for auto-
matic detection of online Tunisian toxic contents. We provide a detailed
review of the data collection steps and how we design the annotation
guidelines such that a reliable dataset annotation is guaranteed. This
was later emphasized through the comprehensive evaluation of the anno-
tations as the annotation agreement metrics of Cohen’s Kappa (k) and
Krippendorff’s alpha (α) indicated the consistency of the annotations.

Keywords: Tunisian dialect · Abusive speech · Hate speech

1 Introduction

Tunisia is recognized as a high contact culture with dense social networks and
strong social ties; where online social networks play a key role in facilitating
social communications [1]. With the freedom of expression privilege granted
after the Tunisian revolution, sensitive “taboo” topics such as the religion have
become popular and widely discussed by Tunisians across social media platforms.
However, on the down side, it became easy to spread abusive/hate propaganda
against individuals or groups. Indeed, recent events like the legalization of gen-
der equality in inheritance, the appointment of a Jewish as the Tourism Minister
c© Springer Nature Switzerland AG 2019
K. Smäıli (Ed.): ICALP 2019, CCIS 1108, pp. 251–263, 2019.
https://doi.org/10.1007/978-3-030-32959-4_18
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of Tunisia and the murder of a Sub-Saharan African student caused intensive
debates between Tunisians, most of which took place on social media networks
leading to a high emergence of abusive/hate speech. This evoked the need for
tools to detect such online abusive/hate speech contents.

In the literature, there has been no clear distinction between Abusive speech
(AS) and Hate speech (HS). [2] defined HS as “any communication that dis-
parages a person or a group on the basis of some characteristic such as race,
color, ethnicity, gender, sexual orientation, nationality, religion, or other char-
acteristic”. Although HS can be conducted as a subtask of the abusive language
detection [3], it remains challenging since it requires to consider the correlation
between the abusive language and the potential groups that are usually targeted
by HS. Further challenges could be met when HS detection is investigated with
complex, rich and ambiguous languages/dialects such as the Arabic language
and its relevant dialects.

Compared to the increasing studies of AS/HS detection in Indo-European
languages, similar research for Arabic dialects is still very limited. This is mainly
attributed to the lack of the needed publicly-available AS/HS resources. Build-
ing such resources involves several difficulties in terms of data collection and
annotation especially for underrepresented Arabic dialects such as the Tunisian
dialect.

Tunisian dialect, also known as “Tounsi” or “Derja”, is different from Mod-
ern Standard Arabic; where the Tunisian dialect features Arabic vocabulary
spiced with words and phrases from Amazigh, French, Turkish, Italian and other
languages [4]. In this study, we introduce the first Tunisian Hate Speech and
ABusive (T-HSAB) dataset. The dataset combines 6,039 comments labeled
as Abusive, Hate or Normal1. With the objective of building a reliable, high
quality benchmark dataset, we provide a comprehensive qualitative evaluation
of the annotation process of T-HSAB. To achieve this goal, agreement without
chance correction and Inter-annotator agreement (IAA) reliability measures are
employed. In addition, our dataset was examined as a benchmark AS/HS dataset
through subjecting it to supervised machine learning experiments conducted by
SVM and NB classifiers.

To the best of our knowledge, this is the first study on Tunisian Abusive and
Hate speech. This could be deduced in the next section where we will present
the state-of-the-art of the Arabic AS and HS detection.

2 Arabic Abusive/Hate Speech Detection

As seeking to propose a new dialectal Arabic dataset for AS and HS, we opted to
review the Arabic AS and HS datasets proposed in the State-Of-The-Art focus-
ing on their characteristics in terms of: source, the tackled toxic categories, size,
annotation strategy, metrics, the used machine learning models, etc. Recently,
[5] presented a preliminary study of the Arabic AS and HS detection domain,

1 Will be made publicly available on github.
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where they aimed to classify the online toxic content on social media into: Abu-
sive, Obscene, Offensive, Violent, Adult content, Terrorism and Religious Hate
Speech.

The first attempt to detect Arabic abusive language was performed by [6]. A
dataset of 25 K Arabic tweets was manually annotated as abusive or not abusive.
However, annotation evaluation measures were not provided.

To detect offensive speech in Youtube, the authors in [7] created a data set
of 16 K Egyptian, Iraqi and Libyan comments. The comments were annotated
as offensive, inoffensive and neutral by three annotators from Egypt, Iraq and
Libya. The annotation evaluation measurements of the Egyptian and Libyan
annotators were 71% and 69.8% for inter-annotator agreement and Kappa met-
ric, respectively. The best achieved F-measure was 82% with Support Vector
Machines (SVM) algorithm used for classification. Similarly, to detect offensive
speech, [8] proposed two datasets:a dataset of 1,100 dialectal tweets and a 32 K
inappropriate comments dataset collected from a popular Arabic news site. To
support the detection of the offensive content, the authors relied on common pat-
terns used in offensive and rude communications to construct a list of obscene
words and hashtags. The tweets and comments were annotated as obscene, offen-
sive, and cleaned by three annotators. With only obscene instances considered,
the average inter-annotator agreement was 85% for the Twitter dataset and 87%
for the comments dataset.

[9] focused on religious HS detection to identify religious groups targeted
by HS such as Muslims, Jews, Christians, Sunnis, Shia and so forth. For this
purpose, a multi-dialectal Arabic dataset of 6.6 K tweets was introduced and
annotated by 234 different annotators. As a result, three Arabic lexicons were
constructed. Each lexicon combined the terms commonly used in religious dis-
cussions accompanied with scores representing their polarity and strength. The
inter-rater agreement regarding differentiating religious HS tweets from non-
religious ones was 81% while this value decreased to 55% when it comes to
specify which religious groups are targeted by the religious HS. The proposed
dataset was evaluated as a reference dataset using three classification models:
Lexicon-based, SVM and GRU-based RNN. The results revealed that the GRU-
based RNN model with pre-trained word embedding was the best-performing
model where it achieved an F-measure of 77%.

In order to detect bullying in social media texts, [10] presented a Twitter
dataset of 20K multi-dialectal Arabic tweets annotated manually with bullying
and non-bullying labels. In their study, neither inter-rater agreement measures
nor classification performances were provided.

More recently, a Twitter dataset, called L-HSAB, about AS and HS was
introduced in [11] as a benchmark dataset for automatic detection of online
Levantine AS and HS contents. The dataset composed of 6K tweets, manually
annotated as Normal, Abusive and Hate. The high obtained values of agreement
without chance correction and inter-annotator agreement indicated the reliability
of the dataset. The inter-rater agreement metric denoted by Krippendorff’s alpha
(α) was 76.5% and indicated the consistency of the annotations. Given that their
study is the first attempt to measure the reliability and the consistency of a
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Levantine Abusive/Hate speech dataset, we followed the same approach, in our
paper. Therefore, to verify reliability and the consistency of our T-HSAB dataset,
we adopted agreement without chance correction, inter-annotator agreement and
inter-rater agreement metrics within the annotation evaluation task.

3 T-HSAB

T-HSAB can be described as a sociopolitical dataset since the comments are
mainly related to politics, social causes, religion, women rights and immigration.
In the following subsections, we provide the annotation guideline, the annotation
process and the annotation quantitative/qualitative results.

3.1 Data Collection and Processing

The proposed dataset was constructed out of Tunisian comments harvested from
different social media platforms. We collected the dataset comments based on
multiple queries, each of which represents a potential entity that is usually
attacked by abusive/hate speech. Among the used queries, we can mention:
“ ” (Jews), “ ” (Africans) and “ ” (gender equal-
ity in inheritance). To harvest the query-related comments, the collection process
focused on the comments posted within the time period: October 2018-March
2019. Initially, we retrieved 12,990 comments; after filtering out the non-Arabic,
non-textual, AD-containing and duplicated instances, we ended up with 6,075
comments, written in the Tunisian dialect.

In order to prepare the collected comments for annotation, they were nor-
malized through eliminating platform-inherited symbols such as Rt, @ and #,
Emoji icons, digits, in addition to non-Arabic characters found in URLs and user
mentions.

3.2 Annotation Guidelines

The annotation task requires labeling the comments of T-HSAB dataset as Hate,
Abusive or Normal. Based on the definition of Abusive and Hate speech stated
in the introduction, differentiating HS from AS is quite difficult and is usually
prone to personal biases; which, in turn, yields low inter-rater agreement scores
[3]. However, since HS tends to attack specific groups of people, we believe that,
defining the potential groups to be targeted by HS, within the scope of the
domain, time period and the context of the collected dataset, can resolve the
ambiguity between HS and AS resulting in better inter-rater agreement scores.
Hence, we designed the annotation guidelines such that all the annotators would
have the same perspective about HS. Our annotation instructions defined the 3
label categories as:

• Normal comments are those instances which have no offensive, aggressive,
insulting and profanity content.

• Abusive comments are those instances which combine offensive, aggressive,
insulting or profanity content.
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• Hate comments are those instances that: (a) contain an abusive language,
(b) dedicate the offensive, insulting, aggressive speech towards a person or a
specific group of people and (c) demean or dehumanize that person or that
group of people based on their descriptive identity (race, gender, religion,
disability, skin color, belief).

Table 1 lists the relevant examples to each class.

Table 1. Comment examples of the annotation labels

Label Example

Normal
I couldn’t understand anything, don’t you speak Arabic?

Abusive
What a despicable psychopath woman

Hate
Unfortunately, Tunisian men have become women

3.3 Annotation Process

The annotation task was assigned to three annotators, two males and one
female. All of them are Tunisian native speakers and at a higher education level
(Master/PhD).

Besides the previous annotation guidelines, and based on the domain and
context of the proposed dataset, we provided the annotators with the nicknames
usually used to refer to certain minorities and ethnic groups. For instance, within
an insulting context, Sub-Saharan African ethnic groups are usually referred to
using these nicknames: “ ” (slaves), “ ” (black), “ ” (nig**a) and
“ ” (of a dark skin).

Having all the annotation rules setup, we asked the three annotators to label
the 6,075 comments as Normal, Abusive or Hate. For the whole dataset, we
received a total of 18,225 judgments. When exploring these annotations, we
faced three cases:

1. Unanimous agreement: the three annotators annotated a comment with the
same label. This was encountered in 4,941 comments.

2. Majority agreement: two out of three annotators agreed on a label of a com-
ment. This was encountered in 1,098 comments.

3. Conflicts: each rater annotated a comment differently. They were found in 36
comments.

After excluding the comments having 3 different judgments, the final released
version of T-HSAB is composed of 6,039 comments. A summary of the annota-
tion statistics is presented in Table 2.
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Table 2. Summary of annotation statistics

Annotation case #Comments

Unanimous agreement 4,941

Majority agreement (2 out of 3) 1,098

Conflicts 36

4 Annotation Results

Having all the annotations gathered in one data file, we decided the final label of
each comment in the dataset according to the annotation cases in Sect. 3.3. For
comments falling under the first annotation case, the final labels were directly
deduced, while for those falling under the second annotation case, we selected
the label that has been agreed upon by two annotators out of three. Thus, we
got 3,834 Normal, 1,127 Abusive and 1,078 Hate comments. Bearing in mind
that HS is naturally a limited phenomenon [3], we kept the data unbalanced in
order to have a dataset that reflects the actual distribution of HS in an Arabic
dataset. A detailed review of the statistics of T-HSAB final version is provided in
Table 3, where Avg-S-L denotes the average length of comments in the dataset,
calculated based on the number of words in each comment.

Table 3. Comments distribution across 3 classes.

Normal Abusive Hate

# Comments 3,834 1,127 1,078

Avg-S-L 11 8 12

Word Count 43,254 9,320 13,219

Vocabulary 19,162 6,358 7,789

Ratio 63.49% 18.66% 17.85%

As seeking to identify the words commonly used within AS and HS con-
texts, we investigated the lexical distribution of the dataset words across both
Abusive and Hate classes. Therefore, we subjected T-HSAB to further normal-
ization, where we removed stopwords based on our own manually-built Tunisian
stopwords list. Later, we constructed a visualization map for the most frequent
occurring words/terms under the Hate category (Fig. 1. The ten most frequent
words and their frequencies in each class are reviewed in Table 4, where Dist.
denotes the word’s distribution under a specific class.

As it can be seen from Table 4 and Fig. 1, both Abusive and Hate classes
can have terms in common such as “ ” (Tunisia). These terms are not
only limited to the offensive/insulting words but also combine entity names
representing ethnic groups. This on one hand, explains the difficulty faced by
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Table 4. Distribution of ten most frequent terms

Hate Dist. Abusive Dist.
(Tunisia) 2.01% (Tunisia) 1.39%
(people) 0.74% ∗∗ (Fu*k you! ) 0.40%
(Islam) 0.43% ∗ (faggot) 0.32%
(Jews) 0.39% (curse) 0.31%
(Tunisian) 0.26% (dog) 0.30%

(private parts) 0.24% (�t’fu�a) 0.26%
(curse) 0.23% (a boor) 0.24%
(Arabs) 0.23% ∗ (bi*ch) 0.17%

(woman) 0.23% (silly) 0.17%
(pagan) 0.22% (dogs) 0.15%

atransliteration of an angry act of spitting on someone

annotators while recognizing HS comments. On the other hand, it justifies our
annotation guidelines for hate comments identification, where we stressed that
the joint existence of abusive language and an entity cannot indicate a HS, unless
the abusive language is targeting that entity.

Fig. 1. Most frequent terms in hate comments.

To evaluate how distinctive are the vocabulary of our dataset with respect
to each class category, we conducted word-class correlation calculations. First,
we calculated the Pointwise Mutual Information (PMI) for each word towards
its relevant category such that, for a word w and a class c, PMI is calculated as
in Eq. 1.

PMI(w, c) = log(Pc(w)/Pc) (1)

Where Pc(w) denotes the appearance of the word w in the comments of the class
c, while Pc refers to the number of comments of the class c.

HtS(w) = PMI(w, hate) − PMI(w, normal) (2)

AbS(w) = PMI(w, abusive) − PMI(w, normal) (3)
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Then, to decide whether the words under the Abusive/Hate classes are dis-
criminating, their correlation with the Normal class should be identified as well
[12]. This is done by assigning a hate score (HtS) and an abusive score (AbS) for
each of the most/least words under Hate and Abusive classes. Both scores indi-
cate the difference of the PMI value of a word w under a Abusive/Hate category
and its PMI value with the Normal category. The formula to calculate HtS and
AbS is given in Eqs. 2 and 3.

Table 5. HtS score for most/least hateful words

Most Hate HtS Least Hate HtS
(pagan) 3.53 (liked it) -1.13
(Jews) 2.08 (the state) -1.04

(curse) 2.06 (law) -0.99
(private parts) 1.51 (inheritance) -0.38
(people) 1.49 (honest) -0.35
(Islam) 0.89 (girl) -0.35
(Arabs) 0.88 (nice) -0.35
(Tunisia) 0.67 (I’d like) -0.35
(Tunisian) 0.36 (obstacle) -0.35

(woman) -0.08 (respect) -0.12

Table 6. AbS score for most/least abusive words

Most Abusive AbS Least Abusive AbS
∗ (bi*ch) 4.01 (man) -3.43

∗ (faggot) 3.60 (the state) -2.16
∗∗ (Fu*k you! ) 3.36 (we like) -1.16

(dog) 2.78 (understand) -0.96
(a boor) 2.54 (scenario) -0.70

(�t’fu�) 2.47 (your heart) -0.70
(curse) 1.97 (by words) -0.70
(silly) 1.53 (president) -0.70
(dogs) 1.32 (braveness) -0.37
(Tunisia) -0.07 (his mind) -0.15

It could be observed from Tables 5 and 6 that HtS and AbS scores for the
most hateful and abusive words are positive indicating that they appear sig-
nificantly under Hate and Abusive categories. In contrast, HtS and AbS scores
for the least abusive/hate words are negative which emphasizes their appearance
within Normal comments more than abusive/hate ones. On the other hand, given
the specificity of the AS and HS used in Arabic, it is common to involve named
entities such as locations, persons or organizations while disgracing, dehuman-
izing certain individuals or groups; this justifies why the country name “ ”
(Tunisia) has a small HtS and negative AbS scores as this word can be among
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the most abusive/hate words, yet, it is naturally used in normal contexts. Simi-
larly, the word “ ” (woman) was found among the most hateful words but
it had a negative hate score HtS. This is because this word is usually used when
attacking women within hate contexts, whilst it can be mentioned in normal
comments as well.

5 Annotation Evaluation

The annotation evaluation is based on the study of [14]. We used observed agree-
ment A0, all categories are equally likely S and Cohen’s kappa as agreement
without chance correction. For agreement with chance correction we used Krip-
pendorff’s α.

5.1 Agreement Without Chance Correction

Observed agreement A0 is defined as the proportion of the agreed annotations
out of the total number of annotations [14]. For our three annotators, the A0

value was found of 81.82%. On the other hand, Pairwise Percent Agreement val-
ues between each pair of the three annotators are 97.963%, 83.11% and 82.563%
(Table 7). Nevertheless, as observed agreement and Pairwise Percent Agreements
are usually criticized for their inability to account for chance agreement [16].
Therefore, to take into account the chance agreement described by [14], we con-
sidered that all the categories are equally likely and computed the S coefficient
which measures if the random annotations follow a uniform distribution in the
different categories, in our case: three. With S having a high value of 72.73%,
it could be said that, for an agreement constant observation, the coefficient S is
not sensitive to the distribution of the elements in the categories.

Table 7. Pairwise Percent Agreement (PRAM) and pairwise Cohen’s K results

Annotators PRAM Cohen’s K

1 & 2 97.963% 0.961

1 & 3 83.11% 0.638

2 & 3 82.563% 0.624

Cohen’s kappa (Cohen’s K) [13] is another metric that also considers the
chance agreement. It represents a correlation coefficient ranged from −1 to +1,
where 0 refers to the amount of agreement that can be expected from random
chance, while 1 represents the perfect agreement between the annotators. As it
can be seen from Table 7, the agreement values between annotators 1 & 2 and 2
& 3 are moderate while the agreement between annotators 1 & 3 is substantial.
It could be noted that, A0, S and Cohen’s K values obtained based on the
annotations of our dataset, are high and show a little bias. Nevertheless, they put,
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on the same level, very heterogeneous categories: two minority but significant
which are Abusive and Hate categories, and a non significant majority which is
the Normal category.

Indeed, the categories were found unbalanced (Table 3). Here, we can observe
that, despite the strong agreement on the prevailing category, the coefficients
seem to be very sensitive to the disagreements over the minority categories. Thus,
to make sure that the calculated coefficients for the three categories, reflect a
significant agreement on the two minority categories: Abusive and Hate, we used
a weighted coefficient (Inter-annotator agreement) which gives more importance
to certain disagreements rather than treating all disagreements equally, as it is
the case in A0, S and Cohen’s K [14].

5.2 Inter-Annotator Agreement (IAA)

According to [14], weighted coefficients make it possible to give more impor-
tance to certain disagreements. Thus, Inter-Annotator Agreement (IAA) mea-
sures can estimate the annotation reliability to a certain extent, on the assigned
category. The kind of extent is determined by the method chosen to measure
the agreement. For annotation reliability, Krippendorff’s α has been used in
the vast majority of the studies. Krippendorff’s α is based on the assumption
that expected agreement is calculated by looking at the overall distribution of
judgments regardless of the annotator who produced those judgments. Based on
Krippendorff’s α, the annotation is considered: (a) Good: for any data anno-
tation with an agreement in the interval [0.8, 1], (b) Tentative: for any data
annotation with an agreement in the interval [0.67, 0.8] or (c) Discarded: for
any data annotation where agreement is below 0.67. For T-HSAB dataset, the
obtained Krippendorff’s α was 75% which indicates the agreement on the minor-
ity categories without considering the majority category.

5.3 Discussion

The agreement measures with/without chance correlation have shown a clear
agreement about the categories Normal and Abusive (Table 7). This was empha-
sized through our detailed study of the annotation results as the three annotators
annotated abusive comments in the same way. Indeed, with the annotators fol-
lowing the annotation guidelines, they decided that a comment is abusive if it
contains an abusive word of the Tunisian dialect. Hence, only few conflict com-
ments (36 comments) where observed. These conflicts are mainly encountered in
comments having no explicit abusive words where the annotator has to analyze
the whole meaning to associate the comment with an abusive judgment.

On the other hand, more disagreement is observed when it comes to the
Hate category (Table 7) and it is mainly related to the annotators’ background
knowledge, their personal taste and personal assumptions. The comments related
to the religion topic, for instance, can be judged as Hate or not Hate according
to the annotator believes. As it is seen from the examples in Table 8, where
M and F denote Male and Female, respectively, the conflicts are occurred with
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Table 8. Examples of annotators conflicts over the Hate category

Comment A.#1(M) A.#2(F) A.#3(M)

Abusive Abusive Hate
(Hey scummy girl we are Muslims you clown)

Hate Hate Abusive(God cursed all those who supported this nasty law
which demeans our Muslim country,
the country of Al-Zaytoonah and Kairouan)

regard to the legalization of gender equality in inheritance. This indicates the
sensitivity of this subject and reflects the divergence of opinions on social media
towards such hot debates within the Tunisian community.

Another observation, is that the conflicts are not related to the annota-
tor’s gender. Indeed, despite that annotator 1 & 2 are from different genders,
they achieved the highest Pairwise Percent Agreement) and pairwise Cohen’s K
results. Finally, based on the deduced value of Krippendorff’s α, we can conclude
that T-HSAB is a reliable dataset [14].

6 Classification Performance

T-HSAB dataset was used for the AS/HS detection within two experiments:

1. Binary classification: comments are classified into Abusive or Normal. This
requires merging the Hate class instances with the Abusive ones.

2. Multi-class classification: comments are classified as Abusive, Hate or Normal.

For experiments setup, we first randomized the order of the comments in the
dataset, then, we filtered out the Tunisian stopwords, then split the dataset into
a training and a test set where 80% of the comments formed the training set.
The comments distribution among the three categories in Training and Test sets
is shown in Table 9, where Exp. denotes the experiment’s number.

Table 9. Training and Test sets of T-HSAB

Exp. Training Test

Abusive Normal Hate Abusive Normal Hate

1 1,770 3,061 – 434 774 –

2 889 3,061 881 237 774 197

Total 4,831 1,208

We employed two supervised classifiers: SVM [15] and NB from NLTK
[17]. Both classifiers are trained with several n-gram schemes: unigrams (uni),
unigrams+bigrams (uni+bi) and unigrams+bigrams+trigrams (uni+bi+tri).



262 H. Haddad et al.

Term frequency (TF) weighting was employed to reduce the features size. Among
several runs with various n-gram schemes and TF values, we selected the best
results to be listed in Table 10, where the Precision, Recall, F-measure and Accu-
racy are referred to as P., R., F1 and Acc., respectively.

Table 10. Classification results over T-HSAB

Classes Algorithm Features P.(%) R.(%) F1(%) Acc.(%)

2 NB uni+bi(TF≥2) 93.5 91.5 92.3 92.9

SVM uni 76.4 73.8 74.7 77.7

3 NB uni+bi(TF≥2) 89.5 79.8 83.6 87.9

SVM uni 66.5 59.9 62.2 73.9

As it can be observed in Table 10, NB classifier performed, remarkably, better
than SVM for both binary and multi-class classification experiments. This could
be attributed to the fact that NB variant from NLTK is implemented as a
multinomial NB decision rule together with binary-valued features [17]. This
explains its effectiveness in dealing with our feature vectors that are formulated
from binary values indicating the presence/absence of n-gram schemes.

7 Conclusion

This paper introduced a Tunisian dataset for Abusive speech and Hate speech
known as T-HSAB. T-HSAB is the first public Tunisian dataset with the objec-
tive to be a benchmark dataset for automatic detection of online Tunisian toxic
contents. To build our dataset, Tunisian comments were harvested from different
social media platforms and 3 annotators conducted the manual annotation fol-
lowing an annotation guideline. The final version of the dataset combined 6,039
comments. While achieving high values of agreement without chance correc-
tion and inter-annotator agreement indicated the reliability of T-HSAB dataset,
the agreement between annotators is still an issue when it comes to identify HS.
This is attributed to the fact that, HS annotation does not only rely on rules but
also is related to the annotators’ background knowledge, their personal tastes
and assumptions. The machine learning-based classification experiments con-
ducted with NB and SVM classifiers to classify the AS/HS content in T-HSAB
dataset, indicated the outperformance of NB over SVM for both binary and
multi-class classification of AS and HS comments. T-HSAB was made publicly
available to intensify the progress in this research field. In addition, a lexicon
of Tunisian abusive words and a lexicon of hate words will be built based on
the annotated comments. Both lexicons will be made publicly available. A natu-
ral future step would involve building further publicly-available Abusive speech
and Hate Speech datasets for Algerian dialect and Moroccan dialect as Alge-
ria and Morocco have an identical linguistic situation and share socio-historical
similarities with Tunisia [18].
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Abstract. Today social media is an important way of communication between
people in the world. As the case of other countries, Moroccan people use several
languages in their web communication leaving behind a considerable amount of
user-generated text. The latter presents several opportunities for extracting
useful information. However, processing this content is very challenging
especially when facing the Moroccan Dialectal Arabic content in social media.
This is to several factors such as scripts diversity (Arabic and Arabizi), ortho-
graphic errors and writing rules lack. In this context, the present work is a first
attempt towards addressing the problem of Moroccan Dialectal Arabic spelling
inconsistency in social media. We conduct a deep study that uses a systematic
approach where we report on a series of experiments performed on Moroccan
Dialectal social media text. The most interesting findings that have emerged is
the orthographic inconsistency existing in written Moroccan Dialectal Arabic
regarding both Arabic and Latin scripts. This phenomenon affects an important
amount of texts in social media and proved the need of exploiting available
Arabic tools in addition to building a customized spelling correction system.

Keywords: User-generated text � Social media � Moroccan Dialectal Arabic �
Corpus � Lexicon � Natural language processing � Spelling correction � Standard
Arabic � Code-switching

1 Introduction

With an increasingly important number of Moroccan social media users (15M active
users on Facebook for example1), social media has become one of the major means of
informal communication between Moroccan people today. As the case of other
countries, social media in Morocco are always accessible and available whenever users
want, allowing them expressing their opinions easily and instantly. It consists in
sharing videos, images or texts with comments written mainly in MDA (Moroccan
Dialectal Arabic), but also expressed in other languages such as MSA (Modern

1 https://www.facebook.com/ads/audience-insights/people?act=270138063026911&age=18-
&country=MA.
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Standard Arabic) and alternatively other European languages such as French. As a
result, a huge amount of Moroccan User Generated Text (UGT) is produced contin-
uously over social media pages.

MDA expressed in this UGT is a language spoken in Morocco and usually used in
informal alternative such as daily conversation and social media. In [16], the authors
showed that this dialect covers 73% of the UGT content. Therefore, in view of the
importance of these stats, the processing of UGT in order to engage in advanced
applications, such as sentiment analysis or machine translation, has become a necessity.
However, it is currently not possible due to the lack of Moroccan NLP tools such as
morphological analyzer. In addition, there is no clear idea currently about the spelling
of the Moroccan UGT. Hence, it should be useful to analyze the MDA UGT at the
orthographic level before engaging in the building of the MDA NLP applications.

This study uses a systematic approach where we report on a series of experiments
in order to identify first different spelling variations of the MDA UGT and then focus
on three main questions as follows:

• Are there any standards that social media users follow to write the MDA text? What
is its impact on the automatic processing?

• How available Arabic NLP tools and resources can help the processing of this
content?

• What measures need to be taken before engaging in the building of advanced NLP
tools? How can these measures be applied?

For this purpose, we analyze the MDA UGT at the orthographic level in order to
evaluate its writing rules regarding a reference vocabulary. To do so, we were forced to
set up a new MDA reference vocabulary using available MDA resources [17] and
following a set of linguistic rules that were adopted in the building of a bi-lingual
lexicon. The analysis consists in comparing Moroccan UGT and this vocabulary at the
orthographic level and then analyzing the differences. The remainder of this paper is
organized as follows: Sect. 2 presents related works in the field of processing Arabic
dialect (AD) user-generated text. Section 3 gives an overview of the Moroccan
dialectal Arabic. Section 4 exposes the performed experiments in order to compare the
MDA UGT and the standard MDA vocabulary at the orthographic level. In Sect. 4.3,
we provide a discussion about results; finally, we conclude the paper in Sect. 5 with
some observations.

2 Related Work

To the best of our knowledge, this paper is the first to deal with Moroccan dialectal
UGT content at the orthographic level. In the following, we summarize related works
regarding other Arabic dialects.

Habash et al. [8] proposed a unified framework called CODA to write all Arabic
dialects with Arabic script based on the MSA-AD similarities. CODA is designed for
NLP purposes and provide a set of guidelines to write all Arabic dialects. Using Arabic
script, each AD word has a single orthographic rendering. CODA is adopted and
extended to cover several ADs such as Egyptian, Levantine, Tunisian [22] and
Algerian [15].
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Eskander et al. [7] presented CODAFy, a pre-processing tool that converts Egyp-
tian Arabic dialect text to CODA standards. To build their system, authors used a data
consisting of an annotated Egyptian corpus [11] containing 160k words. In addition to
the CODA equivalent form, each word is annotated with large morphological analysis.
After dividing the data into training, development and test sets, they implemented two
approaches: the first is non-contextual while the second is contextual. In the first one
where it operates on the character level, they trained several classifiers on the trans-
formation observed between colloquial form and CODA form using KNN algorithm
[20]. In the second one which operates on word level, they built a unigram model that
converts the colloquial word into its most likely CODA form as written in the training
data. Evaluation results showed that the second approach slightly outperforms the first.

Boujelbane et al. [5] built an automatic normalization system that converts Tunisian
dialect texts to CODA standards adopting a hybrid approach. Before engaging in
experiments, they displayed a variety of spelling variations on a corpus of 7k words
and then compared it with CODA. They trained several KNN classifiers on these
spelling variations. Regarding words that contains orthographic errors, they defined a
set of patterns to normalize these errors. To evaluate their system, they used 2640
words of STAC corpus [23] written in non-CODA standards. Results showed that their
system achieves an accuracy of 86.6%.

Obeid, et al. [13] proposed MADARi, a tool for annotating and correcting the
spelling of Gulf and Egyptian Arabic dialect social media texts. Human annotators can
use a web interface to annotate texts with the spelling errors. Their task consists mainly
in converting the orthography to CODA and then annotate each word’s morphology
(tokenization, POS, lemma, etc.). MADARi provides several morphological analyses
as propositions using MADAMIRA analyzer [14], so that annotators can easily and
quickly annotate the dialectal text following the CODA convention.

As a pre-processing step, Afli et al. [3] integrated an Automatic Error Correction
system to an Arabic UGT machine translation in order to improve the quality of the
translation. To this end, they trained and tested this system using a portion of QALB
corpus [21] that contains 1.3M UGT words. After that, they aligned UGT sentences
with their MSA equivalents using the MADA [9] morphological analyser. Authors
implemented two different systems where the first is trained on data without tok-
enization and the second one is trained using MADA tokenization. Evaluation results
on test data containing 66k words showed that the second system outputs with an
accuracy of 68.68% while the first one outputs with 63.18% of accuracy. Hence,
authors realized that including tokenized words in the training data is crucial for
increasing error detection.

Abidi and Smaili [2] performed an empirical study of the Algerian dialect used in
YouTube. They started by collecting a corpus containing 17M words from YouTube
comments. The corpus contains different languages where an important amount of text
is written in Latin script (LS) (47%). They noticed also that 82% of the collected
sentences includes code-switching and that grammar was not respected when using
either Arabic or Latin script. For this reason, they built a lexicon that contains, for each
word its correlated words to deal with the problem of spelling inconsistency.
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From the above surveyed works, it is clear that different solutions are proposed for
the spelling inconsistency problem and that MDA has not been targeted yet. In the next
sections, we present the conducted experiments in order to analyze the Moroccan UGT
spelling.

3 Moroccan Dialectal Arabic

The Moroccan Dialectal Arabic is a primary language considered to be a variety of
Arabic language that is used in informal venues. Moroccan people use in addition to
Tamazight language the MDA in their daily life. However, MDA is the dominating
language according to the official census2 performed in 2014 where 90% of Moroccan
people use MDA.

Historically, MDA raised as a result of the interaction between Arabic and
Tamazight in spreading Islam period and contained a mixture of these languages until
the beginning of the 20th century. After the establishment of the French and Spanish
protectorate, the MDA vocabulary integrated several words from these languages as
illustrated in Table 1. For example, the word “ جلاوكيرب ” \Do It Yourself\ originates from
French where the origin word is \bricolage\. Nevertheless, MDA is strongly influenced
by Arabic (according to the work of authors in [18]) especially at the lexical level
where 81% of the Moroccan vocabulary is borrowed from the Arabic language.

4 Methodology and Experiments

As cited in Sect. 1, this work consists in comparing the MDA UGT with a standard
MDA vocabulary at the orthographic level. Results of this comparison help to build a
clear idea about the measures that should be taken before processing the Moroc-
can UGT. For this purpose, it is necessary to prepare the elements to be compared
before engaging in experiments. The following sections describe steps that have been
taken in order to prepare these resources.

Table 1. MDA words origin

MCA word Word origin Language origin English translation

وصلاف falso Spanish Scammed
جلاوكيرب bricolage French DIY

شم شوم Tamazight cat
بتك بتك Arabic write

2 http://rgph2014.hcp.ma.
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4.1 Preparing Resources and Tools

MDA UGT
The first element to be prepared is the MDA UGT. It has been addressed in a previous
work where we collected an amount containing 748,433 general comments following
several rules and criterions. Since our final goal in this paper is to process the MDA
language, we limit our investigation to the MDA content existing in the collected UGT.
The MDA content is identified in the MDA UGT and then classified using a language
identification system [19]. It is composed of 436k sentences written in two different
scripts. The first is Arabic script that uses Arabic letters. While the second consists in
mixing Romanized letters with numbers (Arabizi). Table 2 shows an example of MDA
sentences written in the two scripts.

On the other hand, the second element of this comparison consists in preparing an
MDA reference vocabulary taking advantage from the availability of existing MDA
resource (lexicon, morphemes list, generation rules and writing rules). In the following,
we describe these resources.

MDA Reference Vocabulary Generation
To the best of our knowledge, there is currently no such resource. The MDA reference
vocabulary is generated using the process described in Fig. 1 and follows the same
writing rules that were adopted to build the Moroccan Lexicon MDED [17] where a
word can be represented in only one form. The main purpose is to provide a resource
that presents a good coverage of MDA words. It is generated by implementing an
algorithm that combines an MDA lexicon and a morphemes list (affixes and clitics)
with respect to generation rules.

First, as an MDA lexicon, we used the Moroccan Dialect Electronic Dictionary
(MDED) previously built [17]. To the best of our knowledge, it is the most compre-
hensive Electronic lexicon for MDA that is updated periodically. It contains almost
12,000 MDA entries written in Arabic letters and translated to MSA. In addition, one
major MDED feature is the annotation of its entries with useful metadata such as POS,
origin and root as shown in Table 3.

Then, regarding the morphemes list, we generated and manually checked an
exhaustive list of MDA affixes and clitics following linguistic rules. Since omitting the
distinction between affixes and clitics will not affect the generation process, we do not
make the difference between these morphemes. Table 4 presents a sample of the MDA
affixes and clitics.

Table 2. MDA sentences

Script Arabizi sentence English equivalent

Arabizi Lioma na7taflou b rass l3am Today, we celebrate the new year
Arabic شكوووون تفرج لبارح فالماتش دیال 

الریاااااال
Who watched the “Real” match yesterday
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Therefore, as an example of combination, the verb بتك taken from MDED can be
combined with the prefix ناكو (that can be plugged only with verbs) to form the word

بتكناكو /and I write/.
Finally, we implemented a generation process using previous resources and taking

into consideration linguistic constraints in order to produce possible MDA words. In
fact, MDA is a variant of Arabic language. Thus, the MDA vocabulary can be gen-
erated following the used approaches in some MSA works [6, 4]. In our case, MDED
entries and the morphemes list are used in order to generate possible MDA words with
respect to morpho-syntactic rules. In addition, some orthographic adjustments are
performed on the generated words in order to meet writing standard. As shown in
Table 5, the result of this task outputs 4.590.000 words representing all the possible
MDA vocabulary. By examining it, we notice an expected phenomenon where some

Fig. 1. MDA vocabulary generation

Table 4. Sample of the MDA affixes

Position Affix Pos

Prefix ناكو Verb
Prefix لاب Noun
Suffix ني Noun
Proclitic بامو Noun
Suffix شمهتا Verb
Enclitic شك Verb

Table 3. Sample of MDED lexicon

MDA MSA Pos Root Origin Englisha

ةلكام ماعط Noun لاك MSA Food
لاحش مك Particle لاحش MSA How much

انويساطس نكر Verb نويساطس French Park
aThis tag is not a part of the dictionary.
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words are duplicated given that they may refer to different syntactic features. As an
example, with the same spelling, the verb وبرض have two analyses: وبرض /they hit/ and

وبرض /he hit him/. For this reason, we reduced our vocabulary size by deleting
redundant words (having the same spelling) to obtain 3,976,805 unique words. This
reducing makes the processing fast and does not affect the process of comparing UGT
and MDA vocabulary since we do not consider grammatical features in this work.

4.2 UGT Analysis

At this stage, the MDA UGT is composed of two elements according to scripts (Arabic
script and Arabizi). On one hand, the UGT written in Arabic script (UGTArabic) which
represents 40.86% of UGT is composed of 3,1M words. On the other hand, the UGT
written in Arabizi (UGTArabizi) which represents 33.93% of the UGT contains almost
2,6M words. The remaining UGT contains other languages such as MSA and French
that are outside the scope of this work.

To reach the goal of this work, we analyze the UGT “misspelled” words then we try
to explain the reason why the UGT words are misspelled. In this work, we determine a
misspelled word as an entry not found in the MDA reference vocabulary.

Experiments consist in comparing in several stages UGTArabic and UGTArabizi to a
vocabulary (MDA and MSA vocabulary). In fact, the generated MDA vocabulary is
written in Arabic script. Thus, we started by converting UGTArabizi to Arabic script.
Given that few transliteration tools are available, we used Google translation tool3 for

Table 5. MDA Vocabulary

Raw Unique

# words 4,590,000 3,991,949

Fig. 2. Google Translation tool

3 https://translate.google.co.ma/?hl=en&tab=wT&authuser=0.
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its good results compared to other tools such as LEXILOGOS4. The task consists in
selecting Arabic as input text and typing Arabizi instead of Arabic text (as illustrated in
Fig. 2). Then, we developed and implemented an algorithm that checks the existence of
each UGT word in the compared vocabulary and returns the overlap between them. In
each stage, we use different versions of UGT and the MDA vocabulary in order to
observe the effect of this update and hence explain how far or close is the UGT to the
MDA vocabulary. Figure 3 presents a global overview of the performed comparisons.

In the first comparison (Ca1), where the UGT does not undergo any pre-processing
after its collection from social media we compared this portion to the standard MDA
vocabulary (VOC1). Results of this comparison, as reported in Tables 6 and 7, showed
that only 28% of UGTArabic words and 2% of UGTArabizi words are recognized (exist in
VOC1). To explain the low observed score, we examined a sample of the UGT Out of
Vocabulary (OOV) resulted from this comparison and noticed that these words are
either written without standards, belong to other languages vocabulary (MSA, French,
English, etc.), belong to named entities or written with keyboard errors. For example,
the different UGT words كومكانشوف ,كانشوفكوم ,كنشوفكوم كانشفكم , and مكفوشنك that refer to the
same word مكفوشناك /I see you/ are identified as OOV given that they are written in the
standard MDA vocabulary as مكفوشناك . Moreover, some UGT words are completely
borrowed from MSA as لزانملا /houses/ and بيساوحلا /computers/ or belong to named
entities such as the words طابرلا /Rabat/ and ريمس /Samir/ Regarding keyboard errors,
users usually omit spaces between words or confuse similar and adjacent keys such as
,ح خ   ج, and ,ص .ض In the second comparison (Ca2), we compared UGT to VOC2
which is composed of VOC1 and the MSA inflected forms that is introduced in the
work of [12]. The overlap rate increased to 45% for UGTArabic and to 19% for

Annotations: 
UGTα: raw MDA UGT as collected 
from social media
UGTβ: normalized UGTα
UGTγ: converted UGTβ following 
VOC1 writing rules

VOC1: MDA reference vocabulary 
containing only MDA words

VOC2: VOC1 + MSA inflected forms
VOC3: VOC2 + named entities 
detected by FARASA in the MDA 
UGT 

Fig. 3. Comparing UGT and the MDA reference vocabulary

4 https://www.lexilogos.com/keyboard/arabic.htm.
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UGTArabizi. In Ca3, we used FARASA NER [1] to enhance VOC2 by Arabic named
entities that are detected in UGT. We observed that the overlap rate with the new
compared vocabulary (VOC3) increased to 51% for UGTArabic and to 25% for
UGTArabizi.

In order to improve the overlap rate between UGT and the compared vocabulary,
we performed an automatic process that converts UGTa to UGTb using SAFAR nor-
malization tool [10]. It consists in cleaning UGT by removing numbers, special
characters, redundant letters, etc. For instance, the comment “ وووووول 7مشغ راااااني   1”
is normalized to .”راني مشغول“ We noticed that, compared to Ca1, the overlap rate
increased to 39% for UGTArabic and to 18% for UGTArabizi in Cb1. The same effect is
observed in Cb2 and Cb3 (compared to Ca2 and Ca3) as shown in Tables 6 and 7.

Due to the large amount of the MDA UGT words, we decided to use, in the last
comparison, a portion containing 3k words in each script (UGTArabic and the translit-
erated UGTArabizi). In this comparison, we converted UGTb words and rewrite them
regarding VOC1 writing rules in order to obtain UGTc. For example, the word he
knows me/ ينفرعيك is manually converted to ينفرعياك in order to meet UGTc writing
standard. As a final overlap rates, we obtained 84% for UGTArabic and 54% for
UGTArabizi in Cc3.

4.3 Discussion

Going back to three questions raised in the beginning of this paper, the performed
experiments allow us to response and discuss its results.

The first question is about MDA text standardization. In light of these results, it is
clear that orthography presents a crucial feature that should be considered before
engaging in any NLP task related to the processing of the Moroccan dialectal Arabic in
social media. In fact, after identifying and analyzing the MDA UGT, we find that it is
too noisy considering a reference standard vocabulary. The percentage of recognized
words is 28% for the Arabic script and 2% for the Arabizi. In fact, users do not adopt
any writing rules and feel free to use keyboard keys to write their MDA sentences since

Table 6. The overlap existing between UGT and MDA vocabulary (Arabic script)

Arabic VOC1 VOC2 VOC3

UGTa Ca1 = 28% Ca2 = 45% Ca3 = 51%
UGTb Cb1 = 39% Cb2 = 58% Cb3 = 67%
UGTc Cc1 = 65% Cc2 = 81% Cc3 = 84%

Table 7. The overlap existing between UGT and MDA vocabulary (Arabizi)

Arabizi VOC1 VOC2 VOC3

UGTa Ca1 = 2% Ca2 = 19% Ca3 = 25%
UGTb Cb1 = 18% Cb2 = 35% Cb3 = 42%
UGTc Cc1 = 34% Cc2 = 51% Cc3 = 54%
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this dialect has no writing standards. Moreover, by using the Arabic script, the per-
centage of misspelled words (72% = 100% − 28%) is low compared to the percentage
of misspelled words (98% = 100% − 2%) written in Arabizi. This result may be
explained, on one hand, by the closeness existing between MDA and MSA (which has
a writing standard) and on the other hand, by the accuracy of the used transliteration
tool. As a result, the MDA content written in both Arabic and Arabizi scripts, is not
useful for NLP purposes without performing necessary pre-processing tasks such as
cleaning and normalization.

The second question seeks out answers about the usefulness of Arabic NLP tools in
MDA processing purposes. In fact, we noticed that Moroccans use code-switching in
both Arabic and Arabizi scripts. They usually include in their sentences some MSA
words (including named entities) that don’t belong to the MDA lexicon as cited pre-
viously. This can be noticed by enhancing the MDA vocabulary with the MSA one
which increases the overlap rate. Hence, the recognition of Arabic words in dialectal
texts can be performed using available Arabic NLP tools which improve the precision.

Finally, the third question concerns tasks before building advanced MDA tools. In
our experiments, by performing a pre-processing task to the MDA UGT and enhancing
the MDA reference vocabulary by the MSA one is not enough to reduce the OOV. After
converting manually, the remaining UGT words to VOC writing rules, the percentage of
misspelled words decreased from 33% = 100% − 67% to 16% = 100 − 84% for
Arabic script and from 58% = 100% − 42% to 46% = 100% − 54% for Arabizi. This
result showed clearly that processing MDA UGT directly without taking into consid-
eration a writing standard yields to low accuracy. To remedy this problem, it is nec-
essary to include in the pre-processing step a customized spelling correction tool that
ensures cleaning and converting the dialectal words to a unique and standard writing
form. In addition, it should detect MSA words and Named entities.

5 Conclusion

In this paper, we analyzed the Moroccan user generated text through a corpus collected
from social media websites in Morocco. Results of the conducted experiments showed
that MDA UGT is unsuitable for NLP tasks because of the noise existing in this content
(35% of Moroccan UGT is noisy). Nevertheless, using a customized spelling correction
tool, Arabic NLP tools and a customized transliteration tool for the Moroccan Collo-
quial Arabic will pave the way to engaging in more advanced processing such as
morphological analysis and automatic translation. As a future work and taking into
consideration the above constraints, we plan to build a spelling correction tool as a pre-
processing step towards analyzing the MDA text in social media.
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Abstract. Web search engines aim at retrieving relevant results in response to a
user information need. The query expressing the user information need can be
ambiguous by potentially referring to different meanings or senses. Search
results clustering (SRC) attempts to disambiguate query results by grouping
them into groups of sense-relevant clusters. Little research was done on Ara-
bic SRC, and one important reason may be the lack of quality benchmarks for
SRC testing and evaluation.
The main contribution of this paper is to introduce a set of benchmarks for

Arabic SRC, called AMBIGArabic to aid in performing SRC experiments. The
benchmarks include manually labeled datasets and a dataset based on blind
relevance feedback (BRF). The designed benchmarks were used in a series of
SRC experiments we performed and the results were encouraging. The bench-
marks are being made available for use by researchers working on Arabic SRC.

Keywords: Search results clustering � Ambiguous arabic queries � Search
results disambiguation � Arabic SRC

1 Introduction

Search results clustering (SRC) is concerned with grouping search results retrieved for
an ambiguous user query according to the senses of query words [1]. A query for
“Python” will return documents pertaining to the programming language, the reptile, or
the movie even though the user has only one of these meanings in mind. This makes it
difficult for users to identify relevant results. SRC seeks to group search results for
“Python” into 3 groups corresponding to the 3 meanings of the word. For SRC one
needs to develop clustering algorithms, select features and feature representations,
build clustering models, and evaluate these models on the relevant benchmarks, when
available. Given the lack of Arabic SRC benchmarks, this work aims to address the
benchmark aspect of SRC by providing a set of benchmarks for use in Arabic SRC.

We describe these benchmarks: the sources of data and disambiguation senses, the
way they are collected and annotated, and provide some results on their quality based
on our initial tests. We present three benchmarks: 2 with human annotation and one
exclusively based on automatic blind relevance feedback (BRF). The benchmarks were
constructed using results from Google and Bing search engines. The benchmarks and
their characterization are available online for possible use by interested researchers.

© Springer Nature Switzerland AG 2019
K. Smaïli (Ed.): ICALP 2019, CCIS 1108, pp. 276–291, 2019.
https://doi.org/10.1007/978-3-030-32959-4_20

http://orcid.org/0000-0002-1982-0637
http://orcid.org/0000-0003-2692-8096
http://orcid.org/0000-0002-8769-1961
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-32959-4_20&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-32959-4_20&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-32959-4_20&amp;domain=pdf
https://doi.org/10.1007/978-3-030-32959-4_20


1.1 Motivation

Over the recent years, Web search engines have become an important part of our
everyday lives. When a user poses a query, traditional search engines return a list of
results ordered by relevance to the query according to some metric. The user scans the
top results until the intended information is found. This is useful when the query
conveying the user information need is clear and precise. However, it is less effective
when dealing with ambiguous queries that have more than one meaning [2], which may
be the case for the majority of queries. For ambiguous queries, results can be a mix on
different meanings with some senses appearing on later result pages. Helping users find
results satisfying their information need for ambiguous queries, or even making users
aware of the diversity in search results, is of great importance. To this end, researchers
have proposed many approaches to solve this problem for English and other languages
[3–6]. Work on Arabic search results disambiguation (SRD) is limited and one of the
major obstacles is the lack of datasets for Arabic SRC. Creating benchmarks for
Arabic SRC is the main focus of this paper. The development of these benchmarks was
done in a framework of more elaborate work on Arabic SRC [7].

1.2 The SRC Problem

SRC is one approach to search results disambiguation, which seeks to group search
results according to the different query meanings. Other approaches exploit NLP tasks
such as word sense induction and word sense disambiguation [5, 8, 9]. Another early
approach was based on classifying web pages as in the case of DMOZ project1. Other
researchers concentrated on having search results achieve maximum diversity in
returned senses using so-called diversification techniques [2, 10]. Others still exploited
query logs to resolve ambiguous queries by applying mining techniques [6, 11]. Each
approach has its merits and drawbacks, but the latter works only if the query logs are
accessible.

SRC is challenged by three core requirements [12, 13]:

1. Effectiveness: the clusters should be of good quality in terms of the degree to which
search results in a cluster belong to same meaning (i.e., effectiveness of clustering).

2. Labeling: the cluster labels must be understandable.
3. Efficiency: the clustering process must be efficient in terms of processing time.

Each of these challenges is a self-contained research problem.
Important factors defining effectiveness are feature generation and representations

[12, 13], something often done in the preprocessing stage of SRC.
Most of SRC work dealt with English language. Despite the increasing interest in

Arabic [14–17], major gaps still exist and include:

1. In contrast to English, there are no published benchmarks for Arabic SRC work.
2. There is no clear evidence as to the best feature source and representation to achieve

effective high quality Arabic SRC.

1 https://dmoz-odp.org/.
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This work aims at addressing the first gap: presenting benchmarks for the
Arabic SRC.

2 Background

This section briefly explains the notion of query and information need and gives an
overview of clustering and their evaluation methodology as well the role of bench-
marks in that. Finally, we give a quick overview of our SRC benchmarks.

2.1 Queries and Information Needs

From a user perspective, a search engine is an interface for posing queries and viewing
results. Information need is the information a user is looking for. The query is the word
expression of information need [12]. Moreover, the query can be a poor representation
of information need because the user might find it difficult to express the information
need or due to the limited context, or even due to limited user knowledge, leaving the
query ambiguous or imprecise [12].

2.2 Search Result Disambiguation and Clustering

Search results disambiguation has been widely studied and different solutions have
been proposed. One of the popular solutions is search result clustering (SRC). The
motivation behind using clustering is that search results with same meaning of the
posed query are expected to be similar, whereas search results with different meanings
are expected to belong to different clusters.

2.3 Arabic Search Results Clustering

Most research on SRC targeted the English language. Many algorithms developed for
the English SRC perform poorly when applied to other languages like Arabic, which is
highly inflectional and morphologically rich. However, limited research was done for
Arabic as in [14–17].

Sahmoudi and Lachkar [14] applied suffix tree clustering algorithm (STC) to
Arabic Web search snippets. They achieved promising results though the evaluation
they performed was subjective due to the lack of standard labeled test collections for
Arabic [14]. To the best of our knowledge, there is no standard test collection for
evaluating SRC. This is the main motivation behind building our labeled data col-
lection for evaluating Arabic SRC. In another work [15], Sahmoudi and Lachkar
proposed an interactive system for Arabic Web search results clustering (ISAWSRC)
for Arabic query reformulation. The system enables users to click on produced cluster
label so that the system can then retrieve results that are more relevant. More recently,
the same authors studied how to integrate and adapt formal concept analysis (FCA) for
Arabic web search results clustering [18]. They performed an experimental study to
show that FCA is better than suffix tree clustering and Lingo in terms of both clustering
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and label quality [19]. They used a dataset of Arabic documents from the Open
Directory Project2 as a benchmark.

3 Building an SRC Benchmark for Arabic Language

One of the important aspects of any experimental research is understanding and col-
lecting data required for experiments. In order to perform and evaluate experiments on
search results clustering, real data from web search engines must be collected. English
has a number of benchmarks for this aim. The most popular ones are AMBIguous
ENTries (AMBI-ENT) [20] and MORE Sense-tagged QUEries (MORESQUE) [21].
Queries and their corresponding meanings in both benchmarks were selected from
Wikipedia disambiguation pages.

In contrast, we found no benchmark for Arabic SRC published and publicly
available. This is the task we undertook and describe here. We call our benchmark
AMBIGArabic.

To build an Arabic SRC benchmark, one typically needs:

• A set of Arabic ambiguous queries.
• A set of meanings for each ambiguous query. The source could be any word

disambiguation source such as Wikipedia disambiguation pages.
• A set of search results for each ambiguous query.
• A meaning label for each search result.

The queries in the initial set of ambiguous queries were selected manually.

3.1 Data Design

We designed a relational model with several core relations. Four core entities are
related to search results: query, meaning, search result, and search engine, and two core
entities for user labeling: user and user labeling. The full document (the inner page) is
also a property of search result.

Figure 1 abstracts the core entities combined with the main relationships. The query
table is used to store queries. Since the query could be either ambiguous or clear
(disambiguated by adding text designating a specific meaning), the query table has a
flag is_ambiguous to indicate whether the query is ambiguous (i.e., has multiple
meanings) or not. The meaning table is used to store the meanings. When posing a
query to a search engine, search results are retrieved and stored in the search result
table. The user table stores annotators: users who can label search results with different
meanings.

2 Now DMOZ: https://dmoz-odp.org/.
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3.2 Search Results Acquisition: The Fetcher System

We studied the feasibility and limits of fetching search results from the popular search
engines: Google, Bing, and Yahoo. Based on a given query, the fetcher system is
responsible for delivering search results, each of which contains the title, the snippet (a
short summary), the URL pointing to the full document, and the full document itself.

The manually collected queries are loaded by the data loader. The controller gets
the loaded queries from the data loader and passes them to the crawler to start fetching
the search results. The crawler delivers the loaded queries into the fetcher components
and then passes the search results to the persistence component for storage.

3.3 Characteristics of Search Results

Having collected the initial set of ambiguous queries, we looked into the search results
returned by Google and Bing and the following issues were observed:

• A query can refer to different entities or even entity types. For example, the query
جنورتسمرآ (Armstrong) can refer to different entities of person class and even

different entities of location class.
• A search engine can return results belonging to a specific subset of the meanings

(senses) and not necessarily for all of them. For example, if we query python on
Google, most likely the first 100 results are about Python as a programming lan-
guage. So covering multiple (or all) senses in the accessible (say top 100 or 200)
search results is not guaranteed.

• The search engine may return documents that have the whole query words or a
portion of them. As an example, the query (The Arab League) might
return results that contain ةيبرعلا (Arabic) only.

• Even if the query is disambiguated using Wikipedia disambiguation pages for
persons only, the search engine may not return results for those persons only. The
query (Saud bin Abdulaziz) for example, can refer to a person or a
university, or even something we did not know about. New meanings or senses can
show up over time.

Fig. 1. A high-level entity relationship diagram of data.
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3.4 Search Results Labeling

One important aspect of the benchmark is the data labeling with a specific meaning of
the ambiguous query. This section outlines our labeling approach to generate the SRC
dataset. First, we present two approaches for data labeling: intersecting and mixing
approaches.

Intersecting Approach. For an ambiguous query q, with meanings/senses set S = {s1,
s2, …, sn}, and for a search engine SE:

1. Fetch the results Rq for q using SE, so we have Rq = {r1, r2, …, rm}, where m is the
number of search results that could be fetched and ri is the i

th search result 0\i�m.
2. For each clear query formed by combining q and si

3 where 1� i� n,
a. Fetch the result set Rq(si) = {rsi1, rsi2, …, rsik }, where k � m.
b. Annotate the search items as follows: 8 item 2 (Rq \ Rq(si)), label item with si.

Table 1. The intersections between results of ambiguous and clear queries.

3 For example, say we have q = نوزامأ (Amazon) and s1 = ةكرش (Company), then the resulting clear
query is ةكرشنوزامأ (Amazon Company).
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The above labeling steps were achieved through an online interface for Bing and
Google4. Moreover, some statistics and charts were generated to show some insights of
intersections between search results of meaning and search results for an ambiguous
query. Table 1 shows sample statistics for 4 such queries. The full sheet is also
available online5.

A drawback of this approach is that not all search results will be labeled. Take the
query يكـلاملا (Almaliki) from Table 1 as an example; In Google, only 22 (i.e.,
2 + 15 + 2 + 3) search results out of 100 were labeled. In Bing, only 55 (i.e.,
24 + 24 + 1 + 6) search results out of 200 were labeled.

Mixing Approach The idea behind the mixing approach is slightly different. It is based
on collecting the search results for the meanings (reformulated clear queries) first.

Formal Definition: For an ambiguous query q, with senses S = {s1, s2, …, sn} and
search engine SE:

• Using SE fetch the results for each clear query formed by combining of q and si to
get Rq(si) where

• 1 � i � n.
• Label the top N results for each Rq(si) = rsi1, rsi2,…, rsiN with si where 1� i� n and

Rq(si) is the list of search results of the clear query formed by q and si.
• Mix the labeled results for all meanings defined above together to get the balanced

set of labeled results for the query q.

We make the following observations on the results of the two approaches:
Intersecting Approach: Some of the results for the ambiguous query may not be present
in any of the clear queries and thus may not get labeled. Even though a search engine
tries its best to retrieve relevant results as a response to a clear query, some items can
still be non-relevant.

Fig. 2. A Venn diagram showing the two sets: Rq, Rqs1.

4 https://goo.gl/DTEszH.
5 https://goo.gl/8VW8eM.
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As depicted in Fig. 2, given that both Rq with Rq(s1) may have both relevant and
non-relevant items to s1, the intersection may have non-relevant search results labeled
relevant by our approach. Therefore, the intersecting approach cannot be adopted alone
in the labeling process.

In the mixing approach we get rid of the drawback of unlabeled results by ensuring
that each query has all search results labeled6. Furthermore, the results are now more
representative of the different meanings and we ensure that the search results of a query
cover all available meanings and are balanced. However, as usual some of the results
deemed relevant by the SE may not be so in reality and human annotation is necessary
here as well. The controlled number of results for each sense and the ease of balancing
the dataset gave an edge to the mixing approach.

3.5 Human Relevance Assessment

In order to build benchmarks with a gold standard judgment of relevance, a human
relevance assessment interface was created to enable a group of users to label the
collected search results manually. This interface supports two types of manual labeling:
Yes/No annotation and Choice-based annotation.

Fig. 3. An example snapshot of yes/no
interface.

Fig. 4. An example snapshot of choice-based
interface.

6 To indicate the degree to which concatenating ambiguous query with its senses is successful,
consider نامع (A’man) query (along with its meanings: “ ةنطلس ” Sultanate and “ ةنيدم ” City). When
using concatenation, the accuracy is 96% and 83% for both meanings, respectively. With the plain
query alone, the accuracy is 19% and 11% for the two meanings, respectively. Detailed results are
available online: https://goo.gl/jjcR2J for clear queries and http://bit.ly/2OMEcdI for ambiguous
queries.
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In the yes/no annotation strategy, an assessor indicates, for a specific information
need expressed by a query, whether a search result is relevant to the information need.
Figure 3 shows the yes/no annotation interface for a specific query, along with its
search items and choices. Yes/no annotation was used to build a gold standard of the
mixing-based benchmark using clear queries.

The second type of the labeling used is choice-based annotation. This strategy was
used to label search results of a query with an element of a predefined set of meanings.
For each search result, the user selects one meaning from the predefined set. If the item
has a sense that is not in the predefined set, no selection is made. Figure 4 shows the
choice-based annotation interface for a query along with its search result items and the
available choices. Choice-based strategy was used to build a gold standard of the plain
human-annotated (PHA) benchmark containing real search results of ambiguous
queries (without resorting to clear queries).

4 AMBIGArabic Benchmarks

This section presents the three benchmarks we built, called AMBIGArabic (Ambiguous
Arabic) Benchmarks. Two of these benchmarks: mixing-based and plain are gold
standard with human annotation components while the third is based on the automatic
blind relevance feedback (BRF) with no explicit human annotation.

4.1 Mixing-Based Human-Annotated (MBHA) Benchmark

This benchmark is based on the mixing and labeling approach discussed earlier. It
leverages the search results of clear queries to build an SRC dataset. We aim to have
balanced datasets in terms of available query meanings. All available meanings of the
query are equally represented in the benchmark. The following steps were followed to
build this benchmark:

1. 30 ambiguous queries were collected with their meanings to get 63 clear queries
formed by combining ambiguous queries with meaning (disambiguation) text. So
on average a query has 2.1 meanings. The full list of queries and meanings is
available online7.

2. Search results for each clear query were fetched for both engines, Google (100
results) and Bing (200 results). 100 and 200 are the max accessible results for
Google and Bing, respectively.

3. Yes/No annotation labeling was performed by humans on the clear queries in order
to produce balanced datasets. The final judged results are available online for
Google8 and Bing9.

7 https://goo.gl/UcSkkE.
8 https://goo.gl/KRBvsB.
9 https://goo.gl/epg2Ct.
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4. After that, the top 30 human-judged relevant search results for each clear query
along with their titles, snippets, and inner (full) pages were collected. Therefore, if
an ambiguous query has two meanings, it would have 60 (30 + 30) search results.
The lowest common value among the clear queries was 30 and that is the reason
why 30 is selected.

Some statistics about human judgment giving information like number of judges
and level of agreement were calculated. These are also available online for Google10

and Bing11.

4.2 Mixing-Based BRF-Annotated (BRFA) Benchmark

Blind Relevance Feedback (BRF), also referred to as pseudo relevance feedback, is
used in information retrieval systems. The idea behind BRF is to assume that the top
k ranked results are relevant to the query without user intervention [22]. There is an
opportunity to check how useful the BRF could be for building a benchmark for SRC,
by basing labeling of search results based on BRF with no human intervention.

To build this benchmark, we followed the same procedure as for the mixing-based
benchmark above except for the third step, where the top 50 search results are assumed
relevant to the clear query, to produce a balanced dataset in terms of different query
meanings. The BRF-based benchmark contains the same number of queries and
meanings as above but with a larger number of search results per meaning: 50 instead
of 30.

4.3 Plain Human-Annotated (PHA) Benchmark

Search results disambiguation systems should work on real search results of an
ambiguous query. Out of this need, benchmarks of search results of ambiguous queries
were built with no reference to clear versions of the queries. To build this benchmark,
the following procedure was followed:

1. Sets of ambiguous queries were manually selected for each search engine: 11 for
Google and 15 for Bing12. The criterion for query selection was that each has a
reasonable number of search results belonging to more than one meaning of the
ambiguous query. Each selected query had two to three meanings represented
within the viewable results of the respective search engine. This was based on
manual inspection.

2. For each query, 100 search results for Google and 200 search results for Bing were
fetched. Inner pages for most search results were also fetched. For Bing, the fetcher
was able to crawl 2822 inner pages out of 3000 (15 times 200) search results. For
Google, the fetcher was able to crawl 1033 out of 1100 (11 times 100).

10 https://goo.gl/jjcR2J.
11 https://goo.gl/v4xadq.
12 They can be found here: https://goo.gl/SrBBWf.
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3. After that, all search results were labeled manually using the developed assessment
interface. The annotation process was choice-based selection. As an example,
“sakhr” has three senses: “company” ( رخصةكرش ), “sakhr bn amro”, ( ورمعنبرخص )
or rock ( رخص ).

Therefore, the resulting plain benchmark consists of the following:

1. 11 ambiguous queries for Google and 15 queries for Bing along with their prede-
fined meanings (between two and three for each query).

2. The top 100 ranked search results for Google and the top 200 ranked search results
for Bing.

3. The human labels for each search result.

The results are available online for both Google13 and Bing14. Some statistics about
human judgment can be accessed online for Google15 and Bing16 as well.

Tables 2 and 3 summarize the three benchmarks in terms of number of queries, size
of search results, and labeling method used. All benchmarks can be accessed through
Fada17 repository [23].

Table 2. Size of queries and labeling method for each benchmark.

Benchmark Google
queries

Bing
queries

Google
clear queries

Bing
clear queries

Labeling method

Human-
annotated
mixing
based

30 30 63 63 Mixing-based
approach with
human annotation

BRF-mixing
approach

30 30 63 63 Mixing-based
approach with
relevance feedback

Plain 11 15 25 33 Human annotation

13 https://goo.gl/VFebSk.
14 https://goo.gl/dZm3jk.
15 https://goo.gl/dsp4zh.
16 https://goo.gl/658ftd.
17 https://fada.birzeit.edu.
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5 Experimental Instantiation

Our aim here is to validate the presented data sets and to present preliminary tests using
unsupervised learning to cluster search results. We confined ourselves in describing the
dataset in this work. The extended experiments of the approaches on this dataset can be
found in [7].

Several experiments were conducted on the presented benchmarks: the human-
annotated, BRF-annotated, and plain benchmarks. Moreover, we tried to investigate
how useful blind relevance feedback could be in search results clustering. The main
goal of using BRF was to see whether it compares well with experiments results using
human annotation, in which case one can utilize the automatic nature of BRF for future
clustering model construction. The results are reported using the F-measure metric.

5.1 Data Pre-processing

Data pre-processing is an essential step to transform raw data into a form that is suitable
for machine learning tasks. Data pre-processing is applied to the collected queries. The
pipeline of data pre-processing is shown in Fig. 5. These are the standard preprocessing
steps of Arabic text and will not be Features and Feature Space Representation.

The following features were used to represent the collected dataset in order to
perform clustering:

Word Frequency. It indicates how relevant a given document is to a specific word,
which will affect the similarity computation between search results.

Words to Keep. This indicates the top most common words.

Table 3. Size of search results per query for each benchmark.

Benchmark Search results per
query/Google

Search results per
query/Bing

Queries
with
2 meanings

Queries
with
3 meanings

Queries
with
2 meanings

Queries
with
3 meanings

Human-annotated mixing-
based

60 90 60 90

BRF mixing-based 100 150 100 150
Plain 100 200

Fig. 5. The order of the preprocessing steps.
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Inverse Document Frequency (IDF). This variable represents the informative words
that occur frequently in a document but infrequently across documents.

Since preprocessing of search results aims at removing noise, all words with fre-
quencies larger than 1 were kept. Moreover, all documents were normalized to a
standard length before clustering. Furthermore, the following features were used as the
input to the clustering algorithm: single words, single words with 2-grams, and single
words with 2-grams and 3-grams.

5.2 Clustering Algorithm

The K-means clustering algorithm has been extensively used information retrieval tasks
and text clustering [12]. In the context of this work, K-means clustering is used to
cluster the returned search results.

The number of clusters (K) in K-Means depends on the experiment itself. Here, the
natural choice is the number of predefined meanings of an ambiguous query. As for the
experiments that are performed on the plain benchmark (i.e., the baseline), the value of
K is set according to Calinski-Harabasz criterion [24]. Calinski-Harabasz index eval-
uates the clustering validity as a ratio of the between-cluster and the within-cluster sum
of square. Another important factor in K-Means algorithm is the distance measure.
Cosine similarity distance is the preferred similarity distance measure for text docu-
ments [25]. However, since all documents are normalized, we used the Euclidean
distance as it gives the same results as the Cosine distance [26].

5.3 Evaluation Methodology

The external evaluation method we followed is the misclassification error of instances,
which is also referred to as classes-to-clusters method [27]. Here, the class labels of the
instances are ignored during the generation of clusters. During the test phase, instances
are assigned classes based on the K-means generated centroids for the given ambiguous
query. The classification error is then computed based on the assignment of instances.

The classes of each dataset within a benchmark (that includes an ambiguous query,
predefined meanings, and search results) are represented by the predefined meanings.
As an example, for the query Amazon ( نوزامأ ), the classes in this case are river ( رهن ) and
company ( ةكرش ). We used the proposed benchmarks to validate and build different
clustering approaches. The first approach involves traditional unsupervised clustering
on the plain benchmark as testing data. The other two approaches are based on
exploiting the search results of clear queries, as training data, to build supervised
clustering models to test on the plain benchmark. Figure 6 shows the weighted aver-
aged F-measure of mapping classes to clusters on the various datasets The MBHA-
based approach outperforms the traditional one by 5% and 12% for the mean and 10%
and 12% for the median, for Google and Bing, respectively. Moreover, the approach
built on blind relevance feedback (BRF) datasets outperforms the traditional one by 2%
and 10% in mean and 4% and 17% in median, for Google and Bing, respectively.
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6 Conclusions and Future Work

Using search results clustering as an approach to solve search results disambiguation
problem is useful. To do experiments with Arabic SRC, there is an urgent need for
publicly available datasets. There have been no publicly available benchmarks for
Arabic SRC, thus we introduced such benchmarks (called AMBIGArabic) that can be
used in other experiments involving search results clustering or even more generally
search results disambiguation. This kind of benchmarks is very helpful for researchers
who want, for example, to study and compare different methods or algorithms for
search results clustering. Our use of these benchmarks attests to their utility. We also
illustrated the data acquisition system, through which we collected our data. This can
be used as a tool by other researches for similar tasks and for expanding this dataset in
the future. Our hope is that the accessibility of these benchmarks will encourage SRC
research especially to study other important factors such as increasing number of
queries (i.e., the size of the dataset) and if the number of ambiguous concepts is higher.
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Abstract. Over the last years, with the explosive growth of social
media, huge amounts of rumors have been rapidly spread on the internet.
Indeed, the proliferation of malicious misinformation and nasty rumors
in social media can have harmful effects on individuals and society. In
this paper, we investigate the content of the fake news in the Arabic
world through the information posted on YouTube. Our contribution is
threefold. First, we introduce a novel Arab corpus for the task of fake
news analysis, covering the topics most concerned by rumors. We describe
the corpus and the data collection process in detail. Second, we present
several exploratory analysis on the harvested data in order to retrieve
some useful knowledge about the transmission of rumors for the studied
topics. Third, we test the possibility of discrimination between rumor
and no rumor comments using three machine learning classifiers namely,
Support Vector Machine (SVM), Decision Tree (DT) and Multinomial
Näıve Bayes (MNB).

Keywords: Rumors · Classifiers · Fake news corpus · Text analysis

1 Introduction

Social networks such as Facebook, Twitter, Google+ and YouTube have become
popular channels of communication where people can express different attitudes
and opinions [5]. Consequently, a vast volume of reviews and comments has been
created in the last years in social networks. Obviously, anyone can express his
opinion and related information, which leads to accumulation of a huge amount of
unverified information [2]. This issue was widely studied by the NLP community
with a view to differentiating between a rumor (or fake news) and a proven
information.
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Researchers proposed automated or semi-automated approaches which can
effectively help in handling and analyzing the tremendous amount of social net-
work data. Recently, there has been much focus on the veracity of the information
by studying and proposing algorithms in order to automatically detect rumors
in social networks. However, most works analyze and measure the rumor only
after its diffusion. The issue is that there is an important gap between its dif-
fusion and its streaming detection. This can lead to a damaging effect on the
social or political events of a country or even the world. The speed at which the
breaking news is growing on the Internet does not allow enough time to check
the information [8]. In order to analyse the rumors, the data are often extracted
from Twitter, Facebook or YouTube [3,18]. In fact, it is easier to spread a rumor
in social networks since almost everything could be published.

Unlike most existing works which focus on identifying the rumors when they
arise, in this paper, we investigate the content of the fake news in the Arabic
world through the information posted on YouTube. The main objective of this
work is to crawl Arabic rumors in order to build a corpus that we will share with
the international community. We focused on three proven fake news concerning
the death of personalities. We selected the death rumors of the following Arab
celebrities: the dancer Fifi Abdou, the president Bouteflika and the comedian
Adel Imam.

The remainder of this paper is structured as follows: in Sect. 2, we present
related work on rumors analysis and rumors extraction. Then we give an overview
of the rumors we collected and the way we categorize them. Thereafter, we
give details about the collected corpus in Sect. 3. Several statistical analysis
are described in Sect. 4. In Sect. 5, we present some results of machine learning
classification algorithms and finally we conclude and outline some possible future
works.

2 Related Work

In this section, we provide an overview of research into social media rumours
with the focus on two crucial tasks namely, rumors extraction and analysis.

The comparability methods were widely used to identify similar data related
to same rumors when the dataset is collected.

Authors in [11] investigated how rumors are arising, spreading in differ-
ent ways and broadcasting quickly to a large number of audiences. In [9], the
authors proposed a statistical approach that uses 3 features extracted from the
microblogs, the Hashtags and URLs. They showed the effectiveness of these fea-
tures in identifying disinformers and those who believe and spread the rumors.
They annotated a dataset of 10K tweets collected on 5 different controversial
topics.

The authors in [1] proposed methods for assessing the credibility of cer-
tain tweets. They analyzed microblog posts and classified them as credible or
not credible, based on some features extracted from the tweets. An example of
the used feature is the number of retweeting performed by a user. They evalu-
ated their methods subjectively and remarked that credible news are propagated
through authors that have previously written a large number of messages.
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The authors in [4] suggested determining whether or not a given text is a
rumor by using web mining algorithms and linguistic rules. They evaluated their
approach on customer reviews which constitutes a good framework of possible
disinformation.

In [6], an approach was proposed to capture the temporal evolution of the
features of the microblogs based on the time series that model the social context
information. The approach showed significant performance and has proven to be
able to detect rumors at early stage after their initial broadcast.

Tolosi et al. [15] studied the challenges concerning the detection of the tweets
that are likely to become rumors. In their work, the classifier used several features
such as the user id, the user profile, the text style and the URL domains. The
given classifier achieved an F1-score of 65%.

The authors in [17] introduced a novel approach to detect rumors that
takes advantage of the sequential dynamics of publishing information during
breakthroughs in social media. They employed Twitter datasets collected from
five news stories. The classifier was based on Conditional Random Fields and
exploited the context learned in a rumor detection event, which they compared
to the rumor detection system at the same time.

3 Corpus

In the following, we will describe the methodology we followed to collect the
necessary data for this research work. The Fig. 1 illustrates the overall steps.
The details concerning each of them will be given in the next subsections.

3.1 Data Collection

To build the corpus, we harvested the data using the YouTube API which allows
to search for all the videos that match certain criteria and retrieve all the related
comments. In order to increase our chance to get data in which we get fake
news, we selected the topic of Personalities death. In fact, a lot of rumors in
Internet concern the death of singers, actors, presidents, etc. That is why, in
this work we selected three famous people in the Arab world who are mostly
concerned by rumors: Fifi Abdu (an Egyptian dancer), Abdelaziz Bouteflika (the
former Algerian president) and Adel Imam (an Egyptian comedian). Obviously,
retrieving comments from YouTube by using Hashtags related to these three
personalities will capture comments corresponding to rumors and no rumors.
Therefore, when these data were collected, we used a set of relevant keywords
concerning rumors (Fifi died, Allah yarhemak, True news, Algerian president
dies, Bouteflika death, yes death, adel imam dies, Allah yerhamo, Adel die). If
any comment contains one of these keywords, it will be considered as a rumor
comment and it is saved in a rumor dataset, otherwise, it will be saved in the
no-rumor subset. Table 1 shows some statistics of the harvested data, where |C|
indicates the number of comments for each topic.
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Start

Collect list of comments (YouTube)

Data cleaningUpdate the list of comments

Identify
rumors?

Stop

no

yes

Fig. 1. Overview of the approach of collecting the rumors dataset

Table 1. The collected stories related to Fifi abdo, Bouteflika and Adel Imam.

Topics |c|
Fifi Abdo 2,363

Bouteflika 1,216

Adel Imam 500

3.2 Data Cleaning

In order to have a relevant analysis and develop a robust classifier, we first need to
clean the data. Data cleaning is an important step in major NLP tasks to improve
the quality of text data and ensure the reliability of the statistical analysis. Our
cleaning step aims to filter the rumors and extract the useful terms. To this end,
we removed from the collected data the special characters such as: {∗,@,%,&...}.
We also removed URL links, words in foreign languages, duplicated comments,
etc. Table 2 gives the updated statistics about the collected corpus. It shows that
the total size of the dataset has been reduced by around 20% after the cleaning
process.
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4 Data Analysis

In this section, we will analyze our dataset in order to retrieve some knowledge
about the transmission of rumors for the three studied topics. In Fig. 2, we give
the distribution of the vocabulary of this dataset in accordance to the three
topics.

Table 2. The collected stories related to Fifi abdo, Bouteflika and Adel Imam after
the data cleaning step

Topics |c|
Fifi Abdo 2,145

Bouteflika 964

Adel Imam 326

60%

30%

10% Fifi Abdo
President Bouteflika
Adel Imam

Fig. 2. Distribution of the vocabulary

We remark that, with this approach of collecting data related to rumors,
we harvested more data concerning the death of Fifi Abdo than for the two
others even, if the second personality was the President of a country. This is
probably due to the fact that the dancer Fifi Abdo interests more people than
the President Bouteflika and more than the famous actor Adel Imam.

Tables 3 and 4 show that the Internet users posted more comments on the
topic of Fifi Abdo whether rumors or no rumors which confirms that people are
more interested by this personality than the two others. In Table 4, we remark
that the number of comments about Fifi Abdo which are not supposed to be
rumors are twice as much as for the topic President Bouteflika.

Where |c| represents the number of comments and |W | the number of words.
In Fig. 3, we give the distribution of the rumors through the period of the data

collection. Even if this corpus is small, we can mention that a rumor can subsist
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Table 3. Statistics corresponding to the rumors dataset.

Topic |C| |W |
Fifi Abdo 187 1605

President Bouteflika 106 3507

Adel Imam 50 508

for several years such as for the one concerning Fifi Abdo or several months such
as those concerning Bouteflika or Adel Imam. It would be interesting in a future
work, to find the correlation between the spreading of the rumor and external
events that induce the rumor.
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Table 4. Statistics corresponding to the No rumors dataset

Topic |C| |W |
Fifi Abdo 1958 22708

President Bouteflika 858 11917

Adel Imam 276 3085

We analyze the collected data to learn and understand what characterizes the
messages conveying rumors. In Table 5, we give some samples from the corpus
we collected automatically. For each rumor or no rumor sentence, we give its
translation. These samples show clearly that the collected data concern rumors.
In Table 6, we listed the most significant words corresponding to the dataset of
rumors. The most used word is (God). As these are rumors about death,
Muslims come back to God and beg forgiveness for the deceased. This explains
the existence of this word in a significant way. The words related to the death
are in the top list ( ). As these rumors become truths for certain people,
some people believe in them and even ask God to be merciful with the dead,
which explains why we found the terms: .

Table 5. Some examples of the collected data

If we analyze the corpus of no rumors (see Table 7), we also find the reference
to the word God. Consequently, in the Arab world, this word could not be
discriminating to identify rumor texts. However, we find numerous proper names

corresponding to the studied topics: and . Negation terms alone
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Table 6. Most frequent words in the rumor dataset

or agglutinated to verbs are present in the top list of words. They invalidate an
event, namely the death of the personalities, this is the case of the words:
and . We also found the antonym of the word death: , which indicates
that the person is alive. The corpus also contains the word lie that indicates that
the message or the event we talked about is fake. The above mentioned words
seem to be discriminating for these topics.

Table 7. Most frequent words in the non-rumor dataset

5 Classification

In order to test the possibility of discrimination between rumor and no rumor
comments, three data classification methods have been conducted in this work:
Decision Tree (DT), Multinomial Näıve Bayes (MNB) and Support Vector
Machine (SVM).

The Decision Tree classifier is a supervised machine learning technique where
the data is recursively split according to the different attributes of the dataset.
The leaves constitute the decisions and the nodes correspond to the area where
data are split [10].

The principle of SVM [16] consists in looking for the optimal linear separat-
ing hyperplane that separates the data of one class from the other. SVMs aim to
define the optimal boundary separating classes in feature space. The best hyper-
plane is the one that maximizes the distance between classes. The classification
of new data is based on which side of the boundary the data is placed. In our
case, we picked out a linear kernel for the separation.

Näıve Bayes classifiers are widely used in different applications in natural
language processing and particularly in text classification [7,12,14] due to their
efficiency and their acceptable predictive performance. MNB estimates the con-
ditional probability of a particular term given a class as the relative frequency of
the term t in all documents belonging to the class C. To train the MNB classifier,



300 M. Alkhair et al.

we used 1-gram, 2-gram and 3-gram of words as features supported by a TFIDF
vector scores [13].

We performed few experiments and evaluated the classifiers with the most
widely used measures in Information retrieval namely, Recall, Precision and
Accuracy. Their corresponding formulas are recalled respectively in 1, 2 and 3:

Recall =
tp

tp + fn
(1)

Precision =
tp

tp + fp
(2)

Accuracy =
tp + tn

tp + tn + fp + fn
(3)

where tp, tn, fp and fn are True Positive1, True Negative2, False Positive3 and
False Negative4 respectively.

Table 8. Performance on detecting rumors

Topic SVM D. Tree MNB

Acc Prec Rec Acc Prec Rec Acc Prec Rec

Fifi Abdo 95.35 87.72 82.16 93.59 79.94 82.8 92.63 78.01 73.42

Bouteflika 94.2 92.69 78.18 95.56 94.09 83.9 93.86 90.7 77.99

Adel Imam 93.68 85.2 78.82 89.47 73.15 80.88 90.53 74.87 72.65

Combi 95.35 92.77 83.12 93.47 84.07 83.56 92.38 82.76 76.94

In Table 8, we reported the results of the three classifiers. The training was
done on 70% of the data and the test on the remaining subset of the corpus.
We conducted two kinds of tests. The first one has been done on each rumor
topic and the second one, on the mixture of all the topic rumors. We observed
that the achieved performance varies depending on the rumor topic and the used
classifier. The best accuracy and the best Precision for Fifi Abdo are obtained
by the SVM classifier while the best recall is achieved by the decision tree. For
the rumors concerning the president Bouteflika, the best results whatever the
measure are produced by the decision Tree. For the third rumor topic, the best
accuracy and the best precision are achieved by the SVM, while the best recall
is the one of the decision tree. When all the rumor topics are mixed, the best
results in terms of accuracy and precision are obtained by the SVM and the
best recall is achieved by the decision tree. Overall, for this dataset, the best
classifier is the SVM one, while the MNB has not succeeded to outperform the
1 Case was positive and predicted positive.
2 Case was negative and predicted negative.
3 Case was negative but predicted positive.
4 Case was positive but predicted negative.
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other classifiers, in spite of its effectiveness in other classification applications,
for any of the topics. This is probably due the fact that the MNB requires the
use of more detailed features.

6 Conclusion

In this paper, we introduced a new Arabic corpus of fake news that we will make
publicly available for research purposes. We detailed the collection process and
gave important details about the harvested data on the subject of the death of
three Arab celebrities. An exploratory analysis was carried out on the collected
fake news to learn some features which characterize the messages conveying
rumors such as, the frequent use of certain words. The classification task was
performed using three classification methods namely Support Vector Machine
(SVM) Decision Tree (DT) and Multinomial Näıve Bayes (MNB) to test the
possibility of discrimination between rumor and no rumor comments. We wit-
nessed that the achieved performance varies depending on the rumor topic and
the used classifier. In the future, we look forward investigating the performance
of other classification methods and also envisage enlarging our corpus by col-
lecting more examples in various topics and performing a deep analysis on the
data. One of our objective is to tackle the issue of detecting the rumors or the
source of the rumors as soon as they arise.
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