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Abstract. A macular fovea is a physiological structure of the human
retina, which is an essential optical center. The distance between the
lesion area and the foveal center determines the severity degree of
visual impacts. Therefore, accurate fovea localization is the basis of
the computer-aided ophthalmic diagnosis and vision screening. A simple
but effective fovea localization algorithm based on the Faster R-CNN
and physiological structure prior is presented. First, a fovea localization
model and an optic disc localization model are trained separately. Then,
for each fundus photograph, both candidate areas of the fovea and the
location of the optic disc are predicted using two pre-trained models.
Next, prior knowledge of the physiological adjacent relationship between
a fovea and an optic disc is applied to eliminate unreasonable candidate
bounding boxes. Finally, the ultimate bounding box of the fovea is deter-
mined by the best candidate. Experiments were conducted on a private
dataset with 5,203 fundus photographs and the public Messidor dataset
including 1200 fundus photographs. The accuracy of the foveal location
in the offset scale of 1/2 optic disc diameter on the Messidor is 99.58%,
which is 0.71% higher than the state-of-the-art (98.87%).
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1 Introduction

In a human retina, the typical tissues are vessels, an optic disc, a macula, etc. An
optic disc is a vertical oval in the nasal side. A macula is an oval-shaped pig-
mented area near the retinal center. A fovea is located in the macular center and
it is a small pit that contains the largest concentration of cone cells, which is the
most sensitive part to light. Once any macular lesion occurs, the vision will be
significantly affected. Fast and accurate automatic fovea detection can greatly
improve the diagnostic efficiency of retinal diseases, and it also can provide a
basis for the large-scale screening of common retinal diseases.

A foveal center is located within an inferior macula without any vascular
distribution. As shown in Fig. 1(a), in a color fundus photograph, the fovea is the
lowest brightness area in the macular center, roughly located on a symmetrical
axis which divides the upper and lower branches of the entire vascular network.
From the optic-disc center to its temporal direction, a foveal center is located
around 2–2.5 optic disc diameter (dd) away, with a small horizontal angle [15].

Fig. 1. Prior physiological relationships. (a) Illustration of a macular, a fovea, and an
optic disc in a fundus photograph. (b) A left eye example for macular restriction box.
(c) Verification using Physiological Relationship Prior. (Color figure online)

By using different structure information, the fovea localization methods have
three categories. One way is to locate the fovea using the appearance character-
istics of a fovea itself [7,11,15]. Singh et al. [15] first proposed a pre-processing
method to improve the image contrast between the macula and its surrounding
areas in the red channel and then located the foveal center by searching the dark-
est area. Lu et al. [7] proposed a linear metric operator based on the brightness
and shape features of the macula, which can search from different directions and
reflect the gray gradient changes. The image enhancement by an adaptive mani-
fold filter and mathematical morphological operations were applied to locate the
fovea [11].

The second way is to use contexts such as the surrounding vessels or optic
disc [2,5,10,18]. Niemeijer et al. [10] proposed a cost function based on global
and local cues to find the correct foveal center. Zheng et al. [18] first segmented
a vessel network and obtained the macular Region of Interest (ROI). Then,
a circular region was fitted along vessel endings around the macula to locate
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the fovea. In [5], based on the optic-disc location, a one-dimensional scanned
intensity profile analysis was applied for the fovea localization. Dashtbozorg et
al. [2] presented an innovative super-elliptical filter to localize the optic disc and
the fovea simultaneously.

The last way is to combine the fovea, the vessel network and the optic disc
together [1,4,6,8,13,14,16,19]. In [16], an approximate macular position was
obtained by using the optic-disc position, where the foveal center was estimated
as the lowest response point from a directional matched filter. In [13], the main
vessels were extracted first, and the macular ROI was obtained from the vessel
tree. Then the foveal center was determined at a distance below the temporal
direction of the optic disc. Gegundez-Arias et al. [4] utilized the information
of an optic disc and a vascular tree to obtain an approximate location of the
macula. In [1] visual and anatomical feature-based criteria were combined with
respect to the optic disc and the vascular tree. Kao et al. [6] localized the optic-
disc center first by the template matching, and determined the disc-fovea axis by
searching the vessel-free region. Finally, the fovea center was detected by match-
ing the fovea template around the center of the axis. In [19], another method
was proposed to locate the macular ROI based on the optic-disc location first,
and then the foveal center was determined by macular features and mathemat-
ical morphology. In [14], the vessel segmentation was applied first to locate the
optic disc, and the fovea was localized by matching the expected directional
pattern. Molina-Casado et al. [8] proposed a methodology combining intra- and
inter-structure relational knowledge based on the candidate tuples validation to
detect the optic disc, macula and vascular network in a unified framework.

With serious lesions, the fovea-based methods often fail. Accurate vessel tree
segmentation also requires a heavy computation load. In a color fundus photo-
graph, the macular characteristics are not obvious and accurate macular bound-
ary is often difficult to distinguish. However, an optic disc is relatively brighter,
which benefits its localization. Besides, retinal lesions have relatively less influ-
ence on locating an optic disc rather than that of a macula. A hemorrhage,
macular edema, and other retinal lesions affect the macular appearance tremen-
dously or even cover it completely leading to fovea locating failures. In this case,
using the optic-disc position to locate the macula is the only option.

In this paper, we propose a simple but effective fovea localization algorithm
by the Faster R-CNN deep learning framework with the prior structure relation-
ship between a fovea and an optic disc. Our main contributions include: (1) The
prior physiological relationship between a fovea and an optic disc in the human
retina is sufficiently explored to eliminate unreasonable foveal candidates. (2)
This prior knowledge can also help to build a hypothetic candidate in case of
complete failure on the fovea localization, especially for retinal diseases with
severe lesions, which is also difficult for a professional ophthalmologist. (3) The
foveal annotation is supposed to be only a center point, not the regional bound-
ing boxes. As a result, this case is more difficult than the case with accurate size
information of the bounding boxes at the same time. The localization algorithm
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needs to determine the optimal size of the bounding boxes that will be fed into
the Faster R-CNN network for training.

2 The Proposed Method

Our main objective is to automatically locate the foveal center in color fundus
photographs. First, a bounding box of a fovea based on its center annotated by
the ophthalmologists is fed to train a Faster R-CNN model. Then, the preferred
candidate foveal areas of the top N rank predicted by the pre-trained Faster R-
CNN model are screened as the foveal candidate areas. Finally, the candidates
with the top N highest scores are further verified by using the prior physiological
relationship between a fovea and an optic disc in the human retina, resulting in
the final foveal center as the best output (Fig. 2).

Fig. 2. Flowchart of our proposed fovea localization algorithm.

2.1 Optic Disc Localization

An optic disc provides useful information to locate the fovea according to their
physiological relationships. A Faster R-CNN [12] deep learning network is applied
to locate the optic disc first. Based on our evaluations, the predicted location of
an optic disc in a high accuracy can be directly considered as its real center.

2.2 Fovea Localization

(1) Basic Network: The Faster R-CNN [12] is popular to locate the bounding
box of an image object. It is a combination of the Fast R-CNN and the region
proposal networks (RPN). We use it as our baseline network.
(2) Optimizing the Size of the Foveal Bounding Box for Training: To
locate a fovea, the rough macular region should be detected first. A progressive
macular area with vascular distribution exists around a macula, which also helps
for the fovea localization. As a result, it is necessary to determine a suitable
size of the bounding box for the target fovea to feed into the Faster R-CNN
for training. Different sizes of foveal bounding boxes, which contain different
context characteristics, affect the performance of the fovea localization. As a
result, generally, its size can be optimized on the evaluation set. We try different
box size for fovea localization model training from 120× 120, 140× 140, ..., to
240× 240 in pixels, and finally 200× 200 is verified as the best option.
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2.3 Verification Using Physiological Relationship Prior

In the case that a macula can be roughly located successfully, the position of the
optic disc can be applied to refine and optimize the foveal localization, where
candidate bounding boxes are with top N highest scores from the Faster R-CNN
prediction. The detailed steps are: (1) Judging left or right eye. In a typical
fundus photograph of the posterior pole, the position of the optic disc is located
in the nasal side. Taking the middle vertical line, if the predicted center of the
optic disc is on the left side of the midline, it is a left eye and the macula is
on the right side of the optic disc. Conversely, it is judged as the right eye, and
the macular is on the left side of the optic disc. (2) Determining macular
candidates. As shown in Fig. 1(b), an optic disc is on the left of the middle
vertical line, and it is judged as a left eye. The macula is located in the right-down
side of the optic disc. Based on our observations, candidate macular areas are
supposed to be located within the blue restriction box as in Fig. 1(b). Its left edge
is 1.5dd1 from the center of the optic disc. This restriction box is 2dd in width
and 3dd in height. These parameters have been verified in the training sets of our
private MF5K dataset (5,203 samples) and the public Messidor [3], DRIVE and
STARE datasets (1,640 samples in total). (3) Locating foveal center using
prior knowledge. First, filtering out unreasonable candidates from the top-N
predicted bounding boxes of the macula when they are not completely contained
within the restriction box of 3dd×2dd, as the red bounding boxes in Fig. 1(c).
The one from the remaining candidates (marked as green boxes) with the highest
score from the Faster R-CNN is determined as a final predicted foveal bounding
box. (4) Failure Case Correction. The prior relationship of 2.5dd from the
center of the optic disc also helps to build a hypothetic candidate in the extreme
case of complete failure on fovea localization with the severe lesions.

3 Evaluation

3.1 Experimental Setup

We validate our proposed method on two datasets. (1) Messidor [3]: a public
dataset with 1,200 color fundus photographs of the posterior pole are acquired
by 3 ophthalmologic departments. The foveal center annotations containing the
pixel size of the disc diameter (dd) in each fundus photograph, which are pro-
vided by Niemeijer et al. [10], are applied in our evaluation. (2) MF5K: A
private dataset with 5,203 fundus photographs is collected from a local partner
hospital. The ophthalmologists manually annotate foveal centers, and the major-
ity of photographs include diseases such as diabetic retinopathy (DR) in around
97%. Therefore, it is a very challenging dataset to locate the fovea due to the
interference of the DR disease. In addition, the training set, validation set, and
test set are partitioned randomly by 50%, 25%, and 25% respectively, resulting
in 2,601, 1,301 and 1,301 fundus photographs for each subset.

1 Empirically, dd is about 80 pixels in a 500×500 fundus photograph [17].
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The experiments are conducted using a Pytorch deep learning framework
under Ubuntu 14.04 with an NVIDIA 1080Ti GPU. The images in the MF5K
are resized to 500× 500 pixels. A carefully-verified 200× 200 macular region is
used for training the Faster R-CNN model. The shared convolution layer uses
the VGG16 to extract features, scales are set as [8, 16, 32], ratios as [0.5, 1, 2],
the momentum in the optimizer as 0.9, and the learning rate as 0.001. N = 10.

3.2 Evaluation Criteria

The evaluation is based on the Euclidean distance d between the predicted center
of a fovea C and the center of ground truth C ′, that is D = d(C,C ′). To obtain
a binary output (correct or not), we allow an offset of the predicted foveal center
from the center of the ground truth. This default offset is defined as the distance
that is 1/2dd (1 dd is 80 pixels [17]) and the origin is the foveal center of ground
truth. If the predicted foveal centers are within the maximum offset, they are
considered as correct, and vice versa. An accuracy under the offset contexts is
applied for our evaluations (the same as the success rate in other literature).

3.3 Results

(1) Evaluation of the Prior Relationship Module

Evaluation on the MF5K data set : As in Table 1, in the MF5K dataset, the accu-
racy of our fovea localization method is 90.70% when applying prior physiological
relationship or 89.93% if not (an accuracy improvement of 0.77%).

Table 1. Comparisons of the proposed fovea localization algorithm using prior phys-
iological relationships (using-prior) or not on the private MF5K dataset. Joint Loc.
means the jointly localize the fovea and the optic disc with one Faster R-CNN model.

Methods Using-prior Accuracy (%)(D≤1/3dd)

Joint Loc. using faster R-CNN [9] - 90.23

Faster R-CNN [12] No 89.93

Our method Yes 90.70

More precisely, for 1301 test images in the MF5K, the accuracy of the optic
disc localization is 99.62% (5 images fails). Fovea localization before prior rela-
tionship refinement fails in 131 images (an accuracy of 89.93%), among which
there are 20 images without any predicted candidate box at all due to severe
lesions. Then, after applying the suggested hypothetic centers, 7 (out of 20)
images success to infer correct foveal centers within 1/3dd offset. Another 3 fun-
dus photographs with unreasonable candidate bounding boxes are removed, and
the final outputs are corrected successfully by the relationship prior module.
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(a) Predicting the foveal location. (b) Using prior relationship (or not).

Fig. 3. Examples of (a) predicting the fovea bounding boxes. (b) comparison of using
prior physiological relationship module (the first row) or not (the second row). (Color
figure online)

In addition, for the offset distance D of the predicted results, the mean is
0.16 dd, the variance is 0.098 dd. The maximum is 4.29 dd, and the minimum is
0.

Some examples of the predicted results are shown in Fig. 3(a). The green box
is predicted ROI of the fovea and the green cross is the predicted fovea center.
The blue cross is the foveal center of the ground truth. Further, three examples
using prior relationships or not are compared in Fig. 3(b).
Evaluation on the Messidor data set : While, in the Messidor dataset, due to the
relatively better quality of fundus photographs (no serious lesions), each image
only has one predicted candidate within the restriction region. Actually, the
prior relationship module has not yet been used at all, resulting in no difference
between them in terms of accuracy (staying the same as 98.83%).

(2) Evaluation Different Methods on the Public Messidor Dataset
Further, we evaluate our proposed method and the existing methods on the
Messidor dataset, as in Table 2. The accuracy of the optic disc localization here
is 100%. The accuracy of our method is higher than that of the existing methods
with the offset distance as 1/4 dd, 1/3 dd, and 1/2 dd respectively, which proves
the effectiveness of our proposed method. In the case of the 1/2 dd offset, the
accuracy of our proposed method is 0.71% higher than the existing method
(98.87%) in [2]. In the case of the 1/4 dd offset, the accuracy of our proposed
method is 0.67% higher than the existing method (96.83%) in [10].
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Table 2. Comparisons of different fovea localization methods in the Messidor dataset.

Methods Accuracy (%)(D: offset distance)

D≤ 1
4
dd D≤ 1

3
dd D≤ 1

2
dd D≤dd Uncertain

Niemeijer et al. (2009) [10] 96.83 - 97.92 -

Yu et al. (2011) [16] 95.00 - - -

Gegundez-Arias et al. (2013) [4] 96.08 96.58 96.92 97.83

Aquino et al. (2014) [1] 91.28 - 98.24 99.56

Kao et al. (2014) [6] - - 97.80

Dashtbozorg et al. (2016)[2] 93.75 - 98.87 99.58

Molina-Casado et al. (2017)[8] 96.08 - 98.58 99.50

Kamble et al. (2017)[5] - - - - 99.66

Pachade et al. (2019) [11] - 98.66 - -

Our method 97.50 98.83 99.58 100.0

4 Conclusion

In this paper, a simple and effective fovea localization method by the Faster R-
CNN with physiological prior in fundus photographs is proposed. The different
sizes of the input bounding box of a macular region for training a better Faster
R-CNN model are investigated to obtain the optimal input size of the macular
bounding box. At the same time, the predicted candidate bounding boxes of the
fovea are re-validated with the help of the optic disc location, between which their
prior physiological relationships are fully explored and utilized. Experiments on
the public Messidor and a private MF5K dataset that is a relatively difficult
task show that our proposed method is superior to the state-of-the-art methods,
and it improves the prediction accuracy of the fovea localization by 0.71% in the
case that the offset distance is less than 1/2 optic disc diameter.
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