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Foreword: Future Perspective in Drug Discovery

A relevant body of evidence suggests that since the 2000s, the pharmaceutical
industry is experiencing a true crisis in developing innovative new drugs. Indeed,
although the yearly number of new medicines remained substantially unchanged,
research and development (R&D) investment per drug is escalating at a marked rate,
thus substantiating the so-called innovation gap (Fig. 1) [1].

However, aside from the striking results in the treatment of cardiac, infectious,
endocrinological, and cerebrovascular diseases attained since the 1950s, no compar-
ative achievements have been made in the management and treatment of cancer,
metabolic, autoimmune, and rare diseases, just to mention a few [3]. Undeniably,
pharmacological research did not meet with the expectations raised by a widespread

Fig. 1 Productivity metrics of US pharmaceutical industry. NME: new medicinal entities. Elab-
orated on data from The Changing Landscape of Research and Development Innovation, Drivers of
Change, and Evolution of Clinical Trial Productivity [2]
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propaganda who was claiming that the “solution” of devastating diseases was,
finally, “at hand.” In the meantime, modern medicine, through over prescription,
paradoxically has become a major threat to public health [4]. Behind this “failure,”
we can recognize a number of different industrial, theoretical, and methodological
concerns, some of which are extensively investigated in the present book.

In the first place, the ultimate problem may not be technological or even scientific
but rather “philosophical.” There are pivotal issues with the core assumptions that
frame our approach to drug discovery that are probably wrong. It is not by accident
that the increase in the rate of drugs failing in late-stage clinical development has
been concurrent with the dominance of the assumption that the goal of drug
discovery is to design exquisitely selective ligands that act on a single target. This
philosophy – the “one gene, one drug, one disease” paradigm– arose from the
congruence between genetic reductionism and new molecular biology technologies
that enabled the isolation and characterization of individual “disease-causing” genes.
However, contrary to popular beliefs, neither “magic bullets” have been so far
discovered nor expectations have been kept.

As a consequence, criticism on current, prevailing paradigms in drug discovery is
gaining momentum given that even network-based models – their heuristic and
epistemological value notwithstanding – only partially explain the unfathomable
complexity behind the outbreak of a disease. This bias is mostly because our models
assign the predominant “causative” ground in the cell – specifically in its genome –
where mathematical modelling of genetic and biochemical circuits can be “easily”
fashioned. As such, those models discard the contribution of nongenetic elements,
microenvironmental constraints, and other factors belonging to levels higher than
the cellular one. Since the 1980s, the agenda of pharmacology discovery was thus
dictated by aiming at discovering “relevant” molecules, abstracting from the true,
physiological behavior of cells, tissues, and organism. In this perspective, genes
assume the fundamental causal role, while cells simply act as causal proxies,
dispensable because they represent an irrelevant intermediate level between the
molecular input and the organismal output. Such framework is no longer tenable,
from both a theoretical and a methodological point of view, though. Thereby, several
attempts have been pursued to capture the complexity behind the disease develop-
ment. These studies allowed to recognize a different spatially (multilevel) and timely
distributed array of different targets, as well as appreciating the nonlinear dynamics
that drives pharmacological interactions. This is a critical issue, given that drug-
target interactions go far from the classical and reductionist lock-and-key model.
Moreover, given that a disease is properly a dynamic process and not a steady state,
treatments should also be diversified according to the timing of the disease evolution.
This approach can help in detecting pre-disease state or critical transition points from
which the illness might access different attractors, leading ultimately to very differ-
ent outcomes. We should thus design systems-oriented drugs that tackle both the
multifactorial pathogenic determinants of the disease and the intrinsic robustness of
the living organism. This issue would probably require a polyvalent-based approach,
i.e., the use of multiple drugs or drugs affecting several targets localized at different
levels. Additionally, beyond classical pharmacodynamics, unconventional
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mechanisms of action – usually underestimated by current pharmacological studies –
urge to be investigated and integrated within the network modelling. Overall, this
means that treatment options ought to shift from targets to processes in “redrawing”
the disease-related landscape – borrowed from Waddington – favoring the system
displacement from preclinical state or true disease states toward healing “pathways.”

Reconsidering the very basic premises on which our methodological and theo-
retical tools rely is the preliminary step in establishing a network-based pharmacol-
ogy. A pivotal tenet of this system approach lies indeed on the awareness that drug-
target interactions are shaped by a complex, nonintuitive, nonlinear dynamics. As
pointed out in the chapter by Panos Macheras (“Dynamical Aspects of Pharmaco-
kinetic/Pharmacodynamics and Quantitative Systems Pharmacology Models”),
physiological systems are inherently complex dynamical and nonlinear systems.
The erratic nature and the irregular behavior of these systems constitute to object
of several studies in the field of systems biomedicine. The observation of chaotic
phenomena (e.g., heart rate variability) in human physiology is often associated with
the maintenance of homeostasis, whereas loss of complexity is perceived as indica-
tion of pathology. However, complexity has not been considered worth of investi-
gation in pharmacology until recent times. Yet, complex nonlinear response,
bistability, chaotic/erratic processes, and many other features of nonlinear behavior
are increasingly discovered and appreciated downstream of drug administration.
Currently, the response of physiological system to external perturbations (i.e.,
drug) is by now studied with pharmacokinetic/pharmacodynamic (PK/PD) and
quantitative systems pharmacology (QSP) models in order to acquire additional –
often “hidden” – information. However, analysis of the underlying dynamics of such
models is frequently ignored or underestimated. In the Macheras’s contribution, the
presence of nonlinear dynamics in physiological and pharmacological systems is
instead highlighted through a summary of specific applications in various therapeu-
tic areas. In parallel, the additive benefit of implementing tools borrowed from
dynamical systems’ theory to gain insight into the behavior of PK/PD and QSP
models is also underlined. Such models have been demonstrated to improve our
knowledge about the physiological role of a number of endocrine signals (like
melatonin and cortisol), as well as the relevance of some often unrecognized
elements (including sensitivity on the initial conditions and participation of hidden
factors) in modulating the pharmacological response, even toward opposite, unex-
pected outcomes. Thereby, a thorough understanding of the behavior of all the
individual components is not only crucial but also imperative to increase confidence
on the value, usefulness, and performance of such models.

As aptly discussed here by Alan Talevi (“The Efficiency of Multitarget drugs: A
Network Approach”), the adhesion to such an approach challenges some deep-
rooted concepts in the field of pharmaceutical research, e.g., the target-driven
discovery and the notion that “potent,” single target-based, drug candidates should
be pursued. Whereas these might still be valid concepts in some scenarios, they
should be (and are being) revised, as strict adherence to existing paradigms could
result in loosing valuable opportunities for improved therapeutics. Polytarget phar-
macology is therefore gaining momentum. This perspective is not novel, indeed, as
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most herbal drugs and many old drugs discovered through phenotypic screening are
multitarget agents. However, we are now in a position to approach it in a very
rational manner and with increased “awareness” of the complex relationships that
such treatment could involve. As a result, multitarget agents have attracted great
attention in the last 15 years, as they are expected to provide more efficacious and
safer therapeutic solutions. This approach implies we have to establish a proper
design for tailoring multitarget drug design, including target combination choice,
optimization of potency ratio to the different targets, and peculiarities of computer-
guided drug discovery. Moreover, as we have already been taught with the use of
antibiotics, by hitting different targets, we can overcome the increasing burden of
drug resistance phenomena in a wide range of diseases, including cancer, degener-
ative, and rare disease.

Indeed, there is an urgent need for the development of treatments or cures for rare
diseases, as discussed in the chapter authored by Anthony Hickey (“Mining Com-
plex Biomedical Literature for Actionable Knowledge on Rare Diseases”). In the
field of rare disease, the complex biological systems and nature of drug discovery
make iterative mechanistic strategies costly and inefficient. Current developments in
database development, text mining, and machine learning tools allow efficient and
inexpensive navigation through inferences to the identification of novel or
repurposed drug candidates. The same principles apply when we address the com-
plexity of drug delivery systems and biopharmaceutical principles that result in
optimal drug disposition to achieve the desired therapeutic effect. In this manner,
“the development of novel pharmaceutical treatment options can focus on the
generation of data suited to regulatory scrutiny and positive clinical outcomes
without investment in the tangential iterative data generation that has historically
been required to support statistical validation of the action, process, or clinical
observations that surround the optimal approach.” Conclusively, the opportunity
now exists to extract knowledge from reading sources using modern text mining to
rapidly and affordably identify and develop new or repurposed drug candidates,
especially for the treatment of rare diseases.

Yet, this is not a matter of “big data” but requires new tools and unexplored
strategies. The current crisis in pharmacology discovery, in fact, stems also from the
naïve idea that an (acritical) application of statistical methods would provide amaz-
ing and successful information on biological mechanisms and processes. As aptly
discussed by Giuliani et al. in their chapter (“Big Data, Personalized Medicine and
Network Pharmacology: Beyond the Current Paradigms”), analysis of huge amount
of raw data, notwithstanding how sophisticated this process could be, cannot provide
useful insights if and when the statistical tool is not supported and integrated within a
robust theoretical framework. Indeed, “each data analysis choice is strictly depen-
dent from theoretical assumptions and each theoretical assumption is in turn
influenced and modulated along the process by the emerging results.” Therefore,
“the entanglement of ‘content’ and ‘methodological’ knowledge is the basic meth-
odological novelty made necessary by the actual information crisis (and consequent
lack of practical efficacy) of biomedical sciences. The classical separation of scien-
tific enterprises into a linear sequence made of: ‘hypothesis setting’- ‘experimental
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methods’ – ‘data analysis’– ‘hypothesis verification/falsification’ is untenable in the
high-throughput era.”

The advocated new strategy requires encompassing new concepts and a shift from
the cellular/molecular to the cell/microenvironment (tissue) level. Especially in the
study of anticancer drugs, the research should focus on epigenetics control. In the
last decades, this objective was achieved by using small molecules. As extensively
discussed by Tomohiro Kozako and his team, abnormalities in epigenetic control are
usually observed in human cancers, and correction/modulation of such “defects” has
been proven successful in controlling several malignant features. A very relevant
issue is constituted by the fact that a number of epigenetic modifiers are small,
“manageable” molecules – frequently obtained from natural sources – that promise
to open new, unforeseen perspectives.

Some attempts have been made to deal with these challenging hurdles, even if a
rational strategy is still lacking. At the industry level, it is likely that new, small
molecular entities will still dominate in drug innovation for the next decade. This
strategy is primarily thought to reduce the burden of financial investments. However,
still confusing is the class of compounds on which we have to focus. Currently, this
approach mostly relies on the perspective of “industrial synergy,” aimed at
multichannel integration of small-/medium-size enterprises, specifically involved
in studying properties and polyvalent functions of small molecular components
[5]. It is worth of note that small molecules are considered to act primarily through
epigenetic mechanisms, by hitting a number of different targets. This approach
introduces a discontinuity facing the dominant paradigm in drug discovery based
on designing maximally selective ligands (thought) to act on an individual drug
targets. However, many effective drugs act via modulation of multiple molecular
factors rather than by modulating a single target. Moreover, advances in systems
biology are revealing a phenotypic robustness and a network structure that strongly
suggest that highly selective compounds, compared with multitarget drugs, may
exhibit lower than desired clinical efficacy. This new appreciation of the role of
polypharmacology (meaning both single agents acting on different targets or differ-
ent pharmacological factors involving several targets at the same time) has signifi-
cant implications for tackling the two major sources of attrition in drug development:
efficacy and toxicity. Integrating network biology and polypharmacology holds the
promise of expanding the current opportunity space for druggable targets [6].
Moreover, it should be stressed that such targets are distributed along different
levels. This is because complex diseases can be properly managed only when the
complex interactions distributed across different, hierarchical levels (from organelles
to the tissue/organ level) are considered into a unified, dynamical network. Mark
Chaplain specifically addresses this issue (“Multiscale Modelling of Cancer: Micro-,
Meso- and Macro-scales of Growth and Spread”) by proposing a multiscale
approach in understanding cancer dynamics, which holds out the best possibility
for the development of optimal, individualized patient-based therapy. However,
personalized and precision oncology medicines – two key concepts recently intro-
duced into the scientific arena – are usually interpreted according to wrong, gene-
centered premises; as such, they need to be “reframed” by considering that the
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emergence of a “specific” disease-associated perturbed network can be identified
only if the specific microenvironmental field is concurrently contemplated.

In cancer management, this approach finally leads to contemplate very different
objectives from the traditional one, i.e., the killing of transformed cells. Precision
oncology was initially designed to antagonize the effects of those mutations sup-
posed to orchestrate tumorigenesis; however, these attempts almost universally fail
to eradicate the tumor that usually recurs in the short term and in a more malignant
fashion. Consequently, current beliefs recognize different and “alternative” objec-
tives, including the inhibition of tumor invasiveness and metastatic potential, induc-
tion of tumor dormancy, and even triggering of the so-called tumor reversion.

Jab Brabek (“Migrastatics: Anti-metastatic Drugs Targeting Cancer Cell Inva-
sion”) reports how the treatment of solid tumors can be successfully supplemented
with drugs that suppress the ability of tumor cells to invade through the surrounding
extracellular matrix and form secondary tumors. These anti-metastatic and anti-
migrating (“migrastatics”) compounds can suitably complement cytotoxic therapy
and increase its benefit. Inhibition of the invasive capability of cancer can be
fruitfully coupled with the strategy of “tumor dormancy,” aimed at prolonging the
survival of patients together with preserving a good quality of life. As aptly
discussed by Aranda-Anzaldo (“Precision Oncology Vs Phenotypic Approaches in
the Management of Cancer: A Case for the Postmitotic State”), it is well known that
terminally differentiated, postmitotic cells cannot become cancerous. Postmitotic
state, however, does not depend on genetic factors; instead, that condition is a
consequence of a natural process driven by thermodynamic constraints, ultimately
resulting in a high structural stability within the cell nucleus. Such stability becomes
an insurmountable energy barrier for karyokinesis and mitosis. It is worth of interest
that the induction of a postmitotic state in cancerous cells has already been obtained
with small molecules and such an approach deserves to be explored in depth.
Similarly, tumor reversion induced by morphogenetic factors extracted from zebra
fish or amphibian/mammalian eggs represents a new, reliable alternative to standard
chemotherapy-based treatments, as reported in the chapter authored by S. Proietti,
A. Pensotti, and A. Cucina (“Tumor Reversion Induced by Embryo and Oocyte
Extracts”).

The possibility that a tumor can be induced to “revert” to a “normal” phenotype
was first suggested by the preliminary studies carried out by B. Pierce in the 1970s
[7]. Yet, only in the last decades an increasing number of reports have ascertained
the occurrence of cancer reversion, both in vitro and in vivo, providing useful
insights into some of the basic mechanisms involved. This process encompasses
mandatorily a change in the cell-stroma interactions, leading to profound modifica-
tion in tissue architecture. As cancer can be successfully “reprogrammed” through
the modification of the dynamical cross talk with its microenvironment, the cell-
stroma interactive network must be recognized as a target for pharmacological
intervention [8]. Yet, understanding cancer reversion remains challenging, and
refinement in modelling such processes in vitro as well as in vivo is urgently
warranted. This new approach bears huge implications, from both a theoretical and
clinical perspective, as it may facilitate the design of a novel anticancer strategy
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focused on mimicking or activating the tumor reversion pathway. Overall, these new
approaches in cancer treatment devote a special attention to the cell-
microenvironment relationships and, namely, on some critical transitions – like the
epithelial mesenchymal transition – occurring at such level.

These issues are widely discussed in the chapters from Evgeny Denisov (“Critical
Steps in Epithelial-Mesenchymal Transition as Target for Cancer Treatment”) and
Julia Kzhyshkowska (“Targeting the Tumor-Associated Macrophages for “Normal-
izing” Cancer”), in which the tumor microenvironment – including matrix compo-
nents, fibroblasts, and immune cells – is believed to play an essential role in
modulating malignancy. By focusing on the cancer-immune system relationships
at the level of the microenvironment, it became evident in recent years that the
interplay between tumor and immunity is far more complex than previously thought.
Indeed, inappropriate activation of myeloid cells infiltrating tumor tissues promotes –
rather than stop – cancer progression. Namely, tumor-associated macrophages are
abundantly present in the microenvironment surrounding cancer, and here, they
trigger and perpetrate a state of chronic inflammation which ultimately supports
cancer proliferation and distant spreading as well as contributes to an immune-
suppressive milieu. It is worth noting that trabectedin, a natural compound extracted
from the tunicate Ecteinascidia turbinata – a marine organism – presents the unique
feature of being able to simultaneously kill cancer cells and to affect several features
of the inflammatory microenvironment, most notably inducing the rapid and selec-
tive apoptosis of monocytes and macrophages. As reported in the chapter from Paola
Allavena (“Trabectedin: A Drug Acting on Both Cancer Cells and the Tumor
Microenvironment”), trabectedin is the perfect specimen of those drugs that can
hit several targets (“polytarget approach”) at different levels (involving both cancer-
ous cells and their microenvironment). Involvement of several targets at different
levels in no way can be understood through classical, reductionist approaches. Here
is where systems biology can provide fruitful insights.

It is worth of interest that several natural compounds – obtained from both plants
and animals share both these critical features: polytarget and multilevel activity.
These effects have been documented in the treatment of different diseases – includ-
ing cancer, metabolic ailments, diabetes, immunological disorders, and neurological
illness – and are currently supported by a compelling body of experimental and
clinical evidence. Natural products and their derivatives have historically been
invaluable as a source of therapeutic agents. Recent updates and technological
advances, coupled with unrealized expectations from current lead-generation strat-
egies, fostered a renewed interest in natural products in drug discovery, as witnessed
by the increasing number of scientific published papers (Fig. 2) [9].

This is the case for melatonin – as sharply reviewed by a pioneer on that field like
Russ Reiter in the chapter “Advances in Characterizing Recently-identified Molec-
ular Actions of Melatonin: Clinical Implications” – as well as for inositol, a basic
polyol with protean activities, wisely discussed in Ivana Vucenik’s review,
“Multitarget Activities of Inositol and Inositol Hexakisphosphate.” Melatonin and
inositol share the remarkable feature to interact with several targets, at both the
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cellular and the microenvironment levels, displaying a number of appreciable
therapeutic effects in the treatment of cancerous as well as nonneoplastic diseases.

Undeniably, the study of pharmaceuticals extracted from natural sources is
entering into maturity, given that they are currently investigated through sophisti-
cated methods, as those provided by omics technologies. Moreover, as for synthetic
drugs, “natural” molecules interact in a complex manner, showing wide (and
unexpected) differences among individuals. Yet, a proper appraisal of their dynam-
ical behavior allows us to set the cooperativity effect they can trigger when associ-
ated to conventional treatments, as aptly discussed in the chapter authored by
Thomas Efferth (Integration of Phytochemicals and Phytotherapy into Cancer
Precision Medicine). A specific case in point, specifically centered on gynecology
and obstetrics, is instead provided by the review from Iñaki Lete (“Medicinal Herbs:
Its Therapeutic Use in Obstetrics and Gynecology”). This statement holds especially
for Chinese herbal medicine (CHM), which usually relies on mixtures of different
herbs. These “traditional” combinations (“remedies”) are in themselves “complex
systems,” and their interactions with living organisms are complex too, as they are
mostly ruled by nonlinear dynamics, as pointedly discussed in the chapter from Xian
Zhou (Synergistic Effects of Chinese Herbal Medicine and Biological Networks).

Emergence of synergy – a remarkable feature of complex herbal remedies – lies
specifically on such kind of dynamical interplay, nonetheless the level of evidence
remains low, given that randomized, multicentric, clinical trials are still warranted,
the few seminal studies performed notwithstanding. However, relevance of CHM is

Fig. 2 Increase in the number of published articles on nutraceuticals and cancer, as recorded from
PubMed (1990–2017)
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likely to tacking off, as its application is increasing worldwide – namely, after the
World Health Organization (for the first time) has recognized traditional Chinese
medicine in its influential global medical compendium [10]. It should be noticed that
controversies are rising too: no doubts on that [11].

Finally, the present book does not leave aside to address the so-called antibiotic
question, a critical issue discussed in the chapter (“Overcoming Antibiotic Resis-
tance: New Perspectives”) authored byMatteo Bassetti. While various antibiotics are
currently available to target resistant Gram-positive pathogens, fewer new molecules
that are active against multidrug resistant Gram-negative bacteria, especially
carbapenemase producers, have been approved for clinical use. Novel glycopep-
tides, oxazolidinones, and new-generation cephalosporins as well as novel
β-lactam/β-lactamase inhibitors have been recently approved for clinical use and
display appreciable activity against Gram-negative bacteria. Nevertheless, the emer-
gence of untreatable, resistant microbial strain and infections still represents a deadly
threat, while the flow of new classes of antibiotic has substantially declined at a time
when resistance rates and new problems have increased significantly [12]

To sum up, the decline in productivity and in innovation path witnessed by
modern pharmacology requires a profound rethinking of the basic conceptual pre-
mises on which pharmacological research is based. Yet, overcoming such hurdles is
a complex and difficult task, and it implies that both academic research and industrial
innovation could find a different way to cooperate altogether. The development of
systems biology can reliably support such endeavor. Pharmaceutical companies may
well have to go back to academia or, at least, to academics studying new and
unexplored routes. Namely, systems biology, which today is still largely an enter-
prise of “academic” (i.e., noncommercial) interest, may find itself increasingly
incorporated into the research programs of industrial enterprises.

Adopting industrial and theoretical strategies that are “divergent” in respect to
those we have experienced in the last 50 years is urgently needed if we would
efficiently cope with the increasing burden of degenerative diseases and the
reappearance of old, resistant, infectious ailments. As suggested by this book, time
is ripe to plan a systematic research program for addressing such issues.

References

1. Burrill & Company. Biotech. 2010. Life sciences: Adapting for success. San
Francisco: Burrill & Company.

2. The Changing Landscape of Research and Development Innovation, Drivers of
Change, and Evolution of Clinical Trial Productivity. April 23, 2019. https://
www.iqvia.com/institute/reports/the-changing-landscape-of-research-and-
development

3. Rishton, G.M. 2005. Failure and success in modern drug discovery: Guiding
principles in the establishment of high probability of success drug discovery
organizations. Medicinal Chemistry 1 (5): 519–527.

Foreword: Future Perspective in Drug Discovery xiii

https://www.iqvia.com/institute/reports/the-changing-landscape-of-research-and-development
https://www.iqvia.com/institute/reports/the-changing-landscape-of-research-and-development
https://www.iqvia.com/institute/reports/the-changing-landscape-of-research-and-development


4. Malhotra, A. Why modern medicine is a major threat to public health, The
Guardian, August 30, 2018. https://www.theguardian.com/society/2018/aug/
30/modern-medicine- major-threat-public-health

5. Haskell, R., P.P. Constantinides, D. Sun. 2012. Perspectives in pharmaceutical
nanotechnology. AAPS News Mag.

6. Csermely, P., T. Korcsmáros, H.J. Kiss, G. London, and R. Nussinov. 2013.
Structure and dynamics of molecular networks: A novel paradigm of drug
discovery. A comprehensive review. Pharmacology & Therapeutics 138 (3):
333–408.

7. Pierce, G.B. 1968. Teratocarcinoma: model for a developmental concept of
cancer. Current Topics in Developmental Biology 2: 223–246.

8. Bizzarri, M., A. Cucina, and S. Proietti. 2014. The tumor microenvironment as
a target for anticancer treatment. Oncobiology and Targets 1: 3–11.

9. Atanasov, A.G., B. Waltenberger, and E.M. Pferschy-Wenzig. 2015. Discov-
ery and resupply of pharmacologically active plant-derived natural products: A
review. Biotechnology Advances 33: 1582–1614.

10. Ciranosky, D. 2018. The big push for Chinese medicine. Nature 561: 448–450.
11. Break with tradition. 2019. Nature 570: 5.
12. Finch, R. 2007. Innovation—Drugs and diagnostics. The Journal of Antimicro-

bial Chemotherapy 60 (Suppl 1): i79–i82.

xiv Foreword: Future Perspective in Drug Discovery

https://www.theguardian.com/society/2018/aug/30/modern-medicine-major-threat-public-health
https://www.theguardian.com/society/2018/aug/30/modern-medicine-major-threat-public-health
https://www.theguardian.com/society/2018/aug/30/modern-medicine-major-threat-public-health


Contents

Revisiting the Concept of Human Disease . . . . . . . . . . . . . . . . . . . . . . . . 1
Mariano Bizzarri, Mirko Minini, and Noemi Monti

Dynamical Aspects of Pharmacokinetic/Pharmacodynamic
& Quantitative Systems Pharmacology Models . . . . . . . . . . . . . . . . . . . . 35
Ioannis Loisios-Konstantinidis, Panteleimon D. Mavroudis,
and Panos Macheras

The Efficiency of Multi-target Drugs: A Network Approach . . . . . . . . . . 63
Lucas N. Alberca and Alan Talevi

Mining Complex Biomedical Literature for Actionable
Knowledge on Rare Diseases . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
Vinicius M. Alves, Stephen J. Capuzzi, Nancy Baker, Eugene N. Muratov,
Alexander Trospsha, and Anthony J. Hickey

Big Data, Personalized Medicine and Network Pharmacology:
Beyond the Current Paradigms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
Alessandro Giuliani and Virginia Todde

Epigenetic Control Using Small Molecules in Cancer . . . . . . . . . . . . . . . 111
Tomohiro Kozako, Yukihiro Itoh, Shin-ichiro Honda,
and Takayoshi Suzuki

Multiscale Modelling of Cancer: Micro-, Meso- and Macro-scales
of Growth and Spread . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
Mark A. J. Chaplain

Precision Oncology vs Phenotypic Approaches in the Management
of Cancer: A Case for the Postmitotic State . . . . . . . . . . . . . . . . . . . . . . 169
Armando Aranda-Anzaldo and Myrna A. R. Dent

xv



Migrastatics – Anti-metastatic Drugs Targeting Cancer
Cell Invasion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 203
Aneta Gandalovičová, Daniel Rosel, and Jan Brábek

Critical Steps in Epithelial-Mesenchymal Transition as Target
for Cancer Treatment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 213
Evgeny V. Denisov, Mohit Kumar Jolly, Vitaly P. Shubin,
Alexey S. Tsukanov, and Nadezhda V. Cherdyntseva

Targeting the Tumor-Associated Macrophages for ‘Normalizing’
Cancer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 245
Julia Kzhyshkowska, Evgenia Grigoryeva, and Irina Larionova

Tumor Reversion Induced by Embryo and Oocyte Extracts . . . . . . . . . . 275
Sara Proietti, Andrea Pensotti, and Alessandra Cucina

Trabectedin, a Drug Acting on Both Cancer Cells and the Tumor
Microenvironment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 287
Paola Allavena, Manuela Liguori, and Cristina Belgiovine

Advances in Characterizing Recently-Identified Molecular Actions
of Melatonin: Clinical Implications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 301
Russel J. Reiter, Ramaswamy Sharma, Sergio A. Rosales-Corral, Ana
Coto-Montes, Jose Antonio Boga, and Jerry Vriend

Multitarget Activities of Inositol and Inositol Hexakisphosphate . . . . . . 343
Ivana Vucenik

Integration of Phytochemicals and Phytotherapy into Cancer
Precision Medicine . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 355
Nadire Özenver and Thomas Efferth

Synergistic Effects of Chinese Herbal Medicine and Biological
Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 393
Deep Jyoti Bhuyan, Saumya Perera, Kirandeep Kaur,
Muhammad A. Alsherbiny, Mitchell Low, Sai-Wang Seto,
Chun-Guang Li, and Xian Zhou

Medicinal Herbs: Its Therapeutic Use in Obstetrics and Gynaecology . . . . 437
Irene Orbe, Daniel Paz, Leyre Pejenaute, Andrea Puente, Laura Diaz de
Alda, Sandra Yague, and Iñaki Lete

Overcoming Antibiotic Resistance: New Perspectives . . . . . . . . . . . . . . . 457
Matteo Bassetti and Elda Righi

Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 481

xvi Contents



Revisiting the Concept of Human Disease

Rethinking the Causality Concept in Pathogenesis
for Establishing a Different Pharmacological Strategy

Mariano Bizzarri, Mirko Minini, and Noemi Monti

Shortcomings and Challenges in Drug Discovery

The pharmaceutical industry is currently facing unparalleled challenges to develop
innovative new drugs. Although the yearly number of new drugs remained substan-
tially unchanged, research and development (R&D) investment per drug is
escalating at a marked rate. The estimated cost of developing a new drug is
approximately $1 billion [1]. This phenomenon, the increase in R&D investment
without the corresponding increase in the number of new drug approval, is known as
the “innovation gap” [2]. After the Thalidomide [3] and Vioxx [4] incidents,
regulatory bodies throughout the world are demanding more safety data, which in
turn increases the development costs. However, this is only the tip of the iceberg of
an even worst situation.

Response to Health Problem

While an impressive result – chiefly in terms of reduced mortality – has been
witnessed in the last six decades as for the death rate for cardiovascular, cerebro-
vascular and infective diseases – no proportional benefits have been recorded in
cancer cure rates (Fig. 1) [5–7]. Moreover, the burden of drug-insensitive infectious
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diseases, is increasing [8], whereas diabetes, metabolic and degenerative diseases,
autoimmune and allergic pathologies are reaching an epidemic profile [9, 10]. Over-
all, those data strongly evidence that many health problems, besides the astonishing
progress earned in several fields, are still waiting a satisfactory answer [11]. Focusing
on cancer, for instance, it is nowadays widely believed that “the $105 billion spent
on cancer research since President Richard Nixon declared the war on cancer in 1971
has been poorly spent. At the same time, considering that age standardized death
rates from adult cancers in America today are only very modestly lower now than
they were in the early 1970s, this is no great success story” [12]. A thoughtful and
threatening example has been provided in the last years by antibiotics [13]. Indeed,
the flow of new classes of antibiotic has substantially declined at a time when
resistance rates [14] and new problems have increased significantly [13].

The aforementioned considerations should be put in correlation with the increas-
ing negative attitude of a growing number of people that perceives modern medicine
as a substantial failure. Indeed, since the 90s, the use of natural/alternative drugs
steadily increased in western countries, while American patients paid more visits to
alternative health practitioners (425 million) than to primary-care physicians
(388 million visits) [15]. In US conventional medicine had lost over half of the
market share for primary health services to so-called snake-oil vendors. The report
revealed that patients were visiting alternative doctors for ten top health problems:
back pain, anxiety, headache, sprains or strains, insomnia, depression, arthritis,
digestive problems, high blood pressure and allergies [16]. Regardless of any other
consideration, we should ask ourselves why in western countries so many people
rely on (frequently unproven) “alternative” medical supports [17]. Moreover, it is a
matter of concern that patients referring to non-conventional medicaments have a
higher level of education than those who do not use them [15]. Thereby, we are
legitimate in asking, “if the scientific message that alternative therapies don’t work is
so “loud and clear,” why do so many people, physicians included, use them?” [18].

600

500

400

300

200

100

0
Heart

Diseases
Cerebrovascular

Diseases
Pneumonia/

Influenza

586.8

203.1
180.7

44.0 48.1
18.5

193.9 186.2

Cancer

1950

2008
D

ea
th

 R
at

es
 P

er
10

0,
00

0 
A

m
er

ic
an

s

Fig. 1 Mortality rates (years 1950–2008) for infectious, heart, cerebrovascular diseases (From
American Cancer Society (ACS) 2010 Cancer Facts & Figures; Atlanta, USA, 2014, modified)

2 M. Bizzarri et al.



Industry Productivity

Contrary to the expectations, pharmaceutical innovation has led to a decline in
industry productivity, a phenomenon noticed since the early eighties [19]. Despite
the increased investment in R&D by the industry, the number of new molecular
entities (NME) achieving marketing authorization is not increasing. Over the past
20 years, the number of Investigational new drugs approved by regulatory agencies
did not augmented as predicted, nor quality control level, safety assessment, and
identification of new molecular targets was improved. Therefore, high investment,
development of new technologies and conceptual approaches – likes “-omics”
methods, including transcriptomics, proteomics and genomics – have neither
reduced the R&D risk, nor have enhanced efficiency [20].

By now it is widely recognized that Big Pharma challenges include: (1) R&D
spending is growing faster than sales growth, (2) drug discovery is lagging relative to
industry growth needs, (3) increased presence of large molecules in big pharma’s
pipeline, (4) increasing need for in-licensing products and technologies, and
(5) blockbuster drugs are going off patent (approximately 40% of patents owned
by top 20 pharmaceutical companies are set to expire during 2009–2013). Efficacy
and safety issues are actually the main causes of failure at the stage of phase III,
given that two out of three among new proposed drugs are currently discarded for
their side-effects [17]. Moreover, sixty-six of the 100 greatest companies studied by
Herper [21], will launch only one drug this decade. The costs absorbed by these
companies can be taken as a rough estimate of what it takes to develop a single drug.
The median cost per drug for these singletons was $350 million, but for companies
with more drugs approved, the cost per drug went up – until it hit $5.5 billion for
companies that have brought to market between eight to 13 drugs over a decade [21].

As a result, as the main driver for its growth is innovation, biomedicine R&D is
becoming increasingly challenged due to lower productivity and thus pharmaceuti-
cal companies have opened their R&D organizations to external innovation [22]. On
this respect, it is noticeably that dynamics of NMEs release into the market markedly
diverges among large and medium companies, reaching high efficiency almost only
in medium-little companies. The decline in the output of large companies has been
mostly driven by the diminishing number of large pharmaceutical companies, which
has decreased by 50% over the past 20 years [20].

The Reason Behind the Failure

Three drug-discovery fads have driven the industry’s R&D programs in the past
20 years computer aided drug design, combinational chemistry linked to high
throughput screening and genomics. As a result, current trends in biomedical
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research have led to a decreased emphasis on the physiology-driven approach,
supporting “a trend toward qualitative rather than quantitative science, with the
implicit assumption that all targets represent a viable starting point for drug discov-
ery efforts” [23]. No doubts that this approach will likely focus on non-essential
targets, thus producing more failures through lack of efficacy. Furthermore, analysis
of structure–activity relationship pattern evolution, drug–target network topology
and literature mining studies, all indicate that more than 80% of the new drugs rely
on previously discovered targets and strive in affecting – perhaps in a different/subtle
way – the same network [24]. Sadly, “there are no evidence that any of these is or
will be capable of replacing the old techniques” [25]. Consequently, the most fruitful
basis for the discovery of a new drug – still today – is to start with an old drug [26],
besides a renewed interest for natural compounds and complex herbal mixtures has
been noticed in the last 20 years [27, 28].

The fundamental problem may not be technological, environmental or even
scientific but rather “philosophical”. There are pivotal issues with the core assump-
tions that frame our approach to drug discovery. In fact, the increase in the rate of
drugs failing in late-stage clinical development has been concurrent with the dom-
inance of the assumption that the goal of drug discovery is to design exquisitely
selective ligands that act on a single target. This philosophy – the ‘one gene, one
drug, one disease’ paradigm – arose from the congruence between genetic reduc-
tionism and new molecular biology technologies that enabled the isolation and
characterization of individual ‘disease-causing’ genes. “Genetic determinism and
reductionism emerge as significant research traps and a chasm-like separation might
arise between molecular medicine and the sick patient. Furthermore, the newly
added ‘translational research’ and ‘functional genomics’ cannot remedy this dichot-
omy” [29]. In fact, we should look at genes in a very different perspective, i.e. by
embracing the global dynamics of networks that will reveal higher-order, collective
behavior of the interacting genes [30].

These basic premises shaped the way upon which pharmacological strategies
have been designed and developed in very recent times.

However, contrary to outlooks, pharmacological treatments established in the last
40 years did not achieve the expected success [31]. This state of affairs stands in
stark contrast to prior decades of achievement in which a classical physiological
approach led to identify effective treatments for several ‘simple’ diseases – like
infections – for which at least a well-recognizable, dominant causative factor has
been previously identified. Complex diseases – cancer, degenerative illness – have
proven much less tractable and results provided by the combining interplay between
epidemiological association and gene-based investigations led to contradictory out-
comes. Findings proven to be hardly replicated, when not contradicted by new
studies, undermining risk estimates that are highly variable or inconsistent or upon
meta-analyses converge on little or no effect, and so forth [32].
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Basic Paradigms in Pharmacodynamics

It is widely accepted that, fundamentally, drugs act by (a) mimicking or inhibiting
normal biochemical processes, or inhibiting pathological processes in animals; or,
(b) through inhibition of vital processes of microbial organisms. These effects are
usually believed to be mediated by specific chemical interactions (i.e., covalent
interactions) involving the pharmacological molecule and a “receptive” biological
structure, to which we generally refer to as “receptor” or, broadly speaking, a
“target”molecule [33]. This theoretical framework can be traced back to the seminal
work of Paul Ehrlich who demonstrated that the selective and active uptake of
pharmacological compounds must be dependent on the chemical binding of drugs
to intracellular target molecules [34]. Currently, we recognize almost four types of
target molecule for drug binding: receptors, as those classically involved in the
transduction of endocrine effects (including both membrane and intracellular recep-
tors), enzymes, ion channels (upon the membranes of both cells and organelles) and
transport proteins. The interaction between the drug (the “ligand”) and the target
triggers an intertwined series of events, which eventually leads to the (desired)
biological effect. Depending on the characteristics of the transduction machinery, a
different time lag (spanning from milliseconds to hours) is required for activating a
complex cascade of molecular events supporting the biological response (enzyme
inhibition/activation, opening of ion channels, release of intracellular messengers,
modification of gene expression, among others). Ligands fall into two main classes:
agonists and antagonists. The former bind to the target molecule and promotes its
activity through conformational changes, while the antagonist occupies the affinity
side of the receptor without producing any conformational modification, thus
preventing the activation of the target.

Hence, pharmacodynamics is usually considered a matter of ligand/receptor
interactions following the equation, L + R Ð LR, basically dependent on the law
of mass action at equilibrium.

This picture is, however, a very simplistic one and fails in explaining a number of
consolidated evidences. Indeed, despite the fact that the ligand/receptor model of
pharmacodynamics introduced by Fisher [35] has been experimentally vindicated
and extensively studied by mathematical modelling [36], several issues needs to be
addressed in order to afford some controversial results [37].

First, when the drug–receptor interaction involves feedbacks, the system becomes
more complex, displaying emergent properties, non-linearity, and even chaotic
behavior. These features are dependent on many factors including drug bioavail-
ability and environmental constraints, thus inextricably linking pharmacodynamics
with pharmacokinetics [38].

Second, drug dissolution, transport, and uptake are heterogeneous processes
since they take place at interfaces of different phases, i.e., liquid–solid and liquid–
membrane boundaries, where diffusion is regulated by physical and topological
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constraints [39]. Overall, those factors belong to the biological (morphogenetic)
field and contribute in providing a fractal-like structure of the medium in which drug
activity occurs. This aspect is usually overlooked, notwithstanding it could signifi-
cantly influence drug efficacy by modulating the kinetic of the reaction. Indeed,
kinetic orders in some cases reflect the fractal dimension of the physical surface on
which the reaction occurs and every factor that modify the fractal topology of the
medium can eventually inhibit or alternatively foster the pharmacological result [40].

Third, the active site of protein receptors is a rather flexible structure and it is
continuously “reshaped” when it interacts with substrates or drugs. Since the sixties,
it was then proposed that the reaction between a receptor and its ligand could involve
an “induced fit” mechanism [41], where the active site undergoes “conformational
changes”. Conformational selection postulates that all the potential conformations of
a given protein preexist and that once the ligand selects the most favored conforma-
tion, induced fit occurs and conformational change takes place [42, 43]. Overall,
these results support the hypothesis that the molecules of water filling the active site
of a protein, and surrounding the ligand, are as important as the contact interactions
between the protein and the ligand for biomolecular recognition, and in determining
the thermodynamics of binding. Conversely, any solute able to modify the solvation
around the receptor could modify – in principle – the kinetics of the drug/receptor
complex in a very unpredictable way. It is noteworthy that solutes and
low-molecular weight compounds that can modify the configuration of water around
enzymes and their substrates can also significantly influence the mechanical lock-
and-key picture [44]. Indeed, in some binding processes occurring in aqueous
solutions, the involvement of hydrophilic effects, as well as the biophysical con-
straints provided by the specific state of the solution [37], might be so profound that
the lock-and-key model becomes irrelevant, then modifying thoroughly the way one
approaches the problem of drug design [45]. Moreover, the displacement of free-
energetically unfavorable water [46] or the presence of solute molecules, may
substantially affect binding processes given that the major part of the Gibbs energy
of binding could be due to interactions mediated through the solvent molecules [47].

Fourth, several compounds that display medical/biological effects do not act
trough conventional pharmacodynamics, i.e. through establishing covalent bonds
with their putative targets. This means that these substances exert non-canonical
chemical interactions (belonging to the so-called supramolecular chemistry) [48],
and a number of physically-mediated effects, including enhanced solubilization/
absorption of other active factors [49, 50], physical disruption/distortion of cell
membranes [51, 52], osmolarity properties [53], physical modulation of microtubule
aggregation [54], physical distortion of biological fibers [55], protein surface binding
modifications [56], physical sequestering/chelating effects on calcium/hydroxyapa-
tite ions [57], changes in ionic strength, pH and surface tension [58].

Furthermore, it can be surmised that some active compound can modify the
biological field [59], by acting through subtle modulation of its physical strength,
i.e. via quantum effects on enzyme dynamics and on protein structure. Quantum
tunneling effects on enzyme activity [60] and quantum-dependent coherent
remodeling of cytoskeleton proteins [61, 62] have been noticed and there is some
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evidence suggesting that this happens in vitro following natural compounds treat-
ments [63]. Finally, a number of drug mechanisms are still unknown (or only barely
known), notwithstanding the drug still “functions”. It is noteworthy that this class of
compounds includes relevant drugs like Methocarbamol, Paracetamol, Phenytoin,
PRL-8-53, Metformin, Thalidomide, Acamprosate, Armodafinil, Cyclobenzaprine,
Demeclocycline, Fabomotizole, Lithium, and Meprobamate [64]. Overall, the rele-
vance of those, still unexplored, mechanisms is underestimated, and grossly misun-
derstood, especially when mixtures of active compounds (like herbal formulas) are
considered.

Limits of the Current Reductionist Paradigm

Besides the relevant achievements performed in the last 50 years, the above-sketched
model of pharmacological activity not only has left aside some not negligible
mechanisms of action, but ultimately it has shaped the philosophical underpinnings
on which the current pharmacological research is rooted. By this way, the entire
scientific inquiry, including its methodological models, became mainly focused on
some well-known mechanisms, chiefly confined within the molecular level of
interaction, considered as the privileged level of causality, i.e. the place where the
pharmacological activity starts.

Focusing to the drug-receptor interaction has consequently driven the search for
parameter efficacy by mostly considering factors that can influence the dynamics of
this association: affinity (i.e., the reciprocal of the dissociation constant of the drug/
receptor complex), efficacy (the ability to induce a molecular response) and potency
(the lowest concentration at which the ligand elicits a response). This approach has
been proven useful in explaining a relevant body of data – especially when dealing
with hormone-receptors-mediated effects – but it1 underestimates non-classical phar-
macodynamics effects and restricts the recognition of response parameters by only
considering those directly related to the ligand/receptor complex. Pleiotropic drugs
effects – i.e., those exerted on different molecular targets or at levels higher that the
molecular one – are generally left unnoticed. In other words, drug’s efficacy became a
matter of “molecular effect”, thus disregarding the physiological effect(s) that for
centuries has been the cornerstone for estimating the effectiveness of a cure. This
approach has led to embarrassing outcomes, given that molecular effects are some-
times “translated” in an unpredictable way to the higher levels (cells/organs). Fur-
thermore, by assuming a reductionist stance in appreciating drug’s effectiveness has
finally contribute to forget the true aim of every treatment: the well-being of the

1We are referring here to the Morphogenetic field, an epistemological/scientific concept, conceiving
the field as a pattern of forces – such as mechanical or bioelectromagnetic – that constrains
molecular “signals” and contributes in driving the overall behavior of the system. An excellent
review addressing the multifaceted aspects associated to the debatable identification of such a field
has been recently provided by SEB Tyler [ref. 59].
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patients and the improvement in life expectancy we are expecting from that therapy.
This conundrum has been specifically outlined in clinical management of tumors,
where the classical approach was almost focused to establish the “objective tumor
response rate” (ORR), i.e. the observable changes in tumor size/number.

This happened despite the fact that, since the eighties, it already became apparent
that a proper estimation of drug efficacy should have taken into consideration the
parameters belonging to the overall system, i.e. the patients. Indeed, Food and Drug
Administration (FDA) has recommended that cancer drug estimation should be
based on more direct evidence of clinical benefit, such as improvement in survival,
improvement in a patient’s quality of life, improved physical functioning, or
improved tumor-related symptoms. These benefits may not always be predicted
by, or correlate with, ORR [65]. This example raises several key questions that
deserve to be discussed in detail: what is the disease? How to identify the target
(s) for planning a proper treatment? And, finally, how to set the endpoints of a
treatment?

Disease as a Controversial Concept

Constructivism Versus Naturalism

Shortcomings of current therapies, especially in some well-defined areas of medical
inquiry (degenerative and neoplastic diseases), call into question the concept of
human disease on which curative attempts rely for establishing a treatment strategy.
During the last two centuries, the debate dealing with this subject has mostly
polarized between the two alternative approaches represented by Constructivism
and Naturalism [66]. The former, albeit hardly definable, essentially denies the
naturalist thesis that disease necessarily encompasses bodily malfunction. Indeed,
the principal Constructivism claim consists in that “disease judgments appeal to
biological processes that are to be understood in terms of human practices rather than
membership in some biologically definable class of abnormalities or malfunctions”
[67]. Ultimately, “malfunction is not a necessary condition for disease”, as even
bodily malfunctions cannot be identified independently of human values and thus
fall into the “normative” class of judgements [68]. Constructivists advocate that
medical concepts (not only the definition of disease) should be “reformed” in order
to reframe the meaning and the perception of ordinary events – including “disease” –
by considering that our life is prominently shaped by our thoughts. This approach
would finally end in delivering people from avoidable suffering, mostly to be
ascribed to prejudices or cultural/societal misconceptions [69].2 This framework

2Constructivism was instrumental in overturning the psychiatric view, dominant until the 1970s,
that homosexuality is a mental illness. Activists argued that homosexuality was diagnosed for
offensive moral reasons and not for medical ones and the classification of homosexuality as a
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was eagerly adopted in a few domains, as in psychiatry [70]. However, it is quite
clear that it can hardly accommodate with the daily experience of “true” organic
diseases, like cancer. Instead, the Naturalistic system [71] conceives the human body
as constituted by several sub-systems (organs and apparatus) that have natural
functions from which they can depart in many ways, some of which are harmless
and then deserve to be recognized as “diseases”. This definition implies that recog-
nizing a disease requires identifying both an altered functioning of some organism’s
apparatus and the resulting harmful effect on health. This definition represents a step
forward the definition introduced in the XVII century by Sydenham [72], who
identified the disease as a collection of symptoms (representing the “disease pheno-
type”), which should be ascribed to a unique “pathogenic” cause. In modern times,
the “pathogenic factor” has been chiefly ascribed to external agents (microbes,
toxins, iatrogenic factors) or to gene networks [73], as their deregulation can
consequently lead to the perturbation of many biochemical/metabolic pathways
downstream.

Overall, controversies among these two different approaches, probably reflect
also the lack of a compelling theory of living organism [74]. As suggested by
Lemoine [75], philosophic inquiry should focus to establishing a naturalistic-based
concept of disease, by recognizing the basic theoretical premises of the medical
science, and then looking for perspicuous accounts of different disease types within
such framework. This approach will allows considering diseases as putative natural
kinds, while leaving open the possibility that some diagnoses represent contingent
historical outcomes.

From the naturalistic perspective – by far the only to which the daily medical
practice actually relies – a disease necessarily involves biological malfunction,
which either can or cannot be perceived as such, i.e. by complaining symptoms
(some conditions, like hypertension, are equated to “disease” even if they neither
produce symptoms nor are associated to malfunctions).

However, in the last 30 years, models of human diseases have been mostly
“reduced” to the “malfunctioning” of a few, critical pathways. Consequently, drug
discovery has been dominated by reductionism aiming to identify drugs that activate
or inhibit specific molecular targets.

A target is usually a single gene or molecular mechanism that has been identi-
fied on the basis of genetic analysis or biological observations. Genetic targets
represent genes or gene products that are deregulated or carry mutations.

disease was changed because of lobbying on moral grounds rather than based on any new
discovery. By analogy, constructivists believe that a wide range of conditions – including pain,
obesity, alcoholism, just to mention a few – have been counted as diseases mostly because they fall
in the category of deprecated social behaviors. This quite an odd situation in which (questionable)
political/philosophical considerations prevail on the proper scientific evaluation of a disease.
Indeed, constructivism advocates are mainly interested in tracing the social/cultural processes by
which categories are formulated and changed over time. Yet, it is beyond doubt that societies have
at times estimated that some human behaviors (namely in the psychiatric field) were pathological
because of values deprived of scientific evidence.
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Mechanistic targets constitute enzymes or biochemical pathways for which a
specific or broad malfunctioning has been put in causative correlation with the
observed medical illness.

However, biology is complex, and it is increasingly clear that even discrete
biological functions – or malfunction in case of a disease – can rarely be attributed
to an individual molecular factor like a protein or a gene. As a result, approaches
based on such a simplistic reductionist paradigm often showed either unforeseen
toxicity or lack of efficacy when tested in clinical trials [76]. This breakdown stems,
basically, from three (unsubstantiated) theoretical premises: (1) all diseases have a
single (dominant) underlying cause; (2) disease features – signs and symptoms,
i.e. the disease phenotype – are correlated with the causative factor in a linear
fashion; (3) removal/correction of the underlying, putative “cause” will restore the
healthy condition.

Unfortunately, evidence exists that all three assumptions are wrong [77]. Further-
more, the assumption that each illness is sustained by a specific “disease”,
i.e. mechanistically induced by quantitative changes in the molecular/physiological
phenotype of the living system, still should be demonstrated beyond any doubt in
several conditions (especially in psychiatric disorders). This unproven assumption
has led to the “medicalization” of a wide range of conditions perceived as anoma-
lous, besides any demonstrable disease process could be ascertained. Yet, perception
of the relevance of symptoms, recognized as such, i.e. as belonging to a “disease
state”, is the result of cognitive process, highly influenced by cultural conditioning
and societal/scientific model of illness [78]. Indeed, notions of health are highly
context dependent, as human diseases only exist in relation to people, and people
live in varied cultural contexts. Moreover, new clinical “entities”, barely identifiable
according to current medical rules, are often welcomed primarily as opportunities for
market growth, the lack of compelling evidence notwithstanding [79]. This is
especially true when we are dealing with “preventive medicine”. Are presumptive
markers of a “future” disease condition reliable enough to ask for a “preventive
cure”? Namely, is someone with a genetic predisposition to an illness already sick?
While no effective guarantee exists that a genetic predisposition or a biochemical
anomaly will unavoidably lead to an overt disease, it is instead questionless that
being aware of the probability of the (future) occurrence of such a threatening
disease may be so traumatic to trigger a major psychological distress. As a result,
quite sad to notice that, a number of new diseases have been ‘created’ simply to fit
the ability to diagnose them and for opening new avenues in the drugs market [80].

The above sketched examples highlight that the model of disease, i.e. the con-
ceptual meaning of a so widespread used category, is only rarely explicitly debated
or defined in the scientific literature [81], besides still being the subject to extensive
philosophical debate [82]. The model that dominated until the first half of the past
century mostly originates from Virchow’s conclusion that all diseases result from
cellular abnormalities [83]. Since the discovery of the double helix in the 50s,
however, this model was relentlessly superseded by an even more reductionist
approach, as that provided by the New Genetics. According to this theoretical
approach, every disease can be traced back to the malfunctioning of a discrete
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number of genes and, at least in principle, every change in gene activity can lead to a
pathological state [84]. In the same time, the clinical entity (the “disease phenotype”)
was recognized by the association between the set of signs/symptoms and circulat-
ing/tissue markers, conceived to be “mechanistically” linked to the hypothesized
pathogenic mechanism. Identification of disease according to these rules allowed
clinicians in establishing a disease taxonomy that was instrumental in performing
medical practice up to the current time. However, this approach has progressively
shown shortcomings that reflect a lack of specificity (i.e., inability in defining disease
unequivocally), as well as a lack of sensitivity (i.e., incapacity in recognizing
preclinical, true causative state of disease). Ultimately, this model proven to be
confounding, as it often posits wrong correlations between the disease-associated
biological parameters (usually identified only when illness reach a “stable-state”)
and the alleged causative processes, thereby prejudicing efficient treatment
strategies.

These limitations can principally be ascribed to the reductionist approach on
which medical research has grounded its agenda. Increased awareness of such
inadequacies, prompted for revisiting the concept of human disease during the last
decades, striving to conjugate advantages offered by the molecular/reductionist
stance with the opportunities of a physiological/systems-based framework
[85]. Namely, such considerations apply when we refer to the target-based drug
discovery framework that has largely replaced the traditional physiology-based
approach, since the completion of the Human Genome Project [86]. Conclusively,
the main outcome of that program, was philosophical, as it prompted to consider that
every disease can be singled out by identifying a set of few genetic/biochemical
targets. Development of the so called ‘omic’ technologies led to a more sophisticated
reconnaissance of those targets, shifting the focus on their complex (eventually
non-linear) interactions [39], however without questioning the basic assumption
on which the disease model has been built.

Simple Diseases Are Not Simple, Indeed

Reassessing meaning and boundaries of human disease should be considered a main
task that became even more complicated by the development of ‘omics technologies
during the post-genomic era, rather than solved. In fact, the attempt to bring back the
definition of a disease to its genetic determinants, along with the triggered mecha-
nistic pathways downstream gene modulation, has emptied of meaning the classical
genetic approach, highlighting how even simple monogenic disorders are supported
by a net of causative factors that, ultimately, are responsible of the disease pheno-
type. As an example, sickle cell anemia, a classic monogenic disorder due to a single
point mutation, turned out to be a very complex condition characterized by several
different clinical features [87]. Indeed, the pathogenesis of this classic Mendelian
disease shows a bewildering intricacy, which ultimately ends up into different
(almost six) disease phenotypes, for each of which a diverse treatment strategy is
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needed. The mandatory conclusion is that, even in monogenic disease, “the genotype
simply cannot invariably predict the phenotype of patients with the disease”, as
extensively discussed by Loscalzo et al. [88]. As a second example, let us consider
Epstein Barr virus (EBV) related diseases. EBV is one of the five recognized human
herpesviruses, the others being herpes simplex virus types 1 and 2, cytomegalovirus,
and varicella-zoster virus [89]. Undoubtedly, B cells are the primary targets of EBV
infection [90], and infection of B cells leads to the expression of a limited set of viral
gene products, which drive the cells into proliferation. Usually, in healthy inhabitant
of Western countries, proliferation of infected B cells is limited by CD8+ and CD4+
T cells, thus leading to the onset of infectious mononucleosis. On the contrary, in
children living in malaria endemic regions of the world (i.e., equatorial Africa,
Brazil, and Papua New Guinea), EBV infection is more likely to induce Burkitt’s
lymphoma, a tumor of the lymphoreticular system. For a while, explaining the ways
in which a single agent can evoke such different responses in different hosts has
represented a challenging task [91]. It is now widely recognized that a critical factor
that can switch the outcome from a mild form of influenza-like syndrome to an
aggressive lymphoma is the host response to EBV infection. Indeed, a wide array of
immunocompromised conditions (endemic malaria infection or immune-deficiency
syndrome like HIV infection) are recognized triggering the shift from a transient
lymphoproliferative reaction to a true, malignant transformation [92]. It is startling
that EBV infection is currently known as the main “causative” factor of a number of
disparate diseases, including pharyngeal carcinomas [93], gastric cancer [94],
leiomyosarcoma, undifferentiated type I nasopharyngeal cancer [95], as well as
non-malignant illness, such as the childhood disorders of Alice in Wonderland
Syndrome [96], systemic lupus erythematosus [97], and acute cerebellar ataxia
[98]. Those examples highlight how misleading can be the hypothesized link
between a putative causal factor (the viral infection) and the associated disease, as
the same “causal” factor can sustain very different pathogenic phenotypes. Instead,
lesson learned from the EBV-related illness shows that the disease is the
unpredictable outcome emerging from the complex interaction between “stressing”
(rather than “causal”) conditions and the host reactivity [99].

Conversely, as advocated by the case of familial pulmonary arterial hypertension
[100], or hypertrophic cardiomyopathy [101], a common disease phenotype may be
sustained by many different genotypes yielding it. Namely, hypertrophic cardiomy-
opathy is associated with mutations in several different genes that code for different
sarcomeric (myosin heavy chain, myosin light chain, tropomyosin, and troponin C)
and non-sarcomeric proteins [100]. In this case, a common pathophenotype is
“produced” by very different “genetic” disease. The aforementioned examples
highpoint that the molecular determinants – and especially the genetic “defects” –

thought to be the cause of a disease, simply cannot predict the phenotype of patients
with the disease, which ultimately emerges as a result of a complex interplay among
different factors. These factors entail different levels – from the cell to the organism
in its wholeness – and they cannot be “reduced” only to the molecular tier. There-
fore, characterizing disease by establishing a nosology almost substantially based on
putative molecular determinants has shown significant shortcomings.
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Mechanistic/Genetic Versus the Physiological Approach

The above-mentioned issues are clearly epitomized by the so-called target-based
medicine that constitutes the pre-requisite on which the personalized medicine relies.
However, despite astonishing claims, it has already been noticed that the decline in
drug discovery just coincided – to a large extent with the introduction of target-based
drug discovery [102].

In oncology, the possibility of finding so-called synthetic-lethal drug targets,
which are only essential in cancer cells that carry mutations in specific tumor
suppressor genes, is attractive in theory [103]. However, the search for such
genes – if they exist, as normal tissues has been proven to carry the same mutated
genes as their malignant counterpart [104] – might be frustrated by tumor heteroge-
neity [105], given that such heterogeneity, arising by a hierarchical pattern of stem-
cell divisions, yields a mosaic of different cells and, ultimately, can hamper cancer
treatment [106]. This is why seemingly identical cells respond differently to treat-
ments, given that phenotypic and genotypic differences provide differentiated
response by activating even opposite outcomes in cell behavior and ultimately
escaping the drug-induced inhibition on specific targets [107].

In addition, for three main reasons a genetic approach is unlikely to be a solution
to common diseases in the near future. The first is the great importance of environ-
mental circumstances in determining health, the second reason is the great complex-
ity of gene/gene, gene/environment interactions, and the third reason is the high
individual variability [108]. Conclusively, despite having identified “hundreds of
common variants whose allele frequencies are statistically correlated with various
illnesses and traits, the vast majority [of those studies] have no established biological
relevance to disease or clinical utility for prognosis or treatment” [109].

Contrary to previous expectations, nearly all the genes associated with diseases
are non-essential genes [110]. This means that they do not encode hub proteins and
are localized in the functional periphery of the entire network. Mutations involving
central, essential genes are likely to induce severe impairment of pivotal physiologic
functions, hence leading to increased lethality during the early developmental stage
or in the extra uterine life. As such, from an evolutionary point of view, such genes
are under higher selective pressure that would ultimately end in deleting them from
the population. It is a matter of probability that only “less-threatening” mutations –
as those affecting “peripheral genes” – can be preserved within a population from
such selection. Therefore, even the physiological relevance of such mutations is
concurrently abridged.

In the early 1980s, the development and broad implementation of molecular
methods, as well as the later development of genomics, significantly increased our
understanding of the individual actors participating in cellular processes, ultimately
providing a prodigious list of molecular factors. That exhausting collection of data
facilitates the reductionist strategy in drug discovery by converging on (presumed)
targets and designing compounds to interfere with them. Inevitably, this approach
removed the targets from their physiological context to study them at quasi-atomic
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level and focused on the optimization of the target-compound cross talk, placing an
almost exclusive emphasis upon the drug-target interaction parameters (i.e., binding
affinity and target selectivity) [111]. Therefore, “the criteria to evaluate the potential
of a novel molecule shifted from a strict physiological observation of the results
obtained with the assayed compounds to a molecular one, where the best lead
chemicals were those displaying a strong binding with the target protein and a
good specificity profile (i.e. binding to only one target)” [112].

A target is usually defined as a single gene, gene product or molecular mechanism
that has been identified as a putative causative factor in disease pathogenesis. A
target-based drug would be a compound that selectively modulates the activity of the
disease associated gene or mechanism, without directly involving other pathways.

These conditions are fulfilled only in a very few cases, in which the ailment must
be attributed in a predominant manner to a genetic mutation or to a specific
biochemical mechanism. Second, the causative factor must contribute to the disease
process at the time of treatment. The first condition applies only for few diseases, as
the more common illness have a multifactorial origin.

The second condition deserve special attention, as the mechanism/gene respon-
sible for the onset of the illness might have exerted its action during early pathogenic
steps and could no longer be active during the steady state of the disease, when
diagnosis is usually reached. Some developmental-based diseases like schizophrenia
[113], mental illness, or depression (for which no direct relationship between target
and therapeutic effect has been so far evidenced) [114], falls within this category, as
well as some cancers that lose their mutated, “driver” oncogenes before to progress
[115, 116]. Indeed, as far as cancer treatment is concerned, it is widely recognized
that ‘inactivation’ or inhibited expression of oncogenes (like BCR-ABL1, c-Myc,
c-ras) is not mandatory for achieving tumor inhibition [117]. Moreover, a major
obstacle for establishing an effective “precision” based therapeutic approach in
oncology is represented by the genomic heterogeneity of tumor – even within the
same tumor of a single patient [118] – a condition that get worse after chemotherapy
as the treatment can likely select more aggressive and resistant clones [119]. This
picture would suggest that it is virtually impossible portraying the tumor “genomic
fingerprint”, aiming at identifying key-druggable targets, as the targets are disparate,
and change accordingly concurrently after the “evolution” of the gene-expression
pattern. Current treatments are unable to cope with such an overwhelming complex-
ity, and their acknowledged failure in curing cancer cannot be viewed as an
unannounced surprise [12, 120, 121]. Ultimately, improvement in cancer survival
observed in the last 40 years cannot be ascribed to anticancer drugs [122], and even
drugs approved on the basis of better progression-free survival have been subse-
quently found not to produce better overall survival than the comparator drug
[123]. Overall, “we overdiagnose, overtreat, and overpromise, with high costs and
without clear benefits” [124].

This picture even gets into more complexity when mechanisms of action are
considered. Mechanism-targeting drugs should be highly specific (i.e., acting only
by hitting a single enzyme/pathway) and must affect only a fraction of the overall
activity of the target, as a complete blockade of an enzymatic pathway would lead to
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undesirable, potentially lethal effects. However, the story of the imatinib mesylate –
the “magic bullet” par excellence – taught us that even high specific target-based
drugs are not as successful as initially thought. Indeed, despite Imatinib was
designed to act on a single aberrant protein (BCR-ABL) expressed in cancerous
cells, it was later shown to inhibit other targets (c-KIT and platelet-derived growth
factor receptor), thus leading to unwarranted side effects [125]. In simple terms,
target-based drugs rarely bind specifically to an only single target, therefore chal-
lenging the concept of magic bullet. Moreover, the use of knockout animals – where
the target has been deleted for vindicating the causative role of that target – demon-
strated later to be a debatable approach, leading in many circumstances to equivocal
results. Indeed, during development, due to the redundancy characterizing biochem-
ical pathways, the organism might activate compensatory contrivances and adaptive
strategies. Thus, the outcome of a gene deletion can validate the hypothesis and the
putative target only in few, more than ideal situations. Undeniably, it is far from
being infrequent that knockout animals display unexpected and very surprising
effects [126], which can be confidently attributed to the intertwined network
among genes and pathways. In addition, when an adult animal – in which the target
has already contributed to the development of the animal – is given a suppressive
drug – the partial inhibition of the same target will have completely different
consequences when compared to the situation in which the target has been “deleted”
since the early developmental steps.

Additional complexity stems also from the fact that the observed changes in the
putative causative target associated to the disease rarely disclose genuine causative
relations. These targets are usually identified through statistical associations that
provide no reliable information about the causative links [127].3 Indeed, modifica-
tion in target levels and/or their activity may likely arise as a part of the pathogenic
process or, alternatively, they can represent adaptive and even antagonistic measures
deployed by the system.

This is why we are currently dealing with too many targets and not enough target
validation. “Target validation, crucial to rational drug design, is a concept often
discussed but rarely defined [. . .] to develop innovative drugs, we need smarter and
faster target validation, not increasing numbers of new targets” [128]. Yet, demon-
strating a causal role of the putative target is an unavoidable task that cannot be
overcome by adopting more or less refined biometric strategies, as those suggested
by the advocates of the so-called Big Data approach.

3We are witnessing a true “epidemic” of biometric-based studies striving to support the strength of
mere statistical associations between disease and the observed parameter/target by only adopting
more or less sophisticated mathematical modelling. Indeed, causal relations are not hallmarks that
can be directly read off from the data but have to be inferred. Causal relations can be identified in an
experimental setting, and the common mantra that “correlation does not imply causation” is still
valid.

Revisiting the Concept of Human Disease 15



The Big Data Illusion

The current interest in big data has generated the widespread illusion that complex
algorithms and number manipulation could solve problems without pursuing exper-
imental investigations. Data handling does not produce any new information by
itself. Correlation is not enough, though. Moreover, mere computational brute force
cannot compensate for the lack of theory into which information from experiments
need to fit. Definitely, computationally intensive tools for the exploitation of huge
data sets are not designed to model the structural characteristics of the underlying
system but only as very efficient ‘exploratory statistical tools’ that (at their best) can
only act as aid for generating hypothesis. It is thus “vital to use theory as a guide to
experimental design for maximal efficiency of data collection and to produce reliable
predictive models and conceptual knowledge” [129].

Proper target validation would require a very different model (closest as possible
to the physiological one), a suitable modulation of the target and – even more
important – an adequate theory for understanding what we are doing and the
meaning of data we are gathering. We need models and theoretical insights to help
guide the collection and interpretation of data. The relatively meagre initial returns
from the human genome project demonstrate that data do not translate readily into
understanding, let alone treatments [130]. Commendable as these efforts are, they
are fundamentally flawed as the relevance of differences in gene-expression pattern –
viewed as the driver causal factor of the disease – is grossly overestimated, namely in
oncology [131, 132].

Even using a rigorous predictive statistical framework, characterizing average
behavior from big genomics data will not deliver ‘personalized medicine’
[133]. This is because correlations observed in different sets of data are not
necessarily evidence of dependency. The problem of spurious correlations is
familiar when it comes to the use of quantitative structure–activity relationship
models and machine learning to predict the biological activity of molecules.
Correlations may not tell us precisely why something is happening, but they alert
us that it is happening. However, no matter their ‘depth’ and sophistication,
machine-learning algorithms merely fit model forms to “selected”4 data. They
may be capable of effective interpolation, but not of extrapolation beyond their
training domain. They offer no structural explanations of the correlations they
reveal, many of which are likely to be false-positives. Furthermore, most correla-
tions are spurious, i.e. very large databases have to contain arbitrary correlations

4The collection of data is not a merely empirical activity. Science does not collect data randomly.
Experiments are designed and carried out by choosing “fact” that are deemed to be worth of the
definition implied in the concept of “data”. This is made usually based on pre-existing pre-concep-
tions, as already remarked by Kant. In other words, as highlighted by Kuhn in his seminal book, we
must cast on doubt the possibility of accessing the real world in a neutral way. Conclusively, as
aptly stated by Mazzocchi, “We look at the world through the lens of a particular vantage point, and
the possibility to speak of—or even perceive—certain facts, data and objects depends on this
vantage point” [ref. 137].
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[134]. Finally, diverse applications of Big Data Theory have met with limited
success in scientific domains, up to now [135].

What is the illusion behind this all? Correlation can supersede causation, and
science can advance even without coherent models, unified theories, or any mech-
anistic explanation at all. This claim assumes the primacy of correlations over causal
explanation or, even more radically, the replacement of the latter with the former.
Therefore, we are legitimate in asking if do we really come to “the end of the
theory”? [136].5 Indeed, “Big Data science renews the primacy of inductive reason-
ing in the form of technology-based empiricism and has inspired a view of the future
in which automated data mining will lead directly to new discoveries [but] more data
do not necessarily generate more knowledge. Data by themselves are meaningless.
The idea that with enough data, the numbers speak for themselves hardly makes
sense.” [137].

We are reminded of the story of the blind men and the elephant: local data are
difficult to interpret without a (previous) mental model of a pachyderm. In a similar
way, various big data initiatives are blindly groping about that great beast that we
know as biology. We need theory to help envisage it in all its meaning.

Overall, these issues contribute in explaining why so many clinical trials ulti-
mately provide scarcely reproducible results or – even worst – false findings
[138, 139], thus supporting what is currently known as the “reproducibility crisis”
in biology and medicine [140, 141]. Similar considerations apply for the so-called
“precision medicine”, a disguised avatar of the target-based medicine, which has
been brutally portrayed as an “overall failure”, almost in oncology [142].

What Should We Treat?

Disease as a Process Entailing Non-linear Networks
and Environmental Influences, Spanning from Different Levels

As previously stressed, inadequacies of theoretical models of human diseases play a
major role in explaining the difficulties encountered in pharmacological research.
Indeed, the increase in the rate of drugs failing in late-stage clinical development
over the past decade “has been concurrent with the dominance of the assumption that
the goal of drug discovery is to design exquisitely selective ligands that act on a

5At long last, the drift we are witnessing is almost entirely contained and forecasted in Bacon’s
heritage (F. Bacon, Novum Organum, London, 1620). Bacon uttered that knowledge should not be
based on preconceived notions (“premises”), which would constrain the reasoning (confirming or
invalidating the basic presumptions), according to Aristotle’s tradition, basically framed by theory-
driven experiments. Instead, the King’s Chancellor proposed an “inductive” method, based on
generalized inferences from data merely based on an empirical approach. The Baconian inductive
method has been widely criticized, namely by P. B. Medawar (see: Induction and Intuition in
Scientific thought, London: Mcthuen, 1969).
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single disease target” [143]. This approach does not only overlook the relevance of
multifactorial etiology of the disease, but also underestimates the robustness and
resilience of the (pathologic) phenotype when stressed by a (pharmacological)
perturbation. For instance, single gene knockout or complete silencing, have
shown little, contradictory or even null effect on phenotype [144].

Robustness of the pathophenotype can be understood in terms of redundancy and
alternative (compensatory) pathways, highly “structured” into scale-free networks,
which are usually “triggered” in response to perturbations [145]. It has been
observed that large transcriptional regulation networks act upon targets via different
and alternative regulatory molecules. Indeed, multiple alternative pathways between
regulator and target pairs are the rule rather than the exception. The “selective”
activation of a pathway among many others should be ascribed to changing require-
ments of the context in which the system belongs [146]. Therefore, robustness in
complex dynamical systems can be appropriately understood by considering the
existence of multiple attracting domains (multistability), to which the system can
suddenly switch (performing a transition remnant of the 1st phase transition
observed in chemical physics). This behavior allows the system to access previously
unexplored attractors, in response to environmental stresses, physical/chemical
stimulation or small random perturbations. This property convincingly explain
how cancer or bacterial infections can easily develop drug resistance by accessing
new attractors (new stable states), thus making “precise” and targeted therapies, a
futile attempt. Indeed, “by looking at the rich history of failures in targeting
individual pathways, it is undoubtedly that targeting individual pathways may
never be entirely successful” [147].

Intrinsic robustness has relevant implications for drug discovery, given that it put
a special emphasis on the perturbations that can lead to several changes in the
network activity/configuration associated to each disease [148]. However, it should
be outlined that when tested in non-ideal conditions (i.e., in presence of “unfavor-
able” environmental milieu or when a small molecule/drug is added to the culture),
the system displays an unexpected sensitivity. Indeed, nearly all genes (97%) are
needed to ensure proper functioning in at least one condition when the cell-
microenvironment cross talk is perturbed, namely when a genetic perturbation is
combined with a chemical insult to a biochemical pathway [149]. These finding
evidences that the relevance of genes and connected hubs within the network can be
properly assessed only when the system is challenged by perturbing the microenvi-
ronment. To put the question in another way, the emergence of the disease-
associated perturbed network can be identified only if the specific microenviron-
mental field is concurrently contemplated. Therefore, the dominant assumption that
a critical, single target may suffice for obtaining a valuable therapeutic effect, once
again, is cast on doubt [150]. Previously examples we mentioned – EBV-related
diseases, sickle cell anemia and many others – clearly demonstrated that several
factors participated in the genesis of the ailment, involving different levels of
organism’s organization (from organelles to organs and systems, like the immune
system). Those factors and levels are tightly intertwined and therefore a successful
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therapeutic strategy should embrace all of them if the aim is properly to cure the
patients, and not only “to fix” a “singled out” pathway.

Furthermore, it is widely recognized that the current narrative of the natural
history of a disease overlooks the participation of associated factors/systems in
shaping different pathophenotypes (and their underlying mechanisms), which may
likely explain subtle, but potentially important differences among clinical manifes-
tations. A comprehensive approach to this problem would enable in providing a
complex network structure, constituted by modular sub-systems, whose (non-linear)
interaction will drive the organism response toward emergent properties, i.e. disease
or health. Accordingly, as advocated by many scholars, human disease can be
conceptualized as a (pathological) phenotype, i.e. an emergent property of the
human body as a complex system [151, 152]. Therefore, those considerations
prompted for a rethinking of the taxonomy of human diseases [153], whereby data
obtained by investigating diverse levels (from the molecular one to the systemic
response) would be embraced and incorporated into a unified operational model, in
which response parameters should be provided by the overall system estimate, rather
than on singled-out molecular target (Fig. 2a, b) [154]. Nonetheless, the identifica-
tion of such gene-based regulatory networks may be insufficient to understand the
emergence of cellular functions as well as the three-dimensional organization of
living structure [155].

Additionally, diseases as well as their “causative” targets are usually recognized
and defined by their late-appearing manifestations [94]. Unreliability stems here
from the erroneous and artefactual reproduction of the chronological steps through
which the disease develops, while diagnostic parameters and putative causative
factors are frequently (only) those associated with the steady state of the disease.
This approach entails the obvious risk to consider a late emerging symptom/target as
the driver-causative element of the pathogenic process.

Such shortcomings are deeply rooted on the disease model we usually adopted,
where illness is merely considered as an almost “stable state”, characterized by a
predictable, linear dynamics, with established well recognizable steps, from the
onset up to the end (death or healing).

Yet, being a complex system, a disease would be better depicted as a non-linear
dynamic process. As such, it displays classical features of complex systems, includ-
ing resilience, sensitivity to initial conditions and multi-attractor accessibility.
Namely, the latter point deserves to be explored as the evolution of the disease is
conditioned by travelling across a landscape in which the system can enters into
different attractors (i.e., different clinical outcomes), downstream a critical transition
point. Around such points, the systems display an astonishing sensitivity to envi-
ronmental cues, showing an increased fluctuation of a set of critical parameters
[156]. The interaction among these components allows the system to overcome the
(energetic) boundary of the attractor, moving towards a diverse stable state. The
transition can be smooth or, quite more often, abrupt, remnant of the first phase
transitions occurring in chemical physics. There is compelling evidence demonstrat-
ing that, as reported for many other fields in the natural world, such transition states

Revisiting the Concept of Human Disease 19



exist in clinical medicine. The evolution of such a process can be modeled likewise a
time-dependent non-linear dynamical system, in which abrupt deterioration is
viewed as a phase transition at a bifurcation point [157, 158]. Depending on the
progression level of the disease across the metaphorical landscape, the process can
schematically describe different stages: i.e., a normal state, a pre-disease state, a
disease state (characterized by steady-state conditions), and a number of critical
states at which the disease can alternatively move towards progression or healing.
Critical states, altogether with the preclinical state, display bifurcation points, i.e. a
set of both internal and external conditions that can drive the process into a very

Fig. 2 Causative factors in complex diseases. (a) Schizophrenia has a strong genetic component
and the risk factor is 50% for monozygotic twins. It is likely that the disease can be ascribed by a
developmental deficit during the prenatal period or around birth. Causes include diverse factors
such as viral infections in utero or hypoxia during birth, implying that some pathogenic factors may
only have been present only during the early developmental steps (and then are gone forever), while
the genetic environment only confers an increased susceptibility to these environmental cues.
Therefore, a treatment cannot influence those factors acting at the beginning of the disease process,
nor can modify the “genetic predisposition”. Ultimately, the disease process cannot be reversed in
the adult because the brain cannot be rewired back to the connectivity it should have had in absence
of the pathogenic insults [ref. 112]. (b) Heart disease generally are supported by pathogenic cues
largely unknown (the typical case is represented by idiopathic hypertension). On the contrary, a
number of secondary causes and environmental factors converge in shaping the so-called proximal
causes, mostly acting through modulation of the autonomic nervous system (ANS). In this case,
there is no room for a treatment aiming at hitting the “primary causes”, whilst efforts are usually
aimed at modulating the activity of ANS. Furthermore, the parameter of efficacy basically relies on
the overall system estimate (electrocardiographic tracing, heart rate variability), rather than on
singled-out molecular target [ref. 153]
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different fate. Recognizing such critical points by constructing a dynamical network
will likely help in understanding the logic of the process [159]. Moreover, identifi-
cation of biomarkers (“early-warning signals”) indicating an imminent bifurcation or
sudden deterioration before the critical transition occurs, can help in planning an
appropriate management of the disease [160].

A Poly-Target Approach to Modify the “Pathogenic Field”

To cope with this complex challenge, in the last decade a new pharmacological
strategy has been proposed on the basis of reconstructed, scale-free network of
intracellular reactions. These networks are relatively insensitive to random damage
[161], despite being rather vulnerable to attacks targeted to their most-connected
elements (hubs). In assessing such an effect, experimental studies require the
complete suppression of an element from the network to assess network stability
[162]. Nevertheless, this strategy is highly controversial as lethal effects usually
follow it [163]. On the contrary, evidence shows that the partial inactivation of more
than one single target (“poly-target approach”) is more efficient than the complete
inactivation of a single target [164]. As demonstrated by a number of studies
[165, 166], this approach is gaining momentum, and it represents a promising area
for further drug development.

This is especially true when the mechanisms of action of herbal mixtures,
belonging to the so-called complementary and alternative medicine (CAM), come
into play. CAM-related activities involve both classical and non-conventional mech-
anisms of action, nonlinear multiple interactions [167], poly-targets hitting
[168, 169], supra-cellular effects [170], and detoxifying properties [171]. Overall,
CAM mechanisms of activity embrace interconnectedness among different levels of
organization of living organisms (from the molecular to the organ plane) in a
contextual view of human beings that are inseparable from and responsive to their
environments [172]. CAM treatment lies in a different theoretical approach,
entailing clinical criteria, treatment targets and patterning of response. These beliefs
and principles run counter to the assumptions of reductionism and conventional
biomedical research methods that dismantle and test only single aspects of the CAM
system. Instead, complex herbal remedies are in themselves true complex systems
that interact with another complex system (the living organism), displaying a nested
network of relationships [173]. Changes elicited by herbal mixtures can modulate
self-organization and emergence in living organism by encompassing a wide array of
processes – already acknowledged by the theory of complex systems – like syner-
getic (e.g., multicomponent global coherences) and critical phase transition across
rugged landscapes, which allow the system accessing multiple “basin” and interac-
tive multistability among a variety of attractors [174]. This dynamic pattern estab-
lishes bidirectional feedback across scales, explaining how small stimuli often result
in large effects and how seemingly catastrophic events can, at times, result in merely
a ripple effect across the system [175].
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All of these entwined factors may help explaining the astonishing synergistic
properties displayed by complex mixtures in respect to the effects triggered by
individual components in isolation. It noteworthy that synergy cannot be full
explained by the multi-target-based mechanism of action displayed by mixtures of
natural compounds, given that pharmacological polyvalence of many plant constit-
uents might explain an amplification effect by a factor 2 or 3 but not by a factor 10 or
more, as reported by several studies [176, 177]. Such findings claim for a very
different mechanism on which synergy relies.

Synergy

Here the Synergy is an “emergent” property – susceptible to precise mathematical
definition [178] – and as such, belonging to the whole system, not predictable by
properties of the parts [179]. Undeniably, attempts to identified mechanisms respon-
sible for synergistic effects by studying components in isolation, provided elusive
responses. Nonetheless, by using standardized mono- and multi-extract combina-
tions against well- known standard drugs, synergy is clearly established for a number
of herbal mixtures, tested in vitro as well as in vivo conditions [180–182]. In some
instances, these synergistic effects can be explained by either previously
unrecognized factors or “indirect” mechanisms of action, as such exerted by herbal
component on patient microbiota. For instance, several Traditional Chinese Medi-
cines Remedies (TCMR) comprise both soluble, active small molecules (including
saponins, iridoid glycosides and flavone glycosides), as well as complex polysac-
charides, which are usually considered as “irrelevant” given that is they are generally
indigestible by oral administration and hardly absorbable in the gastrointestinal tract
[183]. Accordingly, in modern industrialized TCMR preparation, polysaccharides
are habitually removed to meet the requirements on purity and dosage amounts of
the final products. Likewise, scientific research on TCM decoctions also excluded
polysaccharides from biologically key chemicals [184]. However, such products not
only lack efficacy when clinically tested, but also are deprived of scientific evi-
dences. These findings suggest that such “irrelevant” polysaccharides must have an
effect, in spite of everything. Indeed, convincing evidence have been provided
demonstrating that such components (usually represented in the diet) may trigger
complex therapeutic effects by targeting the host microbiota, selectively stimulating
the growth of a subset of beneficial gut bacteria, and consequently to sustain the
homeostasis of gut microbial community as well as the host health [185, 186]. These
findings are worth of note, giving that the relationships between microbiota homeo-
stasis and human diseases is currently an area of extensive research, and developing
strategies to modulate microbiota function and composition could likely represent a
reliable option in the management of several illness [189]. Undoubtedly, studies are
warranted to explore in depth those mechanisms in whose synergy relies. On that
field, we are just moving the first, tentative steps.
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Conclusion

The network-based models, as those extensively studied by Csermely [165] and his
team, despite their heuristic and epistemological value, only partially explain the
unfathomable complexity behind the outbreak of a disease. Current network models
of human diseases suffer from an excess of “specificity”, as they are habitually
centered on an integrated representation of the cell biochemical and genetic path-
ways, and, as such, they discard the contribution of non-genetic factors and micro-
environmental constraints. In fact, notwithstanding the sophisticated, even
non-linear models adopted to represent complex genomic-proteomic networks,
those approaches lie fundamentally on a “preformationist” view, being centered on
a “genetic program”, which operate deterministically by itself. Accordingly, since
the eighties, the agenda of pharmacology discovery was then dictated by aiming at
discovering “relevant” molecules (along with their classical rules of interaction),
abstracting from the true, physiological response of cells, tissues and organism. In
this perspective, genes assume the fundamental causal role while cells simply act as
causal proxies, dispensable because they represent an irrelevant intermediate level
between the molecular input and the organismal output. Such framework, both
theoretically and methodologically, is no longer tenable [187].

First, we need a comprehensive model able in capturing the complexity on which
the disease relies (Fig. 3).

This approach should point at ascertaining different targets (whose concurrence is
mandatory for shaping the specific patho-phenotype we are dealing with). These
putative targets are spatially distributed in diverse cells and tissues, thus involving
different tiers (from sub-organelles to organs). Delocalization of the potential targets
within different tissues and organs may likely affect a differential accessibility to
drugs, whose bioavailability is tissue-dependent. Moreover, given that a disease is
properly a dynamic process and not a steady state, treatments should be diversified
according to a target selection dictated by the timing of the disease process. This
approach can help in detecting pre-disease state or, alternatively, critical transition
points from which the illness might access different attractors, leading ultimately to
different outcomes (spontaneous healing, chronicity, disease exacerbation, death).

Second, the question now is how to design systems-oriented drugs that tackle
both the multifactorial pathogenic determinants of the disease as well as the intrinsic
robustness of the living organism [188]. Just to start with, this attempt requires an
in-depth understanding of cellular- and organism-level dynamics, combined with
advanced high-throughput screening and computational analysis tools. Instead of
single target, pharmacology research should consider a polyvalent-based approach,
i.e. the use of multiple drugs or drugs affecting several targets localized at different
levels. Additionally, above and beyond classical pharmacodynamics, unconven-
tional mechanisms of action urge to be investigated. Thereby, those non-canonical
mechanisms of action as well as different, hierarchically structured level of “causa-
tion” should be integrated within network models currently in use.
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Systems Biology has already recognized that, the main challenge, in both a
biological and a mathematical sense, is to find out how to control complex network
systems. Highly distributed nonlinear network systems are still quite “intractable”, in
respect to simple feedback systems usually understood by means of classical and
modern control theory. Yet, the most relevant hurdle stems from the still controver-
sial nature of such system. The vast majority of studies deal with molecular or
cellular-based model, and consequently do not consider the influence of the micro-
environment or of the higher control-levels (immune, neuro-endocrine system)
neither. Such a limitation is specifically exemplified by the kind of parameter we
usually choose to ascertain the responsiveness to treatment. While disease response
is habitually simplified by describing changes in a single (or a few) parameter, we
instead have to move from target-related parameters to system-parameters, which
could capture those modifications that could likely impact on the whole systems
dynamics. Such an approach is partly ensured by metabolomics studies [189, 190],
given that metabolites fluctuations usually amplify subtle modulation of the genome/
proteome network, thus representing a more sensitive criteria for grasping changes in
complex systems dynamics [191, 192]. By this way, “metabolomics represents more
closely the phenotype of an organism” [193].

Third, we should shift from targets to processes, therefore pointing to influence
several targets (poly-target treatments), conceivably by entailing different

Fig. 3 Hypothetical diagram sketching the non-linear dynamics interaction among different
causative factors distributed along different hierarchical levels, including both internal as well as
environmental determinants
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mechanisms of action. Modulation of processes implies we should be able to
“redraw” the disease-related landscape, favoring the system displacement from
pre-clinical state or true disease-states towards healing pathways. Disease should be
“reverted”, eventually involving also a “reprogramming” of the gene-regulatory
network. A remarkable case in point is that of tumor reversion, a promising field of
investigation [194]. An increasing number of reports has ascertained the occurrence
of cancer reversion, both in vitro and in vivo [195–197]. This process encompasses
mandatorily a change in the cell-stroma interactions, leading to profound modifica-
tion in tissue architecture. As cancer can be successfully ‘reprogrammed’ through the
modification of the dynamical cross talk with its microenvironment, cell-stroma
interactive network must be recognized as a target for pharmacological intervention
[198]. It is worth noting that several natural compounds as well as morphogenetic
factors obtained from eggs [199] or animal embryo [200–202], demonstrated to be
able in inducing a significant reversion of the tumor phenotype in a wide array of
cancer types.

Fourth, we have to look at compounds displaying “pleiotropic” effects, i.e. able
to tackle several targets. A dominant paradigm in drug discovery is the concept of
designing maximally selective ligands to act on individual drug targets. However,
many effective drugs act via modulation of multiple proteins rather than single
targets, and we previously recalled that exquisitely selective compounds, compared
with multitarget drugs, might exhibit lower than desired clinical efficacy. It is worth
noting that a number of molecules from natural herbs and foods share this property
[203]. Natural products and their derivatives have historically been invaluable as a
source of therapeutic agents. Despite the disbelief that such class of potential drugs
encompassed in the last decades, recent updates and technological advances,
coupled with unrealized expectations from current lead-generation strategies, fos-
tered a renewed interest in natural products in drug discovery [28, 204]. Indeed,
many natural molecules, prone to be eventually engineered to amplify their efficacy,
have already recognized to be effective in the treatment of several diseases
[205]. High throughput techniques and new extraction strategies can be helpful in
identifying a class of beneficial compounds. A remarkable case in point is that of the
anti-malaria properties of Artemisia extract by relying on the ‘traditional’ efficiency
recorded for this plant, while the ‘rest of the World’ was searching for a hypothetic
‘synthetic magic bullet’. In fact, the pharmacological principle was extracted
according a truly ancient protocol dating from 300 BC (according to the Handbook
of Prescriptions for Emergencies) [206] because the ‘modern’ purification methods
were ineffective. The rationale for extracting this specific principle was suggested by
oral medical tradition dating back to the medieval age. The extracted drug introduced
into treatment in the ‘70s was not ‘recognized’ by the Western world until a few
years ago and is still not patentable (only the extraction procedure has been
marketed). This is an outstanding example of technological failure not only in
achieving the required ‘goal’, but also demonstrates that ‘technology’ (in excess!)
may delay the discovery of new solutions. Artemisa annua is currently deemed a
pivotal asset in malaria management and it worth of notice that such a result was
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achieved by working far from current scientific mainstreams, in scientific structures
with loose links to the so-called ‘Big Science’, and originally published only in
Chinese journals by Dr. You-You. However, such an ‘unconventional’ approach led
to her being – finally – awarded the Nobel Prize [206].

Thereby, what should we do? Clearly, many ventures in the biotechnology
industry, from the earliest recombinant DNA based schemes for particular products
to certain of the agricultural genetically modified organisms, have been successful
(though not always uncontroversial). Yet, the looming difficulties will be primarily
on the premises on which therapies are planned. And, for these, the companies may
well have to go back to academia or, at least, to academics studying new and
unexplored paths. Namely, systems biology, which today is still largely an enterprise
of “academic” (i.e. non-commercial) interest may find itself increasingly incorpo-
rated into the research programs of industrial enterprises. How to maximize creativ-
ity in biological science is a topic rarely discussed and yet critical to success in
improving health. We believe that the needed approaches are not simply to flog
individuals to try harder but to build systems and infrastructures that enhance
creative effort. Lateral thinking can and should be taught. Probably, as happened
in the past, new avenues new theoretical approaches and different putative drugs –
should be explored to counteract the decline in drug discovery we are facing
nowadays. Indeed, time is gone to address such challenging issues and to restore
both confidence and efficiency to the pharmaceutical industry. Time is ripe to move
on this direction.
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Dynamical Aspects of Pharmacokinetic/
Pharmacodynamic & Quantitative Systems
Pharmacology Models

Ioannis Loisios-Konstantinidis, Panteleimon D. Mavroudis,
and Panos Macheras

Introduction

Dynamical Aspects of Homeostasis and Disease

The realization that organisms maintain a dynamic equilibrium in face of constant
internal or external stressors, is embedded in the term “homeostasis” and the
observation of Claude Bernard that the purpose of diverse physiological mechanisms
is to maintain a stable “Milieu intérieur” (interior milieu) against growing, aging,
disease, operation, accident, stress etc. Successful adaptation to a constantly chang-
ing environment consists of a variety of body reactions that work towards
counteracting the effect of natural development or internal/external stress to
re-establish homeostasis [18, 28]. Long before the brilliant insights of Claude

Authors Ioannis Loisios-Konstantinidis, Panteleimon D. Mavroudis have equally contributed to this
chapter.

I. Loisios-Konstantinidis
Faculty of Pharmacy, SMARTc – CRCM – INSERM UMR1068 – CNRS UMR7258 – AMU
UM105, Marseille Cedex, France

P. D. Mavroudis
School of Pharmacy and Pharmaceutical Sciences, State University of New York at Buffalo,
Buffalo, NY, USA

P. Macheras (*)
School of Pharmacy and Pharmaceutical Sciences, State University of New York at Buffalo,
Buffalo, NY, USA

Department of Pharmacy, National and Kapodistrian University of Athens, Athens, Greece

PharmaInformatics Unit, ATHENA Research Center, Athens, Greece
e-mail: macheras@pharm.uoa.gr

© Springer Nature Switzerland AG 2020
M. Bizzarri (ed.), Approaching Complex Diseases, Human Perspectives in Health
Sciences and Technology 2, https://doi.org/10.1007/978-3-030-32857-3_2

35

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-32857-3_2&domain=pdf
mailto:macheras@pharm.uoa.gr


Bernard, in classic era, Heraclitus with his famous quote “everything flows”
suggested that all systems retain the intrinsic capacity to undergo constant changes
rather than being static. Empedocles had also proposed that all matters consist by the
dynamic opposition and alliance of basic elements, and Hippocrates argued that
health results from a balanced relationship of elements, whereas disease is indicative
of a disharmony among them. Evidently, the notion that homeostasis is a complex,
dynamic equilibrium with multiple levels of organization and control is not new.

Physiological complexity in humans spans from molecular and cellular networks
to tissue functions and organs [16]. One of the most important manifestations of
intrinsic complexity is a nearly 24 h (circadian) temporal coordination of biological
processes that enables body to anticipate daily changes and optimize fitness. The
2017 Nobel Prize in Physiology or Medicine to Jeffrey Hall, Michael Rosbash, and
Michael Young for their work on organism’s inner circadian clocks indicates the
paramount value of circadian rhythms [11]. The circadian timing mechanism con-
sists of cell-autonomous molecular clocks present in almost all cells of the body, that
are entrained by periodic environmental cues the most pervasive of which is the
light-dark cycles. The suprachiasmatic nucleus (SCN) of the brain responds to light/
dark cycles by regulating systemic signals, such as body temperature, hormone
secretion, and activity and then transmits the 24 h light-dark information to the
periphery of the body and synchronize the function of peripheral tissues [10]. Loss of
entrainment between SCN and peripheral oscillators has been linked with several
diseases such as obesity, diabetes, cardiovascular disease and cancer [77, 82,
117]. This hierarchical organization of circadian rhythms along with the clinical
outcomes resulting from their disruption, represents a characteristic example of how
organism’s well-being emerges from the system’s characteristics rather than its
isolated parts’ behavior.

Physiological variability and multiscale organization confers advantages not only
to the homeostatic function of the body, but also to body’s response to external
stimuli such as injury or infection. In response to a stressor, body mounts an
inflammatory response aiming to resolve the effects of the stressor and restore
homeostasis. The inflammatory response involves multiple levels of organization
such as transcriptional activation of inflammatory genes in multiple cell types,
autonomic neural signaling, secretion of hormones and production of hormone-
like inflammatory mediators (cytokines/chemokines) [36, 85, 132]. These inter-
communicating systems are designed to confer a time-restrained return to homeo-
stasis. However, when anti-inflammatory mechanisms fail to adequately counterbal-
ance pro-inflammatory activity, the body can reach a state of prolonged, unresolving
systemic inflammation. This dysregulated inflammatory state can cause significant
harm to the body, even in the absence of any exogenous stressor. The inherent
complexity of the inflammatory response and its multi-level organization necessitate
a systems biology view to study how the individual parts interact to ultimately
produce a self-regulated restoration of homeostasis.
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Despite the established appreciation of human body complexity, drugs even
today aim to fix certain physiological parameters to nominal values on patient’s
behalf. Many times, the notion that organism’s stability and well-being could emerge
as a property of the network is missing, and incorporation of systems dynamics in
drug development is often limited. With the advances of systems theory and data
analysis, our era urges the use of systems understanding in pharmacology [142].

Dynamical Aspects in PK/PD and Quantitative Systems
Pharmacology

Maintenance of homeostasis usually involves a convolution of positive and negative
feedback loops at multiple levels of body’s organization, that function as control
systems to counteract changes of various signals (negative feedback) or enhance
system’s response to a certain stimulus (positive feedback). Since early 80’s, the
emerging literature indicating that chaotic functions can accommodate the abun-
dance of positive and negative feedback controls in physiological systems, particu-
larly in EEG and ECG analysis, propelled van Rossum & de Bie to put forward the
involvement of nonlinear dynamics by suggesting that chaotic behaviours could
underlie pharmacological mechanisms [108–110]. These authors were the first to
introduce the concept of attractor of a dynamical system in pharmaceutical sciences
i.e., geometric forms that characterize long-term behavior in the phase space of the
dynamical system. Alternatively, an attractor can be defined as a set of numerical
values towards which a system tends to evolve, for a wide variety of starting
conditions of the system. These geometrical forms correspond to predictable systems
(point, limit cycle and torus attractor), while the strange attractor corresponds to
unpredictable motions i.e. chaotic systems (Figure 1).

In general, pharmacotherapy assumes a reasonable degree of predictability and
that usually variability in the observed systems arises from pure randomness.
However, biological systems, including human body, are complex dynamic systems
with a large number of variables and regulating mechanisms which operate simul-
taneously. A relatively simple mathematical presentation, the logistic map for
population growth, has been used to explain the route to chaos of the variable xn
assigning different values to the control parameter α, based on the following
difference equation (Eq. 1):

xnþ1 ¼ f xn½ � ¼ a � xn � 1� xn½ � ð1Þ

An illustrative example of the use of logistic map to reveal if the observed
irregular behavior of observations arise from noise or chaos is shown in Fig. 2.
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For a detailed mathematical analysis on the logistic map and a concise review on
the principles of nonlinear dynamics including their applications in PD, the reader is
referred to the publication by Dokoumetzidis et al. [29].

Danhof [25] classified dynamical systems into adaptive and non-adaptive. The
former have changing system properties over time, particularly through emergence
of self-organization, whereas the latter are characterized by functionally constant
properties over time. The author suggested that the behaviors of complex biological
systems are governed by the fundamental properties of hysteresis, non-linearity,
individuality, variability, interdependency, convergence, resilience and multi-
stationarity. Additional fundamental properties include emergence, robustness,
self-organization and degeneracy [51, 141]. Multi-stationarity refers to the biological
systems’ phenomenon of existence of multiple, more or less stable, states and it is

Fig. 1 A schematic representation of the various types of attractors. A: the point attractor.
Regardless the initial conditions, the system ends up to the same steady state. B: Cycle attractor
(van der Pol oscillator). The system always ends up doing a specific oscillation. C: A torus attractor.
The torus is the two-dimensional (2D) equivalent of a circle. In fact, a circle can be called a 1-torus,
the 2D torus can be called a 2-torus and there is also the 3-torus and generally the n-torus. The
trajectory on a 2-torus is a 2D oscillation with the ratio of the frequencies of the two oscillations
being non-rational. Because the trajectory never passes from the same point twice, in infinite time
fills the entire surface of the torus. This type of trajectory is called quasiperiodic. Being an attractor,
the torus attracts all trajectories to fall on its surface and follow the quasiperiodic behavior.
D: Strange attractor (Lorenz attractor)
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also characteristic of chaos theory. However, multi-stationarity is not a self-evident
property. It is rarely immediately apparent through ordinary differential equations
(ODEs)-based modeling and simulation, unless advanced mathematics techniques,
like bifurcation analysis, are applied. Multi-stationarity can often confound the
simulations, but the cause cannot be identified directly by visual inspection.

In pharmacokinetics/pharmacodynamics (PK/PD), simpler dynamics are associ-
ated with pharmacokinetic processes and this is the reason why pharmacokinetic
studies, in general, are less variable than the pharmacodynamic ones [67]. Even
when the system is simple, tools from dynamical systems theory can still be useful.
When a system has only one variable, its behaviour can be studied by plotting the
variable against its derivative. Such a plot is referred as phase plane (e.g. dC/dt vs. C
in Michaelis-Menten kinetics). According to van Rossum and de Bie [109], the

Fig. 2 (A) A series of uniformly distributed random numbers between 0 and 1. (B) Plot generated
by the logistic map, a deterministic system of the form xn + 1 ¼ 4xn�(1- xn). It is impossible to
distinguish them visually (A or B). (C and D) The pseudophase plots of the two sequences of plots
A and B, respectively. Each xn is plotted against its consequent xn + 1. The random sequence (A)
produces a pseudophase space of scattered points (c) showing that there is no correlation between
successive points. On the contrary, the points of the deterministic sequence (B) lay in a well formed
line (D). (Reproduced with permission from Ref. 29)
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phase space of a pharmacokinetic system is ruled by a point attractor since the drug
leaves the body and consequently the drug concentration in plasma tends to zero. On
the other hand, in pharmacodynamics there are several examples of systems
exhibiting nonlinear dynamical nature. Traditionally, pharmacodynamics has been
based on the receptor occupancy theory without feedback, which leads to the
classical direct and indirect Emax models. This simplified representation of a
pharmacodynamic response is not always physiologically relevant and deviations
from that can be anticipated when feedback mechanisms, induced by the ligand-
receptor complex formation and functioning to maintain a basal ligand value, are
considered.

Ever since, PK/PD models not only have been addressed by dynamic sub-models
linking nonlinearly time-concentration-effect, but they have also evolved over time
to state-of –the-art mechanism-based PK/PD, disease progression and quantitative
systems pharmacology (QSP) models under the umbreall of systems biology. Such
models can account for whole biochemical signaling pathways and biological
networks rather than single transduction pathways implemented in classical
PK/PD (e.g. turnover models). In addition, they are able to mathematically describe
the sum of involved physiological processes and characterize the functional inter-
actions within the biological network, which are of great importance for agents
acting in multiple target and/or when homeostatic (feedback) mechanisms are
operative in the network. Therefore, systems pharmacology models can be advan-
tageous for illuminating irregular patterns of drug action (e.g. oscillatory behaviour).
Apart from commonly mentioned issues of such complex models, regarding robust-
ness, identifiability and granularity, in depth investigation of the system’s dynamics
is often neglected. In this chapter, specific examples from simple PK/PD to complex
and large quantitative systems pharmacology models were carefully chosen and
briefly presented to illustrate the importance of applying tools from the nonlinear
dynamical systems theory in mathematical modeling and simulation. These exam-
ples are categorized based on the respective physiological systems including the
cardiovascular, the central-nervous, the endocrine and the immune system.

Cardiovascular System

Historically, cardiac physiology has been extensively studied and numerous appli-
cations of nonlinear dynamics and chaos theory associated with the healthy and/or
diseased cardiac function have been published [24, 45, 46, 59, 137]. Analyzing
electrocardiogram (ECG) with either statistical (like spectral analysis) or dynamical
(like phase space reconstruction) techniques has clearly indicated that heartbeat,
blood pressure or in general signaling in the cardiovascular system is essentially
irregular [46, 47, 124, 136, 138, 143]. In fact, the ECG was one of the first biological
signals studied with such tools, where concepts from chaos theory have been applied
to the analysis of its variability [24, 46, 52, 91, 92, 135].
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There are a number of studies investigating the pharmacologic effect of drugs on
the dynamics of cardiac physiology. These examples include, but are not limited to,
the attempt to control cardiac chaos using ouabain, the induction of cellular chaos
during quinidine toxicity and the effect of atropine and anticholinergic drug on
cardiac inter-beat intervals and heart rate variability, respectively [43, 58, 114,
128]. De Brouwer et al. [6] have successfully applied concepts of nonlinear dynam-
ics using a simple model based on coupled oscillators to describe the dynamics of
agonist-induced vasomotion, where the route to chaos in the presence of a class IV
antiarrhythmic drug, verapamil, was investigated.

Modeling of the spatial evolution dynamics of the cardiac electrical activity under
the prism of chaos theory is very promising. In this effort, the cardiac tissue is
considered to be an excitable medium, the electrical activity of which is described
not only in time but also in space by reaction-diffusion partial differential equations
[84]. This way, the system is able to produce spiral waves, which serve as precursors
of the chaotic behavior. Such spiral waves signal the transition from the normal heart
rate to tachycardia, while the chaotic regime, observed after spiral waves have
broken up, corresponds to the transition to fibrillation. The latter transition is often
characterized as electrical turbulence, due to its resemblance to the respective
hydrodynamic phenomenon. Although such approaches have not yet directly
implemented to PK/PD or QSP models and integration of pharmacologic response
in the excitable media models remains challenging, they provide valuable informa-
tion for the pharmacologic effect of antiarrhythmic drugs. Agents belonging to the
antiarrhythmic classes I and III such as flecainide and moricizine have been proven
to potentially increase sudden death rate caused by ventricular fibrillation [31]. Sim-
ulations of two- and three-dimentional (2D, 3D) cardiac tissue have been attempted.
In this case, the 3D equivalent of spiral waves is scroll waves [42, 105, 125]. These
models were able to differentiate between the antiarrhythmic action observed in a
single cell system, lacking spatial evolution, and the proarrhythmic effect in a whole
cardiac tissue system of either two or three spatial dimensions.

This new approach has given rise to evaluation of antiarrhythmic drugs based on
the chaotic dynamics governing the transition from tachycardia to fibrillation
[42, 105, 139]. This is also supported by experimental evidence [42]. These findings
have indicated that the limitations of the classical approach of premature ventricular
polarization suppression (i.e. initiation of tachycardia) might be associated with the
failure to predict long-term efficacy of class I and III antiarrhythmic compounds
[139]. However, sudden cardiac death, due to ventricular fibrillation, is divided into
two main components: a) the initiation of tachycardia and b) its degeneration to
fibrillation. As a result, a revised antiarrhythmic drugs’ classification, incorporating
both anti-tachycardiac with anti-fibrillary profiles, has been proposed.

Several implications of cardiovascular drugs such as the increased risk of bio-
equivalence failure of antiarrhythmic generics could be attributed to the chaotic
behavior of the cardiac signaling. It is evident that the oversimplified approach of
Emax model, adopted most of the times in PK/PD modeling of antiarrhythmic
compounds, might be neither sufficient nor appropriate. Overall, further research
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to increase understanding of the high complexity degree of cardiac signaling, its
association with disease and the effect of drugs acting on the cardiovascular system
is required. Toward this direction, nonlinear dynamical systems analysis might be a
very powerful, if not necessary, mathematical tool.

CNS-System

Evaluation of nonlinear dynamics in brain electrical activity has provided informa-
tion about the underlying neuronal networks and brain disorders [81]. Most of
studies applying tools from the nonlinear dynamical systems theory are based on
experimental electroencephalogram (EEG) recordings and highlight the chaotic
behavior of the brain electrical activity. Phase space reconstruction and fractality
calculation of real time EEG recording are some of the techniques that have been
used to assess the EEG variability [1]. These nonlinear systems tools demonstrate
not only the underlying complexity of brain electrical activity, but also enrich the
information obtained from classical techniques such as the Fourier analysis. In
addition, they can be utilized to qualitatively distinguish between EEG recordings
in different disease states like epileptic seizures, Alzheimer’s and Parkinson’s
disease or schizophrenia [56, 57, 119, 123]. In the same context, reduction of the
nonlinear structure of brain activity has been observed after administration of low
doses of ethanol [33].

Usually, PK/PD studies of centrally acting drugs rely on some quantitative
measures of EEG parameters [73]. Analysis of time series of EEG data in PD studies
with CNS drugs using techniques of nonlinear dynamics are very limited. Some
examples include the effect of pregnenolone sulfate, penicillin and lorazepam on the
electrophysiological activity of brain [35, 54, 55, 65, 74, 107].

Modeling in the brain aims to rather illuminate the qualitative principles under-
lying the various phenomena, such as epileptic seizures, than to quantify and
forecast them [64]. Accounting for changes in brain activity using tools from
chaos theory can provide important information about the underlying dynamics
and possibly reveal irregular dynamical behavior as source of the high variability
observed in the PD parameters of CNS drugs. In this chapter, we focus on tools from
chaos theory applied in different models of a well-studied CNS disease, the
Parkinson’s disease.

Parkinson’s Disease

Parkinson’s disease (PkD) is the second most common, after Alzheimer’s, progres-
sive neurodegenerative disease with substantial and growing socioeconomic burden
and its incidence is expected to increase with life expectancy. Parkinson’s is a
complex multifactorial disease resulting from aging, genetic predisposition and
exposure to environmental stimuli and is characterized by tremors and movement
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rigidity. Pathogenesis of PkD involves oxidative stress, aggregation of the
a-synuclein (Asyn) protein and dysfunction of proteasomes as well as lysosomes.
Both, positive and negative feedback motifs have been identified and all involve
misfolding of Asyn. Even though the physiological proteolytic mechanisms are
normally responsible for clearing misfolded proteins, misfolded Asyn is capable of
partly inhibiting, through a double-negative feedback interaction, proteasomic and
lysosomal function [70]. On the other hand, there are two double-positive feedback
mechanisms, involving misfolded Asyn, that we put emphasis on: (1) increased
cytosolic dopamine (DA) levels via permeabilization of DA-containing vehicles,
which in turn induce the misfolding of native Asyn and (2) increased oxidative stress
and as a result elevated levels of reactive oxygen and nitrogen species (ROS/RNS),
due to mitochondrial damage. This leads Asyn to misfold even further. Of course,
this is not an exhaustive list of the observed feedback mechanisms in Parkinson’s
disease, where several longer and more complex interaction pathways can take
place, but outlines well identified pathways that have been utilized in mathematical
models. Aside from the feedback mechanisms, the development and prognosis of
Parkinson’s disease is influenced by several other factors as well. This include, but
are not limited to, increased brain concentrations of metal ions (like Fe2+, Cu2+),
increased inflammation and age-related degenerative factors such as protein clear-
ance and mitochondrial function attenuation.

Over the last decades, mechanism-based mathematical models of Parkinson’s
disease have been developed and improved with the increasing insight of brain
physiology and experimental techniques. Recently, Bakshi et al. [2] carefully
reviewed the mathematical biology models for Parkinson’s disease. These mecha-
nistic models were classified into three categories (i) Asyn aggregation, (ii) disease
pathogenesis and (iii) pathology propagation models. The former category is typi-
cally ODE-based with the most parsimonious models and the greatest experimental
support, whereas the latter has not gained much attention modeling-wise, apart from
some limited attempts mainly by Kuznetsov and co-workers [61, 62, 126]. The
pathogenesis models, in contrast, usually combine ODEs with network models,
stochastic simulation algorithms, flux-balance analysis (FBA) and/or biochemical
systems theory. In this chapter we focus on these models, since tools from the
nonlinear dynamical systems theory have been more widely applied to their analysis.

Examples of pathogenesis models from three sub-categories: (a) reactive oxygen
species (b) Ubiquitin proteasome pathway, chaperone-mediated autophagy and
lysosomal clearance and (c) Dopamine metabolism models are summarized in this
section.

Reactive Oxygen Species (ROS) Models

In 2009 a detailed brain energy metabolism model was proposed by Cloutier et al.
[20] Glycolysis and mitochondrial energy metabolism in neurons and astrocytes
were modelled and the predictions were compared with in vivo data from rat brains.
The same authors in a later work updated their model by integrating the aging-related
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effect and by adding time-dependent reduction in the mitochondrial complex 1 effi-
ciency. Using metabolomics, energy-related metabolites data from brain slices in
healthy and PARK2 knockout mice were used to train the model. The authors
suggested that regardless of genetic mutation, the brain cells were able to robustly
maintain control of ATP levels and the observed reduction of those may not be
related with Parkinson’s pathology [97, 140]. However, brain energy metabolism
models have several limitation since they are lacking spatial details such as diffusion
and locus synaptic activity effects, in regards to capillaries. Recent research has
shown that implementation of such effects could influence the prediction and that
averaging spatially detailed models with ODEs might be appropriate only under
certain parametrizations [12, 13].

The aforementioned energy metabolism model was modified to account for
feedback between ROS and misfolded Asyn, Asyn aggregation and minimal
description of its proteolytic clearance. The final model consisted of 33 ODEs and
demonstrated a bistable-switch-like behavior with respect to various factors like
mutation, environmental toxins and aging. The lower and higher steady states were
characterized by low and increased ROS and misfolded Asyn levels, representing the
healthy and disease states, respectively [22]. To get insight into the bistability and
bifurcation behavior, a reduced model with only as variables the ROS and misfolded
Asyn levels was implemented and was able to reproduce the full scale model
[21]. The bistable-switching behavior in short-time scale has been also supported
by in vivo experiments in paraquat-induced oxidative stress in rat brains [39]. In
simulations of the model by Raichur et al. bistability was present, even though the
authors did not comment on it at that time [121].

Ubiquitin Proteasome Pathway, Chaperone- Mediated Autophagy,
and Lysosomal Clearance

Models for the ubiquitin proteasome pathway and the negative feedback involved
between misfolded Asyn and proteasomes have been recently presented. However,
in these cases mainly stochastic simulations to qualitatively test hypotheses and/or
experimental results have been used [89, 100, 101]. Recent work has also focused on
lysosomes and autophagosomes, but this is not subject of this section [37, 96, 145].

In this section, we discuss in more detail a theoretical model involving feedback
between proteolytic pathways and Asyn aggregation. In this model, a minimal
description of Asyn aggregation and its interaction with proteasomes was described
using three ODEs [121]. As function of the ratio between Asyn fibrils and free
proteasomes, a bifurcation behavior was observed. It was predicted that homeostasis
could be maintained at lower, but not at higher ratios, where free proteasome levels
oscillated with prolonged periods of low concentration. Parkinson’s pathogenesis
was assumed to be associated with extended proteasome depletion leading to
accumulation of Asyn oligomers [121]. The authors concluded that the model was
able to predict Parkinson’s pathogenesis, even without explicitly modeling the
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proteasome inhibiting function of Asyn aggregates. In this case, similar to previously
discussed ROS/NOS models, pathogenesis was predicted via systems undergoing
bifurcation.

Dopamine (DA) Metabolism

Loss of functionality of dopaminergic neurons, which are involved in DA synthesis,
storage, release and reuptake, causes DA depletion in brain. This results in increased
DA cytoplasmic levels, which in turn lead to ROS generation and subsequently to
Asyn misfolding. Using the biochemical systems theory (BST) formalism, Qi et al.
developed a DA metabolism model to investigate the effects of key enzymes or
transporters on DA homeostasis as well as the influence of rotenone and paraquat on
DA metabolism [102–104]. Sass et al. [111] also adopted the BST approach with
minimal kinetic information to understand the interplay between DA metabolism,
Asyn and proteasomal/lysosomal athway. The authors showed that disruption of
cellular pathways may result in Parkinson’s disease.

Buchel et al. [9], using flux-balance analysis (FBA), in a model of the dopami-
nergic neuron, considered steady-state fluxes of several variables including DA,
Asyn, ROS and proteasomal machinery. In a qualitative manner, it was shown that
Parkinson’s disease pathology can be associated with increased stressors levels
(e.g. neurotoxins, Asyn). Tools from the nonlinear dynamical systems theory have
been implemented in all the models discussed in this section. However, they all have
several assumptions and limitations as well. The numerous variables and processes
considered in BST and FBA models, given the limited kinetic information, has led
the authors to use relative species concentrations and parametrization. In pathogen-
esis models the native Asyn concentrations used are of several orders of magnitude
higher than the observed experimentally. This has a great impact for models
exhibiting bifurcation or bistability, which are sensitive to native Asyn concentra-
tions. In these models, recalibration of relevant parameter to reflect the physiological
Asyn concentration range is mandatory. Furthermore, in models with bistability also
other critical parameters may need to be revised. For example, whether the bistable
behavior still remains at lower Asyn concentrations or not should be investigated.
Quantitative comparisons of experimentally measured variables (such as misfolded
Asyn) are necessary for calibration. Typically, the pathogenesis models only incor-
porate a single feedback system (e.g., ROS-Asyn feedback or Asyn-UPP feedback).

However, a dynamic model integrating multiple feedback loops to adequately
capture the multifactorial nature of Parkinson’s disease, provided that adequate
parametrization is feasible, would be of interest. Such integrated models would not
only provide further insight on the relative importance of various components
involved in the pathogenesis, but they would also be helpful to compare effective-
ness of different potential interventions and explore the synergistic value of combi-
nation therapies. System perturbation may be crucial to elucidate the link between
disease biology and various aspects of the clinical manifestation. Last but not least, a
multiscale model of Parkinson’s, including molecular level and small timescale
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changes to neuronal connectivity to evolution of clinical UPDRS scores, would
require an approach that integrates diverse modeling formalisms such as a combi-
nation of differential equation-based molecular level, agent-based cell-level model
and network-based neural connectivity models [2].

Secretion and Regulation of Hormones

Pulsatility is a widely appreciated characteristic of hormone secretion. Since the
early 70’s, Hellman et al. observed the episodical secretion of cortisol in man [50]. It
was soon revealed that pulsatility is inherent to physiological processes. Indeed, the
highly regulated hormone secretion through extensive feedback mechanism by the
central and autonomous nervous system, the biological rhythms (e.g. circadian
clock) and the complex between-hormones interactions are only some of the reasons
for the pulsatile behavior and the chaotic nature governing the endo-, para- and
autocrine systems. In this context, it has been evident that implementing tools from
the dynamical systems theory in the study of hormonal systems is not only useful,
but also fundamental to increase our understanding. This has been addressed so far
bidirectionally; using experimental as well as modeling and simulation approaches.

Experimental studies have been focusing on the phase space reconstruction
technique. In this approach, the concentration-time plasma profiles of various
hormones have been utilized to evaluate the dimensionality and emerge the chaotic
nature of the underlying systems’ dynamics. Such examples include prolactin,
cortisol, the parathyroid and the growth hormones [53, 90, 98]. In all these studies,
the phase plane reconstruction produced attractors with fractal dimensions showing
evidence for the presence of nonlinear dynamics. Based on the concept of Lyapunov
exponents, Pincus developed the Approximate Entropy algorithm (ApEn) method to
quantify the hormone pulsatility [95]. This method has been successfully applied to
pulsatility quantification and its betwwen-groups differences identification (e.g
diseased vs. healthy, young vs. elderly) of several hormones such as cortisol,
prolactin, insulin, testosterone, the adrenocorticotropic (ACTH), the growth
(GH) and the luteinizing (LH) hormones [14, 15, 26, 38, 41, 66, 68, 69, 120, 130,
133]. Therefore, experimental evidence of pulsatility origin and the chaotic nature
underlying the dynamics of hormonal systems is abundant. This should serve as a
guide to advance the experimental research and encourage physiologically- sound,
mechanistical modeling, accounting for the dynamical aspects on a proper level.

That said, several mathematical models have been published in literature
attempting to provide insight on the hormonal behaviour (secretion and regulation)
and/or the effect of drugs on it. In 1980, Smith et al. [120] developed a model to
qualitatively describe the interaction between LH-releasing hormone (LHRH), LH
and testosterone. This model was then further elaborated by Cartwright and Husain
[14] incorporating time-delayed terms and exhibiting limit cycle solutions.
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Additional improvements have been implemented by Liu and Deng [68] as well as
by Das et al. [26]. Specific examples include models of the hypothalamic-pituitary-
adrenal (HPA) axis for the system of corticotropin-releasing hormone (CRH),
ACTH and cortisol and the beta- cells mass system for insulin/glucose interplay
[66, 130]. A dynamic, with chaotic behaviour, model for hormonal systems coupled
by negative feedbacks has been also proposed by Londergan and Peacock-
Lopez [69].

In pharmacokinetics/pharmacodynamics, often the physiological hormonal secre-
tion is perturbed by the drug’s effect either as primary target system of action or as
side effect and as a result many studies have considered the hormonal secretion along
with the dominant PK/PD aspects. In this section, some typical examples are
summarized, whereas models involving thorough analysis of the underlying
nonlinear dynamics for cortisol and prolactin are described in detail separately.
Chakraborty et al. investigated the effect of corticosteroids on circadian cortisol
levels, [15] while Fattinger et al. [38] studied the impact of a LHRH antagonist on
testosterone and LH. Further examples include the dopaminomimetic, calcimimetic
effect on prolactin and parathyroid hormone, respectively; as well as the ipamorelin-
mediated effect on GH [41, 44, 63].

Of course, this is not an exhaustive list of modeling examples. However, these
studies are mentioned, because of a common feature that they are sharing and this is
not other than a minimum oversimplified implementation of hormone secretion,
giving a smooth hormone baseline. In these cases, only the most obvious character-
istics of hormone secretion, like circadian rhythms, have been integrated. The
underlying physiological pulsatility, since it is considered as noise, it is practically
ignored or phenomenologically implemented through spline terms or Fourier har-
monics, [15, 41] but not through modeling of its dynamical origin. Last but not least,
cases where the pulsatility can be omitted have been also identified. This refers to the
effect of ipamorelin on GH, where the baseline of the hormone is wisely set to zero
due to the multifold amplification of GH levels post drug-administration [44].

Melatonin

There is multiple evidence showing that melatonin participates in a number of
physiological processes including the regulation of body’s circadian rhythms,
sleep, mood, immune response, aging, and cancer [8]. Melatonin is secreted by the
pineal gland of the brain in response to the light/dark signals emanating from the
retina and sympathetic nervous system. The synthesis of melatonin is stimulated by
darkness and inhibited by light.

One of the most widely used model to mathematically describe the circadian
secretion of melatonin in the body has been published by Brown et al. [7] In this
model, two-dimensional linear differential equations were formulated in order to
analyze plasma melatonin levels in 18 normal healthy male subjects during a
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constant routine. The model includes two physiological compartments, namely
pineal gland and plasma. Melatonin secretion to the pineal gland compartment
was modelled through a step-wise function simulating pineal N-acetyltransferase
(NAT) rise as a combination of two exponential processes with different time
constants and plateau levels. Melatonin levels are then moved to the plasma com-
partment through a first order infusion and cleared from the plasma by a certain
clearance rate. The model was successfully applied to describe melatonin physio-
logical data and provided overall a more physiologically plausible estimate of
the melatonin synthesis onset time. This model was further extended in a number
of works in order to describe phase shifts observed upon exogenous melatonin
administration [5, 122].

Depending on data availability and the question of interest, melatonin secretion
and forward effects were simulated through various models. Sekula et al. [116]
followed a statistical approach and fitted a linear beta-model to either healthy
(control) or major depressive individuals shading light to probable differences
on their onset, peak and offset times of melatonin secretion. In another study,
Schwartz et al. [115] by using a simple model of two oscillators were able to
represent melatonin secretion pattern and further predict amplitude changes in
melatonin release under forced desynchronization. Finally, Scheff et al. modelled
melatonin circadian secretion through a step-wise function by further considering its
anti-inflammatory effects, which was ultimately included in a systems model of
immune response [112, 113].

Cortisol

Over the last decades, as previously discussed, nonlinear dynamics have proved that
deterministic systems even with few degrees of freedom can exhibit complex-
random behaviors. Although only classical randomness is often involved in
PK/PD, it has been shown variability can originate from the chaotic nature of the
underlying dynamics. As indicated by numerous studies, hormone secretion is of
chaotic nature and characterized by pulsatility [14, 26, 30, 68, 69, 90, 98, 120, 129,
130, 133].

In 2002, Dokoumetzidis et al. [30] described the erratic secretion of cortisol and
its suppression by corticosteroids from a dynamical systems’ perspective using a
simple model. The model was relied on well-established concepts of hormonal
erratic secretion and circadian rhythm [60]. Other factors controlling cortisol secre-
tion have also been considered, but not explicitly modelled (e.g. negative feedback
loops). The concentration of cortisol was described by a nonlinear time-delay
differential equation with two terms, [48, 72, 84] particularly a first order term for
disposition and elimination and a secretion rate term which adheres to the negative
feedback mechanism and drives the pulsatile secretion as follows (Eq. 2):
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dC
dt

¼ k1 � a
n � Cd

an þ Cn
d
� k2 � C ð2Þ

where C is the cortisol concentration, Cd is the value of C at time t-T, n is an
exponent, k1 and k2 are the input and output rate constants, respectively. Phenom-
enological implementation of the circadian rhythm is achieved by the parameter
alpha, which is a simple cosine function of a 24-h period, given by the following
equation (Eq. 3):

a ¼ A � cos t � fð Þ � 2 � π
1440

h i
þ B ð3Þ

where A and B are constants with concentration units, f is a constant with time units
and t is time in min. A similar periodic function have been used by Rohatagi et al.
[106] to describe the secretion rate of cortisol.

The time-delay equation (Eq. 2) has physical meaning because it is associated
with cortisol auto-regulation and negative feedback loops and thus its own secretion.
Since Eq. 2 has an infinite number of degrees of freedom, the authors constructed a
pseudo-phase space for the system of Eqs. 2 and 3 using the model variables C(t), C
(t-T/2), C(t-T) (Fig. 3) [4]. The attractor of the system was a strange attractor,
shwoing that it had quite complex geometry. The use of three dimensions is also
supported by the embedding dimension found by Ilias et al. [53]

The authors advocated that the extremely high variability often observed in
experimental data (e.g. cortisol plasma concentration profiles) originates from

Fig. 3 A pseudo-phase
space for the model of
Eqs. 2 and 3 using the
variables C(t), C(t-T/2) and
C(t-T) expressed in mg
100 ml-1. The real phase
space is of infinite
dimension, however,
trajectories may be
considered to lie in a low
dimensional space
(attractor). The model
parameters take the same
values as in Fig. 1 and time
runs for 10 days.
(Reproduced from Ref. 30)
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chaotic dynamics and not from pure randomness and therefore measures of central
tendency should be questioned in these case and averaging might not be appropriate.
Due to the erratic nature of the secretion, they suggested that an instantaneous,
instead of average, secretion rate should be reported. It was also shown that the final
simulated profiles with this model differed remarkably depending on the initial
conditions and the sampling design.

Furthermore, the initial model was extended to allow for perturbation of the
system due to external oral administration of corticosteroids. The pharmacokinetics
of the external corticosteroids were assumed to be as simple as one-compartment
disposition with first-order absorption, coupled with an effect compartment. Then,
the effect-site concentration (Ce) was linked to the initial model so that it suppresses
cortisol secretion (Eq. 4):

a0 ¼ a � 1� Ce

Ce50 þ Ce

� �
ð4Þ

where Ce50 is a coefficient that expresses the concentration of the drug when α’¼ α/2.
The final extended model was able to adequately capture the experimental

cortisol plasma concentration profiles, generated after exogenous administration of
fluticasone propionate, published by Chakraborty et al. [15] Based on the aforemen-
tioned discussion, the authors concluded that their analysis under the light of
nonlinear dynamics provides mechanistical insight on cortisol secretion and that
this approach should be more widely applied in PK/PD modeling, when supported
by experimental and physiological evidence. They also highlighted that nonlinear
dynamics construes a fundamentally new rational in PK/PD and that the clinical
pharmacologists should be aware of the limitations of chaotic models for long-term
predictions.

Interestingly, in recent studies Pilai et al. [93, 94] combined adaptive chaos
synchronization and grid search to estimate physiological and pharmacological
systems’ parameters by exploring deterministic methods that are more appropriate
and potentially perform better than classical numerical approaches
(e.g. minimization of sum of squares, likelihood maximization). To illustrate these
issues, they used the previously described cortisol model. They showed that chaos
synchronization could help to avoid ending up in local minima, which is often
observed with the gradient-based optimization algorithms. The hybrid adaptive
chaos synchronization could be applied iteratively and was able to accurately
estimate nonlinear parameters and track trajectories for a wide class of noisy chaotic
systems. The authors concluded that their method could effectively estimate the
parameters of the cortisol chaotic system and that its robustness against noise and
data sampling rate effect may be of benefit for modeling nonlinear dynamical
physiological systems.
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Prolactin

Prolactin (PRL) is a polypeptide hormone with a primary role in the regulation of
lactation in humans. It is predominantly secreted by specialized cells in the anterior
pituitary gland, the lactotrophs [18]. In PK/PD, the response of prolactin to antipsy-
chotic drugs has been studied by the classic precursor-pool model. Precursor-pool
models have been used several times in the past to explain the tolerance and rebound
effects induced by drug response [34, 49, 83, 118]. These are precursor-dependent
indirect response models, which assume that the tolerance (or rebound) is the result
of depletion (or accumulation) of finite pools of precursors that are responsible for
the drug effect. The pool model has been applied to the PRL response after
administration of antipsychotic drugs with the aim to explain the tolerance devel-
oped after repeated drug administration at narrowly spaced intervals. The original
pool model by Movin-Osswald & Hammarlund-Udenaes was modified to account
for the effect of remoxipride in rats [83]. By including a positive feedback
(PF) component, Stevens et al. [127]. extended the already modified model, which
had become nonlinear. Simulations, after using the model to investigate the effect of
risperidone, predicted two separate baselines depending on dose. However, since no
mathematical analysis of the underlying dynamics had been performed, such find-
ings relied only on serendipitous discovery through simulations.

Recently, Bakshi et al. [3], using both the original and modified precursor-pool
models for PRL, analyzed the systems’ dynamics mathematically in an informative
tutorial. The classic precursor-pool model consists only of two linear turnover
equations in the dependent variables, and thus it has a unique steady state. However,
the PF model it was shown that undergoes trans-critical bifurcation, meaning that the
system changes from stable to unstable steady state or vice versa. The convergence
to different steady states was also dose-dependent.

Through steady-state and phase-plane analysis they demonstrated that the
nonlinearity of the model has resulted in multistationarity and that the higher of
the two steady-states remains always stable In contrast, the lower one is stable only
from below. In addition, under a parametric condition the desired steady state has
been observed to be the higher and thus, always stable. However, in the parametri-
zation by Stevens et al. the desired steady state is the lower one, which is unstable
and reachable only from below. Simulations and plotting of the orbits in the phase
plane illustrated that the parametric condition leading to the higher steady state is
activated only by some orbits and this is the reason why the model exhibited
convergence to two discrete steady states in response to different doses. Activation
of the “if” condition depends not only on the relative timescale of drug clearance and
the PRL endogenous elimination and secretion rate, but also on the accuracy of the
numerical solver. Nevertheless, the authors concluded that even if the numerically
solver was perfectly accurate, this irregular behavior would persist as structural
property of the model.
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Overall, the authors summarized the basic steps in dynamical systems analysis of
ODE-based models, with the phase plane analysis being of particular interest for
2-ODE models allowing for comprehensive analysis of the underlying dynamics.

Immune System & Inflammatory Response

Immune response has triggered significant interest in systems-based approaches to
understand the involved complexities and the individual interactions of a response
[134]. In particular, systems modeling was applied to quantitatively evaluate not
only the onset but also the resolution of the inflammatory response.

Modeling efforts on immune response vary from statistical and correlational to
mechanism-based, deterministic and stochastic [19, 40, 79, 86, 113]. Clearly,
inflammatory response encompasses a high level of interconnections through mul-
tiple levels of physiological organization and control. Chow et al. [17] investigated
the acute inflammatory response in diverse shock states by implementing a highly
detailed realization that incorporates individual cytokines, different types of immune
cells, and other key physiological parameters. This model showed that different
inflammatory outcomes can result from the same model with different initial states
indicating that diverse inflammatory shock states share the same underlying mech-
anisms, even when cytokine-concentration data may be heterogeneous. The level of
detail and complexity of such models can increase until eventually reaching the level
of description of the host response [27, 88, 99, 131]. Similar, using high-throughput
microarray mRNA measurements from peripheral blood cells, it was possible to
develop semi-mechanistic models by linking the ligand (lipopolysaccharide, LPS)
recognition by appropriate (TLR4) receptors to activation of inflammation-specific
signaling cascades (NF-kB) which drive the peripheral release of pro- and anti-
inflammatory cytokines [40, 87]. In a subsequent work it was demonstrated that an
extended model with adeqaute signaling cascades was able to describe the complex
phenomenon of endotoxin tolerance [144]. The inflammatory response induces the
involvement of the neuroendocrine system, which modulates the release of anti-
inflammatory hormones and neurotransmitters. As such, cortisol and epinephrine
lead to anti-inflammatory downstream effects, cortisol through glucocorticoid
receptor-mediated signaling and epinephrine through the stimulation of adrenergic
receptors, leading to elevated intracellular cAMP concentrations. Leveraging
established models of hormone activity to account for the effects of cortisol and
epinephrine, allowed for investigation of cellular-level transcriptional responses to
inflammation. The mechanisms through which hormone levels influence whether the
system exhibits a healthy self-limited inflammatory response or a persistent chronic
inflammatory state were also explored.

Circadian rhythms are of importance in the context of the inflammatory response
since they impose patterns on a wide range of inflammatory mediators [23]. Meyer-
Herman et al. [80] developed a mathematical model to evaluate the neuroendocrine-
immune system interactions in rheumatoid arthritis. This model describes mainly the
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measured circadian responses of plasma levels of TNF, noradrenaline, and cortisol,
making use of a set of ordinary differential equations. Based on their model, it was
observed that treatment with glucocorticoids between 00: 00 and 02: 00 a.m. induced
the strongest inhibitory effect on TNF secretion. In chronic inflammatory diseases,
such as rheumatoid arthritis, where patients overexpressing inflammatory agents,
significant reduction in pro-inflammatory mediators like the TNF is often a clinical
target. Similarly, Scheff et al. [112] incorporated a multilevel mathematical model-
ing scope based on which they evaluated the interplay between inflammation and
circadian rhythms. This model predicted that LPS administration during the night
induces larger increase in inflammatory mediators and larger reduction in the heart
rate variability (HRV) relative to administration in the morning. Finally, semi-
mechanistic models were further explored to rationalize the potentially permissive-
suppressive inflammatory effects of cortisol as manifestations of the balance
between pro- and anti-inflammatory characteristics induced by circadian rhythms
[75, 76, 78].

Conclusions & Future Directions

In this chapter, the presence of nonlinear dynamics and the chaotic nature of
physiological systems is highlighted. Dynamical aspects in the analysis of the
behaviour of PK/PD and QSP models are summarized with the aim to showcase
the urge to implement toolz of nonlinear dynamics in it. Particularly, we have
focused on dynamical aspects of: (a) the cardiovascular and (b) the central nervous,
(c) the hormone secretion and regulation and (d) anti-inflammatory response, for
which some case examples are analysed. At the same time, there are several other
therapeutic areas where dynamic systems theory has been successfully applied and
therefore this chapter should not be considered as an exhaustive literature review of
all possible applications of nonlinear dynamics in PK/PD or QSP models. However,
the reader is referred to Eftimie et al. [32] for a comprehensive review of mathe-
matical models in immunology and to the book by Macheras and Iliadis [71] for a
detailed explanation of fractal phenomena in biopharmaceutics, pharmacokinetics
and pharmacodynamics.

From the above presentation, it is evident that significant progress has been
made towards mechanism- and physiologically-based modeling. On the other
hand, physiological systems are inherently nonlinear and chaotic. The chaotic
behavior is often considered to be feature of healthy state, whereas periodic or
non-chaotic states are associated with disease and pathological symptoms which
can be attributed to a sudden qualitative change in the temporal pattern
(e.g. bifurcation) [28]. This change can either be caused by endogenous factors or
an external stimulus (e.g. drug administration) that alters one or more critical control
parameters. In this context, integration of nonlinear dynamics might be also useful in
the field of disease progression by introducing a new rationale for therapeutic
strategies, which rather aims at restoring and maintaining the homeostasis than
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eliminiating the symptoms. This general concept has been introduced by Mackey
and Milton [72, 81] and it is known as dynamic disease.

The notions of sensitivity from the initial conditions and the qualitatively differ-
ent behavior for, even slightly, altered values of the control parameters, have a major
impact and should be taken into account in modeling activities, especially when also
experimentally supported. Advanced computational methods play a key role in
simulating complex models, but usually offer only a limited picture of model
behaviors, especially when the dynamics are rich in nonlinearities and counterintu-
itive behaviors. Such behaviors can be very difficult, if not impossible, to be revealed
solely through simulations. It is noteworthy that even the simplest 2-ODE models
can exhibit unpredictable behaviors and addition of one ODE explodes the range of
possible behaviors, including chaotic ones. Systems pharmacology models are
expected to be larger and even more complex and their dynamical behaviors are
likely to hide an even greater degree of complexity.

In pharmacology, the dynamics of the underlying system is often only partially
understood and models are a blend of biological, mechanical, physiological and
pharmacological information accompanied by experimentally data. This might raise
questions about the validity itself, the applicability, the parametrization, the granu-
larity and the potential extrapolations of such models. Nowadays, many large
biological, physiological, pharmacological or combination of those systems net-
works are formed from modules or motifs of smaller networks. Thorough under-
standing of the behavior of all the individual components is not only crucial, but also
imperative, to increase confidence on their value, usefulness and performance. This
also underlines the importance of using mathematical analysis to gain insight into
model behavior.

In summary, mathematical techniques of dynamical systems’ analysis allow for
exploration of multistationarity, with the possibility of rejecting a priori models that
are structurally unstable, and better understanding of the overall model behavior.
Furthermore, such analysis can inform and guide experimentally testable hypotheses
for verification/falsification of a model. At the same time, other mathematical
techniques, such as quasi-steady state analysis and model reduction may be useful
to reduce the model size and complement the dynamical systems’ analysis.

Acknowledgments We wish to thank the Emeritus Prof. Athanasios Iliadis, Faculty of Pharmacy,
Aix-Marseille University, Marseille, France for valuable discussions. ILK would like to particularly
thank Prof. Iliadis for the continuous support and guidance throughout his research stay at the
Department of Pharmacokinetics & Toxicokinetics, Aix-Marseille University, Marseille, France.

References

1. Accardo, A., M. Affinito, M. Carrozzi, and F. Bouquet. 1997. Use of the fractal dimension for
the analysis of electroencephalographic time series. Biological Cybernetics 77: 339–350.

2. Bakshi, S., V. Chelliah, C. Chen, and P.H. van der Graaf. 2019. Mathematical biology models
of Parkinson’s disease. CPT: Pharmacometrics & Systems Pharmacology 8: 77–86.

54 I. Loisios-Konstantinidis et al.



3. Bakshi, S., E. de Lange, P. van der Graaf, M. Danhof, and L. Peletier. 2016. Understanding the
behavior of systems pharmacology models using mathematical analysis of differential equa-
tions: Prolactin Modeling as a Case Study. CPT: Pharmacometrics & Systems Pharmacology
5: 339–351.

4. Bassingthwaighte, J.B., L.S. Liebovitch, and B.J. West. 1994. Fractal physiology. New York:
Springer New York.

5. Breslow, E.R., A.J.K. Phillips, J.M. Huang, M.A. St. Hilaire, and E.B. Klerman. 2013. A
mathematical model of the circadian phase-shifting effects of exogenous melatonin. Journal of
Biological Rhythms 28: 79–89.

6. De Brouwer, S., D.H. Edwards, and T.M. Griffith. 1998. Simplification of the quasiperiodic
route to chaos in agonist-induced vasomotion by iterative circle maps. American Journal of
Physiology. Heart and Circulatory Physiology 274: H1315–H1326.

7. Brown, E.N., Y. Choe, T.L. Shanahan, and C.A. Czeisler. 1997. A mathematical model of
diurnal variations in human plasma melatonin levels. American Journal of Physiology-
Endocrinology and Metabolism 272: E506–E516.

8. Brzezinski, A. 1997. Melatonin in humans. The New England Journal of Medicine 336:
186–195.

9. Büchel, F., S. Saliger, A. Dräger, S. Hoffmann, C. Wrzodek, A. Zell, and P.J. Kahle. 2013.
Parkinson’s disease: Dopaminergic nerve cell model is consistent with experimental finding of
increased extracellular transport of α-synuclein. BMC Neuroscience 14: 136.

10. Buijs, R.M., and A. Kalsbeek. 2001. Hypothalamic integration of central and peripheral
clocks. Nature Reviews. Neuroscience 2: 521–526.

11. Callaway, E., and H. Ledford. 2017. Medicine Nobel awarded for work on circadian clocks.
Nature 550: 18–18.

12. Calvetti, D., Y. Cheng, and E. Somersalo. 2015. A spatially distributed computational model
of brain cellular metabolism. Journal of Theoretical Biology 376: 48–65.

13. Calvetti, D., Y. Cheng, and E. Somersalo 2016. Uncertainty quantification in flux balance
analysis of spatially lumped and distributed models of neuron–astrocyte metabolism. Journal
of Mathematical Biology 73: 1823–1849.

14. Cartwright, M., and M. Husain. 1986. A model for the control of testosterone secretion.
Journal of Theoretical Biology 123: 239–250.

15. Chakraborty, A., W. Krzyzanski, and W.J. Jusko. 1999. Mathematical modeling of circadian
cortisol concentrations using indirect response models: Comparison of several methods.
Journal of Pharmacokinetics and Biopharmaceutics 27: 23–43.

16. Chauvet, G.A. 1993. Hierarchical functional organization of formal biological systems: a
dynamical approach. I. The increase of complexity by self-association increases the domain
of stability of a biological system. Philosophical Transactions of the Royal Society of London.
Series B, Biological Sciences 339: 425–444.

17. Chow, C.C., G. Clermont, R. Kumar, C. Lagoa, Z. Tawadrous, D. Gallo, B. Betten, J. Bartels,
G. Constantine, M.P. Fink, T.R. Billiar, and Y. Vodovotz. 2005. The acute inflammatory
response in diverse shock states. Shock 24: 74–84.

18. Chrousos, G.P., and P.W. Gold. 1992. The concepts of stress and stress system disorders.
Overview of physical and behavioral homeostasis. JAMA 267: 1244–1252.

19. Clermont, G., C.C. Chow, G.M. Constantine, Y. Vodovotz, and J. Bartels. 2004. Mathematical
and statistical modeling of acute inflammation. In Classification, clustering, and data mining
applications, 457–467. Berlin/Heidelberg: Springer.

20. Cloutier, M., F.B. Bolger, J.P. Lowry, and P. Wellstead. 2009. An integrative dynamic model
of brain energy metabolism using in vivo neurochemical measurements. Journal of Compu-
tational Neuroscience 27: 391–414.

21. Cloutier, M., R. Middleton, and P. Wellstead. 2012. Feedback motif for the pathogenesis of
Parkinson’s disease. IET Systems Biology 6: 86–93.

22. Cloutier, M., and P. Wellstead. 2012. Dynamic modelling of protein and oxidative metabo-
lisms simulates the pathogenesis of Parkinson’s disease. IET Systems Biology 6: 65–72.

Dynamical Aspects of Pharmacokinetic/Pharmacodynamic & Quantitative Systems. . . 55



23. Coogan, A.N., and C.A. Wyse. 2008. Neuroimmunology of the circadian clock. Brain
Research 1232: 104–112.

24. Costa, M.D., W.T. Schnettler, C. Amorim-Costa, J. Bernardes, A. Costa, A.L. Goldberger, and
D. Ayres-De-Campos. 2014. Complexity-loss in fetal heart rate dynamics during labor as a
potential biomarker of acidemia. Early Human Development 90: 67–71.

25. Danhof, M. 2016. Systems pharmacology – Towards the modeling of network interactions.
European Journal of Pharmaceutical Sciences 94: 4–14.

26. Das, P., A.B. Roy, and A. Das. 1994. Stability and oscillations of a negative feedback delay
model for the control of testosterone secretion. Biosystems 32: 61–69.

27. Daun, S., J. Rubin, Y. Vodovotz, A. Roy, R. Parker, and G. Clermont. 2008. An ensemble of
models of the acute inflammatory response to bacterial lipopolysaccharide in rats: Results from
parameter space reduction. Journal of Theoretical Biology 253: 843–853.

28. Davis, J.D., C.M. Kumbale, Q. Zhang, and E.O. Voit. 2019. Dynamical systems approaches to
personalized medicine. Current Opinion in Biotechnology 58: 168–174.

29. Dokoumetzidis, A., A. Iliadis, and P. Macheras. 2001. Nonlinear dynamics and Chaos theory:
Concepts and applications relevant to pharmacodynamics. Pharmaceutical Research 18:
415–426.

30. Dokoumetzidis, A., A. Iliadis, and P. Macheras. 2002. Nonlinear dynamics in clinical phar-
macology: The paradigm of cortisol secretion and suppression. British Journal of Clinical
Pharmacology 54: 21–29.

31. Echt, D.S., P.R. Liebson, L.B. Mitchell, R.W. Peters, D. Obias-Manno, A.H. Barker,
D. Arensberg, A. Baker, L. Friedman, H.L. Greene, M.L. Huther, D.W. Richardson, and
Investigators� the C. 1991. Mortality and morbidity in patients receiving Encainide,
Flecainide, or Placebo. The New England Journal of Medicine 324: 781–788.

32. Eftimie, R., J.J. Gillard, and D.A. Cantrell. 2016. Mathematical models for immunology:
Current state of the art and future research directions. Bulletin of Mathematical Biology 78:
2091–2134.

33. Ehlers, C.L., J. Havstad, D. Prichard, and J. Theiler. 1998. Low doses of ethanol reduce
evidence for nonlinear structure in brain activity. The Journal of Neuroscience 18: 7474–7486.

34. Ekblad, E.B., and V. Licko. 1984. A model eliciting transient responses. American Journal of
Physiology. Regulatory, Integrative and Comparative Physiology 246: R114–R121.

35. Elger, C.E., G. Widman, R. Andrzejak, J. Arnhold, P. David, and K. Lehnertz. 2000.
Nonlinear EEG analysis and its potential role in epileptology. Epilepsia 41 (Suppl 3): S34–
S38.

36. Epstein, F.H., and S. Reichlin. 1993. Neuroendocrine-immune interactions. The New England
Journal of Medicine 329: 1246–1253.

37. Esteves, A.R., and S.M. Cardoso. 2017. LRRK2 at the crossroad between autophagy and
microtubule trafficking. The Neuroscientist 23: 16–26.

38. Fattinger, K.E., D. Verotta, H.C. Porchet, A. Munafo, J.Y. Le Cotonnec, and L.B. Sheiner.
1996. Modeling a bivariate control system: LH and testosterone response to the GnRH
antagonist antide. American Journal of Physiology-Endocrinology and Metabolism 271:
E775–E787.

39. Finnerty, N.J., S.L. O’Riordan, J.P. Lowry, M. Cloutier, and P. Wellstead. 2013. Continuous
real-time in vivo measurement of cerebral nitric oxide supports theoretical predictions of an
irreversible switching in cerebral ROS after sufficient exposure to external toxins. Journal of
Parkinson’s Disease 3: 351–362.

40. Foteinou, P.T., S.E. Calvano, S.F. Lowry, and I.P. Androulakis. 2009. Modeling endotoxin-
induced systemic inflammation using an indirect response approach. Mathematical Biosci-
ences 217: 27–42.

41. Francheteau, P., J.-L. Steimer, C. Dubray, and D. Lavene. 1991. Mathematical model
forin vivo pharmacodynamics integrating fluctuation of the response: Application to the
prolactin suppressant effect of the dopaminomimetic drug DCN 203–922. Journal of Phar-
macokinetics and Biopharmaceutics 19: 287–309.

56 I. Loisios-Konstantinidis et al.



42. Garfinkel, A., Y.-H. Kim, O. Voroshilovsky, Z. Qu, J.R. Kil, M.-H. Lee, H.S. Karagueuzian,
J.N. Weiss, and P.-S. Chen. 2000. Preventing ventricular fibrillation by flattening cardiac
restitution. Proceedings of the National Academy of Sciences 97: 6061–6066.

43. Garfinkel, A., M.L. Spano, W.L. Ditto, and J.N. Weiss. 1992. Controlling cardiac chaos.
Science 257: 1230–1235.

44. Gobburu, J.V., H. Agersø, W.J. Jusko, and L. Ynddal. 1999. Pharmacokinetic-
pharmacodynamic modeling of ipamorelin, a growth hormone releasing peptide, in human
volunteers. Pharmaceutical Research 16: 1412–1416.

45. Goldberger, A.L. 1991. Is the normal heartbeat chaotic or homeostatic? News in Physiological
Sciences 6: 87–91.

46. Goldberger, A.L., L.A. N Amaral, J.M. Hausdorff, P. Ch Ivanov, C. Peng, and H. Eugene
Stanley. 2002. Self-organized complexity in the physical, biological, and social sciences.
Proceedings of the National Academy of Sciences 99: 2466–2472.

47. Goldberger, A.L., R. Shabetai, V. Bhargava, B.J. West, and A.J. Mandell. 1984. Nonlinear
dynamics, electrical alternans, and pericardial tamponade. American Heart Journal 107:
1297–1299.

48. Goodwin, B.C. 1965. Oscillatory behavior in enzymatic control processes. Advances in
Enzyme Regulation 3: 425–437.

49. Hazra, A., W. Krzyzanski, and W.J. Jusko. 2006. Mathematical assessment of properties of
precursor-dependent indirect pharmacodynamic response models 1. Journal of Pharmacoki-
netics and Pharmacodynamics 33: 683–717.

50. Hellman, L., F. Nakada, J. Curti, E.D. Weitzman, J. Kream, H. Roffwarg, S. Ellman,
D.K. Fukushima, and T.F. Gallagher. 1970. Cortisol is secreted episodically by normal man.
The Journal of Clinical Endocrinology and Metabolism 30: 411–422.

51. Holland, J.H. 2006. Studying complex adaptive systems. Journal of Systems Science and
Complexity 19: 1–8.

52. Huikuri, H.V., T.H. Mäkikallio, and J. Perkiömäki. 2003. Measurement of heart rate variabil-
ity by methods based on nonlinear dynamics. Journal of Electrocardiology 36 (Suppl): 95–99.

53. Ilias, I., A.N. Vgontzas, A. Provata, and G. Mastorakos. 2002. Complexity and non-linear
description of diurnal cortisol and growth hormone secretory patterns before and after sleep
deprivation. Endocrine Regulations 36: 63–72.

54. Isaacson, R.L., J.A. Varner, J.M. Baars, and D. De Wied. 1995. The effects of pregnenolone
sulfate and ethylestrenol on retention of a passive avoidance task. Brain Research 689: 79–84.

55. Ishizuka, S., and H. Hayashi. 1998. Spontaneous epileptiform bursts and long-term potentia-
tion in rat CA3 hippocampal slices induced by chaotic stimulation of mossy fibers. Brain
Research 790: 108–114.

56. Jeong, J. 2004. EEG dynamics in patients with Alzheimer’s disease. Clinical Neurophysiology
115: 1490–1505.

57. Jeong, J., D.J. Kim, J.H. Chae, S.Y. Kim, H.J. Ko, and I.H. Paik. 1998. Nonlinear analysis of
the EEG of schizophrenics with optimal embedding dimension. Medical Engineering &
Physics 20: 669–676.

58. Karagueuzian, H.S., B.Y. Kogan, S.S. Khan, T.A. Denton, W.J. Karplus, W.J. Mandel, and
G.A. Diamond. 1992. Induction of cellular chaos during quinidine toxicity. Predictive power
of nonlinear dynamic analysis for drug-induced proarrhythmia–a hypothesis. Journal of
Electrocardiology 24 (Suppl): 91–96.

59. Kawczyk-Krupka, A., A. Sieroń, and M. Adamek. 1998. Chaotic dynamics in medicine.
Wiadomości Lekarskie 51: 525–530.

60. Kraan, G.P.B., R.P.F. Dullaart, J.J. Pratt, B.G. Wolthers, N.M. Drayer, and R. de Bruin. 1998.
The daily cortisol production reinvestigated in healthy men. The serum and urinary cortisol
production rates are not significantly different. The Journal of Clinical Endocrinology and
Metabolism 83: 1247–1252.

61. Kuznetsov, I.A., and A.V. Kuznetsov. 2016. What can trigger the onset of Parkinson’s
disease – A modeling study based on a compartmental model of α-synuclein transport and
aggregation in neurons. Mathematical Biosciences 278: 22–29.

Dynamical Aspects of Pharmacokinetic/Pharmacodynamic & Quantitative Systems. . . 57



62. Kuznetsov, I.A., and A.V. Kuznetsov. 2016. Mathematical models of α-synuclein transport in
axons. Computer Methods in Biomechanics and Biomedical Engineering 19: 515–526.

63. Lalonde, R., J. Gaudreault, D. Karhu, and T. Marriott. 1999. Mixed-effects modeling of the
pharmacodynamic response to the calcimimetic agent R–568. Clinical Pharmacology and
Therapeutics 65: 40–49.

64. Larter, R., B. Speelman, and R.M. Worth. 1999. A coupled ordinary differential equation
lattice model for the simulation of epileptic seizures. Chaos: An Interdisciplinary Journal of
Nonlinear Science 9: 795–804.

65. Lehnertz, K. 1999. Non-linear time series analysis of intracranial EEG recordings in patients
with epilepsy – An overview. International Journal of Psychophysiology 34: 45–52.

66. Lenbury, Y., and P. Pacheenburawana. 1991. Modelling fluctuation phenomena in the plasma
cortisol secretion system in normal man. Biosystems 26: 117–125.

67. Levy, G. 1998. Predicting effective drug concentrations for individual patients. Clinical
Pharmacokinetics 34: 323–333.

68. Liu, B.Z., and G.M. Deng. 1991. An improved mathematical model of hormone secretion in
the hypothalamo-pituitary-gonadal axis in man. Journal of Theoretical Biology 150: 51–58.

69. Londergan, C.H., and E. Peacock-López. 1998. Dynamic model of hormonal systems coupled
by negative feedback. Biophysical Chemistry 73: 85–107.

70. Lotharius, J., and P. Brundin. 2002. Pathogenesis of parkinson’s disease: Dopamine, vesicles
and α-synuclein. Nature Reviews. Neuroscience 3: 932–942.

71. Macheras, P., and A. Iliadis. 2006. Modeling in biopharmaceutics, pharmacokinetics, and
pharmacodynamics homogeneous and heterogeneous approaches. New York: Springer Sci-
ence+Business Media, Inc.

72. Mackey, M., and L. Glass. 1977. Oscillation and chaos in physiological control systems.
Science (80-) 197: 287–289.

73. Mandema, J.W., and M. Danhof. 1992. Electroencephalogram effect measures and relation-
ships between pharmacokinetics and pharmacodynamics of centrally acting drugs. Clinical
Pharmacokinetics 23: 191–215.

74. Di Mascio, M., G. Di Giovanni, V. Di Matteo, and E. Esposito. 1999. Decreased chaos of
midbrain dopaminergic neurons after serotonin denervation. Neuroscience 92: 237–243.

75. Mavroudis, P.D., S.A. Corbett, S.E. Calvano, and I.P. Androulakis. 2014. Mathematical
modeling of light-mediated HPA axis activity and downstream implications on the entrain-
ment of peripheral clock genes. Physiological Genomics 46: 766–778.

76. Mavroudis, P.D., S.A. Corbett, S.E. Calvano, and I.P. Androulakis. 2015. Circadian charac-
teristics of permissive and suppressive effects of cortisol and their role in homeostasis and the
acute inflammatory response. Mathematical Biosciences 260: 54–64.

77. Mavroudis, P.D., J.D. Scheff, S.E. Calvano, and I.P. Androulakis. 2013. Systems biology of
circadian-immune interactions. Journal of Innate Immunity 5: 153–162.

78. Mavroudis, P.D., J.D. Scheff, S.E. Calvano, S.F. Lowry, and I.P. Androulakis. 2012. Entrain-
ment of peripheral clock genes by cortisol. Physiological Genomics 44: 607–621.

79. Mavroudis, P.D., J.D. Scheff, J.C. Doyle, Y. Vodovotz, and I.P. Androulakis. 2019. The
impact of stochasticity and its control on a model of the inflammatory response. Computation
7: 3.

80. Meyer-Hermann, M., M.T. Figge, and R.H. Straub. 2009. Mathematical modeling of the
circadian rhythm of key neuroendocrine-immune system players in rheumatoid arthritis: A
systems biology approach. Arthritis and Rheumatism 60: 2585–2594.

81. Milton, J., and D. Black. 1995. Dynamic diseases in neurology and psychiatry. Chaos: An
Interdisciplinary Journal of Nonlinear Science 5: 8–13.

82. Mormont, M.C., and F. Lévi. 1997. Circadian-system alterations during cancer processes: A
review. International Journal of Cancer 70: 241–247.

83. Movin-Osswald, G., and M. Hammarlund-Udenaes. 1995. Prolactin release after remoxipride
by an integrated pharmacokinetic-pharmacodynamic model with intra-and interindividual
aspects. The Journal of Pharmacology and Experimental Therapeutics 274: 921–927.

84. Murray, J.D. 2002. Mathematical biology. I. An introduction. New York: Springer.
85. Nathan, C. 2002. Points of control in inflammation. Nature 420: 846–852.

58 I. Loisios-Konstantinidis et al.



86. Nguyen, T.T., S.E. Calvano, S.F. Lowry, and I.P. Androulakis. 2013. An agent-based model
of cellular dynamics and circadian variability in human endotoxemia. PLoS One 8: e55550.

87. Nguyen, T.T., P.T. Foteinou, S.E. Calvano, S.F. Lowry, and I.P. Androulakis. 2011. Compu-
tational identification of transcriptional regulators in human endotoxemia. PLoS One 6:
e18889.

88. Nieman, G., D. Brown, J. Sarkar, B. Kubiak, C. Ziraldo, J. Dutta-Moscato, C. Vieau,
D. Barclay, L. Gatto, K. Maier, G. Constantine, T.R. Billiar, R. Zamora, Q. Mi, S. Chang,
and Y. Vodovotz. 2012. A two-compartment mathematical model of endotoxin-induced
inflammatory and physiologic alterations in swine. Critical Care Medicine 40: 1052–1063.

89. Ouzounoglou, E., D. Kalamatianos, E. Emmanouilidou, M. Xilouri, L. Stefanis, K. Vekrellis,
and E.S. Manolakos. 2014. In silico modeling of the effects of alpha-synuclein oligomerization
on dopaminergic neuronal homeostasis. BMC Systems Biology 8: 54.

90. Papavasiliou, S.S., T. Brue, P. Jaquet, and E. Castanas. 1995. Pattern of prolactin diurnal
secretion in normal humans; Evidence for nonlinear dynamics. Neuroendocrinology 62:
444–453.

91. Peng, C.K., S. Havlin, J.M. Hausdorff, J.E. Mietus, H.E. Stanley, and A.L. Goldberger. 1995.
Fractal mechanisms and heart rate dynamics. Long-range correlations and their breakdown
with disease. Journal of Electrocardiology 28 (Suppl): 59–65.

92. Perkiömäki, J.S., T.H. Mäkikallio, and H.V. Huikuri. 2005. Fractal and complexity measures
of heart rate variability. Clinical and Experimental Hypertension 27: 149–158.

93. Pillai, N., M. Craig, A. Dokoumetzidis, S.L. Schwartz, R. Bies, and I. Freedman. 2018. Chaos
synchronization and Nelder-Mead search for parameter estimation in nonlinear pharmacolog-
ical systems: Estimating tumor antigenicity in a model of immunotherapy. Progress in
Biophysics and Molecular Biology 139: 23–30.

94. Pillai, N., S.L. Schwartz, T. Ho, A. Dokoumetzidis, R. Bies, and I. Freedman. 2019. Estimat-
ing parameters of nonlinear dynamic systems in pharmacology using chaos synchronization
and grid search. Journal of Pharmacokinetics and Pharmacodynamics 46: 193–210.

95. Pincus, S.M. 1991. Approximate entropy as a measure of system complexity. Proceedings of
the National Academy of Sciences 88: 2297–2301.

96. Plotegher, N., and M.R. Duchen. 2017. Crosstalk between lysosomes and mitochondria in
Parkinson’s disease. Frontiers in Cell and Development Biology 5: 110.

97. Poliquin, P.O., J. Chen, M. Cloutier, L.-É. Trudeau, and M. Jolicoeur. 2013. Metabolomics
and in-Silico analysis reveal critical energy deregulations in animal models of Parkinson’s
disease. PLoS One 8: e69146.

98. Prank, K., H. Harms, M. Dammig, G. Brabant, F. Mitschke, and R.D. Hesch. 1994. Is there
low-dimensional chaos in pulsatile secretion of parathyroid hormone in normal human sub-
jects? The American Journal of Physiology: Endocrinology and Metabolism 266: E653–E658.

99. Prince, J.M., R.M. Levy, J. Bartels, A. Baratt, J.M. Kane, C. Lagoa, J. Rubin, J. Day, J. Wei,
M.P. Fink, S.M. Goyert, G. Clermont, T.R. Billiar, Y. Vodovotz, and Y. Vodovotz. 2006. In
silico and in vivo approach to elucidate the inflammatory complexity of CD14-deficient mice.
Molecular Medicine 12: 88–96.

100. Proctor, C.J., P.J. Tangeman, and H.C. Ardley. 2010. Modelling the role of UCH-L1 on
protein aggregation in age-related Neurodegeneration. PLoS One 5: e13175.

101. Proctor, C.J., M. Tsirigotis, and D.A. Gray. 2007. An in silico model of the ubiquitin-
proteasome system that incorporates normal homeostasis and age-related decline. BMC
Systems Biology 1: 17.

102. Qi, Z., G.W. Miller, and E.O. Voit. 2008. Computational systems analysis of dopamine
metabolism. PLoS One 3: e2444.

103. Qi, Z., G.W. Miller, and E.O. Voit. 2009. Computational analysis of determinants of dopamine
(DA) dysfunction in DA nerve terminals. Synapse 63: 1133–1142.

104. Qi, Z., G.W. Miller, and E.O. Voit. 2014. Rotenone and paraquat perturb dopamine metabo-
lism: a computational analysis of pesticide toxicity. Toxicology 315: 92–101.

105. Qu, Z., J.N. Weiss, and A. Garfinkel. 1999. Cardiac electrical restitution properties and
stability of reentrant spiral waves: a simulation study. American Journal of Physiology.
Heart and Circulatory Physiology 276: H269–H283.

Dynamical Aspects of Pharmacokinetic/Pharmacodynamic & Quantitative Systems. . . 59



106. Rohatagi, S., A. Bye, A.E. Mackie, and H. Derendorf. 1996. Mathematical modeling of
cortisol circadian rhythm and cortisol suppression. European Journal of Pharmaceutical
Sciences 4: 341–350.

107. Röschke, J., and J.B. Aldenhoff. 1992. A Nonlinear approach to brain function: deterministic
Chaos and sleep EEG. Sleep 15: 95–101.

108. van Rossum, J.M., and J.E.G.M. de Bie. 1989. Systems dynamics in clinical pharmacokinet-
ics. Clinical Pharmacokinetics 17: 27–44.

109. ———. 1991. Chaos and illusion. Trends in Pharmacological Sciences 12: 379–383.
110. van Rossum, J.M., J.E.G.M. de Bie, G. van Lingen, and H.W.A. Teeuwen. 1989. Pharmaco-

kinetics from a dynamical systems point of view. Journal of Pharmacokinetics and
Biopharmaceutics 17: 365–392.

111. Sass, M.B., A.N. Lorenz, R.L. Green, and R.A. Coleman. 2009. A pragmatic approach to
biochemical systems theory applied to an α-synuclein-based model of Parkinson’s disease.
Journal of Neuroscience Methods 178: 366–377.

112. Scheff, J.D., S.E. Calvano, S.F. Lowry, and I.P. Androulakis. 2010. Modeling the influence of
circadian rhythms on the acute inflammatory response. Journal of Theoretical Biology 264:
1068–1076.

113. Scheff, J.D., P.D. Mavroudis, S.E. Calvano, S.F. Lowry, and I.P. Androulakis. 2011. Model-
ing autonomic regulation of cardiac function and heart rate variability in human endotoxemia.
Physiological Genomics 43: 951–964.

114. Scheinin, H., A. Helminen, S. Huhtala, P. Grönroos, J.A. Bosch, T. Kuusela, J. Kanto, and
T. Kaila. 1999. Spectral analysis of heart rate variability as a quantitative measure of
parasympatholytic effect–integrated pharmacokinetics and pharmacodynamics of three anti-
cholinergic drugs. Therapeutic Drug Monitoring 21: 141–151.

115. Schwartz, M.D., C. Wotus, T. Liu, W.O. Friesen, J. Borjigin, G.A. Oda, and H.O. de la Iglesia.
2009. Dissociation of circadian and light inhibition of melatonin release through forced
desynchronization in the rat. Proceedings of the National Academy of Sciences of the United
States of America 106: 17540–17545.

116. Sekula, L.K., J.F. Lucke, E.K. Heist, R.K. Czambel, and R.T. Rubin. 1997. Neuroendocrine
aspects of primary endogenous depression. XV: Mathematical modeling of nocturnal melato-
nin secretion in major depressives and normal controls. Psychiatry Research 69: 143–153.

117. Sephton, S., and D. Spiegel. 2003. Circadian disruption in cancer: a neuroendocrine-immune
pathway from stress to disease? Brain, Behavior, and Immunity 17: 321–328.

118. Sharma, A., W.F. Ebling, and W.J. Jusko. 1998. Precursor-dependent indirect pharmacody-
namic response model for tolerance and rebound phenomena. Journal of Pharmaceutical
Sciences 87: 1577–1584.

119. Silva, C., I.R. Pimentel, A. Andrade, J.P. Foreid, and E. Ducla-Soares. 1999. Correlation
dimension maps of EEG from epileptic absences. Brain Topography 11: 201–209.

120. Smith, W.R. 1980. Hypothalamic regulation of pituitary secretion of luteinizing hormone.
II. Feedback control of gonadotropin secretion. Bulletin of Mathematical Biology 42: 57–78.

121. Sneppen, K., L. Lizana, M.H. Jensen, S. Pigolotti, and D. Otzen. 2009. Modeling proteasome
dynamics in Parkinson’s disease. Physical Biology 6: 036005.

122. St Hilaire, M.A., C. Gronfier, J.M. Zeitzer, and E.B. Klerman. 2007. A physiologically based
mathematical model of melatonin including ocular light suppression and interactions with the
circadian pacemaker. Journal of Pineal Research 43: 294–304.

123. Stam, K.J., D.L. Tavy, B. Jelles, H.A. Achtereekte, J.P. Slaets, and R.W. Keunen. 1994.
Non-linear dynamical analysis of multichannel EEG: Clinical applications in dementia and
Parkinson’s disease. Brain Topography 7: 141–150.

124. Stanley, H., L. Amaral, A. Goldberger, S. Havlin, P.C. Ivanov, and C. Peng. 1999. Statistical
physics and physiology: Monofractal and multifractal approaches. Physica A 270: 309–324.

125. Starmer, C.F., D.N. Romashko, R.S. Reddy, Y.I. Zilberter, J. Starobin, A.O. Grant, and
V.I. Krinsky. 1995. Proarrhythmic response to potassium channel blockade. Circulation 92:
595–605.

60 I. Loisios-Konstantinidis et al.



126. Stefano, G.B., N. Pilonis, R. Ptacek, J. Raboch, M. Vnukova, and R.M. Kream. 2018. Gut,
microbiome, and brain regulatory axis: Relevance to neurodegenerative and psychiatric
disorders. Cellular and Molecular Neurobiology 38: 1197–1206.

127. Stevens, J., B.A. Ploeger, M. Hammarlund-Udenaes, G. Osswald, and P.H. Van Der Graaf.
2012. Mechanism-based PK-PD model for the prolactin biological system response following
an acute dopamine inhibition challenge: Quantitative extrapolation to humans. Journal of
Pharmacokinetics and Pharmacodynamics 39: 463–477.

128. Sugihara, G., W. Allan, D. Sobel, and K.D. Allan. 1996. Nonlinear control of heart rate
variability in human infants. Proceedings of the National Academy of Sciences of the United
States of America 93: 2608–2613.

129. Tolić, I.M., E. Mosekilde, and J. Sturis. 2000. Modeling the insulin–glucose feedback system:
the significance of pulsatile insulin secretion. Journal of Theoretical Biology 207: 361–375.

130. Topp, B., K. Promislow, G. Devries, R.M. Miura, and D.T. Finegood. 2000. A model of β -cell
mass, insulin, and glucose kinetics: Pathways to diabetes. Journal of Theoretical Biology 206:
605–619.

131. Torres, A., T. Bentley, J. Bartels, J. Sarkar, D. Barclay, R. Namas, G. Constantine, R. Zamora,
J.C. Puyana, and Y. Vodovotz. 2009. Mathematical modeling of posthemorrhage inflamma-
tion in mice: Studies using a novel, computer-controlled, closed-loop hemorrhage apparatus.
Shock 32: 172–178.

132. Tracey, K.J. 2002. The inflammatory reflex. Nature 420: 853–859.
133. Veldhuis, J.D., and S.M. Pincus. 1998. Orderliness of hormone release patterns: A comple-

mentary measure to conventional pulsatile and circadian analyses. European Journal of
Endocrinology 138: 358–362.

134. Vodovotz, Y. 2010. Translational systems biology of inflammation and healing. Wound
Repair and Regeneration 18: 3–7.

135. Voss, A., S. Schulz, R. Schroeder, M. Baumert, and P. Caminal. 2009. Methods derived from
nonlinear dynamics for analysing heart rate variability. Philosophical Transactions. Series A,
Mathematical, Physical, and Engineering Sciences 367: 277–296.

136. Wagner, C.D., B. Nafz, and P.B. Persson. 1996. Chaos in blood pressure control. Cardiovas-
cular Research 31: 380–387.

137. Wagner, C.D., and P.B. Persson. 1998. Chaos in the cardiovascular system: An update.
Cardiovascular Research 40: 257–264.

138. Wagner, C.D., P.B. Persson, and P.B. Persson Nonlinear. 1995. Nonlinear chaotic dynamics of
arterial pressure and renal blood flow. American Journal of Physics 268: H621–H627.

139. Weiss, J.N., A. Garfinkel, H.S. Karagueuzian, Z. Qu, and P.S. Chen. 1999. Chaos and the
transition to ventricular fibrillation: A new approach to antiarrhythmic drug evaluation.
Circulation 99: 2819–2826.

140. Wellstead, P., and M. Cloutier. 2011. An energy systems approach to Parkinson’s disease.
Wiley Interdisciplinary Reviews. Systems Biology and Medicine 3: 1–6.

141. Whitacre, J.M. 2010. Degeneracy: a link between evolvability, robustness and complexity in
biological systems. Theoretical Biology & Medical Modelling 7: 6.

142. Wolkenhauer, O. 2001. Systems biology: The reincarnation of systems theory applied in
biology? Briefings in Bioinformatics 2: 258–270.

143. Yambe, T., S. Nitta, T. Sonobe, S. Naganuma, S. Kobayashi, Y. Haga, M. Tanaka, T. Fukuju,
M. Miura, and N. Sato. 1993. Identification of the deterministic chaos in cardiovascular
dynamics by the use of the non-linear mathematics. The Science Reports of the Research
Institutes, Tohoku University Medicine 39: 1–5.

144. Yang, Q., S.E. Calvano, S.F. Lowry, and I.P. Androulakis. 2011. A dual negative regulation
model of Toll-like receptor 4 signaling for endotoxin preconditioning in human endotoxemia.
Mathematical Biosciences 232: 151–163.

145. Zhang, J., M.L. Culp, J.G. Craver, and V. Darley-Usmar. 2018. Mitochondrial function
and autophagy: Integrating proteotoxic, redox, and metabolic stress in Parkinson’s disease.
Journal of Neurochemistry 144: 691–709.

Dynamical Aspects of Pharmacokinetic/Pharmacodynamic & Quantitative Systems. . . 61



The Efficiency of Multi-target Drugs:
A Network Approach

Lucas N. Alberca and Alan Talevi

Modern drug discovery paradigms have experienced considerable changes from the
early XXth Century to the present. After initial discoveries based on serendipitous
findings or exploitation of traditional folk knowledge, drug discovery efforts
embraced systematic screening approximations (phenotypic or physiology-based
screening, which at first relied on in vivo models but later progressed to in vitro
primary screens) [1, 2]. From 1970s, though, target-driven drug discovery gained
momentum until becoming the dominant paradigm for more than two decades. The
interest in target- focused drug discovery has gone hand-in-hand with the develop-
ment of pertinent technologies [1]: intensive enzymology research during 1950s and
1960s, extension of enzyme kinetics methodology to receptors in 1970s, technolog-
ical advances on molecular biology in 1980s (e.g. recombinant DNA technology)
and miniaturization and automation (high-throughput screening) in 1990s.

The premise behind target-oriented discovery is tempting: exquisitely selective
(“clean”) drugs (“magic bullets”) potently inhibiting one and only one target of
interest would be safer due to avoidance of off-target interactions. Such strategy is
also attractive from a drug design perspective since it allows the definition of
structure- based (“rational”) drug discovery programs. After validation of a relevant,
disease- modifying target, and provided that its structure is known or can be
appropriately modelled, specific modulators displaying complementary features to
the binding site/s may be investigated. Classic Quantitative Structure-Activity Rela-
tionships (QSAR) and the pharmacophore notion also arose in the context of a strong
target-focused paradigm and are focused in (indirectly) mapping the ligand-target
interaction [3, 4].
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From a more pragmatic viewpoint, target-based screening platforms are faster,
easier, and less costly to develop and run than phenotypic ones [5].

However, in many aspects, target-based drug discovery has failed to deliver.
First, the highly selective agents proposed by such approximation might be too
ambitious a goal to meet: drugs can produce surprising pharmacology not initially
anticipated and even drugs developed under the “one target” paradigm often show a
multi-target nature and off-target events [5]. Second, “the one disease, one gene, one
drug” strategy might result over-reductionist to address complex conditions, such as
mood disorders or neurodegenerative conditions [6, 7]. The physiological states of
living organisms are often resilient to perturbation due to genetic redundancy and
compensatory mechanisms [8], and a similar principle could apply for certain
persistent physio-pathological states characterized by multiple (sometimes simulta-
neous, sometimes progressive) perturbations (in fact, it has been suggested that focus
should shift from seeking disease-causing genes to disease-causing networks, see
Chen et al. 2008 [9]). Several network structural motifs and statistical topological
properties have been reported to be positively associated with the robustness of
biological networks [10, 11]. The attention of the scientific community has been
particularly drawn toward evidence that the organization of biological systems into a
scale-free network (SFN) is a major contributor to biological robustness. Excessive
attention to target-driven discovery has been signalled as a possible cause of
declining productivity in the pharmaceutical industry [12], and a substantial propor-
tion of recently approved drugs have been found using a phenotypic approach
[13]. At last, drug resistance issues due to intrinsic or acquired alterations of the
target, reactivation of the signalling pathway or bypass mechanisms are more likely
to occur when using single-target therapies [14–16].

From the early 2000s, a complementary approach in drug discovery, the network
pharmacology paradigm, has been introduced, in line with the systems biology
philosophy. Such paradigm is expressed in the renewed interest in phenotypic
screening [1], in the use of network topology analysis to propose new drug targets
[17] and, prominently, in the increasing attention to polypharmacology [18] as a
therapeutic strategy to treat complex conditions or prevent or solve drug-resistance
issues. The notion of polypharmacology contemplates a single drug acting on
multiple targets or multiple drugs acting on distinct targets. The former option is
expected to deliver therapeutic options with simplified pharmacokinetics, reduced
chances of drug interactions and improved treatment adherence. Polypharmacology
of known drugs may also be exploited for drug repositioning programs.

The design of tailored multi-target agents may combine the advantages of net-
work pharmacology with the rationality of structure- and computer-aided drug
discovery. Under the light of this new paradigm, we will also challenge the validity
of some common assumptions of target-driven discovery, and we will review some
particular considerations that should be taken into account when designing this type
of therapeutic agents.
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The More Potent, the Better?

Under the single target-oriented paradigm, the search of high affinity ligands is
doubtlessly one of the guiding principles behind drug discovery approaches. The
general procedure in drug discovery involves the discovery of an initial hit (chemical
start point for a drug discovery project) that typically displays potency in the high
nM or low μM range, and which will be then subjected to hit-to-lead optimization to
increase its potency to the low nM range [19]. The common assumption that potency
should guide drug design was first challenged back in the early 1990s, when the
pharmaceutical industry realized that seeking for more potent compounds was
detrimental for the bioavailability and safety of the resulting drug candidates, leading
to high ADMET-related attrition rates in clinical trials [20, 21]. The multiparametric
nature of the drug discovery process is now well-accepted within the pharmaceutical
community, which now prefers addressing the multiple determinant parameters of a
(successful) drug in parallel rather than sequentially [3, 22]. Lusher and co-workers
have cleverly compared the drug discovery and development process to solving a
Rubik’s cube, where each face represents a required parameter and changing one
face will often negatively affect other; solving the puzzle might require sacrificing an
already completed face, i.e. taking a local step back in favour of a global improve-
ment [23]. In fact, it may be argued that the best practical solution will usually
involve a compromise: accepting a local suboptimal result to approach a global
optimal.

However, network theory (and a few empirical examples that we will briefly
review) sheds light on more reasons not to overemphasize the importance of affinity
and potency. The first question we will probably need to answer when deciding
which molecular target/s we will pursue is whether we want to achieve a lethal effect
(e.g. on a cancerous cell or a pathogen) or if we must adjust one or more molecular
processes to restore a perturbed physiological state [17]. Central nodes, such as hubs
or inter- modular overlaps and bridges (with emphasis on choke points/bottlenecks,
i.e. nodes with high betweenness centrality) are highly efficient mediators of pertur-
bations [24, 25] and may be considered as interesting targets when looking for
deleterious effects (central hit strategy). In that case, potent impairment of such
nodes mediated by high- affinity and high-efficacious drugs would be required. In
any case, hitting several of these nodes simultaneously would decrease the occur-
rence of resistance issues; furthermore, even in that circumstances it has been shown
that partial knockout or attenuation of a small number of targets (e.g. 3–5) may
produce a larger effect than the complete knockout of a single target [26]. In contrast,
the network influence strategy uses systems-level knowledge to find drug targets for
complex disorders, which are presumed to have rigid networks, in order to restore
well-functioning [25]. Targeting central nodes here may lead to side-effects and
toxicity. The network influence strategy would then target nodes which are neither
hubs nor central nodes but occupy strategic disease-relevant network positions able
to influence central nodes. A recent retrospective study showed that drug targets are
generally better spreaders of perturbations than non-target proteins, and that cancer-
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related and metabolic disease-related proteins were shown to have an average
network distance to the related drug targets of 2.3 and ~5 network edges
[27]. This agrees with the notion that rapidly proliferating cells, like those in cancer,
are attacked at their central proteins, while differentiated cells, such as those
involved in type-2 diabetes, are attacked at the neighbours of central proteins.

Efficient restoration of the healthy state might be accomplished by a simultaneous
attack on many proteins, wherein the targeting efficiency on each of them may only
be partial. Via low affinity binding (or, occasionally, partial agonists), multi-target
drugs may avoid the frequent dual-trap of drug-resistance and toxicity [25, 28]. This
has been clearly stated by Bianchi and co-workers when discussing innovative
hypothesis for new, safer antiepileptic medications, as they stated that “the com-
plexity of neural processes underlying seizure activity may be more amenable to
multiple small perturbations than a single dominant mechanism” [29].

Precisely, a couple of interesting counterexamples to common thinking on the
invariable importance of developing high affinity and high efficacy drugs can be
found in the field of neurology. Memantine is one among few currently prescribed
treatments of moderate-to-severe Alzheimer’s disease and other types of dementia; it
is prescribed when acetylcholinesterase inhibitors are not tolerated. It was the first N-
methyl-D-aspartate receptors (NMDAR) antagonist approved for Alzheimer; several
others had been developed based on the conventional paradigm but failed in
advanced clinical trials in large part because of unacceptable side effects, including
cognitive impairment and Olney’s lesions [30, 31]. Memantine displays surprising
low- affinity binding to NMDARs (high nM to low μM range), fast on/off kinetics,
and almost no selectivity among NMDARs subtypes, being much better tolerated
than high affinity compounds with similar pharmacologic profiles. It also shows
uncompetitive antagonism on other receptors, including type 3 serotonin [32],
dopamine D2 [33] and nicotinic [34] receptors.

Another interesting example is the antiepileptic drug levetiracetam, which has
low affinity for its more frequently ascribed target, the synaptic vesicle protein
SV2A, but also a complex pharmacology which includes low affinity for high
voltage activated calcium channels [35]. Its recently approved high affinity, highly
selective analogue, brivaracetam (clearly developed under the target-driven para-
digm) has enhanced affinity and selectivity to SV2a (in the low nM range) [36]. It is
intriguing whether brivaracetam would prove to be more efficacious and/or safer in
the clinical scenario than levetiracetam. Meta-analysis studies and indirect compar-
isons have (very preliminarily) suggested brivaracetam is neither safer nor more
efficacious than levetiracetam, and even that levetiracetam might be better tolerated
[37, 38]. However, the methodologic approach to reach such conclusions has already
been criticized and subjected to debate [39, 40] and we should wait for future studies
to extract a more valid conclusion from the levetiracetam versus brivaracetam
comparison.

A third example comes from the field of antipsychotics, where initial therapeutic
approach involving inhibition of dopamine receptors as a primary target was asso-
ciated with extrapyramidal motor symptoms. Side effects were considerably reduced
by subsequent inclusion of anti-serotonergic activity, which also improved

66 L. N. Alberca and A. Talevi



therapeutic efficacy [41]. Later, the modulation of efficacies on different targets
involving partial and inverse agonism enabled functional selectivity on multiple
receptors, improving response rates and tolerability [42].

Balancing Affinities

One of the more significant challenges of multi-target drugs involves attaining an
optimal balance of their affinities to each of the pursued targets [43]; in other words,
the potency ratio of the multiple ligand on its targets should be optimized, so that
both targets are modulated to an appropriate (disease-modifying) degree in vivo at
similar plasma or brain concentrations. The key here is the meaning of “an appro-
priate degree”. In many available literature examples, the goal is to obtain in vitro
activities within an order of magnitude of each other, under the assumption that this
will lead to similar levels of receptor occupancy in vivo [44]. However, this may not
necessarily be the case.

Have in mind that the extent of modulation of a drug on a given target and the
impact of such modulation on the phenotype depend not only on the affinity of the
drug to the target but on a number of parameters including the number of copies of
the target in the disease-relevant tissue/cell, the levels of the target physiologic
substrate, the affinity of the physiologic substrate to the target, the in vivo exposure
of relevant tissues to the therapeutic agent, and the architecture of the metabolic
pathway/s in which the target participate. Often, in vivo models of the disease will be
required to find the optimal balance in potency on the targets of interest
[43, 44]. Alternatively, mathematical flux models can be employed to predict the
extent to which each target must be modulated for producing the desired therapeutic
effect. Metabolic control analysis and kinetic models are valuable, sometimes
overlooked tools to assist choosing appropriate drug targets and target combinations,
and to decide on the potency requirements on the selected target/s.

The previous discussion is closely related to both the way potential new targets
are proposed at present and the fact that drug candidates are not always exhaustively
characterized from a kinetic point of view [45] (for instance, the quantitative metrics
that are usually used to prioritize lead compounds, such as the IC50 values from
assays on the purified target or cell-based assays, are not able to fully account for
time-dependent changes in target engagement in the dynamic environment of the
human body).

How are potential drug targets discovered today? There is a diversity of
approaches, but genetic-driven target identification and validation has been gaining
increasing attention in the pharmaceutical field, and a very substantial proportion of
the drug discovery projects with direct genetic support to drug mechanism is
currently active or successful at Phase II clinical trials [46]. Genome-wide associa-
tion study findings have become a particularly powerful approach to identify inter-
mediate phenotypes controlling key checkpoints in disease pathogenesis that can be
modulated therapeutically. Differential expression of genes between diseased and
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healthy tissue is commonly taken as an indication of the specific targets of disease
pathways [47] (although of course, association does not necessarily mean causality).
Modern molecular approaches such as those based on small interfering RNA and
antisense oligonucleotides may also be employed to reveal unknown targets open to
therapeutic intervention. The phenotypical effects of gene downregulation (e.g. gene
suppression) are frequently hold as evidence of essentiality to support novel drug
targets [48].

However, as Saavedra and colleagues state in their recent, inspiring review on
metabolic control analysis, essentiality assessment should be complemented with
other considerations. Pharmacological inhibition of an enzyme or transporter that
takes part in a metabolic pathway of interest seldom reaches the high levels of
specific suppression achieved by the genetic strategies. Furthermore, there is nor-
mally an excess of enzyme/transporter activity in comparison to the pathway flux. In
general, the enzymes or transporters with higher control on the pathway fluxes will
be those with the lowest maximal velocities. Control refers to the degree of influence
that each element has on the flux and the metabolite concentrations of a metabolic
pathway. Partial modulation of a key, highly controlling (“leader”) nodes in a
metabolic pathway may have a substantial influence on the metabolic flux. In
contrast, almost complete inhibition of a low influencing (“follower”) node would
be required to significantly affect the pathway, otherwise the effect would be
negligible. The former discussion illustrates the idea that not every essential gene
product requires the same degree of modulation to attain the pursued output, and
that, with adequate parametrization, flux analysis can guide optimization of affinity
balance for multi-target agents. For instance, Yang et al. performed flux analysis of
the arachidonic acid metabolic network in human polymorphous leukocytes and
predicted the most promising target combinations for synergistic effects [49].

Target Compatibility from a Chemical Perspective

One of the central issues in target selection for multi-target drugs is the chemical
feasibility of a multi-target agent, which critically depends on the specificity require-
ments of the target combination. i.e. whether the targets are compatible in terms of
ligand accommodation [43].

Conceptually, the development of tailored multi-target agents relies on the
methodical combination of pharmacophores from single-target ligands, which may
vary from conjugating distinct pharmacophores through a linker, to partially or fully
overlapped pharmacophores [50]. Figure 1 illustrates the different options and pro-
vides examples of each of them. The conjugated pharmacophore approximation is
the one that will usually pose more difficulties to accommodate the ligand in the
different targets, whenever a stable linker is used to join both active scaffolds. The
use of such linkers will often lead to compounds of considerable size and
unfavourable pharmacokinetics (e.g., compounds that violate Lipinski’s rules and
have poor absorption and/or biodistribution). Whereas that issues may be solved by
the used of cleavable linkers, this also limits some of the merits of the single multi-
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target agent in comparison with combination therapies (e.g. reduced chances of drug
interactions), although others are maintained (e.g. treatment adherence due to sim-
plified posology). The fragment-based (conjugated pharmacophore) approach could
also result in poor ligand efficiency metrics [51], which represent the binding
efficiency per ligand atom. It might be speculated that, when engaged with one of
the targets, only a part of this type of molecule will be interacting with such target,
while the other part can become an obstacle for the binding event, reducing the
binding efficiency (this is schematically represented in the awkward topology of the
multi-blade key of Fig. 2, which resorts to the classic lock and key analogy to
conceptualize multi-target agents). For non-cleavable linkers, length and geometry
of the linker and attachment points to the pharmacophores will require special
attention [52]; the position and characteristics of the linker may be guided by SAR

Fig. 1 Three different types of multi-target ligands, based on divergent (a) and partially and fully
convergent pharmacophores (b and c, respectively). The examples were extracted fromMorphy and
Rankovic [60] and Proschak et al. [43]
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information on each separate pharmacophore. SAR on each individual target can
also be systematically explored to identify substituent vectors that are tolerated by all
targets of interest, as illustrated by a recent study on dual agents to counter
non-alcoholic steatohepatitis [53]. It should be noted that the situation might once
again resemble the Rubik’s cube solution, as the extreme, best points of one SAR
might exclude the best points of the other, and possibly a compromise solution
should be selected.

The development of fused multiple-targeting agents emerging from partially or
fully overlapping pharmacophores can be used to circumvent most of the limitations
of conjugated multi-target agents. It can be intuitively realized that such approach
requires the occurrence of similarities between the binding sites of the pursued
targets. Whereas it may be thought that designing a dual-target ligand is easier for
highly related targets (e.g. evolutionarily or functionally related, sharing substrate
specificity or having a common chemical modulator), increasing evidence suggests
that two unrelated targets might present binding site similarities [54, 55]. The
identification of binding site similarities can be indirectly inferred from ligand
similarities, as in the Similarity Ensemble Approach [56] or in a direct manner,
using binding site comparison approximations [57].

It has also been suggested that chemical determinants of promiscuity might be
tuned in favour of selective promiscuity, e.g. choosing chemotypes and scaffolds
linked to a polypharmacology behaviour [58]. For instance, Hu and Bajorath have
observed that specific chemical scaffolds seem to be related to particular sets of
target families [59].

Some Considerations on Computational Approaches

Both structure- and ligand-based computational approximations may probe valuable
to assist the rational discovery of multi-target agents. Strategies to obtain multiple
ligands include virtual screening of compound libraries to identify potential binders

Fig. 2 Classic lock and key analogy adapted to multi-target agents
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simultaneously matching the structural requirements of all the targets of interest
[61]; such in silico screen may include molecular docking, pharmacophore align-
ment or QSAR approaches. However, it has been discussed that, if looking for
compounds for which affinity for a given pursued target is independent of affinity for
the other ones (i.e. non-overlapping pharmacophores) the overall Positive Predictive
Value (PPV, i.e. the probability of a predicted multi-target candidate confirming its
activity against all predicted targets) will substantially decrease with the number of
pursued targets, as the overall PPV would be the product of each individual PPV for
a single target [12]. Accordingly, the use of overlapping pharmacophores would be
also recommended from this perspective.

Alternatively, molecular docking and pharmacophore matching can also be used
to design novel chemical multi-target entities.

In the particular case of using independent pharmacophores for each target,
particular attention should be paid in this case to the definition of excluded volumes,
in order to avoid clashes with the biological targets that lead to inactive compounds
even though positive pharmacophore features are matched [62]. Alternatively, con-
sensus pharmacophore models can also be developed to cover the common
pharmacophore features of both targets of interest [63].

Conclusions

Network-based drug discovery integrates systems biology thinking, computational
technology and omics data, providing a framework for the development of innova-
tive therapeutic solutions. It challenges some deep-rooted concepts in the field of
pharmaceutical research, e.g. the target-driven discovery and the notion that potent
(nM) drug candidates should be pursued. Whereas these might still be valid concepts
in some scenarios, they should be (and are being) revised, as strict adherence to
existing paradigms could result in loosing valuable opportunities for improved
therapeutics. The general idea here is not to discard previous ways of thinking, but
to expand them and complement them with new ones, and to understand in which
circumstances one might be more appropriate (i.e. lead to better results) than the
others. In particular, the network strategy could be especially adequate when
searching for therapeutic solutions for complex disorders (neurodegenerative con-
ditions, mood disorders, epilepsies, metabolic diseases) and conditions prone to drug
resistance development (i.e. cancer, infectious diseases).

Some of the more salient expressions of network pharmacology in the field of
therapeutics involve the selection of target and target combinations that hold the
greatest potential for pharmacological intervention (enhanced efficacy/safety bal-
ance); the renewed interest in phenotypic screening and; polypharmacology.

Polypharmacology is not a novel strategy (in fact, most herbal drugs and many
old drugs discovered through phenotypic screening are multi-target agents); how-
ever, we are now in a position to approach it in a very rational manner, from
choosing optimal target combinations to computer-aided drug design. As a matter
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of fact, tailored multi-target agents combine the best of the two precedent paradigms
(phenotypic- and target-guided discovery), with certain specific concerns and pecu-
liarities that have been overviewed throughout the chapter.

Network-pharmacology implies disregarding excessively reductionist approaches
and realizing that we are not aiming at isolated targets, but we are targeting whole
disease or physiologic pathways. Of particular note is the idea that essentiality,
druggability and assayability are not the only points that define a potentially good
drug target, but also the degree of control that it exerts on a given pathway in
(dynamic) physiologic conditions.

References

1. Zheng, W., N. Thorne, and J. McKew. 2013. Phenotypic screens as a renewed approach for
drug discovery. Drug Discovery Today 18 (21–22): 1067–1073.

2. Margineanu, D. 2014. Systems biology, complexity, and the impact on antiepileptic drug
discovery. Epilepsy & Behavior 38: 131–142.

3. Cruz-Monteagudo, M., S. Schürer, E. Tejera, Y. Pérez-Castillo, J. Medina-Franco, A. Sánchez-
Rodríguez, and F. Borges. 2017. Systemic QSAR and phenotypic virtual screening: chasing
butterflies in drug discovery. Drug Discovery Today 22 (7): 994–1007.

4. Lo, Y., S. Rensi, W. Torng, and R. Altman. 2018. Machine learning in chemoinformatics and
drug discovery. Drug Discovery Today 23 (8): 1538–1546.

5. Croston, G. 2017. The utility of target-based discovery. Expert Opinion on Drug Discovery
12 (5): 427–429.

6. Talevi, A. 2015. Multi-target pharmacology: Possibilities and limitations of the “skeleton key
approach” from a medicinal chemist perspective. Frontiers in Pharmacology 6: 205.

7. Ramsay, R., M. Popovic-Nikolic, K. Nikolic, E. Uliassi, and M. Bolognesi. 2018. A perspective
on multi-target drug discovery and design for complex diseases. Clinical and Translational
Medicine 7 (1): 3.

8. Hopkins, A. 2008. Network pharmacology: The next paradigm in drug discovery. Nature
Chemical Biology 4 (11): 682–690.

9. Chen, Y., J. Zhu, P. Lum, X. Yang, S. Pinto, D. MacNeil, C. Zhang, J. Lamb, S. Edwards,
S. Sieberts, A. Leonardson, L. Castellini, S. Wang, M. Champy, B. Zhang, V. Emilsson,
S. Doss, A. Ghazalpour, S. Horvath, T. Drake, A. Lusis, and E. Schadt. 2008. Variations in
DNA elucidate molecular networks that cause disease. Nature 452 (7186): 429–435.

10. Aloy, P., and R. Russell. 2004. Taking the mystery out of biological networks. EMBO Reports
5 (4): 349–350.

11. Whitacre, J. 2012. Biological robustness: Paradigms, mechanisms, and systems principles.
Frontiers in Genetics 3: 67.

12. Talevi, A. 2016. Tailored multi-target agents. Applications and design considerations. Current
Pharmaceutical Design 22 (21): 3164–3170.

13. Swinney, D., and J. Anthony. 2011. How were new medicines discovered? Nature Reviews.
Drug Discovery 10 (7): 507–519.

14. Groenendijk, F., and R. Bernards. 2014. Drug resistance to targeted therapies: Déjà vu all over
again. Molecular Oncology 8 (6): 1067–1083.

15. Talevi, A., and B. Luis Enrique. 2013. On the development of new antiepileptic drugs for the
treatment of Pharmacoresistant epilepsy: Different approaches to different hypothesis. In
Pharmacoresistance in epilepsy, ed. L. Rocha and E. Cavalheiro, 1st ed., 207–224.
New York: Springer.

72 L. N. Alberca and A. Talevi



16. Yao, J., and C. Rock. 2016. Resistance mechanisms and the future of bacterial Enoyl-acyl
carrier protein reductase (FabI) antibiotics. Cold Spring Harbor Perspectives in Medicine 6 (3):
a027045.

17. Pinto, J., R. Machado, J. Xavier, and M. Futschik. 2014. Targeting molecular networks for drug
research. Frontiers in Genetics 5: 160.

18. Reddy, A., and S. Zhang. 2013. Polypharmacology: Drug discovery for the future. Expert
Review of Clinical Pharmacology 6 (1): 41–47.

19. Hughes, J., S. Rees, S. Kalindjian, and K. Philpott. 2011. Principles of early drug discovery.
British Journal of Pharmacology 162 (6): 1239–1249.

20. Kola, I., and J. Landis. 2004. Can the pharmaceutical industry reduce attrition rates? Nature
Reviews. Drug Discovery 3 (8): 711–716.

21. Schuster, D., C. Laggner, and T. Langer. 2005. Why drugs fail – a study on side effects in new
chemical entities. Current Pharmaceutical Design 11 (27): 3545–3559.

22. Talevi, A. 2018. Computer-aided drug design: An overview. Methods in Molecular Biology
1762: 1–19.

23. Lusher, S., R. McGuire, R. Azevedo, J. Boiten, R. van Schaik, and J. de Vlieg. 2011. A
molecular informatics view on best practice in multi-parameter compound optimization. Drug
Discovery Today 16 (13–14): 555–568.

24. Yu, H., P. Kim, E. Sprecher, V. Trifonov, andM. Gerstein. 2007. The importance of bottlenecks
in protein networks: Correlation with gene essentiality and expression dynamics. PLoS Com-
putational Biology 3 (4): e59.

25. Csermely, P., T. Korcsmáros, H. Kiss, G. London, and R. Nussinov. 2013. Structure and
dynamics of molecular networks: A novel paradigm of drug discovery. Pharmacology &
Therapeutics 138 (3): 333–408.

26. Ágoston, V., P. Csermely, and S. Pongor. 2005. Multiple weak hits confuse complex systems:
A transcriptional regulatory network as an example. Physical Review E 71 (5): 051909.

27. Perez-Lopez, Á., K. Szalay, D. Türei, D. Módos, K. Lenti, T. Korcsmáros, and P. Csermely.
2015. Targets of drugs are generally and targets of drugs having side effects are specifically
good spreaders of human interactome perturbations. Scientific Reports 5 (1): 10182.

28. Farkas, I., T. Korcsmaros, I. Kovacs, A. Mihalik, R. Palotai, G. Simko, K. Szalay, M. Szalay-
Beko, T. Vellai, S. Wang, and P. Csermely. 2011. Network-based tools for the identification of
novel drug targets. Science Signaling 4 (173): pt3.

29. Bianchi, M., J. Pathmanathan, and S. Cash. 2009. From ion channels to complex networks:
Magic bullet versus magic shotgun approaches to anticonvulsant pharmacotherapy. Medical
Hypotheses 72 (3): 297–305.

30. Lipton, S. 2006. Paradigm shift in neuroprotection by NMDA receptor blockade: Memantine
and beyond. Nature Reviews. Drug Discovery 5 (2): 160–170.

31. Zheng, H., M. Fridkin, and M. Youdim. 2014. From single target to multitarget/network
therapeutics in Alzheimer’s therapy. Pharmaceuticals 7 (2): 113–135.

32. Rammes, G., R. Rupprecht, U. Ferrari, W. Zieglgänsberger, and C. Parsons. 2001. The
N-methyl-d-aspartate receptor channel blockers memantine, MRZ 2/579 and other amino-
alkyl-cyclohexanes antagonise 5-HT3 receptor currents in cultured HEK-293 and N1E-115
cell systems in a non-competitive manner. Neuroscience Letters 306 (1–2): 81–84.

33. Seeman, P., C. Caruso, and M. Lasaga. 2007. Memantine agonist action at dopamine D2High
receptors. Synapse 62 (2): 149–153.

34. Aracava, Y., E. Pereira, A. Maelicke, and E. Albuquerque. 2005. Memantine blocks 7�
nicotinic acetylcholine receptors more potently than N-methyl-D-aspartate receptors in rat
hippocampal neurons. The Journal of Pharmacology and Experimental Therapeutics 312 (3):
1195–1205.

35. Klitgaard, H., A. Matagne, J. Nicolas, M. Gillard, Y. Lamberty, M. De Ryck, R. Kaminski,
K. Leclercq, I. Niespodziany, C. Wolff, M. Wood, J. Hannestad, Kervyn, and B. Kenda. 2016.
Brivaracetam: Rationale for discovery and preclinical profile of a selective SV2A ligand for
epilepsy treatment. Epilepsia 57 (4): 538–548.

The Efficiency of Multi-target Drugs: A Network Approach 73



36. Gillard, M., B. Fuks, K. Leclercq, and A. Matagne. 2011. Binding characteristics of
brivaracetam, a selective, high affinity SV2A ligand in rat, mouse and human brain: Relation-
ship to anti-convulsant properties. European Journal of Pharmacology 664 (1–3): 36–44.

37. Zhang, L., S. Li, H. Li, and X. Zou. 2016. Levetiracetam vs. brivaracetam for adults with
refractory focal seizures: A meta-analysis and indirect comparison. Seizure 39: 28–33.

38. Zhu, L., D. Chen, D. Xu, G. Tan, H. Wang, and L. Liu. 2017. Newer antiepileptic drugs
compared to levetiracetam as adjunctive treatments for uncontrolled focal epilepsy: An indirect
comparison. Seizure 51: 121–132.

39. Borghs, S., M. Charokopou, C. Brandt, and P. Klein. 2016. Response to Zhang et al.:
Levetiracetam vs. brivaracetam for adults with refractory focal seizures: A meta- analysis and
indirect comparison. Seizure 41: 182–183.

40. Lin, Z., and Z. Xiaoyi. 2016. Response to “Response to Zhang et al.:
Levetiracetam vs. brivaracetam for adults with refractory focal seizures: A meta-analysis and
indirect comparison”. Seizure 41: 184–186.

41. Wong, E., F. Tarazi, and M. Shahid. 2010. The effectiveness of multi-target agents in schizo-
phrenia and mood disorders: Relevance of receptor signature to clinical action. Pharmacology
& Therapeutics 126 (2): 173–185.

42. Roth, B., D. Sheffler, and W. Kroeze. 2004. Magic shotguns versus magic bullets: Selectively
non-selective drugs for mood disorders and schizophrenia. Nature Reviews. Drug Discovery
3 (4): 353–359.

43. Proschak, E., H. Stark, and D. Merk. 2019. Polypharmacology by design: A medicinal
Chemist’s perspective on multitargeting compounds. Journal of Medicinal Chemistry 62 (2):
420–444.

44. Morphy, R., and Z. Rankovic. 2005. Designed multiple ligands. An emerging drug discovery
paradigm. Journal of Medicinal Chemistry 48 (21): 6523–6543.

45. Tonge, P. 2018. Drug–target kinetics in drug discovery. ACS Chemical Neuroscience 9 (1):
29–39.

46. Floris, M., S. Olla, D. Schlessinger, and F. Cucca. 2018. Genetic-driven Druggable target
identification and validation. Trends in Genetics 34 (7): 558–570.

47. Cascante, M., L. Boros, B. Comin-Anduix, P. de Atauri, J. Centelles, and P. Lee. 2002.
Metabolic control analysis in drug discovery and disease. Nature Biotechnology 20 (3):
243–249.

48. Saavedra, E., Z. Gonzalez-Chavez, R. Moreno-Sanchez, and P. Michels. 2018. Drug target
selection for Trypanosoma cruzi metabolism by metabolic control analysis and kinetic model-
ing. Current Medicinal Chemistry 25: 1–19.

49. Yang, K., W. Ma, H. Liang, Q. Ouyang, C. Tang, and L. Lai. 2007. Dynamic simulations on the
arachidonic acid metabolic network. PLoS Computational Biology 3 (3): e55.

50. Morphy, R., C. Kay, and Z. Rankovic. 2004. From magic bullets to designed multiple ligands.
Drug Discovery Today 9 (15): 641–651.

51. Hopkins, A., G. Keserü, P. Leeson, D. Rees, and C. Reynolds. 2014. The role of ligand
efficiency metrics in drug discovery. Nature Reviews. Drug Discovery 13 (2): 105–121.

52. Walles, M., A. Connor, and D. Hainzl. 2018. ADME and safety aspects of non- cleavable
linkers in drug discovery and development. Current Topics in Medicinal Chemistry 17 (32):
3463–3475.

53. Schmidt, J., M. Rotter, T. Weiser, S. Wittmann, L. Weizel, A. Kaiser, J. Heering, T. Goebel,
C. Angioni, M. Wurglics, A. Paulke, G. Geisslinger, A. Kahnt, D. Steinhilber, E. Proschak, and
D. Merk. 2017. A dual modulator of Farnesoid X receptor and soluble epoxide hydrolase to
counter nonalcoholic steatohepatitis. Journal of Medicinal Chemistry 60 (18): 7703–7724.

54. Haupt, V., S. Daminelli, and M. Schroeder. 2013. Drug promiscuity in PDB: Protein binding
site similarity is key. PLoS One 8 (6): e65894.

55. Barelier, S., T. Sterling, M. O’Meara, and B. Shoichet. 2015. The recognition of identical
ligands by unrelated proteins. ACS Chemical Biology 10 (12): 2772–2784.

74 L. N. Alberca and A. Talevi



56. Keiser, M., B. Roth, B. Armbruster, P. Ernsberger, J. Irwin, and B. Shoichet. 2007. Relating
protein pharmacology by ligand chemistry. Nature Biotechnology 25 (2): 197–206.

57. Ehrt, C., T. Brinkjost, and O. Koch. 2016. Impact of binding site comparisons on medicinal
chemistry and rational molecular design. Journal of Medicinal Chemistry 59 (9): 4121–4151.

58. Bellera, C.L., M.L. Sbaraglini, L.N. Alberca, J.I. Alice, and A. Talevi. 2019. In silico modeling
of FDA-approved drugs for discovery of therapies against neglected diseases: A drug
repurposing approach. In In silico drug design, ed. K. Roy, 1st ed., 625–648. Academic
Press, London, UK.

59. Hu, Y., and J. Bajorath. 2010. Polypharmacology directed compound data mining: Identifica-
tion of promiscuous chemotypes with different activity profiles and comparison to approved
drugs. Journal of Chemical Information and Modeling 50 (12): 2112–2118.

60. Morphy, R., and Z. Rankovic. 2006. The physicochemical challenges of designing multiple
ligands. Journal of Medicinal Chemistry 49 (16): 4961–4970.

61. Ma, X., Z. Shi, C. Tan, Y. Jiang, M. Go, B. Low, and Y. Chen. 2010. In-silico approaches to
multi-target drug discovery. Pharmaceutical Research 27 (5): 739–749.

62. Handler, N. 2017. Pharmacophore generation for multiple ligands. In Drug selectivity: An
evolving concept in medicinal chemistry, ed. N. Handler and H. Buschmann, 1st ed.,
275–312. Weinheim: Wiley-VCH Verlag GmbH & Co.

63. Sindhu, T., and P. Srinivasan. 2015. Identification of potential dual agonists of FXR and TGR5
using e-pharmacophore based virtual screening. Molecular BioSystems 11 (5): 1305–1318.

The Efficiency of Multi-target Drugs: A Network Approach 75



Mining Complex Biomedical Literature
for Actionable Knowledge on Rare Diseases

Vinicius M. Alves, Stephen J. Capuzzi, Nancy Baker, Eugene N. Muratov,
Alexander Trospsha, and Anthony J. Hickey

Introduction

Since the Enlightenment, the approach to physical, chemical, and biological pro-
cesses has involved the development of analytical methods that would use quanti-
tative data to build simple integrated models leading to prediction of drug action
[1]. This was a logical approach as it could capture a large quantity of data in a
manner that was easy to store and transmit from one individual to the another.
However, as scientific research has become increasingly prominent type of human
activity, there has been a dramatic growth of scientific publications reporting the
research outcomes in a form combining both textual description and numerical data
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[2]. Most scientists do spend a lot of time thinking about the best verbal ways of
describing and reasoning over their results and thus, a lot of useful information and
knowledge could be obtained by reading the scientific literature. As important as
reading is in the life of every scientist, the process of obtaining summative knowl-
edge compiled from many publications is a non-scalable effort [3].

Fortunately, the advent of computer technology enables storing and efficient
processing of large amounts of data, including textual sources. The analysis of this
complex data allows mechanistic inferences to be drawn that promote novel hypoth-
eses that illuminate fundamental natural phenomena. The importance of evolving
computational methods that allow consideration of a wide range of data and their
implications cannot be understated [4].

The current exponentially increasing cost and decades of inefficiency in drug
discovery and development have resulted in a problematic situation with respect to
pharmaceutical innovation and commercialization. The overwrought drug discovery
pipeline may take up 15 years to develop a successful drug (considering hit-to-lead
discovery/development, pre-clinical, and clinical studies), with an average cost
estimated to be from $800 million to $1.5 billion [5]. This process is deemed as
inadequate and unsustainable, especially as concerning its ability to provide a
therapy for diseases that affect people in poor parts of the world, such as tropical
diseases, as well as those affecting a limited number of patients, such as rare
diseases, due to the potential resulting low revenue [6, 7]. A disruptive approach is
required that can bring about revolutionary, not evolutionary, change equivalent to
the changes that have occurred in the communications, electronics and financial
industries over the last 25 years.

Rare diseases, which are defined as a condition that affects fewer than 200,000
people in the United States and 1 in 2000 people in the European Union, are
particularly in need of disruptive and revolutionary drug discovery paradigms.
Although, individually each rare disease affects a small portion of the total popula-
tion only, their collective effect on the human population is substantial as there are
over 7000 rare diseases that roughly affect 25–30 million people in the United States
[8]. Alarmingly, very few patients can be treated with an approved medicine. Taken
together, rare diseases represent a substantial burden on individuals, families, and
whole economies [9, 10].

Developing a drug for a rare disease, on average, is half the cost of common
diseases [11]. Still, considering the smaller amount of data and investment, any
innovative approaches to treat these diseases will likewise be of value for drug
discovery writ large. It is anticipated that once paradigms are developed for the rare
diseases drug discovery, which have less financial benefit than more prevalent
diseases, drug discovery efforts in general will become more efficient [12]. In
addition to financial concerns and a limited patient populations, rare disease drug
discovery also suffers from sparse and heterogeneous data [13], which hamper the
ability to draw novel insights and treatment hypotheses. However, a growing
number of rare diseases registries has been incorporate within in different databases
[14, 15], such as Pharos [16] (https://pharos.nih.gov/), ClinVar [17, 18] (https://
www.ncbi.nlm.nih.gov/clinvar/), the Online Mendelian Inheritance in Man (OMIM)
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(https://omim.org/), among others [7]. While efforts have been made to promote the
sharing of information between multi-disciplinary collaborations [19], there is still
need to curate and properly integrate all of this information [13, 20–22].

Computational approaches have emerged as a practical solution to accelerate drug
discovery efforts and reduce costs [23, 24]. One promising approach, named
Literature-Based-Discovery (LBD), seeks to unlock biological observations hidden
within informational sources, such as published texts and manuscripts [25]. Since
1988, when the relationship between magnesium and migraine was discovered in the
literature by Swanson [26], other treatment hypotheses have been generated for
many diseases, such as Parkinson’s disease [27], multiple sclerosis [28], and cancer
[29]. This approach has been also used to elucidate adverse drug effects [25, 30]. As
such, LBD is a powerful new technology in the drug discovery arsenal.

In this chapter, we aim to review the status of available biomedical data on
PubMed and describe how mining complex drug-target-disease relationships within
this database could contribute to finding new targets, new repurposed medications,
and novel drug candidates for rare diseases. The intent of the following discussion is
to focus on the impact of consideration of complexity in drug discovery and clinical
data to allow new therapies to emerge that can be rapidly screened and progressed to
clinical application. The overall approach described may likely be one component of
a strategy that will regenerate pharmaceutical development and promote a rational
approach to the pharmacological element of health care delivery.

Biomedical Knowledge Data in the Scientific Literature

Bioactivity data such as the outcome of in vivo and in vitro assays have been growing
extensively in publicly available repositories such as ChEMBL [31, 32] (https://
www.ebi.ac.uk/chembl/) and PubChem [33, 34] (http://pubchem.ncbi.nlm.nih.gov/).
Despite the growth of these databases, the scientific literature remains the largest
repository of untapped biomedical data [2]. The United States National Library of
Medicine (NLM) journal citation database (MEDLINE) is the preeminent source of
biomedical literature, with ~30 million citations [35]. This database can be accessed
through PubMed, a search engine maintained by NLM at the National Institutes of
Health (NIH). It is possible to retrieve reference for scientific articles stored in
MEDLINE by querying specific terms named Medical Subject Headings (MeSH)
[36], which are used to index and categorize publications stored in MEDLINE.
MeSH terms encompass most drugs, targets, and diseases present in scientific
publications and could potentially be used to accelerate drug discovery [37].

The major approach to manipulate knowledge stored in the literature is through
natural language processing, a subfield of artificial intelligence that allows com-
puters to understand, interpret, and manipulate human language [38]. For this
purpose, many dictionary-based systems that recognize passages in the literature
with ontological terms have been proposed and evaluated [39]. The SciLite Anno-
tations platform (https://europepmc.org/Annotations) provides means to link
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research articles with biological data through text mining [40]. In a 2016 study, text
mining on PubMed and social network analysis were integrated to analyze gene-
gene interactions in order to identify new potential biomarkers for breast cancer
[41]. More recently, text mining has been used to analyze gene-disease associations
present in PubMed by integrating MeSH terms and co-occurrence methods [42].

Drug Repurposing

As discussed in the introduction, it may take a drug up to 15 years to reach the
market [43]. This process usually includes discovery and development research,
preclinical studies (in vitro/in vivo evaluation),0020and clinical research, divided in
Phase I (safety and dose evaluation in healthy individuals), Phase II (efficacy and
safety in small number of patients), Phase III (efficacy and safety in large number of
patients), and Phase IV (post-market safety monitoring). During Phase II, approxi-
mately 90% of the compounds fail due to safety concerns and poor efficacy [44].

Drug repurposing, also known as repositioning or reprofiling, is a strategy to
identify novel uses for approved or investigational drugs that are outside of the
original therapeutic indication [45]. Recently, this approach has been a trending
topic among researchers [46] and has attracted attention of companies due to the
reduced cost associated with the low risk of failure, especially when safety evalua-
tion has already been completed in preclinical and clinical trials [47]. Because
repurposed drugs can skip safety evaluation during preclinical and Phase I studies,
it is estimated that developing a repurposed drugs costs on average only $300 million
over a 6.5 year period [48]. In addition to reduced cost and time, approximately 30%
of repurposed drugs are approved, which can be seen as a market-oriented incentive
to companies [45, 49]. For comparison, the typical approval rate for drugs entering
clinical trials is 9.6% [50].

Repurposing studies very often are initiated after unexpected drug effects are
observed during clinical trials or during pharmacovigilance upon their release on the
market [51]. Many of the current repurposing studies have been initiated thanks to a
serendipitous observation of unexpected drug effects upon clinical trials or following
their release on the market. Prime examples of such discoveries are the stories of
sildenafil (Viagra®) [52] and thalidomide [53, 54].

Recently, it has been shown in a bibliographic study [55] that more than 60% of
all approved drugs or drug candidates (�35,000) have been tried in more than one
disease, including 189 drugs that have been tried in >300 diseases each. Considering
only approved drugs, more than 30% have been tested during their lifetime for at
least one additional indication following their original approval [55]. Despite several
success cases, drug repurposing still faces lack of financial support due to potentially
low return, lower drug prices, and short patent duration [56, 57]. Nevertheless, this
approach is still considered promising, especially for rare diseases [58]. Small grant
programs to help develop drugs or treatments for rare diseases are usually available
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from rare disease foundations [59]. The National Organization for Rare Disorders
(NORD) (http://rarediseases.org/) provides recommendations to such organizations.

Using Chemotext to Infer Novel Therapies and Targets

Biological insights about the etiology of diseases, such as causative protein muta-
tions or aberrant pathway signaling, and the potential drug treatments of these
diseases are stored primarily in the biomedical literature [2]. As such, there exists
biomedically relevant relationships between drugs, biological targets, and diseases,
which we call DTD triangles, that lie latent within published texts [3, 60]. Using text-
mining approaches, therefore, these DTD triangles can be identified and extracted
from the published biomedical literature [61].

Text-mining capabilities in conjunction with the wealth of text-based data stored
within PubMed considerations led to the development of Chemotext [62], a compu-
tational algorithm which extracts MeSH terms describing “drugs”, “targets”, and
“diseases” and generates DTD triangles. Chemotext is based on the frequency with
which MeSH terms of interest co-occur in abstracts of papers annotated in PubMed.
Chemotext is thus an extension of Swanson’s ABC paradigm wherein “A” terms are
drug (chemical) MeSH terms, “B” terms are target-associated MeSH terms, i.e.,
proteins and pathways, and “C” terms are disease MeSH terms (Fig. 1).

The underlying DTD triangle generation starts with the observation that the
MeSH term of drug “A” co-occurs in the same articles as the MeSH term of target
“B” while the MeSH term of disease “C” co-occurs in the same or additional articles
with the same target B. Thus, if drug A and disease C have not been mentioned
together in the same article, an “A–C” connection mediated though target B can be
inferred, completing a DTD triangle. This analysis, enabled by the Chemotext
approach, leads to the identification of a new possible therapeutic use of drug “A”.

Fig. 1 Swanson’s ABC
paradigm incorporated in
Chemotext. Chemical A is
proposed to affect disease C
since both terms are
associated with target
B. Solid lines (edges)
indicate an actual text-based
relationship, while dashed
lines (edges) indicate
proposed connections
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The power and efficacy of Chemotext is demonstrated by elucidation of the
antineoplastic agent imatinib as a potential drug repurposing candidate for the
treatment of severe refractory asthma. Imatinib is an FDA-approved tyrosine kinase
inhibitor that is used in the treatment chronic myeloid leukemia (CML). Imatinib
inhibits the activity of KIT, which reduces bone marrow mast-cell numbers in
patients with CML [63]. KIT is also present in lung mast cells and was hypothesized
as a basis of the pathobiology of severe refractory asthma [64], which is character-
ized by an adverse response to traditional glucocorticoid asthma treatment [65]. Fig-
ure 2 shows how Chemotext can be used to link Imatinib (A), Proto-Oncogene
Proteins c-kit (B), and asthma (C).

In 2017, a proof-of-principle trial demonstrated that imatinib reduced airway
hyperresponsiveness, a physiological marker of severe asthma, as well as on airway
mast-cell numbers and activation in patients with severe asthma. Since this publica-
tion had not yet been entered into the.

MEDLINE database, it was used a validation test of the Chemotext algorithm.
Through co-occurrences of these MeSH terms in previously published studies,
Chemotext was used to draw the interference between imatinib, KIT, and asthma,
which constitutes a DTD triangle (Fig. 2). This case study demonstrates that
Chemotext can identify drug repurposing candidates and targets through text-
based inferences alone.

Mining Other Sources of Biomedical Data for Drug
Repurposing

Mining literature data can afford rapid identification of all published studies that
could confirm connections between drugs, their targets, underlying biological path-
ways, and diseases, including enabling new inferences of such connections
[3, 60]. The elucidation of the mechanistic relationships between these connections
is at the core of modern drug discovery research [61]. Currently, there are several
databases with valuable information for drug discovery that could be connected to
complete a DTD triangle. ChEMBL [31, 32] (https://www.ebi.ac.uk/chembl/) and
PubChem [33, 34] (http://pubchem.ncbi.nlm.nih.gov/) contain many chemical–tar-
get (“A–B”) and chemical–disease (“A– C”) relationships. Other databases contain
target–disease (“B–C”) associations, such as ClinVar [17, 18] (https://www.ncbi.
nlm.nih.gov/clinvar/), the Online Mendelian Inheritance in Man (OMIM) (https://
omim.org/). Pharos [16] (https://pharos.nih.gov/), specifically, contains data on the
whole DTD triangle for many diseases. Several databases are available containing
parts of the triangle available for rare diseases, such as Malacards [66] (http://www.
malacards.org/ the National Organization for Rare Disorders (NORD) [67] (https://
rarediseases.org/), the Genetic and Rare Diseases Information Center (GARD) [68]
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(https://rarediseases.info.nih.gov/), and the Infohub for Rare Diseases (https://
rarediseases.oscar.ncsu.edu/).

Recently, NIH has launched the Biomedical Data Translator program (https://
ncats.nih.gov/translator), which has integrated many data sources with multiple

Fig. 2 Example showing how Chemotext connects Imatinib and Asthma with shared terms. In this
example, query terms “Imatinib” and “Asthma” were searched in the Find Shared Terms module.
The list of full associations was filtered by Proteins-Pathways-Intermediaries-Other. The MeSH
term “Proto- Oncogene Proteins c-kit” was the fourth highest ranked shared term (two shared
articles) selected as the potential biological target in the clinical outcome pathway
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types of content, such as diseases, patient-reported outcomes, electronic health
records, microbiome, proteins, genes, chemicals, among others. This massive project
attempts to integrate currently available medical research data towards accelerated
development of new treatments. The major challenge to establish valuable connec-
tions, as in any data science project, is proper curation of the data [13, 20–22]. To
establish useful relationships between these sources of data, knowledge graphs have
emerged as a practical solution. A knowledge graph is a network of entities that
acquires and integrates information into an ontology and applies a reasoner to derive
new knowledge [68]. A 2016 study has applied network-based modeling within to
identify promising multi-target drugs for triple negative breast cancer [11]. More
recently, a study has applied knowledge graphs to integrate different data sources on
diseases and drugs to suggest the repurposing of 21 drugs for Autosomal Dominant
Polycystic Kidney Disease (ADPKD) [68].

There has also been a growing interest in using social media to supplement
established approaches for pharmacovigilance [69, 70]. The use of social media,
also called “social listening”, therefore, is a potential resource for repurposing.
Social media has been recently used in public health to estimate trends of cholera
outbreak in the after math of the 2010 earthquake in Haiti [71], seasonal influenza
surveillance [72], and onset of mental illness [73]. As previously discussed, many
repurposed drugs have been discovered through adverse side effects observed during
clinical trials or pharmacovigilance. Many people have used social media to report
adverse effects of their medications. Several studies analyzing adverse reactions on
social media have been published recently [30, 74, 75], which makes social media a
potential source of adverse effect data to be mined for repurposing.

Drug Repurposing and Bibliometric Analysis on Rare
Diseases

Several repurposing stories for rare diseases have been reported in the recent years.
For instance, metformin has been studied to treat idiopathic pulmonary fibrosis
[76]. A recent study suggests that inhibitors of p110β, a catalytic subunit of the
phosphoinositide 3-kinase (PI3K) gene family, commonly associated with cancer,
might prevent cognitive and behavioral defects and become a promising disease-
modifying strategy for fragile X syndrome and other brain disorders [77]. Fenflur-
amine, initially proposed as a an appetite suppressant and withdrawn from the
market, has been submitted to the FDA for the treatment of Dravet syndrome [78].

Many computational approaches historically applied for drug discovery, such as
quantitative structure-activity relationships (QSAR) modeling, similarity search,
molecular docking, etc., have been successfully applied for drug repurposing as
well [79]. Computational drug repurposing approaches have been widely applied to
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neglected tropical diseases [80–84], and, more recently, to rare diseases [58, 83]. The
eMatchSite, a platform for compare drug-binding sites have been applied to propose
the possibility to repurpose a steroidal aromatase inhibitor to treat Niemann-Pick
disease type C [85]. A structure-based virtual screening approach has been applied to
screen FDA approved drugs on ENGase, a potential target for the treatment of
N-Glycanase (NGLY1) deficiency. The authors experimentally confirmed the activ-
ity of rabeprazole (IC50 ¼ 4.4. μM) on ENGase as a promising treatment to patients
suffering from NGLY1 deficiency [69].

Mining literature data allows the exploitation of opportunities to reposition
known drugs interacting with proteins associated with diseases [3, 60]. The integra-
tion of data on drug-target-disease to form networks has become a valuable approach
for computational drug repositioning research [86]. Recently, a study has used
bioinformatics methods and bibliographic research to propose the repositioning of
some drugs as potential competitors against idiopathic pulmonary fibrosis [87].

As of June of 2019, there are 244,911 references with the term “rare disease”
through the text and 17,134 references with the term “rare disease” in the title or
abstract. Here, we performed a brief bibliometric analysis on drug repurposing for
rare diseases, similar to the one that was recently published by Baker et al. [55]. We
mined PubMed using earlier text-mining work [37] to identify articles in PubMed
where a chemical entity was described in terms of its therapeutic association with a
rare disease. We determined this relationship by examining the MeSH annotations in
a stepwise manner (described in the supplementary material online). All drug–
disease combinations were extracted, along with the year the article was published,
into a separate dataset. This set included citations with no abstract and those in
languages other than English, as long as they were annotated, and the annotations
met the criteria.

In our analysis, we found that only 1267 out of more than 7000 rare diseases have
been studied in association with a chemical entity. It was known that only a small
fraction of rare diseases has associated treatments, but our findings reveal there is
still a major gap in research for rare diseases, since many of them have not been
associated with any chemical entity as a potential treatment. These findings reinforce
the need to expand research on the development of novel therapies for rare diseases.
As one can see in Fig. 3, 6570 out of 12,376 chemicals (53%) have been associated
with only one rare disease, while 4796 (38%) have been associated with two to ten
diseases, 984 (7.0%) have been associated with eleven to 100 diseases, and
26 (0.20%) chemicals with more than 100 diseases.

We show in Table 1 the top 30 drugs that were tested for rare diseases. Sixteen out
of 30 were among the top drugs most tested in the previous study [55]. As one can
see, most of these drugs are used to suppress the immune system and/or to decrease
inflammation, such as glucocorticoid medications (prednisone, prednisolone, dexa-
methasone, methylprednisolone, hydrocortisone, and cortisone), cancer chemother-
apy agents (cyclophosphamide, bevacizumab, methotrexate), and medications used
to prevent transplant rejections (sirolimus, rituximab, cyclosporine). The rare
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diseases with most publications and chemicals tested are presented in Table 2. Most
of these diseases are rare forms of cancer, such as sarcoma, and neoplasm, and
multiple forms of carcinoma, which explains why most of the most studied drugs
present in Table 1 are suppressant of immune system, anti-inflammatory, and anti-
cancer drugs. Surprisingly, none of the most studied drugs were used in some of the
most studied diseases, such as malaria, tuberculosis, and Alzheimer.

Final Remarks

There is an urgent need for the development of treatments or cures for rare diseases.
The complex biological systems and nature of drug discovery make iterative mech-
anistic strategies costly and inefficient. Current developments in database develop-
ment, text mining, and machine learning tools allows efficient and inexpensive
navigation through inferences to the identification of novel or repurposed drug
candidates. The same principles can be employed to the traverse the complexity of
drug delivery systems and biopharmaceutical principles that result in optimal drug
disposition to achieve the desired therapeutic effect. In this manner, the development

Fig. 3 Distribution of chemicals tested in rare diseases mined from PubMed
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of novel pharmaceutical treatment options can focus on the generation of data suited
to regulatory scrutiny and positive clinical outcomes without investment in the
tangential iterative data generation that has historically been required to support
statistical validation of the action, process, or clinical observations that surround the
optimal approach.

Table 1 Top 30 drugs most tested in rare diseases with publications count

Chemicals Rare diseases count Publications count

Prednisolone 272 1627

Prednisone 233 1857

Dexamethasone 229 1598

Methylprednisolone 221 1162

Cyclophosphamide 199 2309

Cyclosporine 187 1376

Rituximab 174 2123

Methotrexate 170 1790

Interferon-alpha 167 3316

Immunoglobulin G 156 782

Sirolimus 149 802

Ascorbic Acid 148 504

Vitamin E 131 635

Infliximab 119 2467

Adrenocorticotropic Hormone 118 969

Tretinoin 112 776

Tacrolimus 112 416

Thalidomide 111 1320

Hydrocortisone 111 345

Aspirin 110 693

Heparin 106 396

Indomethacin 105 941

Curcumin 102 590

Bevacizumab 101 1271

Granulocyte Colony-Stimulating Factor 101 1253

Interferon-gamma 101 723

Cortisone 100 723

Acetylcysteine 100 315

Pentoxifylline 100 262
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A Reproducibility Crisis

The 2005 John Ioannidis paper ‘Why most published research findings are false’ [1]
was a stone in the pond of biomedical sciences. The paper provoked a great debate
and, after few years, it was sufficiently clear that both ‘ethical’ (e.g. ‘this is a
consequence of misconduct of scientists that, pushed by the publish-or- perish
dilemma, produce fake results’) and ‘technical’ (e.g. ‘there are big problems in the
identification and labelling of cell lines’) interpretations were completely inadequate
to explain the crisis.

As often happens when in presence of a catastrophe, the first (mainly emotional)
answers leave the place to a more rational evaluation. Inferential statistics methods
were developed in the first half of the twentieth century with the intention to have an
informal way to judge whether evidence was significant in the old-fashioned sense:
i.e. worthy of a second look. In the twenty-first century, these methods were turned
into a definitive test of truth [2]. Young and Kerr, in their paper [3], adopt a powerful
expression to describe the reaction of the scientists in front of a p < 0.05 result: they
behave ‘as a deer caught in the headlight’; freezing (like the deer) and thinking that
‘magic’ value indicates the presence of a real effect.

The ‘p-value’ idolatry is involved in the lack of reproducibility of biomedical
sciences and, correctly, many authors advocated for a ‘revolution’ in the education in
science so to give scientists a sufficiently solid statistical knowledge [4], in the same
time leading scientific journals published ‘declarations of correct statistical conduct’
(e.g. [5]).
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This is for sure an important issue, but the question of why this lack of under-
standing was so pervasive, notwithstanding a relevant scientific literature dealing
with both the importance of taking into consideration the size of an effect not
focusing exclusively on the statistical significance [6, 7] and the related problems
of chance correlation and overfitting [8], remains unanswered. The question is still
more intriguing if we consider that many inferential statistics methods were devel-
oped within the realm of biological sciences [9].

We think that the sloppy [8] statistical treatment of results (while deprecable) is
probably not the primary cause of information crisis, but only a symptom of the
failure of one of the main (even if seldom overtly declared) pillars of biomedical
science: i.e. that the ‘causally relevant’ phenomena are ever located at the molecular
level.

This interpretation is consistent with Table 1 of the Ioannidis paper [1]: the
positive predictive value (PPV) of biomedical investigations has a dramatic fall
going from the organism level of correctly designed clinical trials (PPV ¼ 0.85) to
the molecular biology level of ‘Discovery Oriented Exploratory Research’
(PPV ¼ 0.001).

These figures tell us of a lack of relevance of molecular level investigation with
respect to the organism level outcome suggesting basic biological research is
actually located at an inadequate (too detailed) noise- dominated level of
investigation [8].

Where Interesting Events Do Happen

The increasing importance that molecular biology gained in the last 30 years, made
the majority of biologists to think the ‘ultimate explanations’ must be looked for at
the molecular level, being the paradigm of a biological explanation something like
‘gene A provokes phenomenon (disease, phenotypic trait. . .) B by means of the
pathway C’. The existence of a single ‘explanatory layer’ is in sharp contrast with
what we know about complex structured systems, where multi-layer causality is at
work [9].

Ecology (the biology field with a most sensible use of quantitative tools) recog-
nized since many years that the ‘most microscopic’ level of organization is not
necessarily the place where ‘the most relevant facts do happen’. On the contrary, the
most fruitful scale of investigation is where ‘non-trivial determinism is maximal’
[10] i.e. the scale more ‘rich’ in meaningful correlations or, in ecological terms, the
mesoscopic realm.

Non-trivial determinism can be defined in terms of prediction error as [10]:

Prediction r2 ¼ 1� E2=S2
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In the above formula, E is the mean prediction error and S the standard deviation.
In the case of a simple linear regression in which a dependent variable Y should be
predicted by an independent variable X, the non-trivial determinism corresponds to
squared Pearson correlation. The formula can be extended to any other situation in
which we wish to predict a system feature Y located at a hierarchical higher layer
with respect to X, moreover both X and Y do not need to represent single variables
but any suitable set of information at any definition scale.

Consequently, in the ‘many Y’/‘many X’ case, the non-trivial determinism could
correspond to the first canonical coefficient [11], while in the case of a binary
diagnosis to the area below the ROC curve [12].

It is worth focusing on the specification ‘non-trivial’ attached to the word
determinism. The statement ‘Any protein is made up of 20 different amino-acid
residues’ indicates a shared feature of the chemical composition of the protein
molecules but, for the same fact it holds identical for all the proteins, it gives no
information on the differences among protein structures. This should be obvious in
the case of biology, where the relevance of a scientific statement stems from the
ability of getting rid (e.g. by establishing a meaningful correlation) of the variance of
the system at hand but, as often happens, ‘obvious’ statements tend to be overlooked.

The essence of any scientific enterprise is not the accumulation of as many details
as possible on a given phenomenon, but the recognition of the very few crucial
parameters that allow for a good predictive power. It is relatively immediate to
understand that in real world (otherwise science should not be possible) incredibly
complex microscopic models encompassing a huge number of details, end up into
effective theories based upon few coarse-grained macroscopic parameters. Thus,
while three-dimensional molecular liquids have huge microscopic complexity, in a
certain regime (lengths and times large with respect to molecules vibration periods),
their behavior is determined entirely by their viscosity and density [8].

This drastic collapse of information and subsequent simplification, stem from the
presence of a correlation structure among the microscopic players that drastically
limits the effective dimensionality of a system along few latent dimensions [8]: the
discovery and quantification of such latent dimensions is the goal of
multidimensional data analysis techniques like Principal Component Analysis
[8, 13].

One the fathers of information science, Warren Weaver, in his fundamental
“Science and Complexity” 1948 paper [14], proposed a three-class partition of
science into: (1) Organized Simplicity, (2) Disorganized complexity and (3) Orga-
nized complexity that allows for a clear explanation of the issue.

The first class (simplicity) refers to the classical use of quantitative methods in
science. Class 1 problems allow for extreme abstraction (e.g. a planet becomes a
dimensionless ‘material point’). This allows to write down differential equations
predicting the behavior of the studied system relying on the stability in both space
and time of the experimental (observational in the case of astronomy) results. The
drastic reduction of the relevant properties down to very few basic features like mass
and distance, allows for a straightforward appreciation of classical physics.
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The consideration of mass and distances as the only relevant features of planets is
not a ‘collapse of information due to internal correlation of the system’ but some-
thing completely different: is abstract thinking. In Class 1 problems, we can
completely forget about the nature of the involved objects: this is why introductory
Physics manuals use examples based upon balls, cars, stones, planets to explain the
same laws of nature. This is a top-down approach made possible by the existence of
(very few) general largely context independent laws. Hyper-reductionist approaches
in Biology, in many cases, suppose that a gene (or a protein), if observed at the
molecular basic level, display such a deterministic and unescapable character
fuzzyfied at macro-level by the addition of external noise obscuring the natural
simplicity of microscopic interactions. This is why molecular biology and biochem-
istry books are full of box-and-arrows diagrams.

This attitude has nothing to do with the ‘bottom-up’ recognition of coarse-grained
parameters that is at the basis of Weaver class 2 problems.

Problems of disorganized complexity (class 2) allow for a greater generalization
power (and similar accuracy) than class 1, by means of a very different style of
reasoning. Here, the predictive power stems from the generation of macroscopic
descriptors corresponding to gross averages on a transfinite number of atomic
elements. Thermodynamics is the brightest example of this style of reasoning:
emergent collective parameters like temperature or pressure allow for an accurate
control of system behavior without the need to go into microscopic (noise-
dominated) details.

Both the approaches must fulfill very stringent constraints. Class 1 approach asks
for few involved elements interacting in a stable way, class 2 style needs a very large
number of identical particles with only negligible (or very stable and invariant)
interactions among them. Biological systems, only in very few cases do fulfill these
constraints, so we step into Weaver’s third class (organized complexity), here the
emergent collective parameters ask for a less straightforward thinking.

Organized complexity arises when many (even if not so many as in class 2)
non-identical elements each other interact with time-varying correlation strength.
This provokes an extreme context dependence of the results so giving rise to the
actual information crisis: the same experiment, performed in slightly different
context, can give rise to opposite outcomes. Organized complexity is the ‘middle
kingdom’ where life sciences reside that was recognized as the twenty-first century
frontier of basic science [15].

Before going ahead, is worth reporting the original figure of the Weaver paper
[14] sketching the three realms of science (Fig. 1):

Weaver claims that when dealing with complex organized systems, the focus of
the investigation must shift from the detailed analysis of single elements to their
wiring pattern.

The key point is to make the ‘relevant parameters’ to emerge from the consider-
ation of the mutual correlations among the system descriptors.
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A Dangerous Trend

The clarity of the Weaver’s message faded away by the action of a drastic termino-
logical (and philosophical) revolution: it is not without consequences referring to
quantitative approaches by the term ‘Informatics’ instead of ‘Mathematics’
(as actually was the case in the great majority of biological applications).

Bioinformatics revolution started with the need of generating (and storing) very
long symbolic strings correspondent to the sequences of biopolymers (DNA, RNA
and protein molecules). The analysis of symbolic strings is probably the ‘most
classical’ problem of informatics dating back to the very birth of the discipline
since Alan Turing seminal studies [16]. This act-of-birth influenced the development
of the relation between Informatics and biological sciences. Bioinformatics tools are
considered as purely technical devices (like a fridge or a spectrophotometer) helping
the biologist to answer questions that arise from (largely qualitative) speculation.
The ‘quantitative step’ is very stereotyped and reduces to a ‘pattern matching’ in
which the problem is to find the ‘maximal superposition’ between a ‘query’ (e.g. an
unknown biopolymer sequence found in a sample) and a ‘target’ (sequences of
proteins whose physiological role is known). Even (apparently) much more sophis-
ticated ‘machine intelligence’ approaches are part of the same class of applications.

This state of affairs transforms the information scientist into a ‘servant’ solving a
practical problem with no relevant role in the emergence of new insights. The
generation and interrogation of static (only growing for brutal addition of new
data) repositories where to look for potentially useful hints for the problem at
hand, constitutes the almost totality of the work. This approach, in the last two

Fig. 1 Circles represent the elementary players, the lines their mutual relations. The arrows of the
graph in the middle (disorganized complexity) correspond to the trajectories of the particles whose
interactions are both random and contingent. The third panel depicts organized complexity: the
interactions are both non- negligible and time varying
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decades, enlarged its range from biopolymers to gene expression (transcriptomics),
metabolic pathways (metabolomics), medical diagnoses but substantially stays well
inside the ‘pattern matching’ class of problems. The maximization of ‘non- trivial’
determinism instead, asks for solutions allowing for a common explanation of an
entire ‘class’ of phenomena and not only limited to a specific instance.

The information crisis exacerbated the ‘Bioinformatics’ stereotypy, as evident in
nowadays ‘Big Data’ enchantment. The ‘Big Data’ approach starts from a correct
assumption: the nowadays information crisis is an ‘overfitting’ crisis. When in
presence of too many degrees of freedom (being they genes, proteins, metabolic
reactions. . .) as consequence of the development of ‘high-throughput’ techniques
allowing to measure thousands of different descriptors on relatively few independent
observations, hypothesis-driven research based on few parameters is out of scale
[1, 3].

The ‘Big Data’ proposal to overcome this problem is (roughly): ‘Let’s give up
with theory-driven experimentations and let’s look, without preconceived ideas, to
the ‘whole-thing’ (the development of various –omics makes this possible): the
emerging correlations will allow for new ideas and findings spontaneously appear
in a data-driven way’ [17].

Notwithstanding the increasing funding of ‘Big Data’ initiatives, it is sufficiently
clear that the pure enumeration of single relevant correlations across a huge number
of variables only exacerbates the reproducibility crisis [8]. Pure data-driven
approaches set forth by the ‘Big Data’ extremists claiming for the ‘end of scientific
method’ (see for example [18]), risk to become the Heaven of chance correlations
(see [19] for a very interesting critic to the pure informatics approach to science).

What we really need is to look for ‘Universal Organization Principles’ of complex
systems (Weaver Class 3) moving from the single nodes to the wiring pattern level
[10] so to discover general principles of organization [15] largely independent of
microscopic details. In order to perform such a ‘quantum leap’ we could profitably
make use of information science tools but only if we complement these tools with a
sort of ‘statistical mechanics of data’ [20].

Statistical Mechanics of Data

As pointed out by Nicosia et al. [21]: “Networks are the fabric of complex systems”.
This is why different investigation fields – from protein science [22] to neuroscience
[23] – build upon the consideration that shared organization rules should give rise to
similar phenomenology, independently of the nature of the constituting elements.
The quest for ‘network laws’ largely independent of the nature of the constituting
nodes of the network, stems from the work of the Dutch electrical engineer Bernard
Tellegen [24] that developed a sort of conservation principle of both potential and
flux across a network analogous to Kirchoff’s laws. The flux does not need to be an
electrical current and the same holds for the potential. Any system modeled by a set
of nodes linked by edges (being them metabolites linked by chemical reactions
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transforming one into the other or mutually interacting persons in an office. . .) has
similar emerging properties. As aptly stressed in [25], the theorem opens the way to a
sort of ‘network thermodynamics’, whose principles are strictly dependent from
wiring architecture while largely independent of the constitutive laws governing the
single elements.

Formalizing a given problem in terms of a graph (a mathematical graph is
equivalent to a network expressed in terms of its adjacency matrix) allows for a
thermodynamic-like approach (here focusing on relations and no more on means like
in Weaver class 2) to be applied to complex systems.

We can roughly describe the network approach as the answer to the question
“What can we derive from the sole knowledge of the wiring diagram of a system?”

An adjacency matrix (and consequently a complex network) can generate from
any sensible correlation metrics applied to the elements of a system. A correlation
matrix reporting the pairwise Pearson coefficients between continuous variables,
Euclidean distances between discrete landmarks (e.g. amino- acid residues location
in 3D protein structure, species abundance profiles) or the phase coherence of
electrophysiological signals are only some examples of the situations that can
profitably expressed as graphs (Fig. 2).

The most basic level of quantitative description of graphs (correspondent to
descriptive statistics of random variables) is the computation of so called ‘graph
invariants’ [26]. These invariants are relative to local (single nodes), global (entire
network), and mesoscopic (clusters of nodes, optimal paths) levels.

Fig. 2 Left panel reports a complex network in the usual way of nodes (elements of the system)
linked by edges (between elements interactions), right panel reports the identical information in the
form of a binary adjacency matrix. In both cases we deal with the same information, the right panel
representation is more practical for computational purposes
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Thus, the “degree” (how many links are attached to a given node) is a local
descriptor, the “average shortest path”, corresponding to the average length of
minimal paths connecting all the node pairs, is a mesoscopic feature, while the
general connectivity of the network (density of links) is a global property [26] but all
these descriptors are naturally inter-related.

Figure 3 reports an exemplar network structure with the indication of some
relevant descriptors (graph invariants) of the wiring architecture: the values of
local, mesoscopic and global descriptors depend on each other by the simple fact
they are relative to the same network architecture. This creates a ‘natural’
microscopic-macroscopic link devoid of any theoretical assumption.

This very basic level of description allows for deriving useful biological infor-
mation: e.g. protein structures can be formalized as graphs (protein contact net-
works) having amino-acid residues as nodes. A link is established between two i and
j residues if d(i,j) < R, where d(i,j) is the Euclidean distance between i and j and R
corresponds to Van der Walls radius, the maximal distance the two residues can
engage an effective relation (i.e. the maximal distance they can be considered in
contact) [22]. Similar considerations hold true for metabolism, food webs, neural and
social systems [27].

Using network invariants as such corresponds to the routine use of statistical
indexes; a statement like ‘Drug A significantly decreases average degree of gene
expression network’ substitutes ‘Drug A significantly decreases average expression
of gene X’. The only (but very important), difference between the two above
statements is that, while the second statement refers to a microscopic level effect,
the first one refers to a mesoscopic property.

modules hub nodes

shortest path triangle motif degree

modular structure
modularity

betweenness centrality
other centralities

characteristic path length
global efficiency
closeness centrality

clustering coefficient
transitivity

anatomical motifs
functional motifs

degree centrality
participation coefficient
degree distribution

Fig. 3 Modules correspond to subset of nodes having much more links among them than with
other nodes of the network. Measures of centrality (closeness, betweeness. . .) describe nodes in
terms of the number of shortest paths traversing them. Shortest path is the characteristic metrics for
networks: they correspond to the shortest distances (in terms of number of nodes/links to be
traversed) for linking pairs of nodes
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Network Pharmacology and the ‘Blessing of Dimensionality’

The acceptation of mesoscopic measures as proper biologically meaningful descrip-
tions is a still open cultural problem of the biomedical sciences community, but we
can safely affirm that the ‘mesoscopic style’ is gaining momentum. A very good
example is the emerging field of ‘Network Pharmacology’ [26, 28–30].

For decades, the dominant paradigm of pharmacology was fully reductionist: the
goal of pharmacological research was to look for the main molecular determinant of
a given disease. This determinant, generally a protein molecule, was considered the
“target” of the drug (receptor) and the candidate drugs were screened for their ability
to bind selectively to the receptor [30]. The ‘best binders’ candidates entered into
subsequent phases in which their efficacy was tested on animal models of the
disease, and eventually go into clinical trials.

This strategy worked remarkably well for around 30 years then, almost abruptly,
around the eighties of the last century, it entered a deep crisis provoking the apparent
paradox of an exponential growth of basic knowledge going hand-in-hand with a
drastic fall of newly marketed drugs. This crisis is the ‘application’ counterpart of the
information crisis we described in the first paragraph: in [31] Overington and
colleagues sketched an approximate estimate of 76% of drugs discovered in the
last 20 years referring to receptor molecules discovered around the fifties. On the
contrary, only the 6% bind to recently discovered targets, while for the remnants no
reasonable hypothesis of mechanism of action does hold.

The promise of a “druggable genome” set forth by the completion of human
genome sequencing with the consequent opening of a practically infinite horizon for
the development of new drugs, failed: something very fundamental went wrong. The
network pharmacology paradigm tries to overcome the above reductionist view
posing that biological regulation, at any level, must be intended as a relational affair
in which the observed action is the resultant behavior of an interacting network of
agents.

The network paradigm changes the way we screen candidate drugs starting from
the very first steps. In the reductionist paradigm, we look for molecules that
selectively bind to the receptor and discard the candidates binding to a multiplicity
of different receptors.

In the network paradigm, on the contrary, we prefer those candidate drugs weakly
binding to a multitude of different receptors because they are more efficient “net-
work modifiers” inducing a systemic effect pushing the system dynamics to another
mode of functioning (attractor) [30, 32].

Simultaneous ‘attacks’ in different points of a network are more potentially
‘disruptive’ with respect to single target attack, in terms of outcome at the organism
scale, for the simple reason that such an outcome happens at a macroscopic scale and
thus has to do with a collective property of the underlying set of microscopic
interactions. Such a general property is, in other words, an emergent feature, a sort
of average (graph invariant) of the entire set of microscopic interactions, this allows
for a drastic simplification of the studied phenomenon, a ‘blessing of
dimensionality’ [20].
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Brain is probably the most complex interaction network present in Nature; the
interactions among brain elements span many organization layers (from single
neurons to anatomical substructures) and physiological features (from electrical
activity to glucose metabolism). It is thus out of scope to try to go down to the
microscopic level in order to get rid of the fine mechanisms of complex pathologies
like Alzheimer disease. On the contrary, the amount of variance explained by the
first principal component (a sort of general amount of connectivity of the system) of
brain metabolism (being the variables the metabolic rate of different brain areas
evaluated by PET) scales almost perfectly (Pearson r¼ 0.97) with the transition from
normal aging to Alzheimer disease [33]. This approach does not look into the
subtleties of the wiring pattern of the brain networks, but focus on a thermodynamic
(global) quantification of the system-as-a-whole that is both reliable and
generalizable [8].

The ‘Blessing of Dimensionality’ is the secret of the success of statistical
mechanics and implies the conscious acquiring of a physically motivated hypothesis
on the phenomenon in study that is exactly the opposite attitude with respect to the
Big Data philosophy advocating a pure brute force approach in facing high dimen-
sionality problems.

Personalized Medicine: A Field of Battle

The Prasad 2016 paper [34] is only one of the many papers casting doubts on the
possibility to develop ‘personalized cures’ on the basis of the specific genomic
background of each single individual, the paper criticizes the possibility to profitably
use a ‘personal genomic signature’ driving the cure. Some other authors do not agree
with this view, and claim for the unescapable link between ‘genomics’ and disease
cure (see for example [35]) that will undoubtedly push to success the project of
precision (or personalized) medicine. Without entering into the battle from a bio-
medical perspective, here it is worth stressing some basic statistical/epistemological
nodes of precision medicine that are particularly relevant to clarify the above
described mesoscopic approach.

The term ‘personal’ stems from the irreducible singularity of each human being:
the word comes from Latin (and Italian) word ‘persona’ (English: person) that
means per-se-una that we can translate as ‘a unity in itself’. This implies that we
can ever find one (or more) features that pertain only to that specific person.

Science relaxes this concept and, without asking for an impossible absolute
identity of two persons (patients), limits the identity to the absence of a statistically
significant departure of the specific patient as for any of a set of N relevant
parameters. This is exactly what happens when we look at our clinical analyses
score and we discover (with satisfaction) that all our haematological parameters are
within their confidence intervals. Such intervals come from reference healthy indi-
vidual populations that are taken as reference. Let us imagine a set of N variables
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(e.g. N cancer-relevant gene expression values) that define a hyper-volume
(an N-dimensional area) of ‘business-as-usual’ correspondent to the use of standard
therapy.

This ‘standard zone’ is defined by N-dimensional distribution of variables X1,
X2, . . .Xn. We assume that distributions are normal and each Xi variable indepen-
dent from the others. This corresponds to imagine each variable as ‘relevant per se’
given it is endowed by a singular and peculiar biological (clinical) meaning. Starting
from a very simple statistical case (e.g. measuring the blood levels of a molecule,
X1), we crudely divide the population in three (k) equal fractions, such that each
individual is either below normal, normal or above normal. Thus, we set the “cut-
off” for normal at P(1) ¼ 1/3 (each tail is unhealthy). The probability to be
“abnormal” with respect to X1 is then 1�(1/3) ¼ 2/3 (only the central interval is
considered as ‘normal’).

Now if we consider two “health-dimensions”, then the probability to be normal
with respect to both, X1 and X2 is P(1,2)¼ (1/3)2. For N-dimensions, the probability
that a person is healthy with respect to all N health variables is minuscule:

P(1. . .n)¼ (1/3)n. Hence, the probability to be “sick”, defined by multiple clinical
outcomes (or algorithm) as being in the abnormal tail fraction in at least one
dimension would (1 � (1/3))n. For n ¼ 1000 this probability is near 0. Thus, anyone
is practically certain to be labelled as “abnormal” in some respect. Considering the
usual 95% confidence interval the figures become (1 � (0.05))n ¼ 0.95n that for
n ¼ 1000 (a number of dimensions in the range of the actual knowledge of the
‘involved players’ in cancer) we obtain a probability near (P ¼ 9.5999) (practically
zero)to be in the ‘standard zone’. If we consider as ‘abnormal’ even a single
statistically significant departure from the normality range.

Even if we include some correction, (e.g. Bonferroni correction), the figures
remain critical, increasing the stringency of significance threshold (i.e. passing
from 0.05 to 0.005, 0.0005 etc.) does not solve the problem [36].

This is an ‘extreme’way of reasoning. The fact that any relevant ‘-omics’ refers to
an highly correlated underlying system, decreases the probability that a ‘peculiar’
case is ‘peculiar’ in only one dimension and, in the same time, makes the ‘standard
zone’ much more populated with respect to the extreme vacuum envisaged by plain
statistical considerations. Notwithstanding that, the above example clearly indicates
the need of a jump from the microscopic to the mesoscopic scale when in presence of
high-dimensionality data sets. The root of information crisis described in the first
paragraph lays in the use of formally correct statistical reasoning developed for few
variables in the wrong context of high dimensionality [1, 3].

We need a completely different approach making high-dimensionality a blessing
and not a curse [20].

The main determinant of the confidence interval length and consequently of the
probability to define a single observation as ‘abnormal’ is the standard deviation of
the reference population. Standard deviation (the square root of Variance) can be
interpreted as the average of Euclidean distances of a population of N points from
their centre of mass, so to their mean value. That is evident looking at the formula:
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Std:Dev: Xð Þ ¼ √
X

Xi�Mð Þ2=N ð1Þ

In (1) the summation extends to all the N statistical units, Xi indicates the value of
the variable X relative to the i-th unit and M is the mean value (centre of mass) of the
data set. The formula exactly corresponds to the average distance from the centre of
mass (M) of a set of N points by the action of Euclidean distance in one dimension
(the variable X). If we enlarge this concept to multivariate spaces and consider a set
of N points around a common centre of mass in a p-dimensional space we can
compute the distance from the centre of mass (mean) of each i-th observation
according to the formula (2) with the summation extended from k ¼ 1 to p being
p the number of variables.;

Dist i,Mð Þ ¼ √
X

Xi, k�Mkð Þ2 ð2Þ

The average of the above distance values equates the standard deviation of the
considered data set as for the multivariate space. If we perform the above compu-
tation on a reference ‘healthy’ population we will generate a ‘healthy area’
corresponding to the hyper-circle that keeps inside’ a given percentage of observa-
tions (let’s say the 95% of total population corresponding to a circle having the
radius equal to 2SD).

Now we can easily appreciate how a Multivariate Confidence Interval looks like
(Fig. 4): any observation that lies outside the circle is considered as ‘abnormal’.

This implies that a point, in order to be ‘out-of-the-circle’ (i.e. aberrant with
respect to the distribution or statistically significant) must have a distance from the
centre much greater than the average distance of the reference population.

X2

M2

M1
X1

The 95% of distances from the
centre fall in this circle
it corresponds to the
confidence interval in two
dimensions.

Fig. 4 Bi-dimensional visualization of multivariate Confidence Interval. The circle shows the 95%
(CI) of distances from the centre
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It is worth nothing that the paradoxical effect in which anything seems to be out of
the norm in the case of multivariate distributions disappears by shifting to distances.
In (2) a single ‘anomalous’ addendum (correspondent to a statistical significance for
a single descriptor) cannot make the global distance from the centre to be anomalous
as well, for the intuitive fact that, the higher the number of variables, the more
‘diluted’ is a single ‘out-of-scale’ result relative to a particular X variable.

In the case of multivariate normal distribution, the significance computations do
not rely upon single t-test but on the Hotelling T-squared distribution. Variance
scales with p (number of dimensions, degrees of freedom). This is exactly corre-
spondent to the ‘dilution factor’ sketched above: the more variables taken into
consideration, the higher the variance, the more demanding scoring a significant
result. We are definitely out of the paradox territories taming the high dimensionality
beast.

Thus, when dealing with multivariate distributions, we must think in terms of
distances on the whole space and not in terms of a variable after the other in
sequential order. This shift of focus deeply changes the nature of the concept of
‘what is abnormal’ that goes from ‘An observation is ‘out-of-norm’ even if only one
of its descriptors is outside the confidence interval’ to ‘An observation is ‘out-of-
norm’ if its distance from the centre-of-mass of a reference distribution is outside the
confidence interval’.

The shift to distance, while solving the paradoxical void of ‘normal area’ implicit
in the classical ‘variable- by-variable’ is much more demanding in terms of biolog-
ical interpretation. Why in single variable approach we must not to bother about the
‘meaning’ of each piece of information (it is perfectly sound for a physician taking
into consideration the implications of a single out-of-norm index as the cholesterol
level in the context of a given general frame of reference) this is not the case for
distance approach. In multivariate spaces, by the action of distance computation, we
are obliged to ‘take all the packet of p variables as a whole’: we must pay a huge
attention on the internal consistency of the pieces of information inside the packet. In
order abnormality to emerge, it must have a widespread effect over the entire set of
variables. This makes the issue of the correlation structure (and internal coherence)
among descriptors the most important point.

The theme of between variables correlations has a clear counterpart in the
geometrical perspective. In fact, any proper Euclidean metrics implies the axes are
each other orthogonal, which means that the variables are each other independent or,
in other words, they have a Pearson r equal to zero. Pearson r in fact is nothing else
than the cosine of the angle defined by the two X1, X2 variable vectors. Thus, in
order to compute properly defined Euclidean distances, the between variables
correlation must be taken into consideration and eventually correct for the existing
correlations.

This corresponds to shift from plain Euclidean distances to Mahalanobis dis-
tances that are Euclidean distances corrected for between variables correlations
[37]. Practically, we could compute the Mahalanobis distance of a point (animal,
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human, cell culture, protein, etc.) from its reference distribution, and if significant,
we are allowed to label it as ‘abnormal’ [38] and consequently decide (in the case of
a patient) for a personalized treatment outside the standard protocol. The same result
could be achieved by computing the Euclidean distance on the Principal Compo-
nents full space where K components stand for k variables (principal components are
each other orthogonal by construction so Mahalanobis is identical to plain Euclidean
metrics). Furthermore, Principal Component Analysis can face the “dilution prob-
lem”: if k (original dimensionality of the problem) is too high (so making it
impossible to detect abnormal points), it is possible to limit the components to a
number k1 << k.

Principal components correspond to the eigenvectors of the correlation
(or covariance) matrix of the analysed variables, i.e. they are the image in light of
the wiring architecture of the underlying interaction network [13]: this makes
‘realistic’ personalized medicine approaches to go back to the natural ‘organized
complexity’ realm.

The crucial point to be stressed is that the success of the procedure is strictly
dependent on the initial choice of the variables that involves a ‘semantic’ (human
based) knowledge of the variable space.

The human ‘subjective judgement’ comes necessarily into play in terms of the
interpretation of the components in terms of knowledge and expertise of the analyst:
the k1 components to retain are not necessarily those endowed with the higher
eigenvalues, but those that can be explained in scientific terms by means of the
critical analysis of their loading pattern. This implies a priori knowledge of the
physician that cannot be substituted by a purely data-driven approach that is neces-
sarily strictly dependent of the considered data set.

Conclusions

The entanglement of ‘content’ and ‘methodological’ knowledge is the basic meth-
odological novelty made necessary by the actual information crisis (and consequent
lack of practical efficacy) of biomedical sciences. The classical separation of scien-
tific enterprises into a linear sequence made of: ‘hypothesis setting’- ‘experimental
methods’ – ‘data analysis’– ‘hypothesis verification/falsification’ is untenable in the
high- throughput era. This by no means must be intended in terms of ‘end-of-theory-
driven-science’ pretending the sole ‘data analysis’ step encompasses all the other
segments of scientific work letting relevant results to naturally emerge by the brute
force of computational power applied to massive data sets. On the contrary, all the
different components remain alive and well but they are all present from the
beginning to the end of a scientific enterprise. Each data analysis choice is strictly
dependent from theoretical assumptions and each theoretical assumption is in turn
influenced and modulated along the process by the emerging results. We hope to
have demonstrated that the Big Data frame, when correctly interpreted, assigns a
great relevance to theoretical work, but this work is not separated from the actual

108 A. Giuliani and V. Todde



methodological choices to be adopted at each step of the analysis. It is not a case that
the ‘Results’ and ‘Discussion’ sessions, usually distinct in scientific papers, collapse
into a single ‘Results and Discussion’ section in data mining based investigations.

Curiously enough this style of reasoning is reminiscent of the traditional scientific
work in which the same scientist built his/her investigation tools inspired by the
theoretical work. Until the first half of the twentieth century a theoretical physicist
like Enrico Fermi personally assembled his instrumentation inspired by his personal
view of the physics problem he wanted to investigate [39].

This is not without consequences as for the kind of science education most fit for
our times: we are again in need, resembling the title of Enrico Fermi biography [39]
of ‘know all scientists’, while the nowadays hyper- specialization became detrimen-
tal for real science advancements. This ‘know all’ ideal can by no means take care of
all the details of any specific field but asks for a drastic simplification of the different
bodies of knowledge to get a shared minimal set of essential concepts. The necessary
paradigm change starts with a fade from the prison of specialization.
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Epigenetic Control Using Small Molecules
in Cancer

Tomohiro Kozako, Yukihiro Itoh, Shin-ichiro Honda, and Takayoshi Suzuki

Introduction

The control of gene expression sits at the core of biological processes, and epigenetic
mechanisms, which are thought to primarily influence gene expression at the
transcriptional level [68, 103, 162], are vital for appropriate differentiation and
development (Fig. 1, Table 1) [176]. Epigenetics is defined as heritable alterations
in gene expression that are not caused by changes in DNA sequence [21]. Epigenetic
mechanisms include DNA methylation, post-translational modifications (PTMs) of
histones, various RNA-mediated processes, gene imprinting, and other components
of chromatin remodeling. Among them, the functional elements of the epigenomic
machinery regarding DNA methylation and histone PTMs are divided into three
categories [96, 165] (Table 1). These categories include “writers,” which are
enzymes that introduce functional groups such as methyl and acetyl groups into
DNA or proteins (e.g., histone methyltransferases); “erasers” (also called “editors”),
which are enzymes that remove the functional groups from the DNA or proteins
(e.g., histone demethylases); and “readers,” which are proteins or complexes that
recognize the functional groups and interact specifically with the modified DNA or
proteins (e.g., methyl-lysine binding proteins).
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Unfavorable epigenetic changes are often caused by loss of the balance between
DNA methylation and histone PTMs, which are maintained by the “writers,”
“erasers,” and “readers.” Such epigenetic changes dramatically affect the expression
of various genes that control cell behavior and function [30]. Unfavorable epigenetic
changes, which typically occur in human cancers, are closely associated with the
generation of malignant phenotypes. In addition, they are now known to cooperate
with genetic changes to manipulate the phenotype of cancer [9]. The modulation of
epigenetic mechanisms is expected to play a role in cancer therapies and compounds
that control epigenetic modifications have promising anti-tumorigenic effects on
malignancies [49]. In other words, the use of small molecules that modulate the
epigenome in a specific manner is a viable approach for discovering cancer

N

NH2

N O

OH

Fig. 1 Epigenetic mechanism. DNA methylation mechanism: Methylation of cytosine to 5-
methylcytosine is catalyzed by DNMTs, through the methyl donor SAM, which is converted to
SAH. Hypermethylation of CpG islands of promoter regions leads to transcriptional gene repres-
sion. Hydroxylation of 5mC–5hmC by TETs promotes transcriptional gene activation. Histone
modifications: Covalent modifications on histones control the accessibility of DNA to transcription
factors. The writers HATs and HMTs sign acetylated and methylated marks, using as co-factors
acetyl-CoA and SAM, respectively. Acetylated and methylated marks can be removed by erasers,
such as HDACs and KDMs, using as co-factors Zn2+ or NAD+ and FAD or Fe2+/α-ketoglutarate,
respectively. DNMTs DNA methyltransferases, HATs histone acetyltransferases, HDACs histone
deacetylases, HMTs histone methyltransferases, KDMs histone demethylases, KMTs lysine
methyltransferases, PAD4 peptidylarginine deiminase 4, PRMTs protein arginine
methyltransferases, SAH S-adenosylhomocysteine, SAM S-adenosylmethionine, TETs ten-eleven
translocation family
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therapeutic agents [76, 147]. Indeed, a number of small-molecule modulators of
DNA methylation, histoneacetylation, and histone methylation have been reported
[22] (Tables 2, 3, and 4) and some of them are being not only pre-clinically tested but
also clinically used/tested. This chapter describes epigenetics in cancer and small-
molecule modulators against epigenetic enzymes for cancer therapy.

Epigenetic Mechanisms in Cancer

The existence of cancer stem cells with increased tumor-initiating capacities and
self-renewal potential is a key issue in understanding cancer biology [73, 88]. There-
fore, understanding the epigenetics of not only cancer cells but also cancer stem cells
is a key issue in cancer biology. Cancer stem cells show genetic features similar to
those of normal stem cells; there is a large proportion of genes with cancer-specific
patterns of chromatin regulation in embryonic stem cells [142, 170, 205]. Among
these genes, those that are unmethylated at promoter CpG islands are under the
control of “bivalent chromatin” [16], which is characterized by the simultaneous
presence of a repressive transcription mark (tri-methylated histone H3 lysine 27,
H3K27me3) and an active transcription mark (tri-methylated histone H3 lysine 4,
H3K4me3). In the bivalent state, the genes have low expression and are stable at the
transcriptional level; switching to an active state with predominant promoter
H3K4me3 or to a suppressed state with predominant H3K27me3 generally occurs
during differentiation [16]. In addition to the bivalent state, promoter DNA
hypermethylation negatively controls gene expression and modulates the balance
between the maintenance of self-replication and differentiation [47]. This epigenetic
mechanism works correctly in embryonic and adult stem cells, but not in cancer stem
cells.

Human cancer cells are generated by both the activation and the inactivation
of cancer-associated genes that regulate cellular processes including cell division,
cell death, and cell migration from one part of the body to another [9]. Some
oncogenes are activated during oncogenesis. In contrast, some tumor-suppressor
genes are inactivated so that they are no longer able to prevent oncogenesis. The
switching of such gene activation or inactivation occurs in a heritable manner via
epigenetic alterations, rather than by mutation in the DNA sequence [9]. Epigenetic
alterations include (i) global DNA hypomethylation and site-specific
hypermethylation of CpG sites (CpG islands) at gene promoters, (ii) changes in
histone PTMs caused by aberrations of histone-modifying enzymes such as histone
acetyltransferases/deacetylases and methyltransferases/demethylases, (iii) alteration
of “reader” proteins’ ability to read histone marks and their binding to chromatin,
(iv) alterations in nucleosome remodeling or histone exchange, and (v) changes in
regulatory microRNA expression patterns [48, 64, 70]. In addition, epigenetic
changes often cause mutations in genes; such mutations are frequently observed
in genes that modify the epigenome [8]. Additionally, methylated cytosines
in CpG islands of DNA are frequently mutated to thymines by spontaneous
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hydrolytic deamination [9]. Hyper-methylation of CpG sites induces gene mutations
because CpG site methylation increases the binding of some chemical carcinogens to
DNA [216]. Thus, the epigenome contains key information regarding how epige-
netic changes could be involved in cancer.

Against this background, any abnormalities in epigenetic mechanisms potentially
lead to the development of human cancer. The well-studied epigenetic alterations
associated with neoplastic phenotypes are variations in DNA methylation, and
alterations in histone protein structure through PTMs and histone variants
[22]. Focusing on DNA methylation, histone acetylation, and histone methylation,
the following sections highlight the use of epigenetic regulation and its modulators
as tools for cancer treatment.

DNA Modification

Adenine, thymine, cytosine, and guanine are the key nitrogenous bases that are
found in eukaryotic organisms. These bases usually comprise the majority of
sequences found in eukaryotic DNA. Cytosine methylation occurs in regions with
a high frequency of CpG islands, which mostly reside at promoter regions, and is
strongly implicated in transcriptional silencing [47, 177]. This silencing is induced
by deregulation of the epigenetic machinery at several different levels; for example,
it involves inappropriate methylation of cytosine residues in DNA CpG sequence
motifs that govern gene expression (Fig. 1, Table 1).

The change in DNA methylation pattern was the first identified epigenetic
alteration in cancer [56]. DNA methylation changes such as increases in methylation
of CpG islands and overall decreases in global DNA methylation have been
observed in cancer cells. For instance, CpG methylation inactivates the promoter
activity of the human retinoblastoma tumor-suppressor gene [143].
Hypermethylation of the promoter region of TIMP3, which is a negative regulator
of angiogenesis for tumor metastasis, also leads to cancer growth [158]. Thus, DNA
methylation is deeply associated with cancer initiation and progression [56].

DNA Methylation

DNA Methyltransferase Inhibitors

The “writers” DNA-methyltransferase 1 (DNMT1), DNMT3A, and DNMT3B con-
vert cytosine into 5-methylcytosine (5mC) using a methyl donor, S-adenosyl-L-
methionine (SAM; Fig. 1, Table 1) [18, 19, 144]. DNMT1 preferably methylates the
hemi-methylated state of DNA during replication, whereas DNMT3A and
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DNMT3B are essential for both hemi- and unmethylated DNA, which means that
they are de novo methyltransferases [145].

DNA methylation due to DNMT overactivation in the CpG islands of tumor-
suppressor genes leads to the silencing of gene expression. Because DNMT inhibi-
tion may lead to the restoration of tumor-suppressor gene activity, DNMT inhibitors
are interesting therapeutic agents (Table 2). There are two broad classes of DNMT
inhibitors: nucleoside and non-nucleoside analogs. The nucleoside analogs
5-azacytidine (azacytidine) and 5-aza-2-deoxycytidine (decitabine), which were
initially designed as antimetabolites, have been approved by the Food and Drug
Administration (FDA; United States Department of Health and Human Services) for
use in the management of myelodysplastic syndrome (MDS), acute myeloid leuke-
mia (AML), and chronic myelomonocytic leukemia [38, 42]. After these compounds
are incorporated into DNA during the S phase of the cell cycle, they are recognized
by the DNMTs. They then act as suicide inhibitors that form a covalent complex
with DNMTs and trigger proteasomal degradation of the enzymes [67, 167]. They
also have antitumor effects via apoptosis or the differentiation of cancer stem-like
cells accompanied by reduced genome-wide promoter DNA methylation
[191]. Ongoing studies have led to the development of diverse new nucleoside
inhibitors [13]. The toxicity of the older nucleoside analogs was addressed by the
development of zebularine, which is a more effective nucleoside DNMT inhibitor
[138]. The dinucleotide analog guadecitabine (SGI-110, S110) is a new
hypomethylating agent that is derived from decitabine and is a promising candidate
for the treatment of MDS and AML [215]; it is currently undergoing a phase III
clinical trial following a phase II clinical trial for the treatment of AML
[100]. RX-3117 is another nucleoside analog with the ability to enhance DNMT1
degradation that showed anti-cancer effects [36, 168] in a clinical trial in combina-
tion with nabpacitaxel (ClinicalTrials.gov Identifier: NCT03189914). Other inves-
tigational drugs such as an elaidic acid ester of azacitidine, which works as a prodrug
(CP-4200), and thiocytidine analogs (40-thio-20-deoxycytidine and 5-aza-40-thio-20-
deoxycytidine) inhibit DNMT1 in cancer cell lines and animal models of cancer
[26, 188].

Non-nucleoside small-molecule DNMT inhibitors are also being developed.
They can block DNMTs without being incorporated into the DNA [175]. These
inhibitors include the phthalimide RG108 [25], procaine [197] and its amide analog
procainamide [171], hydralazine [69], the quinoline-based derivative SGI-1027 [41],
nanaomycin A [110], and natural products such as epigallocatechin-3-gallate
(EGCG) [55] (Table 2). RG108, which was developed as a DNMT inhibitor through
in silico drug design, induced E-cadherin expression in promyelocytic leukemia cells
both alone and in combination with histone deacetylase (HDAC) inhibitors. It was
also able to protect retinal pigment epithelial cells from oxidative stress by
upregulating methylated silenced genes involved in producing antioxidant enzymes
[169, 190]. Moreover, the antiarrhythmic drug procainamide and its ester analog
procainamide (procaine) were able to interrupt the hemimethylase activity of
DNMT1 without much alteration of DNMT3A and DNMT3B activity [118].
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Procainamide also restored the expression of tumor-suppressor genes such as
p16INK4a, RAR-β, and GSTP1 [156]. Furthermore, hydralazine, which is used for
managing hypertension, reduced DNMT1, DNMT3A, and DNMT3B mRNA pro-
duction. It was revealed that hydralazine has the potential to reduce malignant
growth through epigenetic alterations in prostate cancer cells [69]. SGI-1027 is a
lipophilic quinoline derivative that strongly inhibits DNMT3A but not human
DNMT1; because of its basic properties, it weakly binds to AT-rich regions of
DNA [161]. A quinone-containing antibiotic, nanaomycin A, which was isolated
from a Streptomyces strain, exhibits selectivity for DNMT3B and was able to
reactivate silenced tumor-suppressor genes [111]. Polyphenols have been broadly
studied because of their DNMT inhibitory activity [29]. The flavan-3-ol EGCG
contained in green tea directly inhibits the DNMT1 enzyme [214]. However, all
examined non-nucleoside compounds have shown limited potency. In addition to
small- molecule DNMT inhibitors, a second-generation DNMT1 inhibitor, MG98,
which is an antisense oligonucleotide designed to bind with the 30 untranslated
region of DNMT1 mRNA to disturb its transcription, specifically inhibits DNMT1
without altering DNMT3 expression [3, 4].

DNA Demethylation Inhibitors

DNA demethylation is mediated by the sequential reactions that are catalyzed by
several epigenetic enzymes (Fig. 1). Ten-eleven translocation protein (TET)
methylcytosine dioxygenases (TET1, 2, and 3), which are named after a recurrent
chromosomal translocation, t(10;11)(q22;q23), oxidatively convert 5mC to
5-hydroxymethyl (5hmC), 5- formyl (5fC), and 5-carbocarboxylcytosine (5caC)
[183]. These modified cytosines are converted to unmodified ones by epigenetic
enzymes such as activation- induced cytidine deaminase (AID) and thymine DNA
glycosylase (TDG) [39, 90]. Therefore, TETs, AID, and TDG work as “erasers” for
DNA methylation (Table 1). In many cancers, increased methylation is observed in
promoter CpG islands of normally unmethylated genes, especially tumor-suppressor
genes such as p73, CDKN2A, MLH1, BRCA1, and VHL [53, 98]. This suggests that
the “writers” and “erasers” that control DNA methylation work normally in normal
cells, but that the balance between them is lost in cancer cells.

No reports have addressed potent TET, AID, and TDG protein inhibitors in
cancer, although vitamin C was found to potentiate TET activity [85]. R-2-
Hydroxyglutarate (R-2HG) and its stereoisomer S-2HG, which are produced by
the cancer-associated mutants IDH1 and IDH2, have been reported to inhibit the
activity of TET proteins: S-2HG is often more effective [86, 220]. However, their
inhibitory activity and TET-selectivity are too low to be tested in cancer cells. There
is thus a need for the development of highly potent and selective small molecules
modulating DNA methylation “erasers.”
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MDB Protein Inhibitors

DNA methylation directly silences gene expression by interfering with the binding
of various transcription factors and indirectly by enrolling DNA methylation
“readers” such as methylated CpG dinucleotide binding domain (MBD) proteins
[45] (Table 1). The MBD protein family, Kaiso protein family, and SET- and RING
finger-associated (SRA) domain family specifically induce interactions between
methylated DNA methylation and histone modifications to promote a composite
regulatory program [75, 192]. The ubiquitin-like with PHD and RING finger domain
1 (UHRF1) is a co-factor that cooperates with DNMT1 throughout the S phase of the
cell cycle and interacts with hemi-methylated DNA using an SRA domain
[154]. These proteins play crucial roles in establishing epigenetic gene regulation
regarding DNA methylation. However, there are no known compounds that target
these proteins. Thus far, a time-resolved fluorescence resonance energy transfer
(FRET)-based assay system has been developed to identify small-molecule inhibi-
tors of MBD2, which acts in multi-protein complexes containing histone-modifying
enzymes to directly assemble repressive chromatin; however, no candidate MBD2
inhibitors have been reported [209].

Histone Modifications

Histone modifications alter DNA–histone and histone–histone binding interactions,
and convert transcriptionally active to transcriptionally inactive chromatin [6]. Var-
ious PTMs at histones (lysine: acetylation, methylation, ubiquitination, sumoylation,
crotonylation, butyrylation, and propionylation; arginine: methylation, citrullination,
and ADP-ribosylation; serine, tyrosine, and threonine: phosphorylation) are regu-
lated by many epigenetic enzymes [126, 134] (Fig. 1). The enzymes introduce or
remove covalent attachments at specific histone residues [2, 155]. Representative
examples are as follows: “writers”: acetyltransferases (HATs) and histone
methyltransferases (HMTs); and “erasers”: histone deacetylases (HDACs) and his-
tone lysine demethylases (KDMs) [150]. In addition, “reader” proteins such as
bromodomain (BRD) and methyl-lysine binding (MKB) proteins recognize acety-
lated and methylated histones, respectively; they also recruit additional chromatin
modifiers or remodeling enzymes (Table 1). In this section, we describe inhibitors of
the “writers,” “erasers,” and “readers” for histone acetylation and methylation.
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Histone Acetylation

Histone Acetyltransferase Inhibitors

HATs, “writers” for histone acetylation, produce acetylated marks using acetyl-CoA
as an acetyl group donor (Fig. 1, Table 1). HAT-mediated acetylation of the ε-amino
group of lysine residues in histone tails facilitates gene transcription by loosening
chromatin compaction or enhancing the recruitment of transcriptional activators
[6]. Histone acetylation such as acetylation of H3K56 is associated with the patho-
logical activation of tumorigenesis [123, 207]. HATs interact with various proteins
and form protein complexes that catalytically control histone acetylation. HATs are
classified into two categories based on their cellular location [6]: type A HATs are
located in the nucleus and type B HATs are located in the cytoplasm. HATs in the
nucleus play crucial roles in transcriptional activation and are classified based on
structural homology and catalytic mechanism [59, 117]. The major families of HATs
involved in chromatin remodeling are the Gcn5-related N-acetyltransferase (GNAT)
family (Gcn5, PCAF, and ELP3); the cAMP response element binding protein
(p300/CBP) family; and the MOZ, YBF2/SAS3, SAS2, and TIP60 (MYST) family
(Tip60 and MYST 1–4) [82].

Small-molecule HAT inhibitors have been identified and are classified as
bi-substrate inhibitors, synthetic small molecules, natural products and their deriv-
atives, or protein– protein interaction inhibitors [147] (Table 2). Bi-substrate inhib-
itors mimic the two HAT substrates, acetyl-CoA and peptide resembling a lysine:
they are conjugates of an acetyl-CoA-mimicking moiety and a lysine-containing
peptide connected via a linker [203]. The small-molecule p300 inhibitor C646,
which was discovered by in silico screening, is competitive with acetyl-CoA and
noncompetitive with the histone lysine substrate [146]. A recent study demonstrated
that C646 inhibited the proliferation of prostate cancer and melanoma cells, induced
cell cycle arrest in AML1-ETO-positive AML cells, and sensitized lung cancer cells
to irradiation [203]. Virtual analysis and high-throughput screening identified
isothiazolones as p300/CBP-associated factors (PCAFs) and p300 HAT inhibitors
[179]. It was also revealed that these inhibitors killed microorganisms and reduced
the proliferation of colon cancer cells. PU139 and PU141, which are
pyridoisothiazolone derivatives, inhibit Gcn5, PCAF, and p300/CBP in several
neoplastic cell lines and have anti-tumor activity in vivo [61]. Natural products
such as garcinol, anacardic acid, and curcumin have been shown to be HAT
inhibitors [203]. A benzylidene barbituric acid derivative (EML425) was developed
from garcinol by structure-based drug design and showed improved selectivity for
p300/CBP [132]. 6-Alkylsalicylates, which are anacardic acid analogs, have been
developed as selective Tip60 inhibitors [66]. A pentamidine derivative, TH1834,
also showed improved selectivity for Tip60 [62]. Histone lysine acetylation is
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involved in protein–protein interactions via BRDs [166]. In this context, HAT
inhibitors that disrupt protein–protein interactions have been developed. ICG-001
is one of the protein–protein interaction inhibitors that target the interaction between
CBP and β- catenin in colon carcinoma [51]. Although numerous HAT inhibitors
have been developed, there are no reports on their use as clinical candidates
[203]. The HAT inhibitors listed in Table 1 are at the preclinical stage.

Histone Deacetylase Inhibitors

HDACs remove the acetyl group from lysine residues of histones using the co-factor
Zn2+ or nicotinamide adenine dinucleotide (NAD+), which promotes a condensed
chromatin status and consequent repression of gene transcription [218] (Fig. 1,
Table 1). HDACs are divided into four classes according to structural and mecha-
nistic similarities: zinc-dependent classes I (HDAC1–3, 8), II (HDAC4–7, 9, 10),
and IV (HDAC11), and NAD+-dependent class III (sirtuin family) [172].

HDAC-mediated histone deacetylation is associated with tumorigenesis via the
transcriptional repression of tumor-suppressor genes [137]. Mutation and aberrant
expression of HDACs are linked to oncogenic events [9, 135]. Thus, HDAC
inhibition is involved in determining the fate of cancer cells (Table 3).

Both the Zn2+-dependent (classes I, II, and IV) and NAD+-dependent (class III)
HDACs are considered validated drug targets for cancer treatment. Trichostatin A
(TSA), a dienohydroxamic acid derivative isolated from Streptomyces
hygroscopicus, was the first reported specific HDAC (class I/II) inhibitor
[217]. TSA has some potential as an anti-cancer drug to promote the expression of
apoptosis-related genes, although it has not been used in clinical trials because of its
rapid metabolic inactivation [196]. The hydroxamic acid derivative vorinostat
(SAHA) [159], which is an HDAC (class I/II) inhibitor, was the first HDAC inhibitor
approved by the FDA [128]. Vorinostat is used for third-line therapy for cutaneous
T-cell lymphoma and is currently being clinically tested as an adjuvant treatment of
colorectal cancer in combination with hydroxychloroquine against the tyrosine
kinase inhibitor regorafenib (NCT02316340) and in advanced solid tumors
(NCT01023737). The combination of vorinostat with immunotherapy using the
checkpoint inhibitor pembrolizumab (a therapeutic antibody that blocks the PD-1,
programmed cell death protein 1) was also tested in patients with advanced NSCLC
(NCT02638090). Moreover, the proteasome inhibitor bortezomib holds promise for
therapeutic use in combination with vorinostat in NSCLC (NCT02211755). Thus,
combination therapy with HDAC inhibitors may hold promise regarding its antican-
cer effects [181].

Belinostat, a pan-HDAC inhibitor [119], has also been approved to treat periph-
eral T-cell lymphomas by the FDA. Other hydroxamic acid derivatives that have
been approved and/or are in various phases of development include abexinostat,
givinostat, panobinostat, pracinostat, resminostat, and quisinostat [13, 27, 54, 60,
195]. Panobinostat was approved by the FDA for treating multiple myeloma, and is
to be taken in combination with bortezomib and dexamethasone [213]. Pracinostat, a
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hydroxamic acid analog, was approved by the FDA and was designated as a
breakthrough therapy in combination with azacitidine for elderly patients with
AML [63]. Aside from hydroxamic acid derivatives, romidepsin was also approved
by the FDA and is a cyclic tetrapeptide that shows strong inhibitory activity against
HDAC1–3 and HDAC8 [17]. Short-chain fatty acids including phenylbutyrate and
valproic acid are another class of HDAC inhibitors, but their HDAC-inhibitory
activities are low [20, 34]. The benzamides mocetinostat (MGCD0103) [219] and
etinostat (MS-275) [46] are currently being evaluated in combination with classical
chemotherapy or other targeted drugs for the treatment of refractory mesothelioma,
melanoma, lymphoma, MDS, and other cancers [65, 181].

Sirtuins (SIRT1–7) are NAD+-dependent deacetylases or mono-[ADP-ribosyl]
transferases that play essential roles in genome stability, cellular metabolism, DNA
repair, chromosomal stability, longevity, and cancer development [89]. SIRT1–3,
6, and 7 can remove not only acetyl groups but also hydrophobic acyl groups,
whereas SIRT5 exclusively removes negatively charged acyl groups [185]. Small-
molecule agents targeted to sirtuins also have therapeutic potential for cancer
[105, 182]. Suramin, which targets SIRT1, 2, and 5, has been used in clinical trials
for lung cancer, breast cancer, prostate cancer, bladder cancer, and autism
[202]. EX-527, which targets SIRT1, has been used as a treatment in Huntington’s
disease phase I/II clinical trials and suppressed cell growth and caused G1- phase
arrest in vitro [102]; this established EX-527 as a clinical drug candidate. In addition,
several preclinical compounds that act as sirtuin inhibitors have been discovered and
characterized. In preclinical trials, sirtuin inhibitors such as sirtinol [104],
splitomicin [10], cambinol [79], salermide [115], tenovin-6 [114], AGK2 [102],
NCO- 01/04 [106], NCO-90/141 [107], KPM-2 [131], SirReal2 [148], and TM [97]
were determined to be candidate anticancer agents for solid malignancies, such as
breast cancer, glioma, AML, and adult T-cell leukemia/lymphoma.

BRD Protein Inhibitors

BRD proteins are known as “readers” that specifically recognize acetylated lysines
on histone tails [166]. Based on sequence/structural similarity, BRD proteins have
been divided into eight families (families I–VIII) [58]. Most of the HATs in the
nucleus contain BRD as a catalytic component [95]. The BRD-containing HATs
[lysine (K) acetyltransferase A, KAT2A, Gcn5; KAT2B, PCAF; KAT3A, CBP;
KAT3B, p300] play important roles in the epigenetic landscape and cancer
development.

Small molecules that target specific BRDs should help clarify the biological
functions of BRD proteins and show promise as anti-cancer agents (Table 4).
Small- molecule inhibitors of BRD proteins have demonstrated efficacy both
preclinically and clinically [149]. Some potent selective inhibitors of bromodomain
and extra-terminal domain (BET) proteins (BRD2, BRD3, BRD4, and
bromodomain testis-specific protein) are in development for treating cancer: JQ1
(a thienotriazolodiazepine) is under preclinical trials and its analogs
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(benzodiazepines) are under clinical trials [37, 57]. These inhibitors decreased the
expression of c-myc protein and ERK1/2 phosphorylation levels, prevented the
proliferation of pancreatic cancer cells in vitro, and reduced protein levels of IL-6,
phosphorylated ERK1/2, and phosphorylated STAT-3 in vivo [116]. JQ1, which has
a short half-life, is not a candidate for clinical development. However, a JQ1 analog,
I-BET762 (GSK525762), which has good potency and pharmacokinetic properties,
is currently in clinical trials for the treatment of nuclear protein in testis (NUT)
midline carcinoma, breast, lung, and other cancers [221, 222]. The efficacy of BET
inhibitors (e.g., ABBV- 075 [28], BAY1238097 [15], CPI-0610 [174], FT-1101
[43], I-BET151 [31], INCB054329 [180], OTX015 [14], and TEN-010 [210]) in
preclinical cancer models and RVX-208 [151] in cardiovascular disease provided the
rationale for using them in a multitude of ongoing human clinical trials. These
include trials for patients with hematological malignancies, BRD4–NUT-expressing
NUT midline carcinoma, and various solid tumors [210]. Thus, BET family inhib-
itors have been extensively studied in recent years.

Inhibitors of other BRD proteins have also been reported. For example, I-BRD9
was identified through structure-based design, and is a non-BET inhibitor that is
selective for BRD9 [187]. BI-7273 and BI-9564, which have pyridinone-like scaf-
folds, have also been determined to be selective for BRD9 and their anti-tumor
activity was observed in vivo [129]. Identification of non-BET inhibitors that target
BRD proteins with HAT activity can help elucidate their potential for treating
cancer. Non- BET inhibitors target the HAT–BRD interaction and prevent the
BRD proteins from binding to acetylated lysines. HAT–BRD interaction inhibitors
have been developed for KAT3A (p300/CBP family) and PCAF (GNAT family).
Representative examples include the natural product ischemin, a set of cyclic
peptides, and small-molecule N1-aryl-propane- 1,3-diamine derivatives
[203]. SGC-CBP30 and I-CBP112 are also known as BRD inhibitors that exhibit
selectivity towards CREBBP/p300 BRD [77]. Furthermore, bromosporine has been
reported to act as a broad-spectrum BRD inhibitor [149].

More comprehensive information can be obtained from previous reviews
[149, 210]. In addition to the BRD inhibitors, recently, small molecules that induce
the degradation of BET proteins have been developed: dBET1 is one representative
example [91]. This research should also contribute to the development of clinically
used BRD modulators.

Histone Methylation

Histone Methyltransferase Inhibitors

Histone methylation occurs at lysine and arginine residues. There are three types of
methylation state for each of lysine and arginine: for lysine, they include mono-
(me1), di- (me2), and tri-methylation (me3), whereas for arginine, they include NG-
mono-methyl arginine, asymmetric NG,NG-di-methyl arginine (ADMA), and
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symmetric NG,NG-di- methylarginine (SDMA) [11] (Table 1). Furthermore,
N-terminal histone tails undergo methylation at specific histone 17 lysine residues
and seven arginine residues (Fig. 1). The multiple methylation states are associated
with chromatin modifications and their functions [103]: these states are associated
with transcriptional activation or repression based on the location of the lysine or
arginine residues [6, 7, 12, 50, 164, 178] (Table 5). For example, H3K9me1 and
H3K27me1 are abundant at active gene promoters, whereas H3K9me3 and
H3K27me3 are associated with transcriptionally repressed gene promoters. Histone
arginine methylation marks can also be activating (H4R3me2a, H3R2me2s,
H3R17me2a, and H3R26me2a) or repressive (H3R2me2a, H3R8me2a,
H3R8me2s, and H4R3me2s). These methylations are SAM-dependently catalyzed
by HMTs as “writers” for histone methylation: 28 lysine methyltransferases (KMTs)
including suppressor of variegation 3–9, enhancer of zeste, trithorax (SET) domain-
containing or non-SET domain-containing methyltransferases, and 11 protein argi-
nine methyltransferases (PRMTs) [13, 208]. Thus, histone KMTs are generally
subdivided into SET domain-containing and non-SET domain-containing
methyltransferases [189]. SET domain-containing proteins include mixed lineage
leukemia 1 (MLL1)/KMT2A, SET and myeloid-Nervy-DEAF1 (MYND) domain
containing protein 3 (SMYD3), suppressor of variegation 3–9 homologs 1 and
2 (SUV39H1 and 2)/KMT1A/B, G9a/KMT1C, enhancer of zeste homolog
2 (EZH2)/KMT6A, and nuclear receptor-binding SET domain protein 2 (NSD2)/
MMSET/WHSC1. Non-SET domain-containing methyltransferases include
disruptor of telomeric silencing 1-like (DOT1L). Alternatively, histone PRMTs
generally belong to three classes: type I PRMTs (PRMT1, PRMT2, PRMT3,
PRMT4/CARM1, PRMT6, and PRMT8), which produce ADMA; type II PRMTs
(PRMT5 and PRMT9), which produce SDMA; and type III (PRMT7), which
produce NG-mono-methyl arginine over SDMA [13, 225]. PRMT10 and PRMT11
are putative proteins with homology to PRMT7 and PRMT9, respectively ([108]
#1346). They have no methyltransferase activity, and their role is currently
unknown. Tudor domain-containing proteins, such as the survival motor neuron
protein (SMN), splicing factor 30 kDa (SPF30), and tudor domain-containing
protein 3 (TDRD3), recognize these methylated arginines [40, 92]. Abnormal meth-
ylation of histone lysines and arginines is linked to carcinogenesis [147].

Small molecules that selectively inhibit oncogenic KMTs are promising thera-
peutic agents for cancer treatment [101] (Table 2). The EZH2 mutation represses the
H3K27me3 mark and is associated with poor prognosis in diffuse large B-cell
lymphoma (DLBCL), and breast and prostate cancer [136]. In contrast, functional
loss of EZH2 due to mutations has been reported in myeloid malignancies and T-cell
acute lymphoblastic leukemia [52]. Therefore, EZH2 may have either oncogenic or
tumor-suppressor properties depending on the cellular context. An EZH2 inhibitor,
DZNep (3-deazaneplanocin A), binds to the SAM-binding site of EZH2 and causes
EZH2-degradation [184]. EI1 [153], CPI-1205 [194] (NCT02395601), and GSK126
[130] (NCT02082977), which are selective SAM- competitive EZH2 inhibitors,
inhibit the proliferation of mutant DLBCL cell lines and the growth of these cells
in xenografted mice. Other small-molecule KMT inhibitors such as tazemetostat
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(EPZ6438) have been developed as potential anticancer therapeutics [112]. Addi-
tionally, G9a-specific inhibitors, BIX-01294 [109] and UNC0638 [1], have potential
as anti-cancer agents. An SMYD2-selective inhibitor, AZ-505, delays cyst growth in
a mouse model of polycystic kidney disease [122]. LLY-507, a selective inhibitor of
SMYD2, also inhibits the proliferation of several cancer cell lines [140]. Alterna-
tively, DOT1L, which catalyzes H3K79 methylation, is a promising target and has
crucial roles in MLL-rearranged leukemias. The DOT1L inhibitor pinometostat
(EPZ-5676) inhibits tumor growth with MLL rearrangements in association with
decreases in H3K79me levels at homeobox genes [204] (NCT01684150). Another
DOT1L inhibitor, SYC-522, also increases the sensitivity of MLL-rearranged leu-
kemia cells to chemotherapeutics [124].

PRMTs are also expected to become therapeutic targets for anticancer strategies
because PRMT overexpression has been observed in a variety of cancers [11]. The
PRMT5 inhibitor GSK3235025 (EPZ015666) shows antitumor activity in xeno-
grafts of mantle cell lymphoma [33]. An improved PRMT5 inhibitor, GSK3326595
(formerly EPZ015938), has also been examined in clinical trials (solid tumors and
non-Hodgkin’s lymphoma) [99] (NCT02783300). LLY-283 is a specific inhibitor of
PRMT5 with antitumor activity [24]. In addition, the PRMT1 inhibitor AMI-408
suppresses the transformative functions of MLL– GAS7 and MOZ–transcriptional
intermediary factor 2 (TIF2) fusions in AML models [35]. A PRMT1-specific
inhibitor, DB75, also inhibits cell proliferation in leukemia cell lines [212]. Selective
CARM1 (PRMT4) inhibitors, TP-064 and GSK3359088 (EZM2302), were also
shown to have beneficial effects on multiple myeloma in preclinical study
[44, 139]. More comprehensive information on this issue can be obtained from a
previous review [99].

Histone Demethylase Inhibitors

Methylation of lysines and arginines on histone tails is a dynamic modification.
Methylated markers are removed by “erasers” such as KDMs and peptidylarginine
deiminase 4 (PAD4) [6, 200] (Fig. 1, Table 1). Histone KDMs generally belong to
two classes. The first class includes lysine-specific demethylase 1 (LSD1, also
known as KDM1A) and LSD2 (KDM1B), which are flavin- dependent amine
oxidase domain-containing enzymes. Their substrates are limited to mono- and
dimethylated lysines. The second class includes Jumonji C (JmjC) domain-
containing (JMJD) protein histone demethylases, which are Fe(II)- and
2-oxoglutarate (2- OG, alpha-ketoglutarate)-dependent enzymes (KDM2–8).
KDM2–8 remove methyl groups from all three lysine methylation states
[23, 189]. Because H3K4me2 is an essential chromatin mark associated with pro-
moters of active genes, oxidative demethylation of H3K4me1 and H3K4me2 by
LSD1 is associated with transcriptional repression [5]. Hyper-demethylation of this
mark by highly expressed LSD1 prevents the expression of tumor-suppressor genes
that are important in human cancer [87]. Thus, these KDMs play crucial roles in
development, differentiation, and carcinogenesis [173]. Alternatively, the
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mechanisms underlying the demethylation of methylated arginines is unknown:
PAD4, which is associated with transcription and chromatin decondensation,
undergoes conversion from mono-methyl arginine into citrulline [121]. Recent
reports have suggested that JMJD6 catalyzes both arginine demethylation of histone
H3/H4 residues and lysyl hydroxylation [32, 113].

Dysregulation or mutations of KDMs have been reported in various cancers,
which suggests that these enzymes are promising targets for anticancer therapies
[193] (Table 3). Tranylcypromine, phenelzine, and pargyline are the initial com-
pounds that were reported to inhibit LSD1 [152, 201, 223]. Because LSD1 has a
C-terminal amine oxidase-like domain related to monoaminoxidases (MAOs), these
compounds also inhibit MAOs by irreversibly binding to the FAD co-factor. There-
fore, they have some problems with low LSD1-selectivity. Based on this back-
ground, LSD1-selective inhibitors have been developed as follows. ORY-1001
and GSK2879552, which are analogs of the MAO inhibitor tranylcypromine,
show highly potent and selective LSD1-inhibitory activity. They have entered
clinical trials [127, 223]. IMG-7289, which is a mimic of a highly potent LSD1-
selective inhibitor, NCD38 [141], is also being clinically tested for the treatment of
AML and MDS. The phenelzine analog bizine also inhibits LNCaP and H460 cell
growth [152]. Moreover, a polyamine derivative (PG11144) [224], a reversible
LSD1 inhibitor (namoline) [206], an irreversible LSD1 inhibitor (HCI-2509) [71],
GSK354, and GSK690 have also been reported to inhibit LSD1 function in cancer
cell lines [127]. Interestingly, the small molecule domatinostat (4SC-202) was
determined to have dual functions that facilitate LSD1 and HDAC inhibition in
clinical trials for patients with advanced hematological malignancies [198].

Various JmjC–KDM inhibitors have been reported to be candidate anticancer
agents, including hydroxyquinoline analogs, metal-chelating hydroxamic acid scaf-
fold, cyclic peptides, catechol molecules, and flavonoid analogs [72]. IOX1, an
8-hydroxyquinoline derivative, inhibits many KDM isoforms [83]. The hydroxamic
acid derivative HDAC inhibitor SAHA (vorinostat) demonstrated KDM4E inhibi-
tion [163]. N-oxalylglycine, which is an amide analog of 2-OG, is a weaker inhibitor
of KDM4 [84]. GSK-J1 is a competitive inhibitor with 2-OG, but not with the
substrate. GSK-J1 and its prodrug GSK-J4 inhibit KDM6A (UTX) and KDM6B
(JMJD3), but display less activity against KDM5A and 5B [78]. KDM6 inhibitors
are of interest as anticancer agents because KDM6s are associated with cancers such
as AML, multiple myeloma (MM), bladder cancer, T-ALL, and metastatic prostate
cancer, in which KDM6s are mutated or overexpressed [120, 193]. A KDM5B-
selective inhibitor, EPT-1013182, showed antiproliferative effects on many cancer
cell lines and inhibited growth in MM xenograft models [74]. Although there are
very few promising reports regarding its clinical use, some flavonoid- and catechol-
type molecules, such as myricetin, epigallocatechin gallate, and caffeic acid, were
also found to be JmjC KDM inhibitors [125]. More comprehensive information
about histone lysine demethylase inhibitors can be obtained from previous reviews
[13, 22, 23, 189].
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MKB Protein Inhibitors

The “readers” of the histone code, which bind mono-, di-, or tri-methylated histone
lysines, are important components in the epigenetic regulation of gene expression
[80, 94]. The “readers” of methyl-lysine residues are composed of various proteins,
including specialized domains that facilitate recognition of these modifications. The
“readers” for methyl-lysine include ATRX-DNMT3-DNMT3L, ankyrin,
chromodomain, chromobarrel, double chromodomain, malignant brain tumor
(MBT) domain, tudor domain, tandem tudor domain, Pro-Trp-Trp-Pro, plant
homeodomain (PHD), WD-40, bromo-adjacent homology, and zinc finger CW
domain [13] (Table 1). Recognition of methyl-lysine marks by MBT domains
leads to the compaction of chromatin and a repressed transcriptional state. Four
general classes of protein folds/domains that bind methyl lysine marks have been
identified: ankyrin repeats, WD-40 repeat domains, PHD fingers, and royal family
proteins [186]. More comprehensive information regarding MKB proteins can be
obtained from a previous review [186].

The loss of lethal (3) MBT-like protein 1 (L3MBTL1) and L3MBTL3 has been
shown to contribute to tumorigenesis [160, 211]. This report prompted researchers to
find MKB protein inhibitors. Although there has not been so much progress beyond
preclinical studies to date (Table 4), several MBT inhibitors have been reported. For
example, UNC280 [80], UNC669 [81], and UNC926 [81] inhibit L3MBTL1 peptide
binding. Two other MBT inhibitors, UNC1215 and UNC1679, have been reported
to exhibit selective inhibition for L3MBTL3 [93]. Alternatively, chromodomains
such as chromobox proteins play crucial roles in tumorigenesis. A chromobox
7 inhibitor, MS37452, derepresses transcription of the polycomb repressive complex
target gene p16/CDKN2A in prostate cancer cells [157]. Moreover, a recent study
reported two PHD finger inhibitors, amiodarone and CF16 [133, 199]. Thus,
targeting epigenetic “readers” can be a useful strategy to antagonize the effect of
aberrant histone methylation profiles in cancer, although their effectiveness as
clinical candidates has not been reported.

Conclusion

Recently, many molecular-targeted cancer drugs have been approved by regulatory
authorities and have improved the lives of many patients. However, the discovery
and development of new targeted drugs, particularly in late clinical trials, are
unsatisfactorily slow and they have high failure rates; ultimately, the development
of drug resistance remains an issue. Substantial evidence has emerged that epigenetic
mechanisms, including DNA methylation and histone modifications, play important
roles in cancer development and onset. The abundant genetic variation that occurs in
epigenetic regulatory complexes and proteins provides many basic targets for
epigenetic drug discovery for cancer treatment.
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In this chapter, we mainly focused on small-molecule modulators of cancer-
related epigenetic mechanisms as potential cancer treatment targets. As we men-
tioned above, the development of effective inhibitors of DNA methyltransferases
and histone deacetylases has already been successful to some degree. Epigenetic
modulators of other targets such as “reader” proteins and chromatin remodeling
complexes are also expected to be suitable candidates for cancer therapy. Addition-
ally, combining epigenetic drugs with chemotherapeutic agents will broaden cancer
treatment options. We hope that a better understanding of the epigenetic mechanisms
in cancer collapse will lead to a more mechanistically based rationale for using
specific epigenetic inhibitors for cancer therapy.
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Multiscale Modelling of Cancer: Micro-,
Meso- and Macro-scales of Growth
and Spread

Mark A. J. Chaplain

Introduction

Cancer is a complex, dynamic disease with underlying processes occurring over the
full range of biological scales from genetic, through proteomic, cellular, tissue,
organ, to organism and sometimes even the whole population level. The first
detectable (palpable) symptoms are almost always macroscopic, but mechanisms
are also present a priori at the cellular level and these in turn originate from changes/
mutations in the individual’s DNA. Perhaps one of the most difficult questions of
modern medicine is how to intervene and manipulate the complex system of the
patient’s body to affect changes in dynamics which can bring it back from a state of
disease to either full remission or stabilisation. Given the complexity of the system a
chance to answer that question should be sought by complementing the traditional
clinical methods with mathematical and computational modelling and simulations.
However, while developing predictive models one of the most important key aspect
of the disease to be considered, if not the key aspect, is its multi-scale character.

In one of the most influential cancer papers of the last two decades, Hanahan and
Weinberg [26] defined what they termed to be the six hallmarks of cancer:
(i) sustaining proliferative signalling; (ii) evading growth suppressors; (iii) activating
invasion and metastasis; (iv) enabling replicative immortality; (v) inducing angio-
genesis; (vi) resisting cell death. More recently the authors [27] updated this list to
also include two other emerging hallmarks: (i) deregulating cellular energetics;
(ii) avoiding immune destruction, and two enabling characteristics (i) genome insta-
bility and mutation; and (ii) tumour promoting inflammation. These hallmarks are
linked with phenotypic traits that give cancer cells an evolutionary advantage over
healthy cells. Furthermore, in [27] Hanahan andWeinberg described four main types

M. A. J. Chaplain (*)
School of Mathematics and Statistics, University of St Andrews, St Andrews, Scotland
e-mail: majc@st-andrews.ac.uk

© Springer Nature Switzerland AG 2020
M. Bizzarri (ed.), Approaching Complex Diseases, Human Perspectives in Health
Sciences and Technology 2, https://doi.org/10.1007/978-3-030-32857-3_7

149

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-32857-3_7&domain=pdf
mailto:majc@st-andrews.ac.uk


of intracellular circuit (signal transduction pathway) regulating the operation of cells:
(i) proliferation circuits; (ii) viability circuits; (iii) motility circuits; and
(iv) cytostasis and differentiation circuits. The failure or dysregulation of these
four circuits jointly make up the characteristic phenotype of cancer cells,
corresponding directly with four of the hallmarks given above. In contrast to healthy
cells that carefully control the production of specific growth and proliferative
signals, cancer cells have an abnormal progression through the cell cycle and divide
rapidly. Equally they have much higher viability compared to normal cells; resisting
cell death, avoiding immune destruction, genome instability and mutation make
cancer cells somewhat “immortal”. The outcome is the formation of macroscopic
structures such as solid tumours that can be observed clinically. Despite enormous
progress full understanding of these processes is difficult because we are dealing
with a complex interplay between various subprocesses occurring with different
dynamics at different spatial scales.

One of the most dangerous properties of malignant tumours is their ability to
invade surrounding tissues and to metastasize. The invasion or infiltration of sur-
rounding tissue by cancer cells can impair the tissue or organ function. However, a
more dangerous aspect of invasion is the infiltration of blood and lymph vessels.
When cancer cells penetrate the vessel lumen they may migrate with blood or lymph
to distant sites in the body to form new tumours, i.e. metastases. It is worth
mentioning that angiogenesis also contributes; through the formation of new blood
vessels within the tumour it facilitates the migration of tumour cells. Metastasis of
cancer makes patient’s treatment very difficult. It prevents the effective resection of
the primary tumour, as new outbreaks cause recurrence of the disease. There are
many mechanisms that enable cancer cells invasion and metastasis, together making
the motility circuit. One can mention here the frequently occurring over-expression
of genes encoding extracellular matrix-degrading enzymes such as matrix
metalloproteinases (MMPs). However, perhaps the most characteristic change is
the loss of the functionality of the protein E-cadherin, which is the main molecule
responsible for binding between epithelial cells.

While it is clear that there are many different, inter-connected temporal and
spatial scales that are important during the development of any tumour, within
these there are three clearly demarcated “fundamental scales” linked to each other
which, when considered together, go to make up understanding the complex phe-
nomenon that is cancer: the intra-cellular scale, the cellular scale and the tissue scale.
At the level of intracellular processes we must include within the description
complicated but essential phenomena such as signal transduction cascades, gene
regulatory networks or cell cycle regulation. Doing so aids our understanding of the
differences at the intracellular level between normal and transformed cells and
therefore improves the efficiency of anti-cancer cell-cycle-dependent drugs. Another
challenge while modelling intracellular processes is to understand how the three-
dimensional structure of DNA and chromatin affects gene expression within signal-
ling pathways crucial for the disease development. Although it is known that cancer
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is most often caused by the accumulation of mutations in genes involved in cell cycle
regulation and apoptosis, another important issue is how the disease progression is
influenced by structural or epigenetic changes within the cell nucleus.

At the level of cellular colonies and tissue there are two main approaches towards
modelling complex biological processes like cancer: continuum and discrete. Con-
tinuum methods, that are derived from principles of continuum mechanics, have
proved to be very useful in modelling phenomena at the tissue scale such as general
tumour growth. However, one of the main drawbacks of continuum modelling is the
difficulty in representing individual cell properties. Including these and intracellular
processes in multi-scale phenomena such as cancer is becoming more and more
important as experimental data across multiple scales becomes available. Alternative
approaches rely on an individual-based description of a single cell. The main
advantage of such methods is related to the relative simplicity of transmitting
detailed biological processes into dynamics and development of cell populations
and tissue. The main disadvantage is the computational cost which increases rapidly
with the number of simulated cells. However the problem of high computational
complexity can be addressed by selecting appropriate algorithms and by efficient
implementation on high performance computing (HPC) systems.

Further milestones related to cancer modelling will be adapting the models for
specific cancer types and specific patients. The latter means not only the acquisition
of biochemical parameters but also the acquisition of medical image data for
individual patients. This will be a definite step towards personalised medicine,
which has a chance to completely reform our approach to the patient and his
treatment. Already today imaging studies are of great importance in diagnosis and
planning surgical procedures. However, especially for treatment of non-resectable
tumours, such imaging studies could also be important in selecting the appropriate
treatment or monitoring the disease dynamics.

In this chapter we provide a brief overview of current cancer modelling (“multi-
scale mathematical oncology”) at the three different scales previously mentioned –

intra-cellular, cellular and tissue – drawing on recent work by Sturrock et al. [49, 50],
Szymańska et al. [51] and Domschke et al. [15]. In Sect. 2 we discuss the modelling
of intracellular dynamics, specifically gene regulatory networks (GRNs). In partic-
ular we focus on the canonical transcription factor – Hes1. In Sect. 3 we focus on the
cell scale, in particular investigating cell-cell/cell-matrix dynamics using an
individual-based (or agent based) force-based model. In Sect. 4 we model cancer
cell invasion at the tissue or macroscale using a system of nonlinear, nonlocal partial
differential equations. This system explicitly accounts for cell-cell adhesion and also
cell-matrix adhesion through a non-local term developed originally by Armstrong
et al. [7] and then originally applied to cancer invasion modelling by Gerisch and
Chaplain [19]. In the final Discussion Sect. 5, we provide directions for future
research by combining modelling at all scales and highlight recent work on model-
ling cancer treatment (chemotherapy and radiotherapy) and the metastatic spread of
cancer.
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The Microscale: Gene Regulatory Networks
and Transcription Factors

At the heart of cellular function and communication lies segments of DNA (genes)
and their associated gene regulatory networks (GRNs). A GRN can be defined as a
collection of genes in a cell which interact with each other indirectly through their
RNA and protein products. GRNs are vital to intracellular signal transduction and
indirectly control many important cellular functions such as cell division, apoptosis
and adhesion. One specific class of GRN involves proteins called transcription
factors, which alter the transcription rate of genes in response to intra- or extracel-
lular cues. Transcription factors may reduce or increase the transcription rate of a
given gene, respectively inhibiting or promoting its production. If the inhibition
(or promotion) is directed towards the transcription factor’s own gene, either directly
or indirectly, there is negative (or positive) feedback. Negative feedback loops are an
important component of many gene networks and are found within a wide range of
biological processes e.g. inflammation, meiosis, apoptosis and the heat shock
response [32]. Mechanically speaking, systems which contain negative feedback
should (and in fact are known to) exhibit oscillations in the levels of the molecules
involved. Furthermore, in many biological processes, it is the oscillatory expression
which is of particular importance.

Mathematical modelling of GRNs began some 50 years ago with the papers of
[21, 23], in which a negative feedback model for a simple, single mRNA-protein
feedback system was proposed. However, while GRNs are known to exhibit periodic
fluctuations in mRNA and protein concentrations (e.g. the results for the Hes1
system, cf. [29]), these early models, which were restricted to purely temporal
ODEs, could not produce oscillatory behaviour. Subsequently, discrete delay ODE
models were proposed, which although reproducing the oscillatory dynamics,
neglect the spatial structure of the cell (nucleus/cytoplasm). The first spatial models
(for theoretical intracellular systems) were proposed in the 1970s by Glass and
co-workers [20, 47] and similarly in the 1980s by Mahaffy and co-workers [8, 36,
37]. The inclusion of spatial terms (rather than, for example, a delay in a system of
ODEs) is capable of producing the experimentally observed oscillations [31, 33–35,
49, 50, 52]. Moreover, in addition to the computational results of the previous
papers, the work of Chaplain et al. [9] has rigorously proved, for the Hes1 system,
that molecular diffusion causes oscillations.

The Hes1 System

The Hes1 protein may be viewed as the simplest transcription factor i.e. the Hes1
protein downregulates its own hes1 mRNA production, making it the canonical
negative feedback system. This system (as well as the more complex p53-Mdmd2
system) was considered as a spatial problem in [49, 50]. Figure 1 shows a schematic
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diagram of the Hes1 system, with Hes1 protein being produced in the cytoplasm
(protein synthesis or translation), diffusing through the cytoplasm, across the nuclear
membrane and into the nucleus where it down-regulates hes1 mRNA production
(transcription). The hes1 mRNA itself can then diffuse to the nuclear membrane,
move across the membrane and into the cytoplasm where it diffuses and is translated
in to Hes1 protein in the ribosomes (translation).

These processes of molecular diffusion, protein production (translation) and
mRNA production (transcription), along with the downregulation of mRNA can
be modelled by the system of PDEs (where m(x, t), p(x, t) are the concentrations of
hes1 mRNA and Hes1 protein respectively, with subscript n denoting the nucleus,
and subscript c denoting the cytoplasm) as follows:

∂ mn½ �
∂t

¼ Dmn∇
2 mn½ � þ αm

1þ pn½ �=bpð Þh|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}
transcription

� μm mn½ �, ð1Þ

∂ mc½ �
∂t

¼ Dmc∇
2 mc½ � � μm mc½ �, ð2Þ

Fig. 1 Schematic diagram showing the Hes1 gene regulatory network. Hes1 protein is produced in
the cytoplasm (translation), diffuses through the cytoplasm, across the nuclear membrane and into
the nucleus where it down-regulates hes1 mRNA. The hes1 mRNA is produced in the nucleus
(transcription), diffuses, crosses the nuclear membrane into the cytoplasm and is then translated into
Hes1 protein. The equations show the reaction-diffusion events for each molecule and the red
arrows denoted passage across the nuclear membrane
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∂ pc½ �
∂t

¼ Dpc∇
2 pc½ � þ αp mc½ �|fflffl{zfflffl}

synthesis

� μp pc½ �, ð3Þ

∂ pn½ �
∂t

¼ Dpn∇
2 pn½ � � μp pn½ �, ð4Þ

along with zero-flux boundary conditions at the cell membrane and continuity of flux
boundary conditions across the nuclear membrane (cf. Fig. 1). Appropriate initial
conditions for each molecular species closes the system mathematically. Full details
are provided in [49, 50]. Figure 2 shows the results of a computational simulation of
the above model in a domain similar to that shown schematically in Fig. 1. The
oscillations in both hes1 mRNA and Hes1 protein in both the nucleus and the
cytoplasm are clearly seen.

The computational results obtained in [49, 50] indicate that the molecular diffu-
sion plays a major role in generating and controlling the oscillations. This numerical
observation was complemented by a full analysis of a 1-dimensional caricature
model of the system in [9]. A (nondimensionalised) one dimensional gene regulatory
network model (i.e. a caricature of the Hes1 system) was considered on a
1-dimensional spatial domain shown in Fig. 3, with governing equations given by:

∂m
∂t

¼ D
∂2m
∂x2

þ αm f pð ÞδεxM xð Þ � μm in 0, Tð Þ � 0, 1ð Þ, ð5Þ

∂p
∂t

¼ D
∂2p
∂x2

þ αp g xð Þm� μp in 0, Tð Þ � 0, 1ð Þ, ð6Þ

with boundary and initial conditions:

∂m t, 0ð Þ
∂x

¼ ∂m t, 1ð Þ
∂x

¼ 0,
∂p t, 0ð Þ

∂x
¼ ∂p t, 1ð Þ

∂x
¼ 0 in 0, Tð Þ,

m 0, xð Þ ¼ m0 xð Þ, p 0, xð Þ ¼ p0 xð Þ in 0, 1ð Þ,

where D, αm, αp, μm and μp are positive constants (the diffusion coefficient, tran-
scription rate, translation rate and decay rates of hes1 mRNA and Hes1 protein
respectively). Full details can be found in the papers of Sturrock et al. [49, 50] and
[9]. Here l denotes the position of the nuclear membrane and therefore the domain is
partitioned into two distinct regions, (0, l ) the cell nucleus and (l, 1) the cell
cytoplasm, for some l 2 (0, 1). The point xM 2 (0, l ) is the position of the centre
of the gene site and by δεxM we denote the Dirac approximation of the δ-distribution
located at xM, with ε > 0 a small parameter and δεxM has compact support (cf. Fig. 3).
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Fig. 2 Plots showing the oscillations in both molecular species (hes1 mRNA, Hes1 protein) in both
the nucleus and the cytoplasm

Fig. 3 1-dimensional spatial domain for the caricature Hes1 model. The blue region denotes the
nucleus (0,l), while the green region denotes the cytoplasm (l,1). The location xM (red circle)
denotes the location of the gene site where the Hes1 protein binds and down-regulates hes1 mRNA
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The nonlinear reaction term f : ℝ ! ℝ is a Hill function f( p) ¼ 1/(1 + ph), with
h � 2, modelling the suppression of mRNA production by the protein (negative
feedback). The function g is a step function given by

g xð Þ ¼ 0, if x < l,

1, if x � l,

�
since the process of translation only occurs in the cytoplasm.

Chaplain et al. [9] proved rigorously that the diffusion coefficient of the mole-
cules acts as a Hopf bifurcation parameter, therefore showing that molecular move-
ment alone is sufficient to generate the (spatio-temporal) oscillations i.e. space
influences time. The two main theorems in the paper are as follows:

Theorem 1 There exist two critical values of the parameter D, i.e. Dc
1 and Dc

2 for
which a Hopf bifurcation occurs in the model (5), (6).

Theorem 2 At both critical values of the bifurcation parameter Dc
1 and D

c
2 a super-

critical Hopf bifurcation occurs in the system (5), (6) and the families of periodic
orbits bifurcating from the stationary solution at each Hopf bifurcation point are
stable.

Further investigation of the importance of spatial aspects in GRNs has examined
the Hes1 system both spatially and stochastically [48]. In this paper, a continuous-
time discrete-space Markov process approach is used to model the reaction-diffusion
kinetics. Since cell populations are naturally heterogenous, a stochastic description
with spatial aspects built in allows us to incorporate a variety of differences and to
look for emergent behaviour. The approach of [48] can be applied to model other
natural pathways or synthetic GRNs cf. the work of Macnamara et al. [33–35], in
particular key molecules known to play an important role in cell-cycle control and
apoptosis and the inflammatory response viz. p53-Mdm2 and NF-κB.

The Mesoscale: Force-Based Individual-Based Modelling
of Cell-Cell and Cell-Matrix Interactions

While the model of the previous section highlighted (stochastic) spatio-temporal
models of intracellular pathways, in this section, we will focus on a model of cancer
growth at the individual cell level developed by Szymańska et al. [51]. There are
now a number of different individual-based modelling approaches that one can adopt
cf. cellular automata, Cellular Potts Model, hybrid discrete-continuum [1, 5, 6,
14]. Here we adopt an individual-based, force-based model of cell growth which is
driven by forces acting upon the cell, and is based upon the model of [42]. More
recently this approach has been extended and implemented on a massively parallel
system (IBM Blue Gene/Q system) allowing hybrid high performance simulations to
describe, for example, tumour growth in its early clinical stage. Details of the
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implementation can be found in [11–13]. Adopting this approach, each cell is
modelled as an isotropic elastic object capable of migration and division and
parameterise it by cell-kinetic, biophysical and cell-biological parameters that can
be experimentally measured, from both in vitro and in vivo experiments [10, 24, 30,
39, 40, 43, 45, 46, 54]. We assume that an individual cell ci in isolation is spherical
and characterise the cell shape by its radius R. The position of the cell in 3D space is
described by the Cartesian coordinates (xci , yci , zci ) of its centre.

Regarding cell kinetics, we assume that the cell-cycle is divided into four phases,
i.e. mitosis – M-phase, followed by G1-, S-, and G2-phases, after which mitosis
occurs again. During a complete cell-cycle, the cell must accurately duplicate its
DNA once during S-phase and distribute an identical set of chromosomes equally to
two progeny cells during M-phase. M-phase consists of two major events: the
division of the nucleus called mitosis and subsequent cytoplasmic division called
cytokinesis. G1-phase is an interval between mitosis and the initiation of nuclear
DNA replication. It provides additional time for a cell to grow and to replicate its
cytoplasmic organelles. G2-phase is again an interval between the completion of
nuclear DNA replication and mitosis. Over the course of both the G1- and
G2-phases, the cell checks the internal and external environment to ensure that the
conditions are suitable and complete preparation for entry into either S-phase or
M-phase. When DNA is damaged cell cycle is arrested in G1 or G2 so that the cell
can repair DNA damages prior to its duplication or before cell division.

Cell cycle events must occur in a precise order, which should be maintained, even
when one of the steps takes longer than usual. For instance, this means that cell
division cannot start before DNA replication is complete. Similarly, when DNA is
damaged the cell cycle is arrested so that the cell can repair the damage. This is
possible because the cell is equipped with molecular mechanisms that can stop the
cycle at various checkpoints. Two main checkpoints are located within the G1- and
G2-phases. The G1 checkpoint allows the cell to check whether its environment is
conducive to divisions and whether its DNA is damaged. If environmental condi-
tions make cell division impossible, instead of entering S-phase a cell can enter a
resting state – G0-phase, where it remains until conditions improve and it continues
the cell cycle. The G2 checkpoint ensures that the cell has no DNA damage, and
DNA replication will be completed before the beginning of mitosis [2].

Interactions between cells are modelled by taking into account the repulsive and
attractive forces between cells. Upon compression, i.e. with decreasing distance dcicj
between the centres of two adjacent cells, ci and cj, of radii, rci and rcj , both their
surface contact area and the number of adhesive contacts increase, resulting in an
attractive interaction. We assume that adhesive forces are proportional to ρm, which
is the density of the surface adhesion molecules in the contact zone (which we
assume is given for particular cell type), kB, which is the Boltzmann constant, T,
which denotes temperature and Dcicj , which measures the contact between cells ci
and cj and is calculated as the volume of the common area of intersecting spheres
representing those cells. Experiments suggest that cells only have a small
compressibility – the Poisson numbers are close to 0.5, [3, 38]. In this instance,
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both the limited deformability and the limited compressibility give rise to a repulsive
interaction. Repulsive forces are inversely proportional to the term Eci ,cj , which is
calculated form Young moduli, Eci and Ecj , and Poisson ratios, vci and vcj . The
precise formula is given by:

Eci,cj ¼ 3
4

1� v2ci
Eci

þ
1� v2cj
Ecj

 !
: ð7Þ

Wemodel the combination of the repulsive and attractive energy contributions by
a modified Hertz-model [18, 44] which has the advantage that both the interaction
energy and the force can be represented as an analytical expression [16]. Inertia
terms are neglected due to the high friction of cells with their environment, and we
also do not consider the existence of any memory term as in [18].

Vcicj ¼ rci þ rcj � dcicj
� �5

2 1
5Ecicj

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
rci rcj

rci þ rcj

r
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

repulsive interactions

þ ρmDcicj25kBT|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}
adhesion

: ð8Þ

Cells require access to oxygen from the circulatory system in order to grow and
survive. It is well known that cancer cells grow preferentially around blood vessels.
Those tumour cells that are located more than about 0.2 mm away from blood
vessels were found to be quiescent, while others even farther away were found to
be necrotic. This threshold of approximately 0.2 mm represents the distance that
oxygen can effectively diffuse through living tissue [53]. Because of the low redox
potential and high activation energy that occurs in living organisms, reactions
involving molecular oxygen occur only in mitochondria. Therefore, we assume
that the loss of oxygen in the tissue takes place only due to its consumption by the
cells. The general equation governing the external oxygen concentration Q(x, t) in
the cells’ environment may be written:

∂
∂t

Q x, tð Þ ¼ DQ∇2Q x, tð Þ � G x, tð Þ þ H x, tð Þ, ð9Þ

where DQ, is the oxygen diffusion coefficient. The function G(x, t) models the
oxygen uptake by cells and the function H(x, t) models the production of oxygen
by vessels. Both of these functions are computed in each time step of the simulation
from the current spatial organisation of cells and vessels through interpolation. The
force associated with a given cell, ci, is then given by the expression:

Fci ¼ ∇Vci|ffl{zffl}
inter‐cellular interactions

þ λ∇Q x, tð Þ|fflfflfflfflfflffl{zfflfflfflfflfflffl}
chemotaxis

ð10Þ
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where λ is a measure of a cell’s chemotactic sensitivity to the oxygen concentration
and Vci is given by

Vci ¼
X
cj2BEci

Vcicj ð11Þ

with B2ci
cið Þ a sphere (i.e. a ball in ℝ3) centred on (xci , yci , zci), radius 2ci , denoting

the maximum inter-cellular interaction region.
Summing all the forces between the cells and assuming a frictional force/drag

force proportional to a cell’s velocity and then applying Newton’s Second Law of
motion allows us to integrate a Langevin-type equation to give the spatial location of
the cells over time. The direct use of equations of motion for the cells permits one to
include more easily the limiting case of very small (or no) noise and is more intuitive.
In this approach cells move under the influence of forces and a random contribution
to the locomotion which results from the local exploration of space.

Solving the oxygen concentration (which is a global field) together with the
individual-based particle system of up to 109 cells is a challenging task in the context
of parallel processing. First of all, it requires the use of appropriate data structures to
optimize the computations of interactions between lattice-free cells. In our approach,
the main data structure that stores information about cells is an octal tree. We assume
that the domain of simulation is a 3D cube. The cells are arranged in a tree based on
the position of their centers. The tree is built recursively starting from the whole
domain of simulation, which corresponds to the root of the tree. Subsequently, the
cubes are divided recursively into 8 equal cubes with edges reduced by a factor of a
half. This procedure is repeated until in the cube under consideration there is only
one cell centre. Full details are provided in [51].

Model Application

Figures 4 and 5 show the results of applying the individual-based model to the
scenario of a solid tumour (a tumour cord) growing around a central blood vessel

Fig. 4 Plot showing the growing tumour cord around a central blood vessel at times 300, 400,
700 and 1300 h. As the tumour cord grows, cells further away from the vessel become necrotic
(black). At the final time of 1300 h, there is a total of around 10,000 cells

Multiscale Modelling of Cancer: Micro-, Meso- and Macro-scales of Growth and. . . 159



which supplies oxygen to the surrounding tissue and cancer cells. The figures show
the development of the tumour cord over time and the formation of necrotic (dead)
cells towards the outer boundary of the cord, since these are furthest from the blood
vessel and the source of oxygen. More detailed simulations can be found in [51],
while applications of the approach to avascular solid tumours can be found in
Cytowski and Szymańska [11–13].

The Macroscale: Cancer Invasion and Metastasis

This section considers a macroscale model of cancer invasion based focusing on the
role of cancer cell adhesion – both cell-cell and cell-matrix. The underlying basis for
the model was developed by Armstrong et al. [7] who considered a model for cell
sorting, and then developed by Gerisch and Chaplain in [19] as a model for cancer
invasion. This approach was further developed more recently by Domschke et al [15]
and it is this model that we present here. The variables in the model are cancer cells
(density c(t, x)), extracellular matrix, ECM, (density v(t, x)) and matrix degrading

Fig. 5 Plot showing cross-sections of the growing tumour cord around a central blood vessel at
times 300, 400, 700 and 1300 h. As the tumour cord grows, cells further away from the vessel
become necrotic (black). At the final time of 1300 h, there is a total of around 10,000 cells
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enzymes, MDE, (concentration m(t, x)). The model considers several populations of
cancer cells c1(t, x), c2(t, x) . . . cn(t, x) which are written c ¼ (c1, c2, . . . cn)

T.
The evolution of the cancer cell sub-population densities is driven by cell random

motility, cell-cell and cell-matrix adhesion-mediated directed migration, prolifera-
tion, and mutations between the cancer cell sub-populations. This can be expressed
as

∂c
∂t

¼ ∇ � D∇c� diag cð ÞA t, x,u t, �ð Þð Þ½ � þ P t,uð ÞcþM uð Þc: ð12Þ

Here, the diagonal matrix D ¼ diag(D1,1,. . ., D1,n) 2 ℝn,n contains the random
motility coefficients D1,i > 0 of the cancer cell sub-populations. In this work we
assume that those are constants.

Adhesion-mediated directed cancer cell migration is represented using the
non-local operator

A t, x,u t, �ð Þð Þ≔

A1 t, x,u t, �ð Þð Þ⊤
A2 t, x,u t, �ð Þð Þ⊤

⋮
An t, x,u t, �ð Þð Þ⊤

26664
37775 2 ℝn,p

which maps (t, x) together with the space-dependent function u(t, �), that is c(t, �) and
v(t, �), to an n � p matrix depending on (t, x). Row i in that matrix,
i.e. A i t, x, u t, �ð Þð ÞT , represents the velocity of directed cancer cell migration of
sub-population i which is induced by cell-cell and cell-matrix adhesion properties of
cancer cells and ECM. Here cell-cell adhesion refers to adhesion between cells of
sub-population i itself, self-adhesion, as well as between cells of sub-population
i and sub-population j 6¼ i, cross-adhesion. The velocity for sub-population i is
defined by the following vector-valued integral, cf. [7] or [19],

A i t, x, u t, �ð Þð Þ ¼ 1
R

Z
B 0,Rð Þ

n yð Þ �Ωi yk k2
� � � gi t,u t, xþ yð Þð Þdy: ð13aÞ

Here, R > 0 is the sensing radius, B(0, R) ⊂ ℝp is the ball of radius R centred at
zero, and for x 2 d the set x + B(0, R) is the sensing region at x. Note that for points
x 2 d, which are so close to the boundary of d such that x + B (0,R) \ d ) 6� d, the
integral in Eq. (13a) is not yet well-defined; we resolve this issue when discussing
the boundary conditions for our model in the end of this section. For y 2 B(0, R), the
unit vector pointing from x to x + y, is denoted by n(y), i.e.

n yð Þ≔ y= yk k2 if y 6¼ 0

0 2 ℝp otherwise
:

�
ð13bÞ
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Furthermore, Ωi(r), with r ¼ kyk2, is the radial dependency function for
sub-population i. It characterizes the relative importance of points at distance
r from x for adhesion-mediated cell migration. This function is non-negative and
normalised such that

1 ¼
Z
B 0,Rð Þ

Ωi yk k2
� �

dy: ð13cÞ

Finally, the function gi(t, u) is the i-th component of

g t, uð Þ � g t, c, vð Þ ¼ Scc tð Þcþ Scv tð Þ1v½ � � 1� ρ uð Þð Þþ: ð13dÞ

In the above, 1 2 ℝn is the all-one vector, Scv(t) 2 ℝn,n is the diagonal matrix
containing the non-negative cell-matrix adhesion coefficients of all cancer cell
sub-populations with the ECM, and Scc(t) 2 ℝn,n represents the matrix containing
the non-negative cell-cell adhesion coefficients. Note that these matrices may have
coefficients depending explicitly on time. We introduce the additional notation that
Scicj : ¼ (Scc)i, j is the self-adhesion coefficient of sub-population i if i ¼ j and the
cross-adhesion coefficient between sub-populations i and j if j 6¼ i. Furthermore
(Scv)i,i¼: Sci ,v. In the usual notation, the positive part of an expression is denoted by
(�)+ :¼ max{0, �} and the factor (1� ρ(u))+ models an inhibition of migration due to
volume filling effects, see e.g. [28].

Cancer cells mutate and thus change membership from one cancer cell
sub-population to another one. This gives rise to the structured-population model
with n cancer cell sub-populations as considered here. The matrixM(u(t, x)) 2 ℝn,n,
multiplied by c, represents the effect of mutations in (12). As in the case of the
proliferation term, the factor c makes explicit that cells of sub-population i may
mutate only if they already exist. Since mutations of cells of sub-population
i correspond to a loss of cells in that sub-population and mutations of cells into
cells of sub-population i correspond to a gain of cells in that sub-population, the
diagonal elements of M must be non-positive and the off-diagonal elements of
M must be non-negative. Furthermore, in order to ensure conservation of cell
mass, we require that the column sums of M equal zero, i.e.

Xn
i¼1

Mij ¼ 0, for j ¼ 1, 2, . . . , n: ð14Þ

Different additional structural conditions may apply to the matrix M. For
instance, if we assume that the cancer cell sub-populations are ordered such that
mutations occur only towards sub-populations with a larger index, then matrixM is a
lower triangular matrix, or, if we even assume that mutations occur only towards the
sub-population with the next larger index, thenM is even a lower bidiagonal matrix.
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The evolution of the ECM density is governed by MDE-mediated matrix degra-
dation as well as ECM remodelling. This is expressed as

∂v
∂t

¼ �γmvþ ψ t,uð Þ, ð15Þ

where ψ(t, u) represents the ECM remodelling law, and γ is the rate constant of
ECM degradation due to the presence of MDEs. We require that v ¼ 0 implies that
ψ(t, u) � 0 as this will ensure the non-negativity of the ECM density.

Finally, the evolution of the MDE concentration is determined by molecular
diffusion of the enzymes, by natural decay, and by the release of MDEs by the
cancer cell sub-populations into the tumour microenvironment. Hence we obtain

∂m
∂t

¼ ∇ � D3∇m½ � þ α⊤c� λm: ð16Þ

In the above equation, D3 is the positive MDE diffusion constant, α 2 ℝn is the
non-negative vector of MDE release rates of the cancer cell sub-populations, and λ is
the non-negative decay constant.

Model Application

Using the general formulation (12), (13a), (13b), (13c), (13d), (14), (15), and (16),
we apply this framework to model the scenario of two cancer cell populations
(phenotypes), c1 and c2, one of which may mutate into the other. We envisage a
scenario where, as time develops, some of the cancer cells of type c1 mutate to a
more aggressive population c2, leading to an increase of tumour malignancy [15]. In
a different investigation, focused on the uPA system, [4] considered two cancer cells
sub-populations within the context of a local-haptotaxis tumour cell movement
model. The model for the two cancer cell populations, including mutation from
one to the other, secretion of MDEs and interaction with the ECM is as follows:

∂c1
∂t

¼ ∇ � D11∇c1 � A1 u t, �ð Þð Þc1½ � þ μ11c1 1� c1 � c2 � vð Þ � δc1F t, vð Þ,
∂c2
∂t

¼ ∇ � D12∇c2 � A2 u t, �ð Þð Þc2½ � þ μ12c2 1� c1 � c2 � vð Þ � δc1F t, vð Þ,
∂v
∂t

¼ �γmvþ μ2 1� c1 � c2 � vð Þþ,
∂m
∂t

¼ ∇ � D3∇m½ � þ α1c1 þ α2c2 � λm,

ð17Þ
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with the conversion or mutation function

F t, vð Þ ¼ H t � t12ð Þ � H v� vminð Þ:

Here, H denotes the Heaviside function, t12 the time when the conversion from
population 1 to population 2 starts and vmin is the minimal ECM density that is
needed for a conversion to take place [4]. We assume that matrix remodelling
process takes place while the locally available volume is not entirely occupied,
i.e., as long as 1� c1 � c2 – v > 0. Full details can be found in Domschke et al. [15].

Figure 6 shows the result of a simulation with the following parameter values
(cf. [15, 19]). The cell-cell and cell-matrix adhesion parameters of both cancer cell
sub-populations are kept constant and, from (13d), these are defined as

Scc ¼
0:5 0

0 0:3

� �
Scv ¼

0:3 0

0 0:5

� �
:

The remaining parameter values are as follows:

γ ¼ 10 μ2 ¼ 0:05 D3 ¼ 10�3

λ ¼ 0:5 R ¼ 0:1

along with

c1 : D11 ¼ 10�4 μ11 ¼ 0:1 α1 ¼ 0:1

c2 : D12 ¼ 10�4 μ12 ¼ 0:25 α2 ¼ 0:1

Fig. 6 Plots showing the cancer cell densities in the top row (black: c1, red: c2), ECM density v in
the centre row, and the MDE concentration m in the bottom row at t ¼ 0 (IC) and t ¼ 10, 20,. . .,
60 obtained from a simulation of model (17) with ECM reproduction rate μ2 ¼ 0.05
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and

δ ¼ 0:3 t12 ¼ 10 vmin ¼ 0:3:

From the plots in Fig. 6, we see that after time t12 ¼ 10, the second population c2
begins to emerges in the overall tumour cell density profile. Since the cell-cell cross-
adhesion parameter Sc1c2 is zero, the two sub-populations do not mix. However, even
though we have constant adhesive properties, the two cancer cell sub-populations
form together with the (continuously remodelling) ECM a strongly heterogeneous
pattern, reminiscent of invasion patterns observed clinically in lung and oesophageal
cancers. A range of rich, heterogeneous spatio-temporal dynamics can be obtained
by varying key parameters of the model such as the cell-cell and cell-matrix adhesive
strengths in the matrices Scc and Scv. Full details can be found in [15].

Discussion and Future Directions

In this chapter we have presented an overview of cancer modelling at various
different important scales (intracellular, cellular and tissue) and focussing on key
aspects (cf. hallmarks) of cancer – control of proliferation and differentiation, growth
around blood vessels, local spread and invasion. While the modelling of GRNs
(transcription factors) and cancer invasion was focussed on the relevant single scale
(intracellular and tissue), the individual-based modelling in Sect. 3, with its inclusion
of a basic cell-cycle in each cancer cell and an external oxygen field was genuinely
multiscale in structure.

It is such multiscale modelling that holds out the best possibility for the devel-
opment of optimal, individualised patient-based therapy in the future. Such a
multiscale approach for modelling potential optimal treatment strategies (chemo-
therapy and radiotherapy) has already been explored by Powathil and co-workers
[25, 41], while the very recent work of Franssen et al. [17] has, for the first time,
developed a framework to model the metastatic spread of cancer from the primary
tumour to secondary sites in the body. Since it is metastatic spread which is
responsible for around 90% of deaths from cancer [22, 26], developing and clinically
implementing predictive multiscale mathematical and computational models may
well become an important part of cancer treatment in the years to come.
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Precision Oncology vs Phenotypic
Approaches in the Management of Cancer:
A Case for the Postmitotic State

Armando Aranda-Anzaldo and Myrna A. R. Dent

Precision Oncology and the Somatic Mutation Theory
of Cancer

Cancer is a major concern for human societies. The statistics worldwide indicate that
1/4 to 1/3 of contemporary humans that live beyond their third decade shall be
diagnosed with cancer at some time in their lives [13, 57, 99]. On the other hand,
Precision Medicine aims to use multiple types of data to classify patients into groups
that in principle will most likely respond to a given treatment. Within this frame-
work, the so-called Precision Oncology (PO) approach is currently using data from
next-generation genome sequencing of tumors to select therapy for oncologic
patients independently of the type of cancer as traditionally defined on the basis of
anatomy and histology. Therefore, in PO therapy is determined according to the
profile of mutations in putative cancer driver genes found in the genome of the tumor
sample sequenced. The chosen drugs for therapy are usually small molecules or
antibodies designed to inhibit specific oncogenic mutations (as manifested in the
target proteins) or to target key regulatory nodes in biochemical and cell-signaling
pathways that supposedly drive tumorigenesis or underlie cancer vulnerabilities.
Hence, the whole rationale of the PO effort rests on assuming the somatic mutation
theory (SMT) of cancer causation as a proved fact.

In a nutshell, the SMT understands cancer as a genetic disease caused by induced
or spontaneous mutations in cellular genes, leading to a transformed cellular pheno-
type. The standard narrative suggests that the resulting founder mutated cell some-
how acquires the property of unlimited proliferation (immortalization) and from this
point onwards, further mutations create variation within the resulting transformed
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cell population so that cellular clones with varied phenotypes arise (clonal hetero-
geneity) and start competing among them for resources and space, evolving in a
Darwinian fashion towards further maximization of their spreading and survival
capacities (invasivity and metastasis) at the expense of their competitors, including
the normal, non-transformed cells of the host [76, 180]. This theory became main-
stream from about 1982 [208] and it has remained so despite that varied long-
standing evidence from research on cancer is not consistent with the SMT, such as
the fact that several well-established carcinogens are not mutagenic ([17, 40, 107,
162, 163] p.32). Yet the most serious counterargument for the SMT is Peto’s
paradox: the incidence of cancer does not correlate with the number of cells in the
organism [143, 145]. This paradox points out that if the probability of carcinogenesis
from mutations (either spontaneous or induced) is constant across cells then huge,
long-lived animals (elephants, whales) should not exist since their large number of
cells (equivalent to tens or hundreds of human body equivalents) imply that they
should be overwhelmed by an almost universal cancer incidence. Despite that
several theoretical mechanisms and experimental findings have been proposed for
explaining away the paradox [1, 35] the paradox remains [34, 142].

Within the context of the SMT it is assumed that a driver gene mutation confers
directly or indirectly a selective growth advantage to the cell affected while a
passenger mutation has no direct or indirect effect on the selective growth advantage
of the cell [203]. The big question then is how to discriminate objectively between
both kinds of mutations since the degree of success of PO depends on the ability to
verify the driving role of a targeted mutation/alteration in tumor development.
However, there is no unified method or approach for identifying driver mutations
in tumor genomic profiles and in any case the evidence shows that the presence of
passenger mutations is overwhelming [166, 203]. It has been shown that the number
of somatic mutations in tumors of self-renewing tissues is positively correlated with
the age of the patient at diagnosis [189]. More recently it was also shown that even in
healthy epithelial tissue from the skin and esophagus it is common the presence of
mutations in cancer-associated genes that correlate with the formation of cell clones
in situ [118, 119, 214], suggesting that that such mutations may promote cell
proliferation but not necessarily carcinogenesis. For example, the gene NOTCH1,
that when mutated is usually classified as a cancer-driving gene, is the most
frequently mutated gene in healthy esophageal tissue and paradoxically at a higher
frequency than in samples of esophageal cancer [119, 214]. Such a finding casts a
serious doubt on the notion that common gene alterations in tumor samples have a
cancer-promoting role and this is worrisome considering that such is the most
common approach for identifying putative cancer-driver genes [158]. Moreover,
the evidence also shows that the overall number of mutations, the number of
mutations in cancer-associated genes and the size of the corresponding cellular
clones are greater in samples from healthy older people when compared to those
of healthy younger people [119, 214]. This finding seriously undermines the SMT
because classical epidemiological studies on the correlation between age and cancer

170 A. Aranda-Anzaldo and M. A. R. Dent



incidence suggested that some six rate-limiting steps occur in the road to cancer
[16, 133] and such rate-limiting steps where interpreted, within the SMT, as muta-
tions in tumor-driver genes. This necessarily implies that in older individuals, that
have already accumulated somatic mutations in potentially cancer-driving genes
(as shown in: [118, 119, 189, 214]), the induction of cancer by known carcinogens
should be easier (either at a lower dose or at a shorter exposure) than in younger
individuals. However, the experimental evidence in animal models of carcinogenesis
and epidemiological studies in humans, clearly indicate that age itself do not
materially affects the process of carcinogenesis [56, 143–145] suggesting that the
rate-limiting steps in cancer development do not really correspond to genetic
mutations.

Nevertheless, it has been suggested that some 3–8 somatic mutations are required
to drive cancer [90, 188, 203] but in fact identifying such a set of driver mutations in
any given tumor is a very difficult biological and computational problem. In cancer
genomics the putative driver genes are divided in two groups: oncogenes and tumor
suppressor genes (TSG), depending on whether the evidence indicates that they
positively or negatively regulate the growth and proliferation of cells. Genomic
sequencing may identify a large number of genetic variants but determining which
of these are causally related to disease is quite a challenge. The observation that
relatively few mutations occur in a significantly recurrent fashion across tumors
[117] holds, despite the development of sophisticated statistical tools for evaluating
the significance of mutations. Indeed, in most cancer datasets there is a large set of
genes with infrequent mutations, where the putative drivers are statistically indis-
tinguishable from passenger mutations [70, 90]. Moreover, because of the high
variance in background mutation rates in different cancers, very large numbers of
tumor samples would need to be sequenced for detecting putative drivers occurring
at slightly above the high background mutation rate [86]. The problem becomes
more acute when considering that usually there is no well-established mechanistic
explanation of how the molecular changes may relate to the disease phenotype.
Therefore, even though a given mutation in a given gene may have been confirmed
as a cancer-driver mutation in an animal model, it is unwarranted the assumption that
any other non-synonymous mutation in the same gene necessarily has functional
consequences. Indeed, there is a gulf between finding a mutation in a cancer genome
and proving that such a mutation is able to drive cancer development [219]. In its
current version (GRCh38.COSMICv87) the Cancer Gene Census (CGC) from the
Catalogue of Somatic Mutations in Cancer (COSMIC) includes 576 Tier 1 genes that
in principle contain mutations causally implicated in cancer. It is remarkable that
~12% of such genes are ambiguously classified as oncogene/TSG indicating that the
role of such genes in cancer depends on the biological context. Thus, it is unjustified
to assume that the new variants that might be found in putative cancer driver genes
may have an impact on cellular phenotype and as such on cancer development in
absence of experimental characterization that proves or at least suggests the mech-
anism of action.
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Precision Oncology an Unrealizable Medical Utopia

Given that the biomedical mainstream views cancer as a genetic disease, PO has
largely focused on the determination of genetic biomarkers and clinical trials to test
whether targeting these genetic alterations in cancer can either cure the disease or at
least prolong survival. However, genomic data from patients with advanced cancer
suggest that less than 10% have “actionable” mutations susceptible of drug-based
intervention [29, 146]. The range of genomic mutations varies widely among
different cancer types, roughly from 0.28 to 8.15 per genomic megabase [95] and,
as previously mentioned, some of the most common putative driver mutations found
in several types of cancer are also present in normal cells [117, 119, 214] or are
found paradoxically at a higher frequency in normal tissue or benign lesions unlikely
to become cancer [96, 119, 214]. On the other hand, the results of a randomized trial
of PO that compared whether genetic profiling coupled to pathway directed therapy
improved the outcome relative to the therapy chosen by expert opinion, found no
progression-free survival difference between both strategies [105].

Genomic profiling provides information regarding genetic mutations, amplifica-
tions, deletions and epigenetic modifications in DNA such as cytosine methylation.
However, there are limitations of using genomics as a single platform for biomarker
identification given for example, that some common cancer types, such as prostate
cancer, have very few or even no recurrent mutations detected [90, 203]. In addition,
genomic profiling does not provide information regarding the activity of actual
protein products supposedly mediating oncogenic or tumor suppressor gene func-
tions. In other words, as previously mentioned, genetic variations in oncogenes
and/or TSG do not necessarily predict activation of the corresponding biological
pathway, and vice versa: cancer driver pathways can be active without the presence
of mutations [38]. Moreover, intra-tumor heterogeneity (ITH); namely, differences
in the molecular makeup of tumor cells within individual patients, is a major source
of uncertainty for interpreting the results of tumor genome profiling. This uncertainty
results from the fact that sequencing of genomic DNA from a bulk tumor sample
may highlight the putative driver mutations in the dominant tumor clone and yet
there may be other tumor cell populations that do not carry such mutations and so,
that in principle may survive the therapeutic onslaught designed according to the
gross results of tumor genomic profiling. Indeed, evidence for overwhelming ITH
has been established in solid tumors by deep sequencing of several hundred micro-
biopsies from the same tumor and the results do not support the notion that
Darwinian positive selection of the fittest cellular clones drives tumor evolution
[108]. In vitro studies with a large set of established cancer cell lines also indicate
that cancer cells are genetically heterogeneous and their genomes are continuously
changing in a spontaneous and unpredictable fashion [23]. ITH manifests as differ-
ences in genetic, epigenetic and signaling networks of individual tumor cells but also
is coupled with heterogeneity within the stromal compartment [126]. While ITH is
influenced by the inherent tumor genetic makeup, epigenetic states (influenced by
the location of tumor cells), as well as factors from the microenvironment are also
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equally important in determining the cellular states that drive the primary tumor or its
metastatic lesions [168].

Despite the hype surrounding PO, the fact is that this approach has only improved
the clinical outcomes of a picked if not anecdotic minority of patients
[29, 146]. Indeed, the designed or highly defined small molecules or antibodies
used in PO-based treatments, almost universally fail to eradicate the tumor that
usually relapses within a year and recurs in a more malignant fashion [80, 88,
169]. Hence, sequential therapy with further inhibitors that specifically address
emerging mutations within the original target [94] or drugs targeting newly
established putative driver mutations [21] have been used in an attempt to overcome
resistance. However, multiple resistance mechanisms (genetic and non-genetic) can
act in concert to confer resistance to targeted therapy and so management of resistant
disease remains dismal and short-lived, partly because multiple resistance mutations
(in addition to other mechanisms) can occur simultaneously, suggesting that
targeting a single pathway in a tumor is in most cases, not sufficient to achieve a
sustained response.

Considering the arguments above together with the fact that no genetic alterations
have been found to correlate with well-characterized predictive cancer biomarkers
such as the expression of estrogen receptor or androgen receptor, in breast or prostate
cancer respectively, some have suggested that in order to overcome these challenges
a more comprehensive approach is necessary, requiring the simultaneous character-
ization of the genome, epigenome, transcriptome, proteome, and metabolome of
tumors and their surrounding stroma; as these are all crucial parameters for defining
the cellular phenotypes involved in cancer pathogenesis, as well as in characterizing
responsiveness to therapy [169]. However, these parameters are dynamic and may
change in response to external stimuli and as such are expected to show spatial
heterogeneity. Therefore, the analysis of multiple biopsies and longitudinal follow-
up of patients would need to be performed to predict the initial responses to therapy
and to identify putative mechanisms of drug resistance. Thus, a serious limiting
factor in performing multiple “omics” approaches and functional testing is tissue
availability. Altogether these considerations highlight the potential high cost and the
actual impracticality of the PO scheme

Phenotype-Driven Therapeutic Cancer Research as an
Alternative to Precision Oncology

Drug development for Precision Medicine based on precision drug design for
targeting specific cellular molecules is facing many challenges, including high
failure rates in clinical trials that have been reflected in higher R & D costs. This
situation is reinvigorating traditional phenotypic drug discovery [134]. Phenotypic
screening for drug discovery identifies substances that alter the phenotype of an
organism or a cell in a desired fashion and historically this has been the basis for
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discovering new drugs. Implicitly, this phenotypic screening assumes a “black box”
approach so that only after discovery of the appropriate compound or drug there
would be attempts for identifying the biological targets and action mechanisms
involved. However, some of the most successful drugs in history such as
acetylsalicylic acid (aspirin) have been medically used on a regular basis long before
there was a hint of their actual mechanisms of action [197]. Moreover, given the
pleiotropic effects of several well-established drugs, they can be repositioned or
repurposed for treating other medical conditions as exemplified again by aspirin that
currently is used for the treatment of myocardial infarction and for preventing its
recurrence [18].

In humans ~ 90% of cancer is epithelial in origin and yet the skin, breast, prostate,
lung and colon concentrate ~ 65% of the total incidence of human cancer [52]. Given
the current statistics that one in every three humans shall be diagnosed with cancer
worldwide, the question has been asked of why the other two do not get cancer
[99]. The same can be asked about whether certain cell types cannot be the seat of
cancer or whether there is a cellular phenotype that do not supports carcinogenesis. It
is common knowledge that cancer may only arise from cells with proliferating
potential ([163], p. 10). Thus adult organisms whose tissues are mostly constituted
by postmitotic cells cannot develop cancer. Such is the case of Drosophila
melanogaster in which treatment with known carcinogens shows that this fly may
only develop cancer before the larva stage [71, 82]. The brain is rarely the seat of
carcinogenesis but it is quite remarkable that neurons, the cells that according to
current estimates constitute half of the brain cell population in humans [85] are not
susceptible to carcinogenesis since so far there is not a single bona fide report of a
brain tumor derived from cortical neurons [151]. The standard explanation for this is
a circular argument: neoplastic transformation may only occur in cells endowed with
a proliferating potential and given that neurons are terminally differentiated,
postmitotic, cells they cannot be the origin of cancer. This pseudo-explanation is
just a statement about a matter of fact. However, since the postmitotic state is a
naturally occurring cellular phenotype that is an absolute tumor suppressor it would
be reasonable to find ways for inducing such a state in tumor cells for preventing or
curtailing tumor progression at least in the most common types of cancer. From this
perspective it is helpful to have an understanding of the cellular basis of the
postmitotic state.

Cell Differentiation and the Postmitotic State

It is widely known the negative correlation between cell differentiation and prolif-
erating potential. Postmitotic cells are considered to be terminally differentiated cells
that have permanently lost the capacity to divide ([163], p. 128). In mammals some
of the most important tissues such a brain, heart, skeletal muscle, include a large
proportion of postmitotic cells (neurons, cardiomiocytes, myotubes). Such cells are
usually unable to re- enter the cell cycle yet they are able to remain alive and
functional for long periods of time (actually decades in the case of humans).
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However, terminal differentiation correlates with but it is not necessarily the same as
the postmitotic state. For example, in neurons there is evidence that terminal selector
transcription factors are necessary for initiating and maintaining the expression of
genes associated with terminal differentiation and the postembryonic removal of
such terminal selectors causes the loss of differentiated functional properties in
neurons [64, 87]. Nevertheless, the postmitotic condition persists in neurons despite
the loss of functional markers of terminal differentiation, suggesting that it do not
depends on genetic factors or functions associated with terminal differentiation.
Moreover, the fact that differentiated cells can be reprogrammed to a pluripotent
state by the artificial over-expression of defined transcription factors [183] indicates
the reversible nature of the differentiated state but the evidence also shows that the
more differentiated a cell is, the more difficult it is to reprogram [139]. In the case of
neurons, it has been reported that induced pluripotent cells (iPSCs) can be obtained
from postnatal day 7 cortical neurons from mice. However, the forced ectopic over-
expression of the classical four transcription factors used for this purpose was not
sufficient for neuron reprogramming and so it was also necessary to inhibit the
expression of the p53 tumor suppressor gene and the over-expression of REST
(a negative regulator of neuronal genes that it is usually expressed in non-neuron
cells) in order to achieve measurable neuron reprogramming [220]. Since the
reprogramming strategy requires the in vitro stationary culture of neurons for several
days and P7 is the latest time point at which efficient ex vivo neuronal culture is
possible, the authors of this report acknowledge that it would be necessary to
perform the same experiments in cultures of adult neurons (so far not technically
feasible) so as to confirm that terminally differentiated neurons can be
reprogrammed and to discard the possibility that the resulting iPSCs came from
contaminating non-neuronal cells.

In mammalian embryos when the neuronal precursors at the ventricular and
subventricular zone of the neural tube divide, the resulting neurons that migrate
into the cortical plate become postmitotic for the rest of their lifespan
[149]. Neurogenesis may occur in specific but limited regions of the postnatal
mammalian brain (such as the hippocampus) and in the human neurogenesis drops
to undetectable levels in adults [177]. Moreover, the new neurons always arise from
precursor cells but never by division from terminally differentiated neurons [27, 150,
151]. Currently, embryo cloning by nuclear transfer is the gold standard for testing
the capacity of a differentiated cell nucleus for achieving karyokinesis (and so for
evaluating the reversibility or not of the postmitotic state). The successful cloning of
mice using nuclei from postmitotic olfactory sensory neurons has been achieved and
in principle demonstrates that the mechanisms causing the irreversible mitotic arrest
in neurons can be reverted in the environment of the egg [60]. However, attempts to
clone mice with nuclei from adult cortical neurons were completely unsuccessful
[204]. Indeed, additional studies have shown that the developmental potency of
neuronal nuclei is dramatically reduced as the cells migrate from the ventricular zone
(where neural precursors reside) to the pial zone (where the neurons are already
postmitotic) of the developing cerebral cortex [213]. Therefore, the available evi-
dence shows that postmitotic condition of cortical neurons is non-reversible.
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Cellular Senescence and the Postmitotic State

Terminal differentiation associated with the postmitotic state in vivo has been
thought to be similar to the replicative senescence characterized by a permanent
cellular arrest observed in normal mammalian cells after serial passages in culture
[75]. On the other hand, classical evidence suggested that the serial division of
fibroblasts in culture constitutes a differentiation process leading to terminally
differentiated cells [116]. However, it has been shown that postmitotic cells may
enter a senescent state associated with cellular stress independently of their
postmitotic condition [165]. Indeed, as it has been pointed out, the indiscriminate
application of the term “cellular senescence” to a broad range of processes that result
in stable cellular quiescence has led to misunderstand the postmitotic state as a
hallmark of cellular senescence [112] but such an assumption is unwarranted given
the fact that fully differentiated, postmitotic cells such as neurons and
cardiomyocytes are already present in the tissues of healthy newborns and such
cells may survive for decades in a completely functional state without manifesting
the morphological and functional features [103] associated with cellular senescence.
Therefore, it must be clarified that “cellular senescence” refers to at least three
different phenomena involving stable cellular arrest: (1) classical replicative senes-
cence (RS) as described originally by Hayflick and Moorehead [83] in serial cultures
of normal cells that results in a permanent cellular arrest as a function of cellular
divisions. In human cells RS has been linked to the gradual attrition of the chromo-
somal telomeres as a result of serial rounds of DNA synthesis [171]. (2) Stress
induced premature senescence (SIPS or STASIS) that occurs independently of the
number of cell divisions and it is induced by a number of factors that cause cellular
stress such as hipoxia, hiperoxia, DNA damage or the over-expression of oncogenes
[171]. (3) Spontaneous replicative senescence (SRS) that occurs independently of
stress or cell divisions as shown hereunder.

Spontaneous Replicative Senescence (SRS)
and the Postmitotic State

Studies with clonal populations of normal mammalian cells in culture show that cells
lose their proliferative potential in a stochastic non-reversible fashion independently
of their previous number of cell divisions, reaching a SRS which is a de facto
postmitotic state [175, 176]. The presence of large differences in the proliferative
potential of pairs of daughter cells also indicates that there is a stochastic component
in the cellular proliferative potential [221]. Vigorously dividing cell cultures are
nevertheless heterogeneous and always contain a percentage of growth- arrested
cells; this percentage progressively increases until all cells in the population become
postmitotic [176, 222]. Indeed, diploid cells in culture lose their proliferative
potential in a stochastic, age-independent fashion that satisfies an exponential
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decay distribution for the overall proliferative potential of the culture
[175, 223]. This phenomenon is consistent with a one-hit model (first order kinetics)
suggesting that cells in culture reach the postmitotic state entirely by chance. Indeed,
careful studies have shown that the replicative lifespan of fibroblasts in culture has
no correlation with donor age since the proliferative potential of cell lines derived
from the same individual at different ages show no correlation with age, suggesting
that in vivo the loss of proliferative potential occurs as a mosaic where cells with low
and high proliferative potential co-exist at any time [47].

The stochastic loss of proliferative potential is not the consequence of cellular
stressors acting upon the cells in culture, thus it is different from SIPS which depends
on the action of specific gene products and so it can be reverted by specific mutations
[171, 184], also it is independent of chromosome telomere attrition as it occurs in
cells from rodents that posses very lengthy telomeres that do not shorten with each
cell division since telomerase is continuously active in their somatic cells
[113, 140]. Moreover, this stochastic loss of cellular proliferative potential also
occurs in vivo as instantiated by the case of normal rat liver hepatocytes which are
usually quiescent but retain a remarkable proliferative potential so that in a young rat
after a 2/3 partial hepatectomy (PH) ~95% of the remaining hepatocytes re-enter the
cell cycle and achieve complete liver regeneration within 7 days [128]. However, in
healthy but older animals the fraction of remaining hepatocytes able to re-enter the
cell cycle after PH is severely reduced to ~ 30% and so liver regeneration takes much
longer [167]. This loss of proliferating potential correlates with the increase of ploidy
in hepatocytes [173, 174] that suggests the impossibility of performing karyokinesis
and mitosis despite the ability to achieve DNA synthesis in the polyploid cells.

Polyploidy, Aneuploidy and the Postmitotic State

A typical feature of normal tissues enriched with postmitotic cells is the presence of
polyploid and aneuploid cells [28, 49], phenomenon also observed in cultures of
normal cells reaching the average limit of their proliferative potential [111, 121,
172]. In most tissues advanced polyploidy is considered an indicator of terminal
differentiation [78, 173]. In the developing brain about a third of the neural mitotic
progenitor cells display aneuploidy and there is a significant presence of postmitotic
aneuploid neurons in the mature brain that functionally integrate into the normal
brain [98, 155, 156, 209]. Moreover, there is evidence that the generation of
aneuploid cells is intrinsic to normal brain and liver development [59, 155]. Interest-
ingly polyploidy precedes the appearance of aneuploidy in both normal and
transformed tissues [37, 58, 179]. The presence of polyploid neurons in the postnatal
brain indicates that such cells able to replicate their genome have been unable to
perform karyokinesis and as such mitosis thus resulting in cells with polyploid nuclei
[48]. Thus, true polyploidy implies uncoupling between DNA synthesis and mitosis
since there is an essential failure of karyokinesis. The selective loss of polyploid cells
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during liver regeneration confirms that they are not usually permissive for renewed
cell-cycling [174]. Evidence has been provided for limited cardiomyocyte renewal in
postnatal mammals, the new cardiomyocytes arise from pre-exiting cardiomyocytes
and not from precursor cells [26]. Yet only diploid cardiomyocytes are capable of
completing mitosis resulting in new cells while polyploid cardiomyocytes may
synthesize DNA but cannot complete cell division thus not contributing to heart
renewal or repair [170]. Experimental correction of liver failure by transplantation of
hepatocytes into livers of suitable mice show that polyploid donor hepatocytes may
proliferate so as to repopulate the damaged liver but in the process most of them
undergo ploidy reversal by a single step mechanism and the majority of the donor-
derived cells become aneuploid, [58]. Interestingly in cultures from late-passage
fibroblasts corresponding to the stage when such cells perform their last mitoses
before becoming stably postmitotic, there is a chaotic partitioning of DNA between
daughter cells indicating widespread aneuploidy in the resulting postmitotic
cells [111].

The Postmitotic State and the Cell Cycle

Given the stable postmitotic condition of cortical neurons it is remarkable that they
preserve the whole molecular machinery necessary for DNA synthesis. This machin-
ery as well as their molecular regulators can be reactivated by cellular stress or
experimental manipulation [63, 102, 138]. Yet in most cases reentry of postmitotic
neurons into the cell cycle leads to cell death by apoptosis [45, 217]. Interestingly,
CDK5, a peculiar cyclin-dependent kinase very active in postmitotic neurons, is a
powerful suppressor of the cell cycle thus acting as a neuroprotector by limiting the
possibility of cell-cycle related neuronal death [217, 218]. Also the anaphase-
promoting complex/cyclosome (APC/C)-Cdh1 complex actively suppresses the
aberrant cell cycle reentry and related death of neurons [199]. Thus in neurons
molecular “guardians” actively suppress the reentry into the cell cycle so as to
avoid unwanted neuronal death. Indeed, reentry of neurons into the cell cycle has
been observed in a number of pathological conditions and so it is considered as a
hallmark of neurodegeneration or brain injury [32, 50, 53, 205].

In other cell types it has been suggested that the stable non-proliferative state
depends on the continued activity of specific gene products [135]. For example, the
myotubes of the striated muscle are terminally differentiated and postmitotic and yet
the experimental elimination of inhibitors of the cell cycle leads to reentry of such
cells into the cell cycle. However, after replicating DNA the myotubes either die or
remain permanently blocked in G2 but never successfully divide [136] putting in
evidence their non-reversible postmitotic condition.

Although there are published claims for the existence of neuronal tumors [141]
the fact is that the neuronal origin of such tumors is highly debatable. A survey of a
large number of brain tumors in children found some evidence of neuronal
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differentiation in about a fifth of them with an spectrum going from ganglionic
tumors difficult to distinguish from cortical dysplasia, to neuroectodermal tumors
and in most cases the tumors were thought to be either congenital tumors or
developmental malformations that do not qualify as cancers [22]. On the other
hand, the so-called mutinodular and vacuolating neuronal tumors, of which just a
handful have been described worldwide, are more likely malformative lesions than
true neoplasms that originate from a progenitor neuro-glial cell types showing
aberrant maturation [186]. Primary Brain Tumors (PBT) are a heterogeneous
group of malignancies but gliomas are the most common with glioblastoma
multiforme accounting for 50% of PBT [74]. Since the discovery of neural stem
cells (NSC) in the postnatal brain the expert opinion favors the notion that PBT result
from the oncogenic transformation of NSC residing in the subventricular zone, rather
than from lineage committed progenitors or de-differentiated astrocytes
[55, 74]. There is an isolated report suggesting the tumorous transformation of
mature neurons in transgenic mice by ad hoc experimental manipulations. However,
the resulting tumors are always gliomas with no remaining evidence of the neuronal
phenotype [66]. This report tried to revive the claim that neuronal de-differentiation
into progenitor cells is a possible road for tumorigenesis in the brain, but considering
previous warnings on the incorrect labeling and identification of neurons in brain
tissue [150] there is scope for doubting whether the identification of the artificially
transformed neurons was truly unambiguous. This perception is reinforced by the
retraction of another paper that claimed the in vitro transformation of retinal gan-
glion neurons resulting in a transformed neuronal cell line [101] as it was found that
the cell line was really derived from induced retinal tumors that arose from
neuroectodermal precursors in transgenic mice [100]. Indeed, a previous report
had already shown that the tumor- inducing procedure caused photoreceptor degen-
eration and death instead of tumorous growth when used in postmitotic photorecep-
tor cells [3] thus conforming to the principle that reentry of postmitotic neurons into
the cell cycle is lethal [50].

The Postmitotic State and the SMT

The SMT implies that sets of spontaneous or induced mutations in cellular genes
(some of them activating but other inactivating mutations) are enough for causing
the abnormal, non- regulated cell proliferation that is considered the fundamental
hallmark of cancer [81]. There is hard evidence of high levels of insertional
retrotransposition [19, 131] and copy number variations (CNV) in adult human
brain neurons [125]. Indeed, genomic deletions are quite common in neurons and
a significant fraction displays highly aberrant genomes with multiple alterations
[125], indicating that somatic mosaicism is widespread among neurons and this
also implies that neurons are prone to large-scale mutational events. However,
neurons remain immune to carcinogenic transformation. Thus considering that
there are billions of mammalian brains and given that the neuronal genome
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undergoes varied mutagenic events, it is quite remarkable that nobody has
documented the spontaneous proliferation of adult mammalian neurons, since all
biological states or processes controlled by genes and gene products can be
inhibited, reverted, or bypassed by spontaneous or induced mutations in the genes
involved. Therefore, the standing evidence indicates that the postmitotic state of
neurons is not dependent on the action of specific genes. This situation suggests a
non-genetic basis for the postmitotic state, thus it is worth considering the relation-
ship between the structural organization in the cell nucleus and the postmitotic state.

The Nuclear Higher Order Structure (NHOS)

For a long time it has been known that during the cellular interphase, the nuclear
DNA of metazoans is organized in negatively supercoiled loops anchored to a
compartment or substructure commonly known as the nuclear matrix [24, 44, 154,
202]. Negative DNA supercoiling results spontaneously from the anchoring of DNA
loops to the NM, as this is thermodynamically favorable [130]. The nuclear matrix
(NM) is operationally defined as the residual nuclear substructure that results from
extracting the nucleus with non-ionic detergents, high salt and DNase [62, 132,
192]. Originally considered as a sort of cage or stable framework [25, 84, 216], the
current view is that the NM is a rather dynamic and diffuse compartment, which
nevertheless is involved in the structural and functional organization of the cell
nucleus [192]. A common set of ~ 300 proteins defines the core NM proteome [62]
but there is also evidence of a large set of tissue- specific NM proteins [51, 181]. The
interactions between nuclear DNA and the NM can be divided into stable-structural
that resist extraction with high salt and transient perhaps functional that cannot resist
such an extraction [61, 122, 153]. DNA interacts with the NM through segments of
relatively short length (< 200 bp) known as matrix attachment/associated regions or
MARs [41, 224] and those segments in the subset corresponding to the structural
interactions are known as true loop attachment regions or LARs [153]. However,
there is no specific sequence or set of sequences that predetermines the MAR/LARs
and the current evidence suggest that the recognition between DNA and NM proteins
is mediated by the local topology of the DNA so that the NM proteins show
non-overlapping affinity for single-stranded [79] supercoiled [97] or linear double-
stranded DNA, the last property is very likely the distinctive feature of the LARs
bound in situ and thus anchoring the genome to the NM [11, 69].

The set of structural DNA-NM interactions defines a nuclear higher-order struc-
ture (NHOS) that can be studied in substructures known as nucleoids obtained by
extracting the nucleus for NM but without using DNase. These substructures consist
of the whole set of naked but supercoiled DNA loops bound to the NM [44] and
show that the structural interactions DNA-NM are of higher stability than those
between DNA and chromatin proteins that are completely removed by the nucleoid-
extraction procedure [202]. The naked supercoiled loops bound to the NM can be
induced to unwind or rewind by mechanical force using the DNA intercalating agent
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ethidium bromide (EB). This approach permits the evaluation of the integrity of
DNA and the status of DNA supercoiling [9, 12, 14, 161, 225] as well as of the
average size and distribution of the DNA loops [92, 154]. Moreover, it also permits
the evaluation of the strength and stability of the DNA-NM interactions
[123]. Remarkably, nucleoids of primary cells from different tissues show differen-
tial average DNA loop size (Fig. 1) and differential stability of the DNA-NM
interactions. For example, rat nucleoids from newborn hepatocytes or from naive
B- lymphocytes are completely disaggregated after the DNA halo expansion induced
by EB [123, 190]. Yet as the hepatocytes mature there is a significant reduction in the
average size of the DNA loops (which means a larger number of stable DNA
attachments to the NM) coupled to an increase of the NM density due to the
increasing abundance of some of its major components such as lamin A. This results
in the overall strengthening of the NHOS in aged hepatocytes which becomes
resistant to destabilization by EB [123] but this goes in hand with a significant
increase in polyploid hepatocytes that correlates with the loss of the proliferating
potential of such cells [73, 167].

Remarkably, the nucleoids from postmitotic cortical neurons display a shorter
average DNA-loop size as well as high resistance to destabilization by mechanical
force when compared to hepatocyte nucleoids, and this is observed even in neuronal
nucleoids of very early postnatal stages [4]. However, despite the high stability of the

Fig. 1 The average size of the DNA loops bound to the nuclear matrix (NM) is cell- type
specific. Representative phase contrast micrographs showing the morphology and typical size of the
NM from nucleoids of primary hepatocytes and cortical neurons from two closely related mammals
(rat and mouse). The fluorescence micrographs show the DNA halos surrounding the corresponding
NM that result from the unwinding of the naked supercoiled DNA loops anchored to the NM
induced by ethidium bromide that intercalates between the rungs of base pairs in DNA, thus acting
as a molecular lever. White bar ¼ 15 μm. The estimated average DNA loop size from base to tip is
14.1� 2.3 μm (41.5 kb) for rat hepatocytes and 13.0� 1.3 μm (38.4 kb) for mouse hepatocytes. For
neurons the average DNA loops size is 8.24 � 0.88 μm (24.23 kb) for rat and 8.15 � 0.86 μm
(23.97 kb) for mouse. These values correspond to half-length of the whole DNA loop. Photographs
kindly provided by Evangelina Silva-Santiago, Ph.D
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NHOS in early postmitotic neurons, the strengthening of such a NHOS continues
during postnatal life coupled to both the increase in the proportion of DNA anchored
to the NM and the abundance of NM constituents [5].

The NHOS and Structural Tensegrity

The fact that mechanical force directly applied to the nuclear DNA is able to
disaggregate the NM [123] strongly suggests that DNA has a structural role in
sustaining the integrity of the NM compartment. Cells are high-wired systems able
to transduce mechanical information [8, 206]. In the nuclear envelope and inside the
nucleus lamins can be assembled into a meshwork that is actually very sensitive to
mechanical forces [20]. Cellular progression towards terminal differentiation corre-
lates with a relative increase of NM constituents able to interact with DNA, such as
the lamins A/C that are not expressed in immature cells but actively expressed in
differentiated cells [43, 160]. Moreover, in differentiated cells A-type nuclear lamins
increase their expression with age and this correlates with the strengthening of the
NM [91, 123] besides establishing a larger binding surface for furthering DNA-NM
interactions.

Tensegrity is an architectural-engineering principle for building lightweight but
highly resistant and resilient structures. In tensegrity structures discontinuous com-
pression elements balance the force generated by continuous tension elements
reaching a structural equilibrium that is largely independent of gravity [68]. Such
structures present isometric tension or pre-stress that leads to a configuration that
minimizes the stored elastic energy of the whole structural system [68, 89]. The
interphase nuclear organization in which the telomeric DNA of chromosomes is
anchored to the NM component corresponding to the peripheral nuclear lamina
[109] while the rest of the chromosomal DNA is multiply anchored to nodes of
internal NM proteins, constitutes a structural system based on tensegrity [11, 15].

Thus, the DNA-NM interactions create a structural whole in which discontinuous
compression elements (NM proteins) and continuous tension elements (chromo-
somal DNA) interact constituting a highly stable overall structure (Fig. 2) and the
trend for increasing the number of DNA-NM interactions results in a highly stable
cell nucleus. Indeed, the stiffness of the cell nucleus directly correlates with the stage
of cellular differentiation so that embryonic stem cells have a highly deformable
nucleus while knocking down lamin A/C expression in differentiated cells leads to
nuclear deformability similar to that of adult stem cells [137]. This correlates with
the biophysical evidence that the NHOS of cells with high proliferating potential is
less stable than that from cells with reduced or null proliferating potential, thus
requiring lesser energy input for achieving its complete destabilization [4, 5, 123].
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A Structural Basis for the Postmitotic State

Spontaneous looping dissipates structural stress along chromosome DNA but attach-
ment to the NM is necessary for stabilizing such loops against thermal agitation
otherwise a long DNA may break into pieces [15]. This process obeys thermody-
namic constraints and so the number of DNA-NM interactions should increase on
average with time, provided there is any remaining structural stress to be dissipated
[10]. The topological organization of the NHOS based on a selective use of a limited
set of potential MAR/LARs, as it occurs in nuclei from newborn hepatocytes [123],
is highly asymmetrical and the trend for physical systems is towards reducing
asymmetries in time. A configuration in which most potential MAR/LARs become
attached to the NM, resulting in shorter, more numerous and more stable DNA loops,
is a symmetrical structural attractor [15]. Indeed, even in postmitotic cells the

Fig. 2 Tensegrity in the cell nucleus. The principle of structural tensegrity implies that discon-
tinuous compression elements and continuous tension elements interact constituting a highly stable
overall structure. (a) in the cell nucleus nuclear matrix (NM) proteins (colored dots and beams)
function as compression elements while the chromosomal DNA loops (black line) provide the
continuous tension elements. (b) the fastening of the DNA loops to the NM proteins results in
isometric pre-stress and so in DNA supercoiling. Therefore, chromosomal DNA interconnects hubs/
nodes of NM proteins. Moreover, during the interphase the chromosomal telomeres are stably
anchored to the peripheral inner lamina component of the NM [109]. This general pattern of
DNA-NM interactions results in a higher-order structure that permeates the whole nucleus. (Illus-
tration from Aranda-Anzaldo et al. [15])
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potential DNA-NM interactions continue to be actualized so that the NHOS becomes
more and more stable in time [5]. This phenomenon satisfies the second law of
thermodynamics since the structural stress along the DNA molecule is more evenly
dispersed within the nuclear volume resulting in a more homogeneous distribution of
energy in a later state compared to an initial state [104].

Thus mature postmitotic neurons display a very stable NHOS that results from the
high number of structural DNA-NM interactions. Such a NHOS cannot be
destabilized by significant mechanical force [5]. The process of karyokinesis that
precedes mitosis necessarily requires the destabilization of the NHOS and in vivo
this is achieved by metabolic energy in the form of specific phosphorylation of NM
components (such as lamins) for their disassembly [201]. However, such phosphor-
ylations have no effect upon DNA that may keep the NM proteins assembled by
performing in a similar fashion to the cables in a suspension bridge that keep the
deck’s segments into place (Fig. 3). Thus, given that cellular metabolic energy is
limited, when the stability of the NHOS reaches a certain threshold it becomes and
insurmountable energy barrier for karyokinesis (and as such for mitosis), since the
energy input (in the form of targeted phosphorylation) is not enough for destabilizing
the NHOS and so the cell becomes stably postmitotic but this state is structurally
defined and so it is independent of any gene-coded function, therefore not able to be
reverted by somatic mutations. Moreover, this structural postmitotic condition is
achieved even in cells from postnatal tissues still endowed with proliferating poten-
tial, as shown by the case of hepatocytes that spontaneously lose their proliferating
potential as they reach the threshold of high NHOS stability in a stochastic fashion
[123, 167] and this is consistent with a thermodynamically driven process.

NHOS and DNA Replication

Currently there is compelling evidence that the structural DNA loops attached to the
NM correspond to the actual subdivision of the genome into units of replication
(replicons) [30, 46, 106, 153, 159, 202] and that the NM is an organizing compart-
ment for DNA replication [6, 207, 210]. Moreover, the experimental evidence
indicates that in vivo DNA replication occurs by a reeling mechanism in which
loop DNA moves or is moved to the replication factories organized upon the NM
[159, 226]. The evidence also suggests that the spatial distribution of the replication
complexes somehow depends on the NHOS [6, 30, 46, 210] so that in a replication
focus only adjacent replicons belonging to the same chromosomal region may be
simultaneously replicated [124]. As previously mentioned negative DNA
supercoiling results spontaneously from the anchoring of DNA loops to the NM
[130] and given that in metazoans there are no specific DNA sequences that
determine the replication origins it is remarkable that the proteins of the origin
recognition complex (ORC) bind to negatively supercoiled DNA [157] which is a
strong feature of DNA subjected to torsional stress nearby to the LARs. Moreover,
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the evidence available indicates that mammalian origins of replication are not
determined by the nucleotide sequence but by 3D topological features of DNA
[36, 127, 198]. Thus, a finely tuned degree of negative supercoiling is necessary
for the recognition of the potential origins of replication and the initiation of DNA
replication [185]. Indeed, the cutting or nicking of DNA induces the loss of
supercoiling. Hence correct repair of damaged DNA requires the appropriate recov-
ery of negative supercoiling. However, the repair of DNA strand integrity and the

Fig. 3 The nuclear higher order structure (NHOS) and the control of karyokinesis and
mitosis. Thermodynamic, entropic forces, favor the looping of chromosomal DNA (black lines)
as this is a highly probable conformation for a fiber-like polymer. DNA loops become stabilized by
anchoring to the proteinaceous constituents (blue rectangles) of the nuclear matrix (NM). Looping
dissipates the intrinsic structural stress of DNA and so it preserves the integrity of the chromosomal
DNA [11, 15]. The NM elements are also connected by energy-labile links (red lines). (a) in
embryonic, non-differentiated cells with high proliferating potential, the DNA loops per unit length
of chromosomal DNA are relatively few and quite heterogeneous in size. This correlates with the
relatively low abundance of major NM components. During mitosis, metabolic energy (E) is used
for rupturing the links (by phosphorylation of molecular targets) resulting in the efficient disassem-
bly of the NHOS necessary for karyokinesis and so for mitosis. (b) cell differentiation correlates
with quantitative changes in NM components and so the DNA loops per unit length of chromosomal
DNA are more numerous and more homogeneous in size. Nevertheless, the available metabolic
energy is still enough for destabilizing the NHOS as a pre-condition for achieving mitosis. (c) in
terminally differentiated cells there is a further increase in the abundance of major NM constituents,
this results in a higher number of DNA loops per unit length of chromosomal DNA and the loop size
becomes quite homogeneous. In this case the metabolic energy available is not enough for
destabilizing the NHOS, because the anchored DNA loops bridge the NM constituents despite
the breakup of targeted molecular links. The highly stable NHOS becomes an insurmountable
energy barrier for karyokinesis and mitosis. (Illustration from Aranda-Anzaldo and Dent [228])
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recovery of supercoiling are not necessarily coupled so that significantly damaged
DNA may be successfully repaired at the strand level and yet supercoiling is not
properly restored and the cell either dies or becomes permanently unable to perform
DNA synthesis [9, 12, 14]. On the other hand, DNA replication has a predetermined
but highly ordered spatio-temporal organization in the metazoan cell nucleus, thus it
is quite remarkable that such spatio-temporal organization remains identical in
primary, immortalized and transformed mammalian cells [54]. This indicates that
major tampering with the NHOS is forbidden even for tumor cells because this is not
compatible with DNA replication, since the cells with an altered NHOS cannot
perform efficient DNA replication (for example, in DNA loops with altered
supercoiling it would be difficult the recognition of the origins of replication by
ORCs) and from the practical point of view, if they survive, they would be opera-
tionally similar to the cells that are permanently arrested because they cannot
perform karyokinesis when endowed (like neurons) with a highly stable NHOS.

Possible Induction of the Postmitotic State in Non-neuronal
Cells

For the last 40 years there has been scattered but consistent evidence that supports
the possibility of inducing a postmitotic state in different types of cells. Dimethyl
sulfoxide (DMSO) a polar aprotic solvent miscible with water and able to dissolve a
large range of polar and nonpolar molecules has been widely used in cell biology as a
cryoprotective agent [215]. In cells all molecules function in aqueous solution, the
Hofmeister effect is the effect that solutes have on the structure and behavior of
interfacial water. Co-solvents (in water) that improve the stability of the interactions
between water molecules (known as kosmotropes) indirectly stabilize the intra-
molecular interactions in macromolecules such as proteins. On the other hand,
co-solvents that disrupt the structure of water (chaotropes) also destabilize solute
aggregates or the internal structure of macromolecules. When mixed with water at
low concentrations (< 2%) DMSO is a kosmotrope while at high concentrations
(> 15%) is a chaotrope [215]. State of the art techniques have shown that low dose
DMSO induces significant structural changes in proteins and nucleic acids that may
undoubtedly affect or modify their functions [193]. Indeed, proteins endowed with a
high internal stability are poorly interactive with other molecules while structurally
unstable proteins promiscuously interact with other molecules [194]. Therefore
depending on its concentration DMSO may affect the structure and function of
cellular macromolecules and as such the cellular state, as shown by the fact that
DMSO reduces cell proliferation and cytokine production in cultures of normal
peripheral blood lymphocytes [2].

A large number of classical studies reported that DMSO at low concentrations
may induce the differentiation of cells from a wide variety of tumor derived cell lines
[178]. Also DMSO improves the capacity of pluripotent stem cells for directed
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differentiation into multiple lineages [39]. However, although DMSO may induce
some tumor cells along specific differentiation pathways [42, 67, 93] there are also
several reports in which DMSO-treated tumor cells become “normalized” in the
sense that they regain contact inhibition and reduced saturation density resulting in
stable growth arrest, while becoming flattened and elongated even though the
resulting morphology do not corresponds to the normal appearance of the original
cell type [77, 120, 200]. Moreover, DMSO is commonly used in the biotechnology
industry as a cytostatic since stable growth arrest enhances the production of
recombinant proteins from mammalian cells [182]. The evidence suggests that the
“differentiation” induced by DMSO is an all or nothing event so that cells stochas-
tically shift to the “differentiated” or non-proliferating state. However, continued
treatment with DMSO for several weeks results in a homogeneously growth-arrested
population of cells and the effect remains after the removal of DMSO from the
culture medium [120, 147, 191]. Interestingly, DMSO modifies the transition tem-
perature of DNA and induces its unwinding thus it has a direct effect on the topology
of DNA including supercoiling [227]. This property has been exploited for improv-
ing the performance of PCR DNA amplification by reducing the formation of
unwanted secondary DNA structures that may inhibit the amplification reaction
[65]. It has been shown that DMSO induces a thorough rearrangement of the
NHOS in tumor cells and this correlates with their apparent “normalization” that
includes a dramatic change in their cellular and nuclear morphology (Fig. 4) and
stable growth arrest [120].

Despite the evidence that the effects of DMSO are non-specific and depend on the
structural alteration of major biological macromolecules [7, 193, 215], further
“inducers of differentiation” have been synthesized but starting from the rather
misguided notion that there must be specific cellular targets or receptor sites for
such compounds. DMSO and the synthetic “inducers of differentiation” are currently
mislabeled as histone deacetylase inhibitors (HDACi) given their effect on such also
mislabeled enzymes, since histone deacetylases are not specific for histones and
have hundreds of other types of proteins as substrates [114, 115]. This HDACi
mislabeling is more a marketing strategy for fitting these compounds within the
fashionable field of chromatin epigenetics that deals with the characterization of
transient biochemical modifications to chromatin proteins that correlate with mod-
ifications in gene expression [148]. However, this marketing of DMSO and other
compounds as HDACi neglects the fact that their inhibitory effect upon their
putative target enzymes is usually transient and yet the phenotypical effects on
cells may become permanent [120, 147]. Methyl sulfone, a naturally occurring
molecule that is present in the milk of grass-eating cows and that is closely related
to DMSO, thus sharing its chemical and biological properties, is also able to induce
“normalized” phenotypes that include the recovery of contact inhibition and perma-
nent proliferative arrest in cells from metastatic tumors [33].

The synthetic suberoylanilide hydroxamic acid (SAHA), which is the most potent
HDACi authorized for clinical use so far, induces either apoptosis or polyploidy (the
last one coupled to stable cell proliferation arrest) in the treated cells and this occurs
despite the fact that only a relative minority of genes are affected in their expression
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by SAHA [114, 211]. However, there are reports of tumor cells resistant to the
pro-apoptotic effects of SAHA. For example, high intrinsic Bcl-2 expression in the
prostate cancer cell line PC3 makes them resistant to SAHA-induced apoptosis [212]
and yet the same cells are completely susceptible to the growth-suppressive effects
of SAHA [31]. The traditional goal in cancer chemotherapy has been the killing of
the tumor cells [80, 88] therefore resistance to induction of apoptosis may be
considered a failure for the drug in question [129]. However, if the treatment of
tumor cells leads to stable growth arrest the result in vivo would be tumor dormancy.
A clinical trial of SAHA in patients with metastatic breast cancer showed that SAHA
did not meet the standing Response Evaluation Criteria in Solid Tumors but never-
theless, 29% of patients treated experienced clinical benefit as shown by having
stable disease and a median time to disease progression of 8.5 months without
significant toxicity [110]. The serendipitous finding that SAHA may inhibit
HDACs, led to a shift in focus about understanding its mechanisms of action and
this also applied to DMSO [114]. Thus it was lost from sight the fact that classical

Fig. 4 The effect of dimethyl sulfoxide (DMSO) on the phenotype of tumor cells. (a) typical
morphology of proliferating, non-contact inhibited HeLa cells. (b) after 6 weeks of treatment with
2% DMSO HeLa cells are growth arrested, contact-inhibited and display a flattened and elongated
morphology. (c) phase contrast micrograph showing the typical round morphology of the nuclear
matrix (NM) from a HeLa cell. (d) phase contrast micrograph showing the typical elongated
morphology of the NM from a DMSO-treated, growth-arrested HeLa cell. The phenotypical
changes persist after removal of DMSO from the medium in the chronically treated cultures.
(Illustration from Martínez-Ramos et al. [120])
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inducers of “differentiation” such as DMSO or dimethylformamide [178] are polar
aprotic solvents with the capacity to modify the structure of biological macromole-
cules [193] without necessarily having specific targets for their obvious effects
(Fig. 4). This pleiotropic or multi-target activity makes difficult the appearance of
true resistance to the overall effect of such compounds.

DMSO is widely used in industry and biological studies as solvent for water-
insoluble compounds and it is commonly used as a vehicle for drug therapy. Also it
has been used in several human therapeutic situations [164]. Toxicological studies
in vivo and in vitro classify DMSO as an unusually nontoxic organic solvent and the
side effects associated with exposure to DMSO are usually mild [72] and certainly
minor when compared to the typically serious side effects of the specific inhibitors of
mitosis used in the chemotherapy of cancer [187]. DMSO is not mutagenic and it is
not listed as carcinogen despite the fact that DMSO and its metabolites, dimethyl
sulfide and methyl sulfone, have been widely reported in a variety of foods [72].

For 40 years DMSO has been used as the mainstay therapy for interstitial cystitis/
bladder pain syndrome in humans using frequent direct instillation to the bladder of
50–70% aqueous DMSO without evidence of toxic effects [152]. It has been shown
that exposure of epithelial cells to 0.5% DMSO is more than enough for producing
significant changes in DNA topology and protein structure [193]. 0.5% DMSO
roughly equals 0.4g/kg in a 70 kg person and this dose is tenfold lower than the
reported LD50 for monkeys either when injected in the blood stream or by
mouth [72].

Conclusion

The fact that normal adult brain neurons present widespread mutations and chromo-
somal alterations without becoming cancerous indicates that mutations per se are not
enough for transforming cells to a neoplastic state in a non-experimental setting.
This also implies that the non-reversible postmitotic state of neurons is not geneti-
cally determined or dependent on genetic activities, otherwise mutations may be able
to revert such a state. The evidence available suggests that the postmitotic state of
neurons is consequence of the high structural stability of their NHOS that becomes
an energy barrier for karyokinesis and mitosis. The evidence also suggests that it is
possible to induce a postmitotic condition, by exposure to small molecules such as
DMSO, in cells from epithelial tissues that are the most frequent targets of carcino-
genesis. The interpretation of experimental results always depends on the assumed
theoretical framework, therefore it is necessary to reconsider and to reevaluate the
effects of DMSO and related compounds on cell differentiation and/or normalization
in both the laboratory and clinical settings, given that so far the results obtained have
been mostly interpreted from the perspective of the quite limited and inconsistent
effects of such compounds on gene expression while neglecting the evidence that
DMSO and related compounds may have an effect on the structural properties of
proteins and nucleic acids and as such on the NHOS. A current alternative for cancer
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therapy is “induced tumor dormancy” which aims at prolonging the survival of
patients together with preserving a good quality of life [195, 196]. DMSO and
similar agents may fit into the aforementioned therapeutic approach, since by
inducing a stable cellular growth arrest, either because the treatment induces a
high stability of the NHOS or a global perturbation of the NHOS that disables the
initiation of DNA replication, the resulting de facto postmitotic state would be an
effective suppressor of cancer progression.
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Migrastatics – Anti-metastatic Drugs
Targeting Cancer Cell Invasion

Aneta Gandalovičová, Daniel Rosel, and Jan Brábek

Migratory Phenotype of Cancer Cells

One of the characteristics of life is movement. Accordingly, cells have the intrinsic
ability to migrate. However, complex multicellular organisms have developed
mechanisms that ensure temporal and spatial regulation of cell movement in order
to form complex multi-cellular structures, such as organs made of specialized
tissues. In human, cell migration is preserved in specific types of cells, such as
immune cells, and largely regulated to maintain homeostasis. Unsurprisingly,
dysregulated migration of cells disrupts tissue integrity and is associated with
various diseases, including the deadliest – metastatic cancer [1–4]. While character-
istics such as uncontrolled growth, apoptosis evasion or increased angiogenesis are
shared by both benign and metastatic cancer, only the latter is able to invade from the
primary site to secondary sites and establish secondary tumors, i.e. metastases,
which are the cause of death in over 90% of all cancer associated deaths [5, 6].

Overall, the ability to migrate is enabled by re-structuralizing the complex
network of the cytoskeleton, composed of actin, microtubules and intermediate
filaments. This process is organized by many signaling pathways converging on
cytoskeleton regulatory proteins, which directly drive the structural changes
[7] (Fig. 1). Interestingly, the same set of proteins that maintains epithelial polarity
also drives the polarization in migrating cells by interacting with cytoskeletal pro-
teins [8]. Underlying force generation necessary for cell body translocation is
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polymerization and contraction of actin, which are processes regulated by Rho, Rac
and Cdc42 proteins from the family of Rho GTPases [7, 9, 10]. Rac and Cdc42
signaling regulates activation of many actin associated proteins, such as Wiskott-
Aldrich Syndrome proteins (e.g. WASP, N-WASP and WAVE1/2), that drive
polymerization of actin leading to the formation of actin-based protrusions. On the
other hand, Rho activation is the key signaling event in regulation of actomyosin
contractility, which is propelled by phosphorylation of myosin light chain (MLC)
[11] (Fig. 2). Rho activates Rho-kinase (ROCK), which directly phosphorylates
MLC [12]. Additionally, ROCK along with myotonic dystrophy kinase-related
Cdc42-binding kinase (MRCK) deactivate myosin light chain phosphatase
(MLCP), a negative regulator of MLC phosphorylation [13, 14].

Various migration modes have been described, ranging from collective to single
cell invasion, which differ in their requirements for actin protrusive forces and/or
actomyosin contractility, resulting in diverse strategies of movement through the
extracellular matrix (ECM). During collective migration cells move as a group of
cells, which can be organized into clusters, sheets or strands that hold together by
cell-cell adhesions. This type of migration is common during embryonic develop-
ment or wound healing [15]. Cells at the leading front, referred to as leader cells, are

Fig. 1 Overview of candidate migrastatics. Agents targeting actin organization (actin stabilizing
drugs, actin destabilizing drugs), tropomyosin (TR100) and actomyosin contractility (kinase inhib-
itors, blebbistatin) are suitable migrastatic candidates by affecting actin polymerization and acto-
myosin contractility, which are processes underlying cancer cell motility. In result, migrastatic
drugs inhibit dissemination of metastatic cells (blue) from the primary tumor (grey)
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responsible for proteolytical degradation of the extracellular matrix (ECM), which
provides space for the group of cells to move forward [16, 17]. Unlike collective
migration, single- cell migration does not require cell-cell adhesion. Cells invading
as single cells adopt the protease- dependent mesenchymal invasion mode, protease-
independent amoeboid mode, or various intermediate phenotypes. Mesenchymally
migrating cells, such as fibroblasts, are characterized by elongated cell shape and
numerous actin-based protrusions, and due to their proteolytical activity form
tunnels through the ECM [18, 19]. Cells utilizing the amoeboid invasion mode
enhance actomyosin contractility to dynamically deform their cell body, enabling
them to push through pre-existing pores in the ECM. They are typically round with
numerous membrane blebs that form due to high pressure inside the cells [20, 21]. A
typical example of amoeboid migrating cells are leukocytes [22].

Apart from physiological significance of the migration modes, they are utilized by
cancer cells during metastasis. In this manner, cancer cells have evolved to be
“masters” of invasion, as they can utilize all the above-mentioned modes, including
many transient phenotypes. More importantly, they are able to switch among the
modes in order to most efficiently adapt to surrounding conditions [23–25]. For

Fig. 2 Actomyosin contractility as a suitable target for migrastatics. The activity of ROCK and
MRCK kinases results in increased phosphorylation of myosin light chain, which activates acto-
myosin contractility. Drugs targeting ROCK or MRCK are candidates for efficient migrastatics as
they act to inhibit actomyosin contractility, which is necessary for of all cell invasion modes
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example, when proteolytical degradation of the ECM is inhibited, cancer cells can
undergo the mesenchymal-amoeboid transition (MAT) [26]. Further, upregulation of
cell contractility by activation of the Rho/ROCK pathway results in MAT
[27, 28]. Opposingly, amoeboid-mesenchymal transition (AMT) occurs when con-
tractility is blocked, for example by ROCK inhibitors [28, 29]. Notably, the ECM
itself affects the invasion mode – in dense, rigid ECM mesenchymal migration is
preferred, whereas loose ECM promote the amoeboid invasion phenotype [30]. Fur-
ther, non-cancer cells, such as tumor associated macrophages or cancer-associated
fibroblasts, contribute to invasion plasticity by modulating the microenvironment by
production of pro-invasive cytokines (e.g. IL6, IL8, VEGF, LIF etc.). Moreover,
CAFs realign collagen fibers of the tumor stroma ECM, which facilitates invasion of
cancer cells [31].

The ability of cancer cells to adopt various invasion modes is referred to as
invasion plasticity and is the main reason why conquering metastatic cancer is still a
mere desire rather than close reality. The focus of cancer therapy has been mostly on
inhibition of proliferation; however, it is local invasion and metastasis, rather than
proliferation, which are the dominant features of solid cancer and must be eliminated
in order to achieve effective cancer treatment [32, 33]. Thus, cytostatic therapy
should be complemented with a strategy against cancer cell invasion. For such
strategy to be successful, all modes of cancer cell invasion must be targeted.
Recently, the term “migrastatics” (from Latin “migrare” and Greek “statikos”) was
proposed as a unifying name for drugs interfering with all modes of cancer cell
invasion and consequently their ability to metastasize.

Due to the large variability of the invasion modes and even larger spectra of
regulatory pathways, it is the common mechanism shared by all invasion modes
which must be targeted. This requirement is fulfilled only by ultimate downstream
effectors of cell migration, which are actin polymerization and actomyosin contrac-
tility. Unlike upstream regulators, which can be by-passed and compensated, there is
no feasible way for a migrating cell to overcome inhibition of actin polymerization
or contractility.

Migrastatic Drugs

Potential migrastatic candidates include drugs destabilizing actin cytoskeleton, such
as cytochalasins, lantrunculins and Geodiamolide H. Further included are drugs
stabilizing actin cytoskeleton, for example Jasplakinolide, chondramides and
cucurbitacin E. Another class of candidates for migrastatic agents are those targeting
contractility, such as TR-100, a tropomyosin inhibitor or blebbistatin, a non-muscle
myosin II inhibitor. Many actomyosin targeting drugs are kinase inhibitors, for
example ML-7 and ML-9 that inhibit MLCK or BDP5290, which inhibits MRCK.
ROCK targeting inhibitors include fasudil, Y-27632, H-1152, Wf-536, RKI-1447
and RKI-18. DJ4 inhibits both ROCK and MRCK (Fig. 2). All the above mentioned
have proven to decrease cancer cell invasion in vitro on model cancer cell lines.
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Additionally, in case of TR-100, ML-7 and fasudil in vivo data exist. For a complete
set of references see [33].

Importantly, ROCK/PKA/PKB multi-kinase inhibitors have been demonstrated
to abolish both amoeboid and mesenchymal invasion both in vitro and in vivo
[34]. CCT129254 was shown to reduce invasiveness and metastatic ability of
melanoma cells in vivo. Another tested compound, AT13148, showed similar
abilities, however with increased toxicity [34]. Notably, AT13148 is currently
being tested in clinical development for oncological applications [35]. As such,
ROCK/PKA/PKB multi-kinase inhibitors represent the most promising migrastatic
candidates up to date (Fig. 2).

Apart from direct inhibition of cancer cell motility, migrastatic drugs could
further decrease cancer cell invasion by affecting signaling within the tumor stroma
and organization of the surrounding ECM. Various non-cancer cells that support
tumor growth and invasion reside in the tumor stroma, such as tumor-associated
macrophages, which produce cytokines known to promote invasive behavior of
cancer cells, and also non-cancer cells, such as cancer-associated fibroblasts
[36]. These signaling circuits are largely dependent on actomyosin contractility,
which makes them possible targets of migrastatic drugs [37]. For example, direct
macrophage contact with cancer cells activates RhoA signaling [38]. Vice versa,
amoeboid cells with high myosin II activity recruit monocytes and stimulate their
differentiation into TAMs [39]. Importantly, actomyosin contractility is essential for
the activity of cancer-associated fibroblasts, which remodel the ECM by aligning
collagen fibers. This increases ECM stiffness, which is known to facilitate cancer
cell invasion [40]. Taken together, inhibition of Rho/ROCK signaling by
migrastatics could disrupt the complex pro-malignant interactions within the tumor
stroma and in reduce cancer cell dissemination.

As with all drugs, the main concern with migrastatics lies in possible toxicity
[41]. After all, it was already mentioned here that the migration modes are employed
also by non-cancer cells; and interfering with actin polymerization and contractility
can be expected to affect both normal and cancer cells. Nevertheless, it can be
anticipated, based on published examples, that concentrations targeting cancer cells,
but not healthy cells, can be determined using suitable in vivomodels. Moreover, the
recent advancements in drug delivery to neoplastic tissues may disclose further
potential of migrastatics when targeted directedly [42].

Migrastatic Therapy, Challenges and Advantages

It is important to stress that migrastatic therapy is not intended to replace the
conventional anti- proliferative strategy. Rather, administering migrastatic agents
should suitably complement cytotoxic therapy and increase its benefit. Due to
aberrant cytokinesis caused by migrastatics, the tumor cells may be more responsive
to DNA-modifying drugs, such alkylators or nucleoside analogs [43]. Also, it has
already been shown that combination of actin-binding drugs with mitosis targeting
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microtubule drugs may result in reinforced inhibition of proliferation, as already
documented in case of cytochalasin B and vincristine [44]. In fact, migrastatics
themselves may have anti-proliferative effects. For example, inhibition of ROCK
kinases decreases proliferation and loss of both ROCK isoforms blocks tumor
formation in mice [45].

Moreover, during conventional cytotoxic treatment, tumor cells are prone to
undergo Darwinian selection of drug-resistant clones, and these will inevitably
overgrow the susceptible population [46] (Fig. 3). Additionally, this can result in
treatment-induced metastasis [47]. However, it is anticipated that resistance to
migrastatics will not provide cells with proliferative advantage, as in the case of
acquired resistance to cytotoxic drugs. Overall, suitable combination or sequential
administration of cytotoxic drugs and migrastatics may be especially effective in
inhibiting cancer cell dissemination.

Administration of migrastatic drugs should be long term, which is associated with
higher risk of adverse effects. The effective dose of migrastatics for metastasis
prevention could be, however, lower than what is necessary to stop cell to migrate.

Fig. 3 Comparison of cytotoxic therapy and migrastatic therapy. Cytotoxic therapy reduces cell
proliferation and thus tumor size. However, this is accompanied by accumulation of drug- resistant
clones (pink and red) due to their proliferative advantage. Also, cell invasion is not primarily
targeted, and metastases can be formed. On the other hand, migrastatic therapy is not expected to
decrease tumor size, but impair cancer cell invasion and in result reduce secondary tumors.
Moreover, drug-resistant clones do not gain proliferative advantages, decreasing the risk of gaining
drug-resistant tumors. Altogether, combining anti-proliferative cytotoxic therapy and anti-invasive
migrastatic therapy may offer novel therapeutic possibilities
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It was shown that the effectivity of cancer cell dissemination is very low – despite
large number of cells escaping the primary tumor only very small number of cells
successfully give rise secondary tumors [48]. The invasive phenotype of cancer cells
is required any many steps of metastatic cascade including tissue invasion on
primary site, extravasation, intravasation and tissue invasion on secondary site.
Therefore, the effect of slowing down cancer cell migration on metastases formation
is potentially multiplied by several folds.

In summary, migrastatic therapy provides a novel approach to anti-metastatic
therapy. By targeting the basic processes of cell migration, migrastatics target and
inhibit all modes of cell invasion. In combination with conventional treatment they
allow synergistic impairment of tumor cells. Hopefully, migrastatics will provide a
fundamental shift in the treatment of metastatic tumors.
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Critical Steps in Epithelial-Mesenchymal
Transition as Target for Cancer Treatment

Evgeny V. Denisov, Mohit Kumar Jolly, Vitaly P. Shubin,
Alexey S. Tsukanov, and Nadezhda V. Cherdyntseva

Introduction

Epithelial-mesenchymal transition (EMT) is a fundamental process that underlies
many physiological and pathological conditions. In normal physiology, EMT is
critically needed for the generation of new tissue types during embryogenesis and
tissue regeneration during wound healing. In pathological states, particularly cancer,
EMT results in the acquisition of a mobile mesenchymal phenotype in epithelial
cancer cells. This phenotype allows cells to migrate, resist apoptosis and aging, and
also release lytic enzymes to destroy the extracellular matrix (ECM) and the base-
ment membrane [1–3]. A number of studies have shown that EMT is involved in the
metastatic cascade including invasion, intra- and extravasation, and the establish-
ment of micrometastasis as well as in resistance to radio-, chemo-, and immuno-
therapy [1, 4, 5].

Considering the crucial role of EMT in cancer, the modulation of this process is of
great clinical interest. Substantial efforts have been devoted to the development of
potent therapeutics that could inhibit EMT or cause its reversal called a
mesenchymal-epithelial transition (MET) [6–9]. Many studies have been conducted
to evaluate if targeting of the tumor microenvironment (TME) may suppress EMT
[9–11]. Recent reports have raised the question that EMT can induce a hybrid
epithelial/mesenchymal phenotype when cancer cells possess tumorigenicity
[12, 13]. Nevertheless, EMT can be used as an instrument to transdifferentiate
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tumor cells to other cells [14]. Below we provide the detailed information about the
molecular nature of EMT in cancer and potential approaches for targeting epithelial-
mesenchymal plasticity.

EMT Signaling in Cancer

The initiation and completion of the EMT process specify a variety of molecular
mechanisms and regulatory pathways at the transcriptional, post-transcriptional,
translational and post-translational levels [15]. Among the large number of molec-
ular mechanisms that contribute to EMT, transcription factors (EMT-TFs) play a
major role. The EMT-TF family, leading to a decrease in E-cadherin expression,
includes proteins: SNAI1 and SNAI2 (SLUG), TWIST1/2, ZEB1/2, and others
[15]. MicroRNAs (miRNAs) play a significant role in the metastasis of tumors via
the regulation of EMT and MET [16]. They directly affect EMT-TFs or signaling
pathways acting as tumor suppressors or oncogenes [16]. The most significant
miRNAs belong to the family of miR-200 (targets: ZEB and WNT/β-catenin),
miR-34 (SNAI1, β-catenin, LRP6, LEF1, and AXIN2), miR-580 (TWIST1/2), etc.
that control the plasticity between epithelial and mesenchymal states [17–19].

Several signaling pathways can trigger the EMT process [15]. However, the
TGF-β, WNT, Notch, and Hedgehog pathways are one of the well-studied signaling
pathways involved in EMT. The TGF-β pathway is involved in the regulation of cell
growth, differentiation, adhesion, migration, and cell death [20, 21]. The term TGF-β
covers a large family of secreted polypeptides with different functions [22] that is
represented by three major isoforms: TGF-β1, TGF-β2, and TGF-β3. These proteins
bind to transmembrane receptors, TGF-β type I and type II (TβRI and TβRII), which
transmit signals further to SMAD proteins (SMADs 1, 2, 3, 5, and 8)
[23, 24]. SMAD proteins form complexes with the “common-partner SMAD”
(co-SMAD), which accumulates in the nucleus and regulates the transcription of
various target genes assisted with a number of transcription factors and transcription
modulators [20, 25]. In addition, TGF-β can activate SMAD-independent signaling
pathways such as PI3K/AKT and MAPK [26, 27]. TGF-β plays an important role in
several stages of cancer development: growth modulation at an early stage of cancer
initiation, enhanced formation of ECM and fibrosis in the TME, promotion of EMT
and/or metastasis, and immunosuppression [28]. Interestingly, TGF-β can act as a
tumor suppressor and a tumor promoter depending on the type of cancer and the
stage of its progression [29]. Various miRNAs targeting the TGF-β pathway have
been identified in many types of cancers: miR-21, miR-17/92 cluster, miR-106b,
miR-211, and miR-590 [28].
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The role of the E-cadherin/β-catenin complex in the formation of cell junctions is
well known [30]. At the same time, β-catenin is a key protein in the WNT signaling
pathway. The main event in this pathway is the accumulation of β-catenin in the
cytoplasm followed by its translocation and activation in the nucleus [30]. Further,
β-catenin interacts with DNA-binding proteins TCF/LEF, Legless, and Pygopus
[30, 31]. These interactions lead to the regulation of the expression of MMP7,
Myc, CCND1, CD44, TWIST, and SNAI genes [32, 33]. If WNT signaling is not
activated, β-catenin is phosphorylated by GSK-3β and CKI-α and degraded in
proteasome [34]. The WNT pathway players are often mutated. Mutations in the
CTNNB1 (β-catenin) gene are common in many cancers [35], and hereditary muta-
tions of the APC gene are found in familial adenomatous polyposis and colorectal
cancer [36]. The inhibition of WNT/β-catenin pathway in EMT is caused by the
following miRNAs: the miR-200 family, miR-429, miR-29c, etc., whereas the
activation – miR-30, miR-181, miR-374a, etc. [17, 37–39].

Notch1 is a type I transmembrane receptor that activates transcription of target
genes when interacting with Notch ligands [40]. The active form of Notch1 released
by proteolysis from the full-length Notch1 is transferred to the cell nucleus and
interacts with a DNA-binding protein to assemble a transcriptional complex that
activates downstream target genes. The Notch signaling pathway plays an important
role in cell differentiation, proliferation, apoptosis, adhesion, migration, angiogene-
sis, and oncogenesis and is a major inducer of EMT in a number of epithelial cancers
[41, 42]. The high expression of Notch1 has been found to correlate to the progres-
sion of breast cancer [43], gastric cancer [44], colorectal cancer [45], glioblastoma
[46], and squamous cell carcinoma of the oral cavity [47]. On the other hand, Notch1
acts as a tumor suppressor for prostate cancer [48], liver cancer [49], and pancreatic
cancer [50]. There are several microRNAs targeting Notch/EMT pathway: miR-139-
5p, miR-34a, miR-200 family, miR-9, miR-34c, and some others [51, 52].

Activation of the Hedgehog signaling pathway is implicated in carcinogenesis in
different organs (lungs, ovaries, colon, etc.) and capable to trigger the EMT program
[53, 54]. The Hedgehog pathway includes three proteins for signal transmission:
Sonic Hedgehog (Shh), Indian Hedgehog (Ihh), and Desert Hedgehog (Dhh). These
ligands transmit a signal by binding to Patched (PTCH) 12-transmembrane domain
receptor that induces nuclear localization of the Gli family of transcription factors
(GLI1, GLI2, and GLI3) via activation of Smoothened (Smo) protein [55]. Onco-
genic activation of the Hedgehog pathway is usually caused by activating mutations
in the SMO gene or inactivating mutations in the PTCH1 gene [55, 56]. As other
pathways, Hedgehog signaling is regulated by miRNAs: miR-378, miR-200,
miR-431, etc. [57–59].

Thus, a huge number of mechanisms regulate EMT and lead to the appearance of
migratory and invasive characteristics in cancer cells. Impact on the molecular
targets of the EMT signaling might give us the ability to slow down, stop or reverse
EMT and accordingly prevent cancer progression.
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Strategies for Targeting EMT

Suppression of EMT

As mentioned above, EMT is triggered by various EMT-TFs the expression of which
is induced by different signaling pathways [15]. Many of the EMT-TFs act syner-
gistically and use common pathways. Nevertheless, several studies show that inhi-
bition of a single transcription factor is sufficient to suppress EMT [15]. EMT can be
inhibited in two ways: direct and indirect [60]. The direct way includes the inacti-
vation of the EMT signaling pathways mainly via targeting upstream (ligands,
receptors, adaptor proteins, kinases, etc.) and downstream (transcription factors)
components. The indirect suppression of EMT is aimed at the modification of the
activity of non-coding RNAs (ncRNAs) and other molecular units and proteins that
modulate EMT.

Inhibition of Upstream EMT Pathway Components TGF-β shows a predominant
role in the induction of EMT under both physiological and pathological conditions
[61]. The TGF-β pathway can be modulated using three main approaches: (1) sup-
pression of TGF-β production by different compounds; (2) blocking ligand-receptor
interaction by TGF-β-specific antibodies or soluble TGF-β decoy receptors (traps);
(3) inhibition of the kinase activity of TGF-β receptors by small-molecule inhibitors
or aptamers that bind the downstream SMAD signaling proteins [62]. For example,
TGF-β2-specific antisense oligodeoxynucleotides AP 12009 were effective in the
treatment of patients with recurrent or refractory malignant (high-grade) glioma
[63]. Fresolimumab, monoclonal antibodies against TGF-β, showed antitumor activ-
ity in melanoma and renal cell carcinoma and is under clinical trials for other cancers
[64]. TGF-β type I receptor kinase (ALK5) inhibitors suppressed EMT and
decreased breast cancer metastasis [65–68]. Tranilast, an antiallergic and antifibrotic
agent, inhibited phospho-SMAD2 generation, blocked TGF-β signaling and EMT
and reduced the growth (>50%) and metastasis (>90%) of breast carcinoma in mice
[69]. Metallofullerenol nanoparticles were shown to lead to EMT blocking via
inhibition of TGF-β signaling, elimination of cancer stem cells (CSCs), and abro-
gation of breast tumor initiation and metastasis (Table 1) [70]. Plant-derived agents,
such as nobiletin, oridonin, and resveratrol, were effective in suppression of EMT
via TGF-β signaling and decrease in metastasis in different cancers (Table 2) [71–
73]. Other chemical agents that target various components of the TGF-β pathway
including drugs under clinical trials are comprehensively described in the recent
reviews [8, 62].

Multiple studies show that targeting WNT/β-catenin, Notch, and Hedgehog
pathways represent a promising therapeutic strategy in inhibition of epithelial-
mesenchymal plasticity and cancer progression. Moreover, targeting the crosstalk
network of these pathways could potentially increase the efficacy of anti-cancer
therapy [89]. A number of chemically-synthesized inhibitors of WNT, Notch, and
Hedgehog signaling have been developed and are under clinical trials
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[8, 53]. However, it is unknown whether the anti-cancer effect of many of these
inhibitors is related to EMT blocking because these pathways are also implicated in
the control of other cellular processes. Nevertheless, several pharmacological agents

Table 1 Chemically synthesized compounds that are effective in EMT inhibition and metastasis
suppression via modulation of EMT pathways and transcription factors

Compound Description
Target
(pathway) Cancer References

Ki26894
EW-7195,
EW-7197
IN-1130

TGF-β type I recep-
tor kinase (ALK5)
inhibitors breast

TGF-β/SMAD Breast [65]
[66, 67]
[68]

Tranilast Antiallergic and
antifibrotic agent

TGF-β/SMAD [69]

Fresolimumab TGF-β inhibitor TGF-β/SMAD Breast, lung, renal,
melanoma

[64]

Gd@C82(OH)
22

Gd-metallofullerenol
nanoparticles

TGF-β/SMAD Breast [70]

Ormeloxifene Estrogen receptor
modulator

WNT/β-catenin Prostate [74]

LGK974
Vantictumab

Porcupine (PORCN)
inhibitor
Frizzled-7 (FZD7)
inhibitor

WNT/β-catenin Colorectal, head and
neck
Lung, pancreatic,
breast

[75]

PF-03084014
MK-0752

γ-Secretase inhibitor Notch Liver
Breast

[76]
[77]

GDC-0449
Vismodegib

Antagonist of G pro-
tein coupled receptor
Smoothened (SMO)
inhibitor

Hedgehog Lung
Basal cell

[78]
[79]

HS-173 PI3K inhibitor PI3K/AKT/
mTOR

Pancreatic [80]

Bosutinib
Selumetinib

Src inhibitor
MEK inhibitor

MAPK Thyroid
Breast

[81]
[82]

BI 5700 IκB kinase
2 inhibitor

NF-κB Breast, colon [83]

Palbociclib CDK4/6 inhibitor c-Jun/COX-2 Breast [84]

ECO/siβ3 Lipid ECO-based
nanoparticles with
β3 integrin siRNA

β3 integrin Breast [85]

Nimotuzumab Humanized recom-
binant IgG1

SNAI1,
vimentin,
MMP9

Cholangiocarcinoma [86]

Tranylcypromine LSD1 inhibitor SNAI2
(SLUG)

Breast [87]

Panobinostat Pan-deacetylase
inhibitor

ZEB1/2 Breast [88]
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including natural compounds (Table 2) and targeted therapeutics have been shown to
suppress cancer progression via EMT inhibition. Ormeloxifene, a clinically
approved selective estrogen receptor modulator, has been found to inhibit growth
and metastatic potential of prostate cancer cells in a xenograft mouse model via
suppression of the WNT/β-catenin pathway [74]. Notch inhibitor (γ-secretase inhib-
itor), PF-03084014, blocked lung metastasis of hepatocellular carcinoma in a
patient-derived xenograft via suppression of Notch1 activity, decrease in STAT3
activation and phosphorylation of the Akt signaling pathway, and reduction of EMT
[76]. The small interfering RNA (siRNA)-mediated or pharmacological inhibition of
Hedgehog signaling by GDC-0449 inhibitor abrogated resistance of lung cancer
cells to erlotinib and cisplatin through modulation of EMT-regulating miRNAs
[78]. EMT inhibition and a decrease in cancer metastasis were also found when
the activity of PI3K/AKT/mTOR, MAPK, NF-κB, c-Jun/COX-2, and integrin
pathways was suppressed using natural compounds and newly synthesized agents
(Table 1).

Inhibition of EMT-TFs Suppression of the activity of EMT-TFs is another
approach to inhibit EMT. In vitro studies have revealed that targeting EMT-TFs
could significantly inhibit tumor growth, retard tumor metastasis, and reverse drug

Table 2 Natural compounds that are effective in metastasis suppression via EMT inhibition

Compound Source Target (pathway) Cancer References

Arenobufagin Bufo arenarum β-catenin Prostate [90]

Emodin Rhubarb, aloes,
and others

β-catenin, AKT Head and
neck

[91]

ILK/AKT/mTOR,
AKT/GSK-3β/β-catenin

Breast [92, 93]

miR-1271 Pancreatic [94]

Ginsenoside Ginseng EGFR, MAPK, NF-κB Lung [95]

Rg3 HIF-1α Ovarian [96]

Fisetin Many fruits and
vegetables

PTEN/AKT/GSK-3β Breast [97]

Nobiletin Citrus depressa TGF-β/SMAD3 Lung [71]

Oleanolic acid Various foods and
plants

Nitric oxide synthase Liver [98]

Oridonin Rabdosia
rubescens

PI3K/AKT/GSK-3β Melanoma [99]

TGF-β/SMAD2/3 Osteosarcoma [72]

WNT/β-catenin Pancreatic [100]

Phloroglucinol Brown algae PI3K/AKT, RAS/RAF-1/
ERK

Breast [101]

Quercetin Widely distributed
bioflavonoid

SNAI1/2 Lung [102]

Resveratrol Red grape NF-κB Melanoma [103]

TGF-β/SMAD Colorectal [73]

Withaferin A Withania
somnifera

Vimentin Breast, lung [104–107]
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resistance. Several pharmacological agents showed high efficacy to suppress SNAI-
induced EMT [108]. A humanized recombinant IgG1, Nimotuzumab, that has been
approved for treatment of different cancers inhibited cholangiocarcinoma cell metas-
tasis via suppression of SNAI, vimentin and MMP9 expression [86]. Cobalt (III)-
DNA conjugates were found to inhibit SNAI and invasive characteristics of breast
cancer cells [109, 110]. Different natural compounds were capable to suppress EMT,
migration, and invasion of cancer cells through targeting SNAI as well as SLUG and
LEF-1 [102, 111]. Moreover, quercetin, a widely distributed bioflavonoid, showed
significant activity in inhibition of lung cancer metastasis through downregulating
SNAI-dependent Akt activation and SNAI-independent ADAM9 expression path-
ways in a xenograft model (Table 2) [102]. Nevertheless, many more SNAI-
inhibiting strategies need to be developed especially focused on the degradation of
SNAI and prevention of its transport to the nucleus [108].

Knockdown of SLUG via RNA interference significantly suppressed lung and
colorectal cancer cell invasion and metastasis [112, 113]. SLUG silencing or the
treatment with tranylcypromine, an inhibitor of LSD1 that blocks its interaction with
SLUG, markedly inhibited migration and invasion of triple-negative breast cancer
cells and their metastatic spread in mice (Table 1) [87]. Nucleolin aptamer-siRNA
chimeras were able to significantly knock down the expression of SLUG and
neuropilin 1 (NRP1) in lung cancer cell lines and suppress tumor growth, invasive-
ness, circulating tumor cell amount, and angiogenesis in a xenograft model without
affecting liver and kidney functions [114].

The inactivation of TWIST by siRNAs or chemotherapeutic approaches has
proved successful, and several antagonists of TWIST signaling have been identified
[115]. TWIST1 suppression by shRNA lentiviral constructs resulted in inhibition of
tumorigenicity and invasion in glioma cells [116, 117]. TWIST knockout diminished
the expression of other EMT-TFs (SNAI, SLUG, and ZEB2) in breast tumors. Mice
with TWIST knockout tumors did not have circulating tumor cells and developed
very little lung metastasis [118]. Knockdown of TWIST also suppressed the EMT
phenotype, inhibited the migratory ability and increased the chemosensitivity of
liver cancer cells [119]. The harmala alkaloid, harmine, inhibited multiple TWIST1
functions, including single-cell dissemination and proliferation of lung cancer cells
in vitro and suppressed tumor growth in a xenograft model without toxicity
[120]. Genetic silencing of TWIST1 or treatment with harmine resulted in growth
inhibition and apoptosis in EGFR-mutant lung cancer cells and increased sensitivity
to EGFR tyrosine kinase inhibitors [121].

Targeting ZEB1/2 may block EMT, invasion, and metastasis, decrease drug
resistance, increase apoptotic potential, and promote tumor immunity
[122, 123]. Inhibition of ZEB1 was able to abrogate the HIF-1α-induced EMT and
colorectal cell invasion [124]. Depletion of ZEB1 decreased invasion of ovarian
cancer cells and made them more sensitive to paclitaxel [125]. Panobinostat,
pan-deacetylase inhibitor, demonstrated high efficiency in the suppression of
triple-negative breast cancer metastasis via inhibition of ZEB1/2 (Table 1)
[88]. The HDAC class I-specific inhibitor, mocetinostat, reduced activity of ZEB1
and its targets and sensitized pancreatic cancer cells to chemotherapy
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[126]. Naringin, a citrus bioflavonoid, inhibited proliferation and invasion and
induced apoptosis in human osteosarcoma cells by downregulating ZEB1 [127].

EMT Inhibition via Targeting ncRNAs Non-coding RNAs (ncRNAs) represent a
highly diverse group of molecules that are not translated to proteins but show various
regulatory functions. NcRNAs play an important role in the regulation of gene
expression at the level of transcription, processing, and translation. There are several
types of ncRNAs: long ncRNAs (lncRNAs), miRNAs, small interfering RNAs
(siRNAs), and piwi-interacting RNAs (piRNAs) [128]. An increasing number of
studies show that ncRNAs are involved in the regulation (activation/suppression) of
EMT (Table 3) in embryonic development, cellular homeostasis, and pathological
conditions, especially in malignant diseases [129, 130].

Targeting lncRNAs is a promising strategy for suppression of EMT, cancer cell
invasion, and metastasis. Several studies showed that lncRNA MALAT1 is a critical
regulator of the metastatic phenotype particularly via EMT induction in different
cancers [146–148]. Antisense oligonucleotides blocking MALAT1 expression have
been found to prevent lung cancer metastasis in a mouse xenograft model
[148]. Another lncRNA, SNHG15, promotes breast and colon cancer progression
by sponging tumor suppressor miR-211-3p and stabilizing transcription factor
SLUG, respectively [149, 150]. SNHG15 knockdown by siRNAs impaired breast
cancer cell invasion and metastasis to lungs [149]. The inhibition of EMT and
suppression of cancer cell migration and invasion were also found when other
lncRNAs such as SPRY4-IT1 and lnc-ATB were downregulated [151–153].

Reconstitution of miRNAs that block EMT is another attractive approach to
attenuate cancer progression. MiR-875-5p was shown to downregulated in prostate

Table 3 Non-coding RNAs involved in EMT activation or inhibition

ncRNAs Targets, functions EMT References

lncRNAs

ATB ZEB1 upregulation Activation [131]

Dreh Vimentin downregulation Inhibition [132]

HOTAIR SNAI upregulation Activation [133]

Hh TWIST, hedgehog pathway activation Activation [134]

H19 ZEB1/2, binds with miRNA200a Activation [135]

AOC4P Vimentin downregulation Inhibition [136]

miRNAs

34a Suppression of Notch1, SNAI1, and SMAD Inhibition [137, 138]

148a Suppression of β-catenin, cyclin D1, and MMP9 Inhibition [139]

200-family Suppression of ZEB1 and ZEB2 Inhibition [140]

206 NRP1, SMAD2, TGF-β inhibition Inhibition [141]

137 SNAI1 suppression Inhibition [142]

205 ASPP2 suppression Inhibition [143]

124 ZEB2 suppression Inhibition [144]

655 ZEB1 suppression Inhibition [145]
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cancer [154] and works as a tumor suppressor in colorectal carcinoma [155]. MiR-
875-5p re-expression using miRNA mimics counteracted EMT in prostate cancer
cell lines through downregulation of ZEB1 [154] and inhibited invasiveness in
colorectal cancer cells [155] through underexpression of MMP-7 and -9 and in
hepatocellular carcinoma cells via deficiency of AEG-1 expression [156]. The
most promising results have been achieved with reconstitution of miR-34a and
miR-770 expression in nasopharyngeal carcinoma [138] and triple-negative breast
cancer cells [157], respectively. In particular, their overexpression not only inhibited
EMT and invasion but also suppressed metastasis in vivo [138, 157]. The similar
effects on cancer cell invasion and metastasis were obtained in restoring expression
of other miRNAs [158–160].

However, EMT inhibition by targeting ncRNAs is challenged due to several
reasons: the necessity of considering the balance between miRNAs and lncRNAs,
inefficient systemic transport of RNA-based therapeutics to the target cells, and host
resistance by serum nucleases and innate immune system [161, 162]. Despite these
challenges, the first clinical trials are being conducted [162]. In addition, some of
these problems can be overcome by using natural compounds that target ncRNAs.
Emodin, an anthraquinone, isolated from rhizomes of Rhubarb, aloes, and other
plants, was found to inhibit EMT, invasion, and metastasis of pancreatic cancer cells
by up-regulating miR-1271 (Table 2) [94]. Corylin, a flavonoid extracted from the
nuts of Psoralea corylifolia L. (Fabaceae), inhibited EMT, migration, and invasion
of liver cancer cells of via downregulation of tumor suppressor lncRNA GAS5
[163]. Pharmacological agents such as artesunate and propofol were also shown to
modulate expression of ncRNAs and suppress EMT in liver, colorectal and lung
cancer cells [164–167].

EMT Suppression Through Targeting Other Regulatory Proteins Many other
proteins are involved in the program of EMT. Most of them play a secondary role
in EMT or their expression is altered when this process was already initiated.
However, downregulation or knockdown of such proteins was turned out to have a
significant effect on EMT. Inhibition of Src, a central mediator in multiple cancer
signaling pathways, prevented invasion and lung metastasis of thyroid cancer cells in
a mouse model. This effect was mediated by downregulation of MAPK signaling
pathways and inhibition of EMT [81]. Inhibition of Brd4, a mammalian
bromodomain protein that binds to acetylated chromatin, changed the expression
of several EMT proteins and suppressed colorectal cancer metastasis to the liver in
an animal model [168]. The significant decrease in metastasis via EMT blocking was
found with pharmacological inhibitors of ALK5, MEK, and CDK4/6 proteins
(Table 1).

Targeting exosomes can be another potential approach for blocking of the EMT
program. Lung cancer cells were found to produce exosomes with ZEB1 mRNA that
can be transferred to other tumor cells and activate EMT [169, 170]. Such
EMT-inducing exosomes were turned out to be secreted by only mesenchymal
tumor cells. The inactivation of exosomes with EMT mediators is probably a critical
point and can be taken into account for developing anti-EMT therapy [170]. Several
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studies have demonstrated that SDF-1/CXCR4 plays a significant role in cell
migration and metastases via induction of EMT [171, 172]. The suppression of
CXCR4 by CRISPR/Cas9 led to a decrease in mesenchymal gene expression, an
increase in epithelial markers, and suppression of invasiveness in liver cancer cells.
Moreover, CXCR4 knockdown increased sensitivity to cisplatin [173].

Epithelial-mesenchymal plasticity can be suppressed by natural compounds that
target EMT-related proteins. Oleanolic acid that is widely spread in food, medicinal
herbs and other plants both alone and in combination with regorafenib (angiogenic
agent) inhibited EMT in liver cancer cells via induction of nitric oxide synthase
(iNOS) and suppression of EMT-related proteins and attenuated invasion and lung
metastasis [98]. Withaferin A, the most abundant component in the root ofWithania
somnifera (Ashwagandha), directly binds vimentin and inhibits its assembly
[174]. Several studies showed that withaferin A suppresses EMT in breast and
lung cancer cell lines and prevents metastasis in animal models (Table 2) [104–
107]. The promising results were reported with inhibitors of ONECUT2, newly
discovered transcription factor, and restoring of the tumor-suppressor Nkx2.8 gene
expression in blocking EMT and reducing ovarian and urothelial carcinoma cell
invasion, respectively [175, 176].

Thus, many studies show that EMT can be successfully inhibited using different
natural plant- and animal-derived compounds and chemically-synthesized agents.
However, most of them lack the information regarding the effect of EMT suppres-
sion on the cancer growth, invasion, and most importantly metastasis. Only a small
number of studies demonstrated a significant inhibitory effect on cancer progression
through EMT blocking (Tables 1 and 2).

EMT Reversal (MET)

The conversion of mesenchymal tumor cells to epithelial tumor cells through MET
represents another approach for countering EMT-associated invasiveness, metasta-
sis, and therapeutic resistance. Most of the chemical compounds that are mentioned
above as suppressors of the EMT program can be considered as drugs restoring
epithelial characteristics in tumor cells. Indeed, many studies that report EMT
inhibition using various strategies have declared not only downregulation of
EMT-TFs, but also upregulation of epithelial adhesive molecules (E-cadherin,
EpCAM, etc.). However, it is not understood whether the restoration of the expres-
sion of the classic epithelial markers may indicate the complete reversal of EMT and
the acquisition of the epithelial phenotype. Regaining epithelial expression can be an
indicator of partially reversed EMT as shown previously with the withdrawal of
TGF-α/EGF, knockdown of SNAI, and re-expression of several miRNAs in breast
cancer cells [177–180]. The epithelial phenotype is characterized by intercellular
adhesion and cohesive interactions, apical-basal cell polarity and distribution of the
organelles and cytoskeleton components, lack of mobility [181]. Tumor epithelial
cells also show a high clonogenicity and capacity to grow [182, 183]. Ideally, the
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simultaneous existence of all these traits can indicate that tumor cells underwent a
complete MET and demonstrate the differentiated epithelial phenotype. However, it
is not always feasible in experimental practice. Nevertheless, several studies have
reported a complete reversal of EMT in various cell lines using chemical inhibitors
and genetic approaches.

The complete reversal of EMT has been demonstrated to require re-establishing
both epithelial gene transcription and cell structural components. The combination
of the inhibitors of TGF-β type I receptor kinase and ROCK protein resulted in the
elimination of mesenchymal gene expression and F-actin stress fibers and restoring
epithelial cadherin activity in renal tubular epithelial cells. The similar effect was
obtained when the ROCK inhibitor was combined with ZEB1/2 knockdown
[184]. Interestingly, individual inhibition of signaling proteins (p38 MAPK,
MEK1, JNK, and ROCK) that are implicated in the TGF-β-induced EMT was not
able to reverse the actin stress fiber morphology and induce a complete MET
[184]. Similarly, another study found that ZEB1 and SYDE1 involved in cytoskel-
etal remodeling are functionally relevant in EMT reversal. Ovarian cancer cells, in
which SYDE1 and ZEB1 were downregulated by siRNAs or tyrosine kinase inhib-
itor, nintedanib, showed induction of E-cadherin expression and colony compaction.
Moreover, SYDE1-silenced cells demonstrated increased anoikis that is known to be
suppressed in EMT [183]. The fact that EMT can be completely reversed through
downregulation of EMT-inducing proteins and cytoskeleton remodeling has been
demonstrated in the treatment of breast cancer cells with inositol, a cyclohexane
polyol [185].

Other studies showed that targeting annexins can reverse EMT. Annexins, Ca2+/
phospholipid-binding proteins, play an important role in cell cycle, exocytosis, and
apoptosis. Annexin A1 re-expression but not blockade of TGF-β pathway was found
to reverse completely EMT in immortalized tumorigenic mammary cells and abolish
metastasis. The complete reversal of Ras/TGFb-induced EMT was also induced by
the antibiotic salinomycin [186]. Knockdown of annexin 2 reversed the EMT
phenotype and gefitinib resistance of lung cancer cells induced by cancer-associated
fibroblasts (CAFs). The combination of c-met and IGF-1R inhibitors suppressed
annexin 2 and reduced CAFs-induced EMT and chemoresistance [187].

A partial EMT is suggested to be similar to stemness and provides high plasticity
for cancer cells through the generation of hybrid (epithelial/mesenchymal, E/M) cell
phenotypes [12, 188]. The recent study showed that the expression of telomerase
reverse transcriptase (hTERT), the core component of telomerase, and the mesen-
chymal phenotype of CSCs are mutually exclusive. The loss of the mesenchymal
state represses TERT expression. Knockdown of hTERT results in the MET in CSCs
and loss of aggressive properties such as chemoresistance and tumorsphere forma-
tion [189]. These findings suggest that hTERT may be a potential target to induce
EMT reversal in tumor cells namely CSCs and to suppress EMT/stemness-related
cancer aggressiveness and progression.

Despite these encouraging results, therapy focused on a complete reversal of
EMT may have undesirable effects by promoting the growth of micrometastases.
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Because it is well known that MET is critically needed for the metastatic coloniza-
tion of distant organs, namely the development of solid metastases from
micrometastases [1, 4].

Modulation of Tumor Microenvironment

As cancer is considered to be successfully reprogrammed by modifying its dynam-
ical relationship with microenvironment, the cell-stroma interactions are identified as
targets for pharmacological intervention. This approach bears huge implications
from both a fundamental and clinical perspective because it may provide a novel
anticancer strategy focused on mimicking or activating the tumor reversion pathway
[9, 190, 191].

Increasing evidence shows that TME plays a key role in the development of
different tumors, including initiation, promotion, and metastatic spreading [192–
196]. The main “players” of TME are presented by endothelial, inflammatory and
immune cells, fibroblasts, ECM components and soluble factors located near the
tumor cells [10]. Tumor-infiltrating inflammatory cells are mobilized and recruited
by tumor-derived factors, as well as by mediators secreted by various types of host
cellular components which both contribute to the TME. Tumor-associated macro-
phages (TAMs) are derived from monocytic precursors and show various functional
programs providing either antitumor or tumor supporting capacity [197, 198]. Prin-
cipally there are two main subpopulations of macrophages in the TME: classically
activated M1 type exerting antitumor activity and M2 alternatively activated mac-
rophages with protumor role [197, 198]. Protumor M2-TAMs facilitate tumor
initiation, progression, and metastasis through the secretion of proteolytic molecules
to promote ECM remodeling and cytokines and growth factors to stimulate tumor
cell proliferation, migration, and invasion. In addition, M2-TAMs interfere with the
antitumor functions of other immune cells providing immunosuppressive effect and
tumor promotion [191, 193, 198]. However, in fact, there are many more polariza-
tion statuses of macrophages that can acquire distinct phenotypes to support tumor
cell proliferation, neoangiogenesis, immune suppression or metastasis [195, 196,
199, 200]. CAFs, a substantial component of tumor stroma, play an important role in
supporting the proliferative and invasive behavior of cancer cells through cell-cell
interaction or extracellular signaling molecules.

Tumor cell ability to metastasis via EMT is well known to be initiated by specific
signals from microenvironment suggesting that modulation of TME is a successful
strategy in anti-cancer therapy [4, 201]. ECM structural proteins were found to
induce EMT via activation of EMT-TFs. Collagen-I binds its receptor DDR2
resulting in activation SRC/ERK2 signaling and stabilization of SNAI1 in breast
cancer cells that in turn upregulates MT1-MMP and collagen-I and promotes
invasion [202]. Fibronectin also exhibits the ability to induce SNAI1 expression in
tumor cells partly through binding to integrin receptors [203]. Increased collagen
expression has been found to be associated with the highest propensity to develop
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distant metastases in triple-negative breast cancer patients having evidence of central
fibrosis. Pirfenidone, an anti-fibrotic agent as well as a TGF-β antagonist, has
inhibitory effects on cell viability of CAFs, collagen production and TGF-β signal-
ing and suppresses tumor growth and lung metastasis synergistically in combination
with doxorubicin [204].

The release of interleukins by immune cells, endothelial cells and fibroblasts
contribute to EMT. IL-6 promotes EMT in head and neck cancer cells and correlates
with increased TWIST1 and SNAI1 expression [205]. IL-6-TWIST1 positive feed-
back loop induces EMT in breast cancer cells [206]. CAFs facilitate tumor cells to
undergo EMT through secretion of cytokines such as IL-6 and TCF21 [5, 6]. TGF-β,
the best-characterized EMT inducer, is abundantly secreted not only by tumor cells
but also by TAMs, CAFs, and platelets. M2-TAM-derived TGF-β1 results in the
enhancement of the stemness and migration abilities of glioma cells via the activa-
tion of SMAD2/3 pathway and upregulation of the expression of SOX4 and SOX2
[193]. Overall, T helper 2-type inflammation in the TME has been suggested to favor
EMT, invasion, and metastasis [201].

Induction of T helper 1-specific immune response and inhibition of Th2
responses as well as anti-inflammatory treatment to suppress inflammation in the
TME is believed to be an effective strategy for suppression of cancer progression
[201]. In a murine tumor, ablation of TAMs using legumain (asparaginyl
endopeptidase)-activated prodrugs resulted in tumor growth and metastasis inhibi-
tion accompanied by a decrease in angiogenesis, release of circulating tumor cells
and myeloid immune suppressor Gr-1+/CD11b + cells [207]. Photoimmunotherapy
by TAM-targeted probe that represents conjugate of a monoclonal anti-CD206
antibody with a near-infrared phthalocyanine dye was effective to suppress the
growth of sorafenib-resistant breast tumors and to inhibit lung metastasis [208]. Mac-
rophages are the main cells that provide apoptotic cell clearance by phagocytosis to
maintain tissue homeostasis. Treatment of macrophages with UV-irradiated apopto-
tic cancer cells was found to produce PTEN-containing exosomes that are taken up
by recipient cancer cells and inhibit cancer progression and lung metastasis via
suppression of SNAI1/2, ZEB1/2, and TWIST1 activity, EMT, migration, and
invasion. A single injection of apoptotic cancer cells inhibited lung metastasis in
syngeneic immunocompetent mice with enhanced PPARγ/PTEN signaling both in
TAMs and in tumor cells [209]. Exosomal regulation of EMT was also observed
after photodynamic therapy of head and neck squamous cell carcinoma patients. It
turned out that in co-incubation with cancer cells, exosomes obtained on a week or
more after treatment restored the epithelial phenotype and inhibited proliferation,
migration, and invasion [210].

TME is also a factor that mediates EMT-driven drug resistance. The involvement
of TAMs in the tumor response to cancer therapy is intensively studied. Many
preclinical studies have revealed that the response of tumors to radiotherapy and
chemotherapy can be improved by depleting TAMs from tumors or by prohibiting
their polarization to an M2 phenotype. Chemotherapy is known to induce the
accumulation of TAMs preferentially polarized into M2 type with high expression
of the angiopoietin receptor, Tie2, [211] that is driven both by tumor hypoxia [212]
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and the production of CSF-1 and its ligand IL-34 [213, 214]. Blockade of the CSF-1/
CSF-1R axis was found to lead to the selective killing of the M2 macrophages and
antitumor immunity activation [215]. In preclinical studies, the suppression of
CXCL12/CXCR4 and CCL2/CCR2 pathways individually which promote macro-
phage infiltration into tumors after therapy demonstrates significant improvement in
the response to anti-cancer therapy. However, the abrogation of the CCL2-CCR2
pathway has not been successful in clinical trials. Further studies are required to
highlight the clinical significance of TAM targeting combined with radiation or
chemotherapy using inhibitors of the SDF-1/CXCR4 or CSF-1/CSF-1R
pathways [216].

Hypoxia is another important feature of TME that promotes cancer cells to
undergo EMT and become resistant to chemotherapy. Specifically, hypoxia can
promote EMT via hypoxia-inducible factor-1α (HIF-1α) [217]. HIF-1α was found
to increase SNAI1 protein stability leading to suppression of E-cadherin in ovarian
carcinoma [218]. HIF-1α also induces TWIST1 expression by binding directly to the
TWIST1 promoter [219]. In addition, HIF-1α cooperates with inflammatory cyto-
kines to promote EMT. For example, HIF-1α together with TGF-β promotes SNAI1
nuclear translocation to induce EMT through the suppression of estrogen receptor β
[220]. Also, HIF-1α enhances the expression of TWIST1 by up-regulating TNFα,
IL-6, and TGF-β [221]. Hypoxia together with the WNT/β-catenin signaling can
promote SNAI1 stability by inhibiting GSK-3β [222]. Activation of HIF-1α under
hypoxic condition promotes EMT in hepatocellular carcinoma cells and induces
drug resistance by increasing the expression of the ABCB1 gene encoding the MDR1
protein [223]. Knock-down of HIF-1α reverses the EMT phenotype and abolishes
the drug-resistant phenotype of liver cancer cells under hypoxia [6]. Taken together,
HIF-1α represents a promising strategy to target hypoxia signaling in cancer.

Different strategies to target hypoxic cancer cells and/or HIFs include hypoxia-
activated prodrugs and inhibition of HIF mRNA or protein expression, dimerization,
DNA binding capacity and transcriptional activity [10, 11]. Several drugs that target
hypoxia have been developed and are under clinical trials [224]. In contrast to
standard targeted drugs, which are able to induce the chemoresistance in most treated
tumors, targeting the hypoxic phenotype is considered to be a more general approach
to eradicate malignant cells. Indeed, HIF inhibitors are likely to target multiple
important carcinogenetic processes. Importantly, dysregulated HIF-2 is common in
various tumor types regardless of their genetic and molecular diversity, and HIF-2
inhibition could potentially overcome drug resistance. A recent achievement in
clinical immunotherapy and evidence into how HIFs regulate the tumor immune
response suggests that combined immunotherapy and HIF inhibition is likely to be a
powerful therapeutic approach [11].

Recently, it has been found that EMT correlates with expression of the immuno-
suppressive immune checkpoint molecules, PD-L1, PD-1, CTLA-4, etc., across a
range of tumor types. Immune checkpoint inhibitors and/or EMT inhibition/rever-
sion are being considered to overcome immunosuppression [225]. However, further
studies are required to explore the presence of EMT as a marker of efficacy for
immune checkpoint therapy.
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Thus, tumor microenvironment greatly contributes to drug resistance and cancer
progression through triggering EMT mainly in response to metabolic stress and
antitumor treatment. Discovery of the intrinsic patterns of tumor-microenvironment
cross-talk and mechanistic understanding of EMT-related progression and treatment
resistance could identify the range of targetable processes or signaling pathways to
achieve a better patient outcome.

Stimulating EMT Process Toward the Terminal
Mesenchymal Stage

Recently accumulated evidence has suggested that EMT is not an “all-or-none” or
binary process, instead, cells can stably acquire one or more hybrid (E/M) pheno-
types that can combine various epithelial and mesenchymal traits such as adhesion
and migration [3]. EMT is a high-dimensional and nonlinear process, involving
changes in multiple interconnected properties such as molecular markers (cadherin
switch), cell-cell adhesion, basement membrane remodeling, cell individualization
and migration, apicobasal polarity, etc. [226] Thus, different EMT-inducing factors
may be pushing different cells to different extents on these different axes, and hence
EMT program driven by two different inducers may overlap to varying extents in
this high-dimensional space. This complexity enables the existence of multiple
hybrid E/M phenotypes with the different repertoire of morphological and molecular
traits [227].

The hybrid E/M phenotype(s) has(have) been largely considered as ‘metastable’
or ‘intermediate’ to the terminal endpoint mesenchymal phenotype for cells en route
EMT [228]. However, recent in vitro, in vivo, and in silico evidence suggests that the
hybrid E/M phenotype(s) may be the end point of a transition, i.e. cells undergoing
EMT or MET need not complete their transition to the other end of the spectrum,
instead can stably acquire one or more hybrid E/M phenotypes [227, 229]. Impor-
tantly, this hybrid E/M phenotype has been proposed as the ‘fittest’ phenotype for
metastasis [230] due to its enhanced tumor-initiation potential/stemness, increased
drug resistance traits, augmented adaptive plasticity, and hiked propensity to give
rise to clusters of circulating tumor cells – the major drivers of metastasis [231].

Owing to the binary paradigm for investigating EMT, a mesenchymal phenotype
was initially reported to be enriched in stemness in breast cancer [232]; EMT was
shown to enrich for CD44+/CD24� � the canonical markers that can enrich for
identifying CSCs. Similar observations were made in other carcinomas; however,
another study argued that EMT suppresses tumor-initiating ability in prostate cancer
[233]. Furthermore, in breast cancer, another sub-set of CSCs was reported –

ALDH+
– which was reportedly epithelial, hence confounding the connection

between EMT and stemness [234]. Mathematical modeling efforts to help resolve
this conundrum mapped the dynamical traits of regulatory networks for EMT
(miR-200/ZEB/SNAI) and stemness (LIN28/let-7/OCT4), and predicted that a
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hybrid E/M phenotype was most likely to be associated with stemness instead of
those on extreme ends of the epithelial-mesenchymal spectrum [235]; in other
words, the ‘stemness window’ was most likely situated midway on ‘EMT axis’.

Follow-up experiments that categorized cells into three phenotypes instead of
two – epithelial (CD24+/CD44�), mesenchymal (CD24�/CD44+) and hybrid E/M
(CD24+/CD44+) – indeed observed a 10-times more mammosphere forming poten-
tial in vitro for hybrid E/M cells as compared to either epithelial or mesenchymal
population, highlighting the increased tumor-initiation potential of hybrid E/M
phenotype [188]. Similarly, CD24+/CD44+ cells were shown to form more aggres-
sive tumors in vivo [236]. More recently, a stable hybrid E/M phenotype was
proposed to be essential for tumorigenicity of basal breast cancer cells in vivo
[229] where the “extremely epithelial” and “extremely mesenchymal” populations
led to substantial loss of tumorigenicity. Even a co-culture of these “extreme” cells
could not lead to tumor formation, suggesting that the maximum stemness resides at
the cells midway on the EMT spectrum. Thus, driving cells out of a hybrid E/M
phenotype to a “locked” mesenchymal state may be a promising mechanism to
reduce metastasis and tumor aggressiveness. This proposition is reminiscent of
reports suggesting that disseminated cells that get “locked” in a mesenchymal
phenotype and do not undergo MET may not be able to eventually contribute
much to colonization [237].

How can cells be pushed out of a hybrid E/M phenotype? Recent studies have
identified various ‘phenotypic stability factors’ (PSFs) for a hybrid E/M phenotype,
whose knockdown can drive the cells to a completely mesenchymal phenotype
in vitro. For instance, H1975 cells that can stably maintain a hybrid E/M phenotype
over 2 months tend to move collectively switch to individual migration and lose
E-cadherin completely upon knockdown of PSFs such as OVOL2, GRHL2, and
NUMB [12, 13]. These PSFs act as ‘molecular brakes’ on EMT, and prevent “cells
that have gained partial plasticity” from undergoing a complete EMT, thus
maintaining them in hybrid E/M phenotype [238]; their functional implications in
maintaining collective cell migration has also been reported in vivo in developmental
contexts; their effect on mediating tumor-initiation potential in vivo needs to be
further investigated. Similarly, knockdown of JAG1 – a ligand of cell-cell commu-
nication pathway Notch signaling that has been implicated in forming clusters of
circulating tumor cells and in maintaining hybrid E/M phenotype [239, 240] – led to
reduced tumor-initiation potential, thus bolstering the association between hybrid
E/M phenotype and stemness [241]. Finally, a recent study that demonstrated
reduced metastatic potential by turning breast cancer cells into adipocytes argued
that the efficiency of this reprogramming is enhanced if cells are in a hybrid E/M
phenotype instead of a fully mesenchymal one [14]. Put together, these results
indicate that pushing cells out of a hybrid E/M phenotype may restrict cellular fitness
and control metastatic potential.
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Conclusion

Many studies in vitro and in vivo show that targeting EMT through its inhibition or
reversal allow to suppress significantly tumor growth and metastasis and to increase
sensitivity to chemo- and targeted therapy and can be an effective strategy in the
treatment of different cancers. However, this therapeutic approach is challenging due
to the involvement of EMT in normal physiological processes. EMT suppression
may counteract wound healing and tissue regeneration as well as stem cell renewal in
patients with cancer. On the other hand, reversal of EMT (induction of MET) may
promote the metastatic process through the activation of the switch from
micrometastasis to macrometastasis. A potential “safe” way to overcome
EMT-associated cancer progression can be targeting oncogenic mutations that lead
to the induction of EMT. For example, small-molecule inhibitors have been devel-
oped to target isocitrate dehydrogenases (IDH1/2) which mutations occur in diverse
tumor types and disrupt normal epithelial morphology through EMT induction
[242, 243]. Another strategy to inhibit EMT without potential “toxic” effects on
normal tissues can be reprogramming the tumor microenvironment from protumor to
antitumor state or complete suppression of inflammation [201]. A novel promising
approach to prevent metastasis through targeting EMT can be modulation of the
activity of phenotypic stability factors of a hybrid E/M phenotype to drive cancer
cells to a mesenchymal phenotype or other cell types [12–14]. However, further
studies should verify whether EMT-related transdifferentiation of cancer cells is an
effective and safe strategy in anti-cancer treatment.

Acknowledgments The study was supported by the Russian Science Foundation (grant #19-75-
30016).

References

1. Kalluri, R., and R.A. Weinberg. 2009. The basics of epithelial-mesenchymal transition. The
Journal of Clinical Investigation 119 (6): 1420–1428.

2. Lamouille, S., J. Xu, and R. Derynck. 2014. Molecular mechanisms of epithelial-
mesenchymal transition. Nature Reviews. Molecular Cell Biology 15 (3): 178–196.

3. Nieto, M.A., R.Y. Huang, R.A. Jackson, and J.P. Thiery. 2016. EMT: 2016. Cell 166 (1):
21–45.

4. Tsai, J.H., and J. Yang. 2013. Epithelial-mesenchymal plasticity in carcinoma metastasis.
Genes & Development 27 (20): 2192–2206.

5. Sui, H., L. Zhu, W. Deng, and Q. Li. 2014. Epithelial-mesenchymal transition and drug
resistance: Role, molecular mechanisms, and therapeutic strategies. Oncology Research and
Treatment 37 (10): 584–589.

6. Du, B., and J.S. Shim. 2016. Targeting epithelial-mesenchymal transition (EMT) to overcome
drug resistance in cancer. Molecules 21 (7): E965.

7. Voon, D.C., R.Y. Huang, R.A. Jackson, and J.P. Thiery. 2017. The EMT spectrum and
therapeutic opportunities. Molecular Oncology 11 (7): 878–891.

Critical Steps in Epithelial-Mesenchymal Transition as Target for Cancer. . . 229



8. Cho, E.S., H.E. Kang, N.H. Kim, and J.I. Yook. 2019. Therapeutic implications of cancer
epithelial-mesenchymal transition (EMT). Archives of Pharmacal Research 42 (1): 14–24.

9. Bizzarri, M., A. Cucina, and S. Proietti. 2017. Tumor reversion: mesenchymal-epithelial
transition as a critical step in managing the tumor-microenvironment cross-talk. Current
Pharmaceutical Design 23 (32): 4705–4715.

10. Jung, H.Y., L. Fattet, and J. Yang. 2015. Molecular pathways: linking tumor microenviron-
ment to epithelial-mesenchymal transition in metastasis. Clinical Cancer Research 21 (5):
962–968.

11. Wigerup, C., S. Pahlman, and D. Bexell. 2016. Therapeutic targeting of hypoxia and hypoxia-
inducible factors in cancer. Pharmacology & Therapeutics 164: 152–169.

12. Jolly, M.K., S.C. Tripathi, D. Jia, S.M. Mooney, M. Celiktas, S.M. Hanash, S.A. Mani,
K.J. Pienta, E. Ben-Jacob, and H. Levine. 2016. Stability of the hybrid epithelial/mesenchymal
phenotype. Oncotarget 7 (19): 27067–27084.

13. Bocci, F., M.K. Jolly, S.C. Tripathi, M. Aguilar, S.M. Hanash, H. Levine, and J.N. Onuchic.
2017. Numb prevents a complete epithelial-mesenchymal transition by modulating Notch
signalling. Journal of the Royal Society Interface 14 (136): 20170512.

14. Ishay-Ronen, D., M. Diepenbruck, R.K.R. Kalathur, N. Sugiyama, S. Tiede, R. Ivanek,
G. Bantug, M.F. Morini, J. Wang, C. Hess, and G. Christofori. 2019. Gain fat-lose metastasis:
Converting invasive breast cancer cells into adipocytes inhibits cancer metastasis. Cancer
Cell 35 (1): 17–32.e16.

15. Gonzalez, D.M., and D. Medici. 2014. Signaling mechanisms of the epithelial-mesenchymal
transition. Science Signaling 7 (344): re8.

16. Moyret-Lalle, C., E. Ruiz, and A. Puisieux. 2014. Epithelial-mesenchymal transition tran-
scription factors and miRNAs: “Plastic surgeons” of breast cancer. World Journal of Clinical
Oncology 5 (3): 311–322.

17. Cong, N., P. Du, A. Zhang, F. Shen, J. Su, P. Pu, T. Wang, J. Zjang, C. Kang, and Q. Zhang.
2013. Downregulated microRNA-200a promotes EMT and tumor growth through the wnt/
beta-catenin pathway by targeting the E-cadherin repressors ZEB1/ZEB2 in gastric adenocar-
cinoma. Oncology Reports 29 (4): 1579–1587.

18. Guo, F., B.C. Parker Kerrigan, D. Yang, L. Hu, I. Shmulevich, A.K. Sood, F. Xue, and
W. Zhang. 2014. Post-transcriptional regulatory network of epithelial-to-mesenchymal and
mesenchymal-to-epithelial transitions. Journal of Hematology & Oncology 7: 19.

19. Tian, Y., Q. Pan, Y. Shang, R. Zhu, J. Ye, Y. Liu, X. Zhong, S. Li, Y. He, L. Chen, J. Zhao,
W. Chen, Z. Peng, and R. Wang. 2014. MicroRNA-200 (miR-200) cluster regulation by
achaete scute-like 2 (Ascl2): impact on the epithelial-mesenchymal transition in colon cancer
cells. The Journal of Biological Chemistry 289 (52): 36101–36115.

20. David, C.J., and J. Massague. 2018. Contextual determinants of TGFbeta action in develop-
ment, immunity and cancer. Nature Reviews. Molecular Cell Biology 19 (7): 419–435.

21. Morikawa, M., R. Derynck, and K. Miyazono. 2016. TGF-beta and the TGF-beta family:
Context-dependent roles in cell and tissue physiology. Cold Spring Harbor Perspectives in
Biology 8 (5): a021873.

22. Moustakas, A., and C.H. Heldin. 2009. The regulation of TGFbeta signal transduction.
Development 136 (22): 3699–3714.

23. Derynck, R., B.P. Muthusamy, and K.Y. Saeteurn. 2014. Signaling pathway cooperation in
TGF-beta-induced epithelial-mesenchymal transition. Current Opinion in Cell Biology 31:
56–66.

24. Miyazawa, K., M. Shinozaki, T. Hara, T. Furuya, and K. Miyazono. 2002. Two major Smad
pathways in TGF-beta superfamily signalling. Genes to Cells 7 (12): 1191–1204.

25. Massague, J. 2012. TGFbeta signalling in context. Nature Reviews. Molecular Cell Biology
13 (10): 616–630.

26. Moustakas, A., and C.H. Heldin. 2005. Non-Smad TGF-beta signals. Journal of Cell Science
118 (Pt 16): 3573–3584.

230 E. V. Denisov et al.



27. Zhang, Y.E. 2017. Non-Smad signaling pathways of the TGF-beta family. Cold Spring
Harbor Perspectives in Biology 9 (2): a022129.

28. Suzuki, H.I. 2018. MicroRNA control of TGF-beta signaling. International Journal of Molec-
ular Sciences 19 (7): E1901.

29. Bierie, B., and H.L. Moses. 2006. Tumour microenvironment: TGFbeta: The molecular Jekyll
and Hyde of cancer. Nature Reviews Cancer 6 (7): 506–520.

30. Heuberger, J., and W. Birchmeier. 2010. Interplay of cadherin-mediated cell adhesion and
canonical Wnt signaling. Cold Spring Harbor Perspectives in Biology 2 (2): a002915.

31. Nusse, R. 2005. Wnt signaling in disease and in development. Cell Research 15 (1): 28–32.
32. Guo, Y., L. Xiao, L. Sun, and F. Liu. 2012. Wnt/beta-catenin signaling: A promising new

target for fibrosis diseases. Physiological Research 61 (4): 337–346.
33. Yoshida, G.J., and H. Saya. 2014. Inversed relationship between CD44 variant and c-Myc due

to oxidative stress-induced canonical Wnt activation. Biochemical and Biophysical Research
Communications 443 (2): 622–627.

34. Clevers, H., and R. Nusse. 2012. Wnt/beta-catenin signaling and disease. Cell 149 (6):
1192–1205.

35. Rosenbluh, J., X. Wang, and W.C. Hahn. 2014. Genomic insights into WNT/beta-catenin
signaling. Trends in Pharmacological Sciences 35 (2): 103–109.

36. Tsukanov, A.S., N.I. Pospekhova, V.P. Shubin, A.M. Kuzminov, V.N. Kashnikov,
S.A. Frolov, and Y.A. Shelygin. 2017. Mutations in the APC gene in Russian patients with
classic form of familial adenomatous polyposis. Russian Journal of Genetics 53 (3): 369–375.

37. Taylor, M.A., K. Sossey-Alaoui, C.L. Thompson, D. Danielpour, and W.P. Schiemann. 2013.
TGF-beta upregulates miR-181a expression to promote breast cancer metastasis. The Journal
of Clinical Investigation 123 (1): 150–163.

38. Cai, J., H. Guan, L. Fang, Y. Yang, X. Zhu, J. Yuan, J. Wu, and M. Li. 2013. MicroRNA-374a
activates Wnt/beta-catenin signaling to promote breast cancer metastasis. The Journal of
Clinical Investigation 123 (2): 566–579.

39. Ghahhari, N.M., and S. Babashah. 2015. Interplay between microRNAs and WNT/beta-
catenin signalling pathway regulates epithelial-mesenchymal transition in cancer. European
Journal of Cancer 51 (12): 1638–1649.

40. Fortini, M.E. 2009. Notch signaling: The core pathway and its posttranslational regulation.
Developmental Cell 16 (5): 633–647.

41. Brabletz, S., K. Bajdak, S. Meidhof, U. Burk, G. Niedermann, E. Firat, U. Wellner,
A. Dimmler, G. Faller, J. Schubert, and T. Brabletz. 2011. The ZEB1/miR-200 feedback
loop controls Notch signalling in cancer cells. The EMBO Journal 30 (4): 770–782.

42. Bolos, V., J. Grego-Bessa, and J.L. de la Pompa. 2007. Notch signaling in development and
cancer. Endocrine Reviews 28 (3): 339–363.

43. Reedijk, M., S. Odorcic, L. Chang, H. Zhang, N. Miller, D.R. McCready, G. Lockwood, and
S.E. Egan. 2005. High-level coexpression of JAG1 and NOTCH1 is observed in human breast
cancer and is associated with poor overall survival. Cancer Research 65 (18): 8530–8537.

44. Zhang, H., X. Wang, J. Xu, and Y. Sun. 2014. Notch1 activation is a poor prognostic factor in
patients with gastric cancer. British Journal of Cancer 110 (9): 2283–2290.

45. Reedijk, M., S. Odorcic, H. Zhang, R. Chetty, C. Tennert, B.C. Dickson, G. Lockwood,
S. Gallinger, and S.E. Egan. 2008. Activation of Notch signaling in human colon adenocar-
cinoma. International Journal of Oncology 33 (6): 1223–1229.

46. Kanamori, M., T. Kawaguchi, J.M. Nigro, B.G. Feuerstein, M.S. Berger, L. Miele, and
R.O. Pieper. 2007. Contribution of Notch signaling activation to human glioblastoma
multiforme. Journal of Neurosurgery 106 (3): 417–427.

47. Joo, Y.H., C.K. Jung, M.S. Kim, and D.I. Sun. 2009. Relationship between vascular endothe-
lial growth factor and Notch1 expression and lymphatic metastasis in tongue cancer. Otolar-
yngology and Head and Neck Surgery 140 (4): 512–518.

Critical Steps in Epithelial-Mesenchymal Transition as Target for Cancer. . . 231



48. Whelan, J.T., A. Kellogg, B.M. Shewchuk, K. Hewan-Lowe, and F.E. Bertrand. 2009. Notch-
1 signaling is lost in prostate adenocarcinoma and promotes PTEN gene expression. Journal of
Cellular Biochemistry 107 (5): 992–1001.

49. Wang, M., L. Xue, Q. Cao, Y. Lin, Y. Ding, P. Yang, and L. Che. 2009. Expression of Notch1,
Jagged1 and beta-catenin and their clinicopathological significance in hepatocellular carci-
noma. Neoplasma 56 (6): 533–541.

50. Mullendore, M.E., J.B. Koorstra, Y.M. Li, G.J. Offerhaus, X. Fan, C.M. Henderson,
W. Matsui, C.G. Eberhart, A. Maitra, and G. Feldmann. 2009. Ligand-dependent Notch
signaling is involved in tumor initiation and tumor maintenance in pancreatic cancer. Clinical
Cancer Research 15 (7): 2291–2301.

51. Li, J., Q. Li, L. Lin, R. Wang, L. Chen, W. Du, C. Jiang, and R. Li. 2018. Targeting the Notch1
oncogene by miR-139-5p inhibits glioma metastasis and epithelial-mesenchymal transition
(EMT). BMC Neurology 18 (1): 133.

52. Zhang, Y., B. Xu, and X.P. Zhang. 2018. Effects of miRNAs on functions of breast cancer
stem cells and treatment of breast cancer. OncoTargets and Therapy 11: 4263–4270.

53. Salaritabar, A., I. Berindan-Neagoe, B. Darvish, F. Hadjiakhoondi, A. Manayi, K.P. Devi,
D. Barreca, I.E. Orhan, I. Suntar, A.A. Farooqi, D. Gulei, S.F. Nabavi, A. Sureda, M. Daglia,
A.R. Dehpour, S.M. Nabavi, and S. Shirooie. 2019. Targeting Hedgehog signaling pathway:
Paving the road for cancer therapy. Pharmacological Research 141: 466–480.

54. Katoh, Y., and M. Katoh. 2008. Hedgehog signaling, epithelial-to-mesenchymal transition and
miRNA (review). International Journal of Molecular Medicine 22 (3): 271–275.

55. Walter, K., N. Omura, S.M. Hong, M. Griffith, A. Vincent, M. Borges, and M. Goggins. 2010.
Overexpression of smoothened activates the sonic hedgehog signaling pathway in pancreatic
cancer-associated fibroblasts. Clinical Cancer Research 16 (6): 1781–1789.

56. Jiang, J., and C.C. Hui. 2008. Hedgehog signaling in development and cancer. Developmental
Cell 15 (6): 801–812.

57. Kim, J., J. Hyun, S. Wang, C. Lee, and Y. Jung. 2018. MicroRNA-378 is involved in
hedgehog-driven epithelial-to-mesenchymal transition in hepatocytes of regenerating liver.
Cell Death & Disease 9 (7): 721.

58. Yu, F., Y. Zheng, W. Hong, B. Chen, P. Dong, and J. Zheng. 2015. MicroRNA200a
suppresses epithelialtomesenchymal transition in rat hepatic stellate cells via GLI family
zinc finger 2. Molecular Medicine Reports 12 (6): 8121–8128.

59. Liu, Y., L. Li, Z. Liu, Q. Yuan, and X. Lu. 2018. Downregulation of MiR-431 expression
associated with lymph node metastasis and promotes cell invasion in papillary thyroid
carcinoma. Cancer Biomarkers 22 (4): 727–732.

60. Santamaria, P.G., G. Moreno-Bueno, F. Portillo, and A. Cano. 2017. EMT: Present and future
in clinical oncology. Molecular Oncology 11 (7): 718–738.

61. Zhang, J., X.J. Tian, and J. Xing. 2016. Signal transduction pathways of EMT induced by
TGF-beta, SHH, and WNT and their crosstalks. Journal of Clinical Medicine 5 (4): E41.

62. Haque, S., and J.C. Morris. 2017. Transforming growth factor-beta: A therapeutic target for
cancer. Human Vaccines & Immunotherapeutics 13 (8): 1741–1750.

63. Hau, P., P. Jachimczak, R. Schlingensiepen, F. Schulmeyer, T. Jauch, A. Steinbrecher,
A. Brawanski, M. Proescholdt, J. Schlaier, J. Buchroithner, J. Pichler, G. Wurm,
M. Mehdorn, R. Strege, G. Schuierer, V. Villarrubia, F. Fellner, O. Jansen, T. Straube,
V. Nohria, M. Goldbrunner, M. Kunst, S. Schmaus, G. Stauder, U. Bogdahn, and
K.H. Schlingensiepen. 2007. Inhibition of TGF-beta2 with AP 12009 in recurrent malignant
gliomas: From preclinical to phase I/II studies. Oligonucleotides 17 (2): 201–212.

64. de Gramont, A., S. Faivre, and E. Raymond. 2017. Novel TGF-beta inhibitors ready for prime
time in onco-immunology. Oncoimmunology 6 (1): e1257453.

65. Ehata, S., A. Hanyu, M. Fujime, Y. Katsuno, E. Fukunaga, K. Goto, Y. Ishikawa, K. Nomura,
H. Yokoo, T. Shimizu, E. Ogata, K. Miyazono, K. Shimizu, and T. Imamura. 2007. Ki26894, a
novel transforming growth factor-beta type I receptor kinase inhibitor, inhibits in vitro

232 E. V. Denisov et al.



invasion and in vivo bone metastasis of a human breast cancer cell line. Cancer Science 98 (1):
127–133.

66. Park, C.Y., J.Y. Son, C.H. Jin, J.S. Nam, D.K. Kim, and Y.Y. Sheen. 2011. EW-7195, a novel
inhibitor of ALK5 kinase inhibits EMT and breast cancer metastasis to lung. European
Journal of Cancer 47 (17): 2642–2653.

67. Son, J.Y., S.Y. Park, S.J. Kim, S.J. Lee, S.A. Park, M.J. Kim, S.W. Kim, D.K. Kim, J.S. Nam,
and Y.Y. Sheen. 2014. EW-7197, a novel ALK-5 kinase inhibitor, potently inhibits breast to
lung metastasis. Molecular Cancer Therapeutics 13 (7): 1704–1716.

68. Park, C.Y., K.N. Min, J.Y. Son, S.Y. Park, J.S. Nam, D.K. Kim, and Y.Y. Sheen. 2014. An
novel inhibitor of TGF-beta type I receptor, IN-1130, blocks breast cancer lung metastasis
through inhibition of epithelial-mesenchymal transition. Cancer Letters 351 (1): 72–80.

69. Chakrabarti, R., V. Subramaniam, S. Abdalla, S. Jothy, and G.J. Prud’homme. 2009. Tranilast
inhibits the growth and metastasis of mammary carcinoma. Anti-Cancer Drugs 20 (5):
334–345.

70. Liu, Y., C. Chen, P. Qian, X. Lu, B. Sun, X. Zhang, L. Wang, X. Gao, H. Li, Z. Chen, J. Tang,
W. Zhang, J. Dong, R. Bai, P.E. Lobie, Q. Wu, S. Liu, H. Zhang, F. Zhao, M.S. Wicha, T. Zhu,
and Y. Zhao. 2015. Gd-metallofullerenol nanomaterial as non-toxic breast cancer stem cell-
specific inhibitor. Nature Communications 6: 5988.

71. Da, C., Y. Liu, Y. Zhan, K. Liu, and R. Wang. 2016. Nobiletin inhibits epithelial-
mesenchymal transition of human non-small cell lung cancer cells by antagonizing the
TGF-beta1/Smad3 signaling pathway. Oncology Reports 35 (5): 2767–2774.

72. Sun, Y., X. Jiang, Y. Lu, J. Zhu, L. Yu, B. Ma, and Q. Zhang. 2018. Oridonin prevents
epithelial-mesenchymal transition and TGF-beta1-induced epithelial-mesenchymal transition
by inhibiting TGF-beta1/Smad2/3 in osteosarcoma. Chemico-Biological Interactions 296:
57–64.

73. Ji, Q., X. Liu, Z. Han, L. Zhou, H. Sui, L. Yan, H. Jiang, J. Ren, J. Cai, and Q. Li. 2015.
Resveratrol suppresses epithelial-to-mesenchymal transition in colorectal cancer through
TGF-beta1/Smads signaling pathway mediated Snail/E-cadherin expression. BMC Cancer
15: 97.

74. Hafeez, B.B., A. Ganju, M. Sikander, V.K. Kashyap, Z.B. Hafeez, N. Chauhan, S. Malik,
A.E. Massey, M.K. Tripathi, F.T. Halaweish, N. Zafar, M.M. Singh, M.M. Yallapu,
S.C. Chauhan, and M. Jaggi. 2017. Ormeloxifene suppresses prostate tumor growth and
metastatic phenotypes via inhibition of oncogenic beta-catenin signaling and EMT progres-
sion. Molecular Cancer Therapeutics 16 (10): 2267–2280.

75. Zhan, T., N. Rindtorff, and M. Boutros. 2017. Wnt signaling in cancer. Oncogene 36 (11):
1461–1473.

76. Wu, C.X., A. Xu, C.C. Zhang, P. Olson, L. Chen, T.K. Lee, T.T. Cheung, C.M. Lo, and
X.Q. Wang. 2017. Notch inhibitor PF-03084014 inhibits hepatocellular carcinoma growth and
metastasis via suppression of cancer stemness due to reduced activation of Notch1-Stat3.
Molecular Cancer Therapeutics 16 (8): 1531–1543.

77. Venkatesh, V., R. Nataraj, G.S. Thangaraj, M. Karthikeyan, A. Gnanasekaran, S.B. Kaginelli,
G. Kuppanna, C.G. Kallappa, and K.M. Basalingappa. 2018. Targeting Notch signalling
pathway of cancer stem cells. Stem Cell Investigation 5: 5.

78. Ahmad, A., M.Y. Maitah, K.R. Ginnebaugh, Y. Li, B. Bao, S.M. Gadgeel, and F.H. Sarkar.
2013. Inhibition of Hedgehog signaling sensitizes NSCLC cells to standard therapies through
modulation of EMT-regulating miRNAs. Journal of Hematology & Oncology 6 (1): 77.

79. Yang, X., and M.S. Dinehart. 2017. Triple hedgehog pathway inhibition for basal cell
carcinoma. The Journal of Clinical and Aesthetic Dermatology 10 (4): 47–49.

80. Rumman, M., K.H. Jung, Z. Fang, H.H. Yan, M.K. Son, S.J. Kim, J. Kim, J.H. Park, J.H. Lim,
S. Hong, and S.S. Hong. 2016. HS-173, a novel PI3K inhibitor suppresses EMT and
metastasis in pancreatic cancer. Oncotarget 7 (47): 78029–78047.

Critical Steps in Epithelial-Mesenchymal Transition as Target for Cancer. . . 233



81. Kim, W.G., C.J. Guigon, L. Fozzatti, J.W. Park, C. Lu, M.C. Willingham, and S.Y. Cheng.
2012. SKI-606, an Src inhibitor, reduces tumor growth, invasion, and distant metastasis in a
mouse model of thyroid cancer. Clinical Cancer Research 18 (5): 1281–1290.

82. Bartholomeusz, C., X. Xie, M.K. Pitner, K. Kondo, A. Dadbin, J. Lee, H. Saso, P.D. Smith,
K.N. Dalby, and N.T. Ueno. 2015. MEK inhibitor selumetinib (AZD6244; ARRY-142886)
prevents lung metastasis in a triple-negative breast cancer xenograft model.Molecular Cancer
Therapeutics 14 (12): 2773–2781.

83. Huber, M.A., H.J. Maier, M. Alacakaptan, E. Wiedemann, J. Braunger, G. Boehmelt,
J.B. Madwed, E.R. Young, D.R. Marshall, H. Pehamberger, T. Wirth, N. Kraut, and
H. Beug. 2010. BI 5700, a selective chemical inhibitor of IkappaB kinase 2, specifically
suppresses epithelial-mesenchymal transition and metastasis in mouse models of tumor
progression. Genes & Cancer 1 (2): 101–114.

84. Qin, G., F. Xu, T. Qin, Q. Zheng, D. Shi, W. Xia, Y. Tian, Y. Tang, J. Wang, X. Xiao,
W. Deng, and S. Wang. 2015. Palbociclib inhibits epithelial-mesenchymal transition and
metastasis in breast cancer via c-Jun/COX-2 signaling pathway. Oncotarget 6 (39):
41794–41808.

85. Parvani, J.G., M.D. Gujrati, M.A. Mack, W.P. Schiemann, and Z.R. Lu. 2015. Silencing beta3
integrin by targeted ECO/siRNA nanoparticles inhibits EMT and metastasis of triple-negative
breast cancer. Cancer Research 75 (11): 2316–2325.

86. Padthaisong, S., M. Thanee, A. Techasen, N. Namwat, P. Yongvanit, A. Liwatthakun,
K. Hankla, S. Sangkhamanon, and W. Loilome. 2017. Nimotuzumab inhibits
cholangiocarcinoma cell metastasis via suppression of the epithelial-mesenchymal transition
process. Anticancer Research 37 (7): 3591–3597.

87. Ferrari-Amorotti, G., C. Chiodoni, F. Shen, S. Cattelani, A.R. Soliera, G. Manzotti,
G. Grisendi, M. Dominici, F. Rivasi, M.P. Colombo, A. Fatatis, and B. Calabretta. 2014.
Suppression of invasion and metastasis of triple-negative breast cancer lines by pharmacolog-
ical or genetic inhibition of slug activity. Neoplasia 16 (12): 1047–1058.

88. Rhodes, L.V., C.R. Tate, H.C. Segar, H.E. Burks, T.B. Phamduy, V. Hoang, S. Elliott,
D. Gilliam, F.N. Pounder, M. Anbalagan, D.B. Chrisey, B.G. Rowan, M.E. Burow, and
B.M. Collins-Burow. 2014. Suppression of triple-negative breast cancer metastasis by
pan-DAC inhibitor panobinostat via inhibition of ZEB family of EMT master regulators.
Breast Cancer Research and Treatment 145 (3): 593–604.

89. Chatterjee, S., and P.C. Sil. 2019. Targeting the crosstalks of Wnt pathway with Hedgehog and
Notch for cancer therapy. Pharmacological Research 142: 251–261.

90. Chen, L., W. Mai, M. Chen, J. Hu, Z. Zhuo, X. Lei, L. Deng, J. Liu, N. Yao, M. Huang,
Y. Peng, W. Ye, and D. Zhang. 2017. Arenobufagin inhibits prostate cancer epithelial-
mesenchymal transition and metastasis by down-regulating beta-catenin. Pharmacological
Research 123: 130–142.

91. Way, T.D., J.T. Huang, C.H. Chou, C.H. Huang, M.H. Yang, and C.T. Ho. 2014. Emodin
represses TWIST1-induced epithelial-mesenchymal transitions in head and neck squamous
cell carcinoma cells by inhibiting the beta-catenin and Akt pathways. European Journal of
Cancer 50 (2): 366–378.

92. Ma, J.W., C.M. Hung, Y.C. Lin, C.T. Ho, J.Y. Kao, and T.D. Way. 2016. Aloe-emodin
inhibits HER-2 expression through the downregulation of Y-box binding protein-1 in HER-2-
overexpressing human breast cancer cells. Oncotarget 7 (37): 58915–58930.

93. Song, X., X. Zhou, Y. Qin, J. Yang, Y. Wang, Z. Sun, K. Yu, S. Zhang, and S. Liu. 2018.
Emodin inhibits epithelialmesenchymal transition and metastasis of triple negative breast
cancer via antagonism of CCchemokine ligand 5 secreted from adipocytes. International
Journal of Molecular Medicine 42 (1): 579–588.

94. Li, N., C. Wang, P. Zhang, and S. You. 2018. Emodin inhibits pancreatic cancer EMT and
invasion by upregulating microRNA1271. Molecular Medicine Reports 18 (3): 3366–3374.

234 E. V. Denisov et al.



95. Tian, L., D. Shen, X. Li, X. Shan, X. Wang, Q. Yan, and J. Liu. 2016. Ginsenoside Rg3
inhibits epithelial-mesenchymal transition (EMT) and invasion of lung cancer by down-
regulating FUT4. Oncotarget 7 (2): 1619–1632.

96. Liu, T., L. Zhao, Y. Zhang, W. Chen, D. Liu, H. Hou, L. Ding, and X. Li. 2014. Ginsenoside
20(S)-Rg3 targets HIF-1alpha to block hypoxia-induced epithelial-mesenchymal transition in
ovarian cancer cells. PLoS One 9 (9): e103887.

97. Li, J., X. Gong, R. Jiang, D. Lin, T. Zhou, A. Zhang, H. Li, X. Zhang, J. Wan, G. Kuang, and
H. Li. 2018. Fisetin inhibited growth and metastasis of triple-negative breast cancer by
reversing epithelial-to-mesenchymal transition via PTEN/Akt/GSK3beta signal pathway.
Frontiers in Pharmacology 9: 772.

98. Wang, H., W. Zhong, J. Zhao, H. Zhang, Q. Zhang, Y. Liang, S. Chen, H. Liu, S. Zong,
Y. Tian, H. Zhou, T. Sun, Y. Liu, and C. Yang. 2019. Oleanolic acid inhibits epithelial-
mesenchymal transition of hepatocellular carcinoma by promoting iNOS dimerization.Molec-
ular Cancer Therapeutics 18 (1): 62–74.

99. Li, C.Y., Q. Wang, S. Shen, X.L. Wei, and G.X. Li. 2018. Oridonin inhibits migration,
invasion, adhesion and TGF-beta1-induced epithelial-mesenchymal transition of melanoma
cells by inhibiting the activity of PI3K/Akt/GSK-3beta signaling pathway. Oncology Letters
15 (1): 1362–1372.

100. Liu, Q.Q., K. Chen, Q. Ye, X.H. Jiang, and Y.W. Sun. 2016. Oridonin inhibits pancreatic
cancer cell migration and epithelial-mesenchymal transition by suppressing Wnt/beta-catenin
signaling pathway. Cancer Cell International 16: 57.

101. Kim, R.K., Y. Suh, K.C. Yoo, Y.H. Cui, E. Hwang, H.J. Kim, J.S. Kang, M.J. Kim, Y.Y. Lee,
and S.J. Lee. 2015. Phloroglucinol suppresses metastatic ability of breast cancer cells by
inhibition of epithelial-mesenchymal cell transition. Cancer Science 106 (1): 94–101.

102. Chang, J.H., S.L. Lai, W.S. Chen, W.Y. Hung, J.M. Chow, M. Hsiao, W.J. Lee, and
M.H. Chien. 2017. Quercetin suppresses the metastatic ability of lung cancer through
inhibiting Snail-dependent Akt activation and Snail-independent ADAM9 expression path-
ways. Biochimica et Biophysica Acta, Molecular Cell Research 1864 (10): 1746–1758.

103. Chen, M.C., W.W. Chang, Y.D. Kuan, S.T. Lin, H.C. Hsu, and C.H. Lee. 2012. Resveratrol
inhibits LPS-induced epithelial-mesenchymal transition in mouse melanoma model. Innate
Immunity 18 (5): 685–693.

104. Lee, J., E.R. Hahm, A.I. Marcus, and S.V. Singh. 2015. Withaferin A inhibits experimental
epithelial-mesenchymal transition in MCF-10A cells and suppresses vimentin protein level
in vivo in breast tumors. Molecular Carcinogenesis 54 (6): 417–429.

105. Kyakulaga, A.H., F. Aqil, R. Munagala, and R.C. Gupta. 2018. Withaferin A inhibits epithelial
to mesenchymal transition in non-small cell lung cancer cells. Scientific Reports 8 (1): 15737.

106. Thaiparambil, J.T., L. Bender, T. Ganesh, E. Kline, P. Patel, Y. Liu, M. Tighiouart,
P.M. Vertino, R.D. Harvey, A. Garcia, and A.I. Marcus. 2011. Withaferin A inhibits breast
cancer invasion and metastasis at sub-cytotoxic doses by inducing vimentin disassembly and
serine 56 phosphorylation. International Journal of Cancer 129 (11): 2744–2755.

107. Yang, Z., A. Garcia, S. Xu, D.R. Powell, P.M. Vertino, S. Singh, and A.I. Marcus. 2013.
Withania somnifera root extract inhibits mammary cancer metastasis and epithelial to mesen-
chymal transition. PLoS One 8 (9): e75069.

108. Kaufhold, S., and B. Bonavida. 2014. Central role of Snail1 in the regulation of EMT and
resistance in cancer: A target for therapeutic intervention. Journal of Experimental & Clinical
Cancer Research 33: 62.

109. Harney, A.S., T.J. Meade, and C. LaBonne. 2012. Targeted inactivation of Snail family EMT
regulatory factors by a Co(III)-Ebox conjugate. PLoS One 7 (2): e32318.

110. Vistain, L.F., N. Yamamoto, R. Rathore, P. Cha, and T.J. Meade. 2015. Targeted inhibition of
Snail activity in breast cancer cells by using a Co(III) -Ebox conjugate. Chembiochem 16 (14):
2065–2072.

Critical Steps in Epithelial-Mesenchymal Transition as Target for Cancer. . . 235



111. Finetti, F., A. Moglia, I. Schiavo, S. Donnini, G.N. Berta, F. Di Scipio, A. Perrelli, C. Fornelli,
L. Trabalzini, and S.F. Retta. 2018. Yeast-derived recombinant avenanthramides inhibit
proliferation, migration and epithelial mesenchymal transition of colon cancer cells. Nutrients
10 (9): E1159.

112. Wang, Y.P., M.Z. Wang, Y.R. Luo, Y. Shen, and Z.X. Wei. 2012. Lentivirus-mediated
shRNA interference targeting SLUG inhibits lung cancer growth and metastasis. Asian Pacific
Journal of Cancer Prevention 13 (10): 4947–4951.

113. Qian, J., H. Liu, W. Chen, K. Wen, W. Lu, C. Huang, and Z. Fu. 2013. Knockdown of Slug by
RNAi inhibits the proliferation and invasion of HCT116 colorectal cancer cells. Molecular
Medicine Reports 8 (4): 1055–1059.

114. Lai, W.Y., W.Y. Wang, Y.C. Chang, C.J. Chang, P.C. Yang, and K. Peck. 2014. Synergistic
inhibition of lung cancer cell invasion, tumor growth and angiogenesis using aptamer-siRNA
chimeras. Biomaterials 35 (9): 2905–2914.

115. Khan, M.A., H.C. Chen, D. Zhang, and J. Fu. 2013. Twist: A molecular target in cancer
therapeutics. Tumour Biology 34 (5): 2497–2506.

116. Mikheeva, S.A., A.M. Mikheev, A. Petit, R. Beyer, R.G. Oxford, L. Khorasani, J.P. Maxwell,
C.A. Glackin, H. Wakimoto, I. Gonzalez-Herrero, I. Sanchez-Garcia, J.R. Silber, P.J. Horner,
and R.C. Rostomily. 2010. TWIST1 promotes invasion through mesenchymal change in
human glioblastoma. Molecular Cancer 9: 194.

117. Mikheev, A.M., S.A. Mikheeva, L.J. Severs, C.C. Funk, L. Huang, J.L. McFaline-Figueroa,
J. Schwensen, C. Trapnell, N.D. Price, S. Wong, and R.C. Rostomily. 2018. Targeting
TWIST1 through loss of function inhibits tumorigenicity of human glioblastoma. Molecular
Oncology 12 (7): 1188–1202.

118. Xu, Y., D.K. Lee, Z. Feng, Y. Xu, W. Bu, Y. Li, L. Liao, and J. Xu. 2017. Breast tumor cell-
specific knockout of Twist1 inhibits cancer cell plasticity, dissemination, and lung metastasis
in mice. Proceedings of the National Academy of Sciences of the United States of America
114 (43): 11494–11499.

119. Li, R., C. Wu, H. Liang, Y. Zhao, C. Lin, X. Zhang, and C. Ye. 2018. Knockdown of TWIST
enhances the cytotoxicity of chemotherapeutic drugs in doxorubicin-resistant HepG2 cells by
suppressing MDR1 and EMT. International Journal of Oncology 53 (4): 1763–1773.

120. Yochum, Z.A., J. Cades, L. Mazzacurati, N.M. Neumann, S.K. Khetarpal, S. Chatterjee,
H. Wang, M.A. Attar, E.H. Huang, S.N. Chatley, K. Nugent, A. Somasundaram, J.A. Engh,
A.J. Ewald, Y.J. Cho, C.M. Rudin, P.T. Tran, and T.F. Burns. 2017. A first-in-class TWIST1
inhibitor with activity in oncogene-driven lung cancer. Molecular Cancer Research 15 (12):
1764–1776.

121. Yochum, Z.A., J. Cades, H. Wang, S. Chatterjee, B.W. Simons, J.P. O’Brien, S.K. Khetarpal,
G. Lemtiri-Chlieh, K.V. Myers, E.H. Huang, C.M. Rudin, P.T. Tran, and T.F. Burns. 2019.
Targeting the EMT transcription factor TWIST1 overcomes resistance to EGFR inhibitors in
EGFR-mutant non-small-cell lung cancer. Oncogene 38 (5): 656–670.

122. Zhang, Y., L. Xu, A.Q. Li, and X.Z. Han. 2019. The roles of ZEB1 in tumorigenic progression
and epigenetic modifications. Biomedicine & Pharmacotherapy 110: 400–408.

123. Fardi, M., M. Alivand, B. Baradaran, M. Farshdousti Hagh, and S. Solali. 2019. The crucial
role of ZEB2: from development to epithelial-to-mesenchymal transition and cancer complex-
ity. Journal of Cellular Physiology 234: 14783–14799.

124. Zhang, W., X. Shi, Y. Peng, M. Wu, P. Zhang, R. Xie, Y. Wu, Q. Yan, S. Liu, and J. Wang.
2015. HIF-1alpha promotes epithelial-mesenchymal transition and metastasis through direct
regulation of ZEB1 in colorectal cancer. PLoS One 10 (6): e0129603.

125. Sakata, J., F. Utsumi, S. Suzuki, K. Niimi, E. Yamamoto, K. Shibata, T. Senga, F. Kikkawa,
and H. Kajiyama. 2017. Inhibition of ZEB1 leads to inversion of metastatic characteristics and
restoration of paclitaxel sensitivity of chronic chemoresistant ovarian carcinoma cells.
Oncotarget 8 (59): 99482–99494.

126. Meidhof, S., S. Brabletz, W. Lehmann, B.T. Preca, K. Mock, M. Ruh, J. Schuler, M. Berthold,
A. Weber, U. Burk, M. Lubbert, M. Puhr, Z. Culig, U. Wellner, T. Keck, P. Bronsert,

236 E. V. Denisov et al.



S. Kusters, U.T. Hopt, M.P. Stemmler, and T. Brabletz. 2015. ZEB1-associated drug resis-
tance in cancer cells is reversed by the class I HDAC inhibitor mocetinostat. EMBOMolecular
Medicine 7 (6): 831–847.

127. Ming, H., Q. Chuang, W. Jiashi, L. Bin, W. Guangbin, and J. Xianglu. 2018. Naringin targets
Zeb1 to suppress osteosarcoma cell proliferation and metastasis. Aging (Albany NY) 10 (12):
4141–4151.

128. Cech, T.R., and J.A. Steitz. 2014. The noncoding RNA revolution-trashing old rules to forge
new ones. Cell 157 (1): 77–94.

129. Xu, Q., F. Deng, Y. Qin, Z. Zhao, Z. Wu, Z. Xing, A. Ji, and Q.J. Wang. 2016. Long
non-coding RNA regulation of epithelial-mesenchymal transition in cancer metastasis. Cell
Death & Disease 7 (6): e2254.

130. Exposito-Villen, A., E.A. Aránega, and D. Franco. 2018. Functional role of non-coding RNAs
during epithelial-to-mesenchymal transition. Noncoding RNA 4 (2): E14.

131. Shi, S.J., L.J. Wang, B. Yu, Y.H. Li, Y. Jin, and X.Z. Bai. 2015. LncRNA-ATB promotes
trastuzumab resistance and invasion-metastasis cascade in breast cancer. Oncotarget 6 (13):
11652–11663.

132. Huang, J.F., Y.J. Guo, C.X. Zhao, S.X. Yuan, Y. Wang, G.N. Tang, W.P. Zhou, and S.H. Sun.
2013. Hepatitis B virus X protein (HBx)-related long noncoding RNA (lncRNA) down-
regulated expression by HBx (Dreh) inhibits hepatocellular carcinoma metastasis by targeting
the intermediate filament protein vimentin. Hepatology 57 (5): 1882–1892.

133. Xu, Z.Y., Q.M. Yu, Y.A. Du, L.T. Yang, R.Z. Dong, L. Huang, P.F. Yu, and X.D. Cheng.
2013. Knockdown of long non-coding RNA HOTAIR suppresses tumor invasion and reverses
epithelial-mesenchymal transition in gastric cancer. International Journal of Biological Sci-
ences 9 (6): 587–597.

134. Zhou, M., Y. Hou, G. Yang, H. Zhang, G. Tu, Y.E. Du, S. Wen, L. Xu, X. Tang, S. Tang,
L. Yang, X. Cui, and M. Liu. 2016. LncRNA-Hh strengthen cancer stem cells generation in
Twist-positive breast cancer via activation of Hedgehog signaling pathway. Stem Cells 34 (1):
55–66.

135. Liang, W.C., W.M. Fu, C.W. Wong, Y. Wang, W.M. Wang, G.X. Hu, L. Zhang, L.J. Xiao,
D.C. Wan, J.F. Zhang, and M.M. Waye. 2015. The lncRNA H19 promotes epithelial to
mesenchymal transition by functioning as miRNA sponges in colorectal cancer. Oncotarget
6 (26): 22513–22525.

136. Wang, T.H., Y.S. Lin, Y. Chen, C.T. Yeh, Y.L. Huang, T.H. Hsieh, T.M. Shieh, C. Hsueh, and
T.C. Chen. 2015. Long non-coding RNA AOC4P suppresses hepatocellular carcinoma metas-
tasis by enhancing vimentin degradation and inhibiting epithelial-mesenchymal transition.
Oncotarget 6 (27): 23342–23357.

137. Tang, Y., Y. Tang, and Y.S. Cheng. 2017. miR-34a inhibits pancreatic cancer progression
through Snail1-mediated epithelial-mesenchymal transition and the Notch signaling pathway.
Scientific Reports 7: 38232.

138. Huang, G., M.Y. Du, H. Zhu, N. Zhang, Z.W. Lu, L.X. Qian, W. Zhang, X. Tian, X. He, and
L. Yin. 2018. MiRNA-34a reversed TGF-beta-induced epithelial-mesenchymal transition via
suppression of SMAD4 in NPC cells. Biomedicine & Pharmacotherapy 106: 217–224.

139. Peng, L., Z. Liu, J. Xiao, Y. Tu, Z. Wan, H. Xiong, Y. Li, and W. Xiao. 2017. MicroRNA-
148a suppresses epithelial-mesenchymal transition and invasion of pancreatic cancer cells by
targeting Wnt10b and inhibiting the Wnt/beta-catenin signaling pathway. Oncology Reports
38 (1): 301–308.

140. Shelygin, Y.A., V.P. Shubin, S.A. Frolov, S.I. Achkasov, O.I. Sushkov, A.S. Tsukanov,
V.N. Kashnikov, and N.I. Pospekhova. 2015. The analysis of microRNAs miR-200C and
miR-145 expression in colorectal cancer of different molecular subtypes. Doklady. Biochem-
istry and Biophysics 463: 243–246.

141. Yin, K., W. Yin, Y. Wang, L. Zhou, Y. Liu, G. Yang, J. Wang, and J. Lu. 2016. MiR-206
suppresses epithelial mesenchymal transition by targeting TGF-beta signaling in estrogen
receptor positive breast cancer cells. Oncotarget 7 (17): 24537–24548.

Critical Steps in Epithelial-Mesenchymal Transition as Target for Cancer. . . 237



142. Dong, P., Y. Xiong, H. Watari, S.J. Hanley, Y. Konno, K. Ihira, T. Yamada, M. Kudo, J. Yue,
and N. Sakuragi. 2016. MiR-137 and miR-34a directly target Snail and inhibit EMT, invasion
and sphere-forming ability of ovarian cancer cells. Journal of Experimental & Clinical Cancer
Research 35 (1): 132.

143. Wang, X., M. Yu, K. Zhao, M. He, W. Ge, Y. Sun, and Y. Wang. 2016. Upregulation of
MiR-205 under hypoxia promotes epithelial-mesenchymal transition by targeting ASPP2. Cell
Death & Disease 7 (12): e2517.

144. Ji, H., M. Sang, F. Liu, N. Ai, and C. Geng. 2019. miR-124 regulates EMT based on ZEB2
target to inhibit invasion and metastasis in triple-negative breast cancer. Pathology, Research
and Practice 215 (4): 697–704.

145. Harazono, Y., T. Muramatsu, H. Endo, N. Uzawa, T. Kawano, K. Harada, J. Inazawa, and
K. Kozaki. 2013. miR-655 Is an EMT-suppressive microRNA targeting ZEB1 and TGFBR2.
PLoS One 8 (5): e62757.

146. Ying, L., Q. Chen, Y. Wang, Z. Zhou, Y. Huang, and F. Qiu. 2012. Upregulated MALAT-1
contributes to bladder cancer cell migration by inducing epithelial-to-mesenchymal transition.
Molecular BioSystems 8 (9): 2289–2294.

147. Shen, L., L. Chen, Y. Wang, X. Jiang, H. Xia, and Z. Zhuang. 2015. Long noncoding RNA
MALAT1 promotes brain metastasis by inducing epithelial-mesenchymal transition in lung
cancer. Journal of Neuro-Oncology 121 (1): 101–108.

148. Gutschner, T., M. Hammerle, M. Eissmann, J. Hsu, Y. Kim, G. Hung, A. Revenko, G. Arun,
M. Stentrup, M. Gross, M. Zornig, A.R. MacLeod, D.L. Spector, and S. Diederichs. 2013. The
noncoding RNA MALAT1 is a critical regulator of the metastasis phenotype of lung cancer
cells. Cancer Research 73 (3): 1180–1189.

149. Kong, Q., and M. Qiu. 2018. Long noncoding RNA SNHG15 promotes human breast cancer
proliferation, migration and invasion by sponging miR-211-3p. Biochemical and Biophysical
Research Communications 495 (2): 1594–1600.

150. Jiang, H., T. Li, Y. Qu, X. Wang, B. Li, J. Song, X. Sun, Y. Tang, J. Wan, Y. Yu, J. Zhan, and
H. Zhang. 2018. Long non-coding RNA SNHG15 interacts with and stabilizes transcription
factor Slug and promotes colon cancer progression. Cancer Letters 425: 78–87.

151. Liu, H., Z. Lv, and E. Guo. 2015. Knockdown of long noncoding RNA SPRY4-IT1 suppresses
glioma cell proliferation, metastasis and epithelial-mesenchymal transition. International
Journal of Clinical and Experimental Pathology 8 (8): 9140–9146.

152. Li, R.H., M. Chen, J. Liu, C.C. Shao, C.P. Guo, X.L. Wei, Y.C. Li, W.H. Huang, and
G.J. Zhang. 2018. Long noncoding RNAATB promotes the epithelial-mesenchymal transition
by upregulating the miR-200c/Twist1 axe and predicts poor prognosis in breast cancer. Cell
Death & Disease 9 (12): 1171.

153. Zhang, Y., J. Li, S. Jia, Y. Wang, Y. Kang, andW. Zhang. 2018. Down-regulation of lncRNA-
ATB inhibits epithelial-mesenchymal transition of breast cancer cells by increasing miR-141-
3p expression. Biochemistry and Cell Biology 97 (2): 193–200.

154. El Bezawy, R., D. Cominetti, N. Fenderico, V. Zuco, G.L. Beretta, M. Dugo, N. Arrighetti,
C. Stucchi, T. Rancati, R. Valdagni, N. Zaffaroni, and P. Gandellini. 2017. miR-875-5p
counteracts epithelial-to-mesenchymal transition and enhances radiation response in prostate
cancer through repression of the EGFR-ZEB1 axis. Cancer Letters 395: 53–62.

155. Zhang, T., X. Cai, Q. Li, P. Xue, Z. Chen, X. Dong, and Y. Xue. 2016. Hsa-miR-875-5p exerts
tumor suppressor function through down-regulation of EGFR in colorectal carcinoma (CRC).
Oncotarget 7 (27): 42225–42240.

156. Hu, C., S. Cui, J. Zheng, T. Yin, J. Lv, J. Long, W. Zhang, X. Wang, S. Sheng, H. Zhang,
Y. Sun, H. Wang, and C. Li. 2018. MiR-875-5p inhibits hepatocellular carcinoma cell
proliferation and migration by repressing astrocyte elevated gene-1 (AEG-1) expression.
Translational Cancer Research 7 (1): 158–169.

157. Li, Y., Y. Liang, Y. Sang, X. Song, H. Zhang, Y. Liu, L. Jiang, and Q. Yang. 2018. MiR-770
suppresses the chemo-resistance and metastasis of triple negative breast cancer via direct
targeting of STMN1. Cell Death & Disease 9 (1): 14.

238 E. V. Denisov et al.



158. Qiu, H., F. Chen, and M. Chen. 2019. MicroRNA-138 negatively regulates the hypoxia-
inducible factor 1α to suppress melanoma growth and metastasis. Biology Open 8: bio042937.

159. Kong, X., J. Zhang, J. Li, J. Shao, and L. Fang. 2018. MiR-130a-3p inhibits migration and
invasion by regulating RAB5B in human breast cancer stem cell-like cells. Biochemical and
Biophysical Research Communications 501 (2): 486–493.

160. Shu, S., X. Liu, M. Xu, X. Gao, J. Fan, H. Liu, and R. Li. 2018. MicroRNA-424 regulates
epithelial-mesenchymal transition of endometrial carcinoma by directly targeting insulin-like
growth factor 1 receptor. Journal of Cellular Biochemistry 120: 2171‐2179.

161. Slaby, O., R. Laga, and O. Sedlacek. 2017. Therapeutic targeting of non-coding RNAs in
cancer. The Biochemical Journal 474 (24): 4219–4251.

162. Zaravinos, A. 2015. The regulatory role of microRNAs in EMT and cancer. Journal of
Oncology 2015: 865816.

163. Chen, C.Y., C.C. Chen, T.M. Shieh, C. Hsueh, S.H. Wang, Y.L. Leu, J.H. Lian, and
T.H. Wang. 2018. Corylin suppresses hepatocellular carcinoma progression via the inhibition
of epithelial-mesenchymal transition, mediated by long noncoding RNA GAS5. International
Journal of Molecular Sciences 19 (2): E380.

164. Jing, W., H. Dong, M. Min, Z. Runpeng, X. Xuewei, C. Ru, X. Yingru, N. Shengfa,
T. Baoxian, Y. Jinbo, H. Weidong, and Z. Rongbo. 2019. Dependence of artesunate on long
noncoding RNA-RP11 to inhibit epithelial-mesenchymal transition of hepatocellular carci-
noma. Journal of Cellular Biochemistry 120 (4): 6026–6034.

165. Xu, K., W. Tao, and Z. Su. 2018. Propofol prevents IL-13-induced epithelial-mesenchymal
transition in human colorectal cancer cells. Cell Biology International 42 (8): 985–993.

166. Liu, W.Z., and N. Liu. 2018. Propofol inhibits lung cancer A549 cell growth and epithelial-
mesenchymal transition process by upregulation of microRNA-1284. Oncology Research
27 (1): 1–8.

167. Liu, Z., J. Zhang, G. Hong, J. Quan, L. Zhang, and M. Yu. 2016. Propofol inhibits growth and
invasion of pancreatic cancer cells through regulation of the miR-21/Slug signaling pathway.
American Journal of Translational Research 8 (10): 4120–4133.

168. Hu, Y., J. Zhou, F. Ye, H. Xiong, L. Peng, Z. Zheng, F. Xu, M. Cui, C. Wei, X. Wang,
Z. Wang, H. Zhu, P. Lee, M. Zhou, B. Jiang, and D.Y. Zhang. 2015. BRD4 inhibitor inhibits
colorectal cancer growth and metastasis. International Journal of Molecular Sciences 16 (1):
1928–1948.

169. Shimada, Y., and J.D. Minna. 2017. Exosome mediated phenotypic changes in lung cancer
pathophysiology. Translational Cancer Research 6 (Suppl 6): S1040–s1042.

170. Lobb, R.J., R. van Amerongen, A. Wiegmans, S. Ham, J.E. Larsen, and A. Moller. 2017.
Exosomes derived from mesenchymal non-small cell lung cancer cells promote
chemoresistance. International Journal of Cancer 141 (3): 614–620.

171. Hu, T.H., Y. Yao, S. Yu, L.L. Han, W.J. Wang, H. Guo, T. Tian, Z.P. Ruan, X.M. Kang,
J. Wang, S.H. Wang, and K.J. Nan. 2014. SDF-1/CXCR4 promotes epithelial-mesenchymal
transition and progression of colorectal cancer by activation of the Wnt/beta-catenin signaling
pathway. Cancer Letters 354 (2): 417–426.

172. Li, X., Q. Ma, Q. Xu, H. Liu, J. Lei, W. Duan, K. Bhat, F. Wang, E. Wu, and Z. Wang. 2012.
SDF-1/CXCR4 signaling induces pancreatic cancer cell invasion and epithelial-mesenchymal
transition in vitro through non-canonical activation of Hedgehog pathway. Cancer Letters
322 (2): 169–176.

173. Wang, X., W. Zhang, Y. Ding, X. Guo, Y. Yuan, and D. Li. 2017. CRISPR/Cas9-mediated
genome engineering of CXCR4 decreases the malignancy of hepatocellular carcinoma cells
in vitro and in vivo. Oncology Reports 37 (6): 3565–3571.

174. Bargagna-Mohan, P., A. Hamza, Y.E. Kim, Y. Khuan Abby Ho, N. Mor-Vaknin,
N. Wendschlag, J. Liu, R.M. Evans, D.M. Markovitz, C.G. Zhan, K.B. Kim, and R. Mohan.
2007. The tumor inhibitor and antiangiogenic agent withaferin A targets the intermediate
filament protein vimentin. Chemistry & Biology 14 (6): 623–634.

Critical Steps in Epithelial-Mesenchymal Transition as Target for Cancer. . . 239



175. Lu, T., B. Wu, Y. Yu, W. Zhu, S. Zhang, Y. Zhang, J. Guo, and N. Deng. 2018. Blockade of
ONECUT2 expression in ovarian cancer inhibited tumor cell proliferation, migration, invasion
and angiogenesis. Cancer Science 109 (7): 2221–2234.

176. Yu, C., Z. Liu, Q. Chen, Y. Li, L. Jiang, Z. Zhang, and F. Zhou. 2018. Nkx2.8 inhibits
epithelial-mesenchymal transition in bladder urothelial carcinoma via transcriptional repres-
sion of Twist1. Cancer Research 78 (5): 1241–1252.

177. Zhang, H., K. Cai, J. Wang, X. Wang, K. Cheng, F. Shi, L. Jiang, Y. Zhang, and J. Dou. 2014.
MiR-7, inhibited indirectly by lincRNA HOTAIR, directly inhibits SETDB1 and reverses the
EMT of breast cancer stem cells by downregulating the STAT3 pathway. Stem Cells 32 (11):
2858–2868.

178. Ward, A., A. Balwierz, J.D. Zhang, M. Kublbeck, Y. Pawitan, T. Hielscher, S. Wiemann, and
O. Sahin. 2013. Re-expression of microRNA-375 reverses both tamoxifen resistance and
accompanying EMT-like properties in breast cancer. Oncogene 32 (9): 1173–1182.

179. Cattan, N., N. Rochet, C. Mazeau, E. Zanghellini, B. Mari, C. Chauzy, H. Stora de Novion,
J. Amiel, J.L. Lagrange, B. Rossi, and J. Gioanni. 2001. Establishment of two new human
bladder carcinoma cell lines, CAL 29 and CAL 185. Comparative study of cell scattering and
epithelial to mesenchyme transition induced by growth factors. British Journal of Cancer
85 (9): 1412–1417.

180. Zhao, R., L. Gong, L. Li, L. Guo, D. Zhu, Z. Wu, and Q. Zhou. 2013. nm23-H1 is a negative
regulator of TGF-beta1-dependent induction of epithelial-mesenchymal transition. Experi-
mental Cell Research 319 (5): 740–749.

181. Larue, L., and A. Bellacosa. 2005. Epithelial-mesenchymal transition in development and
cancer: Role of phosphatidylinositol 30 kinase/AKT pathways. Oncogene 24 (50): 7443–7454.

182. Malfettone, A., J. Soukupova, E. Bertran, E. Crosas-Molist, R. Lastra, J. Fernando,
P. Koudelkova, B. Rani, A. Fabra, T. Serrano, E. Ramos, W. Mikulits, G. Giannelli, and
I. Fabregat. 2017. Transforming growth factor-beta-induced plasticity causes a migratory
stemness phenotype in hepatocellular carcinoma. Cancer Letters 392: 39–50.

183. Huang, R.Y., K.T. Kuay, T.Z. Tan, M. Asad, H.M. Tang, A.H. Ng, J. Ye, V.Y. Chung, and
J.P. Thiery. 2015. Functional relevance of a six mesenchymal gene signature in epithelial-
mesenchymal transition (EMT) reversal by the triple angiokinase inhibitor, nintedanib
(BIBF1120). Oncotarget 6 (26): 22098–22113.

184. Das, S., B.N. Becker, F.M. Hoffmann, and J.E. Mertz. 2009. Complete reversal of epithelial to
mesenchymal transition requires inhibition of both ZEB expression and the Rho pathway.
BMC Cell Biology 10: 94.

185. Dinicola, S., G. Fabrizi, M.G. Masiello, S. Proietti, A. Palombo, M. Minini, A.H. Harrath,
S.H. Alwasel, G. Ricci, A. Catizone, A. Cucina, and M. Bizzarri. 2016. Inositol induces
mesenchymal-epithelial reversion in breast cancer cells through cytoskeleton rearrangement.
Experimental Cell Research 345 (1): 37–50.

186. Maschler, S., C.A. Gebeshuber, E.M. Wiedemann, M. Alacakaptan, M. Schreiber, I. Custic,
and H. Beug. 2010. Annexin A1 attenuates EMT and metastatic potential in breast cancer.
EMBO Molecular Medicine 2 (10): 401–414.

187. Yi, Y., S. Zeng, Z. Wang, M. Wu, Y. Ma, X. Ye, B. Zhang, and H. Liu. 2018. Cancer-
associated fibroblasts promote epithelial-mesenchymal transition and EGFR-TKI resistance of
non-small cell lung cancers via HGF/IGF-1/ANXA2 signaling. Biochimica et Biophysica Acta
- Molecular Basis of Disease 1864 (3): 793–803.

188. Grosse-Wilde, A., A. Fouquier d’Herouel, E. McIntosh, G. Ertaylan, A. Skupin,
R.E. Kuestner, A. del Sol, K.A. Walters, and S. Huang. 2015. Stemness of the hybrid
epithelial/mesenchymal state in breast cancer and its association with poor survival. PLoS
One 10 (5): e0126522.

189. El-Badawy, A., N.I. Ghoneim, M.A. Nasr, H. Elkhenany, T.A. Ahmed, S.M. Ahmed, and
N. El-Badri. 2018. Telomerase reverse transcriptase coordinates with the epithelial-to-mesen-
chymal transition through a feedback loop to define properties of breast cancer stem cells.
Biology Open 7 (7): bio034181.

240 E. V. Denisov et al.



190. Kzhyshkowska, J., M. Bizzarri, R. Apte, and N. Cherdyntseva. 2017. Editorial: Targeting of
cancer cells and tumor microenvironment: Perspectives for personalized therapy. Current
Pharmaceutical Design 23 (32): 4703–4704.

191. Stakheyeva, M., V. Riabov, I. Mitrofanova, N. Litviakov, E. Choynzonov, N. Cherdyntseva,
and J. Kzhyshkowska. 2017. Role of the immune component of tumor microenvironment in
the efficiency of cancer treatment: Perspectives for the personalized therapy. Current Phar-
maceutical Design 23 (32): 4807–4826.

192. Sielska, M., P. Przanowski, B. Wylot, K. Gabrusiewicz, M. Maleszewska, M. Kijewska,
M. Zawadzka, J. Kucharska, K. Vinnakota, H. Kettenmann, K. Kotulska, W. Grajkowska,
and B. Kaminska. 2013. Distinct roles of CSF family cytokines in macrophage infiltration and
activation in glioma progression and injury response. The Journal of Pathology 230 (3):
310–321.

193. Liu, Z., W. Kuang, Q. Zhou, and Y. Zhang. 2018. TGF-beta1 secreted by M2 phenotype
macrophages enhances the stemness and migration of glioma cells via the SMAD2/3 signal-
ling pathway. International Journal of Molecular Medicine 42 (6): 3395–3403.

194. Litviakov, N., M. Tsyganov, I. Larionova, M. Ibragimova, I. Deryusheva, P. Kazantseva,
E. Slonimskaya, I. Frolova, E. Choinzonov, N. Cherdyntseva, and J. Kzhyshkowska. 2018.
Expression of M2 macrophage markers YKL-39 and CCL18 in breast cancer is associated
with the effect of neoadjuvant chemotherapy. Cancer Chemotherapy and Pharmacology
82 (1): 99–109.

195. Mitrofanova, I., M. Zavyalova, V. Riabov, N. Cherdyntseva, and J. Kzhyshkowska. 2018. The
effect of neoadjuvant chemotherapy on the correlation of tumor-associated macrophages with
CD31 and LYVE-1. Immunobiology 223 (6–7): 449–459.

196. Buldakov, M., M. Zavyalova, N. Krakhmal, N. Telegina, S. Vtorushin, I. Mitrofanova,
V. Riabov, S. Yin, B. Song, N. Cherdyntseva, and J. Kzhyshkowska. 2017. CD68+, but not
stabilin-1+ tumor associated macrophages in gaps of ductal tumor structures negatively
correlate with the lymphatic metastasis in human breast cancer. Immunobiology 222 (1):
31–38.

197. Mantovani, A., and D.L. Longo. 2018. Macrophage checkpoint blockade in cancer – back to
the future. The New England Journal of Medicine 379 (18): 1777–1779.

198. Mantovani, A., A. Ponzetta, A. Inforzato, and S. Jaillon. 2019. Innate immunity, inflammation
and tumour progression: Double-edged swords. Journal of Internal Medicine 285: 524–532.

199. Hamilton, T.A., C. Zhao, P.G. Pavicic Jr., and S. Datta. 2014. Myeloid colony-stimulating
factors as regulators of macrophage polarization. Frontiers in Immunology 5: 554.

200. Liu, T., I. Larionova, N. Litviakov, V. Riabov, M. Zavyalova, M. Tsyganov, M. Buldakov,
B. Song, K. Moganti, P. Kazantseva, E. Slonimskaya, E. Kremmer, A. Flatley, H. Kluter,
N. Cherdyntseva, and J. Kzhyshkowska. 2018. Tumor-associated macrophages in human
breast cancer produce new monocyte attracting and pro-angiogenic factor YKL-39 indicative
for increased metastasis after neoadjuvant chemotherapy. Oncoimmunology 7 (6): e1436922.

201. Perelmuter, V.M., L.A. Tashireva, V.N. Manskikh, E.V. Denisov, O.E. Savelieva,
E.V. Kaygorodova, and M.V. Zavyalova. 2018. Heterogeneity and plasticity of immune
inflammatory responses in the tumor microenvironment: Their role in the antitumor effect
and tumor aggressiveness. Biology Bulletin Reviews 8 (5): 431–448.

202. Zhang, K., C.A. Corsa, S.M. Ponik, J.L. Prior, D. Piwnica-Worms, K.W. Eliceiri, P.J. Keely,
and G.D. Longmore. 2013. The collagen receptor discoidin domain receptor 2 stabilizes
SNAIL1 to facilitate breast cancer metastasis. Nature Cell Biology 15 (6): 677–687.

203. Park, J., and J.E. Schwarzbauer. 2014. Mammary epithelial cell interactions with fibronectin
stimulate epithelial-mesenchymal transition. Oncogene 33 (13): 1649–1657.

204. Takai, K., A. Le, V.M.Weaver, and Z.Werb. 2016. Targeting the cancer-associated fibroblasts
as a treatment in triple-negative breast cancer. Oncotarget 7 (50): 82889–82901.

205. Su, Y.W., T.X. Xie, D. Sano, and J.N. Myers. 2011. IL-6 stabilizes Twist and enhances tumor
cell motility in head and neck cancer cells through activation of casein kinase 2. PLoS One
6 (4): e19412.

Critical Steps in Epithelial-Mesenchymal Transition as Target for Cancer. . . 241



206. Sullivan, N.J., A.K. Sasser, A.E. Axel, F. Vesuna, V. Raman, N. Ramirez, T.M. Oberyszyn,
and B.M. Hall. 2009. Interleukin-6 induces an epithelial-mesenchymal transition phenotype in
human breast cancer cells. Oncogene 28 (33): 2940–2947.

207. Lin, Y., C. Wei, Y. Liu, Y. Qiu, C. Liu, and F. Guo. 2013. Selective ablation of tumor-
associated macrophages suppresses metastasis and angiogenesis. Cancer Science 104 (9):
1217–1225.

208. Zhang, C., L. Gao, Y. Cai, H. Liu, D. Gao, J. Lai, B. Jia, F. Wang, and Z. Liu. 2016. Inhibition
of tumor growth and metastasis by photoimmunotherapy targeting tumor-associated macro-
phage in a sorafenib-resistant tumor model. Biomaterials 84: 1–12.

209. Kim, Y.B., Y.H. Ahn, J.H. Jung, Y.J. Lee, J.H. Lee, and J.L. Kang. 2019. Programming of
macrophages by UV-irradiated apoptotic cancer cells inhibits cancer progression and lung
metastasis. Cellular and Molecular Immunology 16: 851–867.

210. Theodoraki, M.N., S.S. Yerneni, C. Brunner, J. Theodorakis, T.K. Hoffmann, and
T.L. Whiteside. 2018. Plasma-derived exosomes reverse epithelial-to-mesenchymal transition
after photodynamic therapy of patients with head and neck cancer. Oncoscience 5 (3–4):
75–87.

211. Hughes, R., B.Z. Qian, C. Rowan, M. Muthana, I. Keklikoglou, O.C. Olson, S. Tazzyman,
S. Danson, C. Addison, M. Clemons, A.M. Gonzalez-Angulo, J.A. Joyce, M. De Palma,
J.W. Pollard, and C.E. Lewis. 2015. Perivascular M2 macrophages stimulate tumor relapse
after chemotherapy. Cancer Research 75 (17): 3479–3491.

212. Chen, L., J. Li, F. Wang, C. Dai, F. Wu, X. Liu, T. Li, R. Glauben, Y. Zhang, G. Nie, Y. He,
and Z. Qin. 2016. Tie2 expression on macrophages is required for blood vessel reconstruction
and tumor relapse after chemotherapy. Cancer Research 76 (23): 6828–6838.

213. Stafford, J.H., T. Hirai, L. Deng, S.B. Chernikova, K. Urata, B.L. West, and J.M. Brown.
2016. Colony stimulating factor 1 receptor inhibition delays recurrence of glioblastoma after
radiation by altering myeloid cell recruitment and polarization. Neuro-Oncology 18 (6):
797–806.

214. Escamilla, J., S. Schokrpur, C. Liu, S.J. Priceman, D. Moughon, Z. Jiang, F. Pouliot,
C. Magyar, J.L. Sung, J. Xu, G. Deng, B.L. West, G. Bollag, Y. Fradet, L. Lacombe,
M.E. Jung, J. Huang, and L. Wu. 2015. CSF1 receptor targeting in prostate cancer reverses
macrophage-mediated resistance to androgen blockade therapy. Cancer Research 75 (6):
950–962.

215. Zhu, Y., B.L. Knolhoff, M.A. Meyer, T.M. Nywening, B.L. West, J. Luo, A. Wang-Gillam,
S.P. Goedegebuure, D.C. Linehan, and D.G. DeNardo. 2014. CSF1/CSF1R blockade repro-
grams tumor-infiltrating macrophages and improves response to T-cell checkpoint immuno-
therapy in pancreatic cancer models. Cancer Research 74 (18): 5057–5069.

216. Brown, J.M., L. Recht, and S. Strober. 2017. The promise of targeting macrophages in cancer
therapy. Clinical Cancer Research 23 (13): 3241–3250.

217. Gort, E.H., A.J. Groot, E. van der Wall, P.J. van Diest, and M.A. Vooijs. 2008. Hypoxic
regulation of metastasis via hypoxia-inducible factors. Current Molecular Medicine 8 (1):
60–67.

218. Imai, T., A. Horiuchi, C. Wang, K. Oka, S. Ohira, T. Nikaido, and I. Konishi. 2003. Hypoxia
attenuates the expression of E-cadherin via up-regulation of SNAIL in ovarian carcinoma
cells. The American Journal of Pathology 163 (4): 1437–1447.

219. Yang, M.H., M.Z. Wu, S.H. Chiou, P.M. Chen, S.Y. Chang, C.J. Liu, S.C. Teng, and K.J. Wu.
2008. Direct regulation of TWIST by HIF-1alpha promotes metastasis. Nature Cell Biology
10 (3): 295–305.

220. Mak, P., I. Leav, B. Pursell, D. Bae, X. Yang, C.A. Taglienti, L.M. Gouvin, V.M. Sharma, and
A.M. Mercurio. 2010. ERbeta impedes prostate cancer EMT by destabilizing HIF-1alpha and
inhibiting VEGF-mediated snail nuclear localization: Implications for Gleason grading. Can-
cer Cell 17 (4): 319–332.

242 E. V. Denisov et al.



221. Kim, H.J., J.W. Park, Y.S. Cho, C.H. Cho, J.S. Kim, H.W. Shin, D.H. Chung, S.J. Kim, and
Y.S. Chun. 2013. Pathogenic role of HIF-1alpha in prostate hyperplasia in the presence of
chronic inflammation. Biochimica et Biophysica Acta 1832 (1): 183–194.

222. Cannito, S., E. Novo, A. Compagnone, L. Valfre di Bonzo, C. Busletta, E. Zamara,
C. Paternostro, D. Povero, A. Bandino, F. Bozzo, C. Cravanzola, V. Bravoco,
S. Colombatto, and M. Parola. 2008. Redox mechanisms switch on hypoxia-dependent
epithelial-mesenchymal transition in cancer cells. Carcinogenesis 29 (12): 2267–2278.

223. Jiao, M., and K.J. Nan. 2012. Activation of PI3 kinase/Akt/HIF-1alpha pathway contributes to
hypoxia-induced epithelial-mesenchymal transition and chemoresistance in hepatocellular
carcinoma. International Journal of Oncology 40 (2): 461–468.

224. Baran, N., and M. Konopleva. 2017. Molecular pathways: Hypoxia-activated prodrugs in
cancer therapy. Clinical Cancer Research 23 (10): 2382–2390.

225. Redfern, A.D., L.J. Spalding, and E.W. Thompson. 2018. The Kraken Wakes: Induced EMT
as a driver of tumour aggression and poor outcome. Clinical & Experimental Metastasis
35 (4): 285–308.

226. Jolly, M.K., K.E. Ware, S. Gilja, J.A. Somarelli, and H. Levine. 2017. EMT and MET:
Necessary or permissive for metastasis? Molecular Oncology 11 (7): 755–769.

227. Jolly, M.K., J.A. Somarelli, M. Sheth, A. Biddle, S.C. Tripathi, A.J. Armstrong, S.M. Hanash,
S.A. Bapat, A. Rangarajan, and H. Levine. 2019. Hybrid epithelial/mesenchymal phenotypes
promote metastasis and therapy resistance across carcinomas. Pharmacology & Therapeutics
194: 161–184.

228. Lee, J.M., S. Dedhar, R. Kalluri, and E.W. Thompson. 2006. The epithelial-mesenchymal
transition: New insights in signaling, development, and disease. The Journal of Cell Biology
172 (7): 973–981.

229. Kroger, C., A. Afeyan, J. Mraz, E.N. Eaton, F. Reinhardt, Y.L. Khodor, P. Thiru, B. Bierie,
X. Ye, C.B. Burge, and R.A. Weinberg. 2019. Acquisition of a hybrid E/M state is essential for
tumorigenicity of basal breast cancer cells. Proceedings of the National Academy of Sciences
of the United States of America 116 (15): 7353–7362.

230. Jolly, M.K., S.A. Mani, and H. Levine. 2018. Hybrid epithelial/mesenchymal phenotype(s):
The ‘fittest’ for metastasis? Biochimica Et Biophysica Acta. Reviews on Cancer 1870 (2):
151–157.

231. Aceto, N., A. Bardia, D.T. Miyamoto, M.C. Donaldson, B.S. Wittner, J.A. Spencer, M. Yu,
A. Pely, A. Engstrom, H. Zhu, B.W. Brannigan, R. Kapur, S.L. Stott, T. Shioda,
S. Ramaswamy, D.T. Ting, C.P. Lin, M. Toner, D.A. Haber, and S. Maheswaran. 2014.
Circulating tumor cell clusters are oligoclonal precursors of breast cancer metastasis. Cell
158 (5): 1110–1122.

232. Mani, S.A., W. Guo, M.J. Liao, E.N. Eaton, A. Ayyanan, A.Y. Zhou, M. Brooks, F. Reinhard,
C.C. Zhang, M. Shipitsin, L.L. Campbell, K. Polyak, C. Brisken, J. Yang, and R.A. Weinberg.
2008. The epithelial-mesenchymal transition generates cells with properties of stem cells. Cell
133 (4): 704–715.

233. Celia-Terrassa, T., O. Meca-Cortes, F. Mateo, A. Martinez de Paz, N. Rubio, A. Arnal-Estape,
B.J. Ell, R. Bermudo, A. Diaz, M. Guerra-Rebollo, J.J. Lozano, C. Estaras, C. Ulloa,
D. Alvarez-Simon, J. Mila, R. Vilella, R. Paciucci, M. Martinez-Balbas, A.G. de Herreros,
R.R. Gomis, Y. Kang, J. Blanco, P.L. Fernandez, and T.M. Thomson. 2012. Epithelial-
mesenchymal transition can suppress major attributes of human epithelial tumor-initiating
cells. The Journal of Clinical Investigation 122 (5): 1849–1868.

234. Liu, S., Y. Cong, D. Wang, Y. Sun, L. Deng, Y. Liu, R. Martin-Trevino, L. Shang,
S.P. McDermott, M.D. Landis, S. Hong, A. Adams, R. D’Angelo, C. Ginestier, E. Charafe-
Jauffret, S.G. Clouthier, D. Birnbaum, S.T. Wong, M. Zhan, J.C. Chang, and M.S. Wicha.
2014. Breast cancer stem cells transition between epithelial and mesenchymal states reflective
of their normal counterparts. Stem Cell Reports 2 (1): 78–91.

Critical Steps in Epithelial-Mesenchymal Transition as Target for Cancer. . . 243



235. Jolly, M.K., B. Huang, M. Lu, S.A. Mani, H. Levine, and E. Ben-Jacob. 2014. Towards
elucidating the connection between epithelial-mesenchymal transitions and stemness. Journal
of the Royal Society Interface 11 (101): 20140962.

236. Goldman, A., B. Majumder, A. Dhawan, S. Ravi, D. Goldman, M. Kohandel, P.K. Majumder,
and S. Sengupta. 2015. Temporally sequenced anticancer drugs overcome adaptive resistance
by targeting a vulnerable chemotherapy-induced phenotypic transition. Nature Communica-
tions 6: 6139.

237. Tsai, J.H., J.L. Donaher, D.A. Murphy, S. Chau, and J. Yang. 2012. Spatiotemporal regulation
of epithelial-mesenchymal transition is essential for squamous cell carcinoma metastasis.
Cancer Cell 22 (6): 725–736.

238. Watanabe, K., A. Villarreal-Ponce, P. Sun, M.L. Salmans, M. Fallahi, B. Andersen, and
X. Dai. 2014. Mammary morphogenesis and regeneration require the inhibition of EMT at
terminal end buds by Ovol2 transcriptional repressor. Developmental Cell 29 (1): 59–74.

239. Boareto, M., M.K. Jolly, A. Goldman, M. Pietila, S.A. Mani, S. Sengupta, E. Ben-Jacob,
H. Levine, and J.N. Onuchic. 2016. Notch-Jagged signalling can give rise to clusters of cells
exhibiting a hybrid epithelial/mesenchymal phenotype. J R Soc Interface 13 (118): 20151106.

240. Cheung, K.J., V. Padmanaban, V. Silvestri, K. Schipper, J.D. Cohen, A.N. Fairchild,
M.A. Gorin, J.E. Verdone, K.J. Pienta, J.S. Bader, and A.J. Ewald. 2016. Polyclonal breast
cancer metastases arise from collective dissemination of keratin 14-expressing tumor cell
clusters. Proceedings of the National Academy of Sciences of the United States of America
113 (7): E854–E863.

241. Bocci, F., L. Gearhart-Serna, M. Boareto, M. Ribeiro, E. Ben-Jacob, G.R. Devi, H. Levine,
J.N. Onuchic, and M.K. Jolly. 2019. Toward understanding cancer stem cell heterogeneity in
the tumor microenvironment. Proceedings of the National Academy of Sciences of the United
States of America 116 (1): 148–157.

242. Grassian, A.R., F. Lin, R. Barrett, Y. Liu, W. Jiang, M. Korpal, H. Astley, D. Gitterman,
T. Henley, R. Howes, J. Levell, J.M. Korn, and R. Pagliarini. 2012. Isocitrate dehydrogenase
(IDH) mutations promote a reversible ZEB1/microRNA (miR)-200-dependent epithelial-
mesenchymal transition (EMT). The Journal of Biological Chemistry 287 (50): 42180–42194.

243. Waitkus, M.S., B.H. Diplas, and H. Yan. 2018. Biological role and therapeutic potential of
IDH mutations in cancer. Cancer Cell 34 (2): 186–195.

244 E. V. Denisov et al.



Targeting the Tumor-Associated
Macrophages for ‘Normalizing’ Cancer

Julia Kzhyshkowska, Evgenia Grigoryeva, and Irina Larionova

Introduction

Despite significant progress in cancer diagnostics and development of novel thera-
peutic approaches, successful treatment of cancer is still a challenge and may require
personalized therapeutic approaches. Cancer cells in solid tumors are surrounded by
cellular and molecular microenvironment that actively involved in tumor develop-
ment. Local tumor microenvironment (TME) consisting of immune cells, surround-
ing blood vessels, fibroblasts, the extracellular matrix (ECM) strongly modulates
responses to treatment [1].

Immune microenvironment provides primary tumor growth, activating invasion
and metastasis, inducing angiogenesis, tumor-promoting inflammation, immune
suppression and resistance to chemo- and radiotherapy [1–3]. Numerous studies
identified tumor-associated macrophages (TAMs) as key cells of immune compo-
nent in TME. During treatment TAMs mediate tumor revascularization, resistance to
chemotherapy, tumor re-growth, suppression of cytotoxic T cell immunity, activa-
tion of anti-apoptotic program in tumor cells [4–7]. These properties make TAMs
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attractive targets for immunomodulatory cancer therapy. Moreover, plasticity of
TAM phenotype creates the possibility for directional re-programming/conversion
of this population to exert anti-tumor activity [8, 9]. The main advantage of targeting
the tumor microenvironment is the genetic stability of non-tumor cells, in contrast to
tumor cells that are often highly unstable and can rapidly accumulate adaptive
mutations resulting in drug resistance. Conventional chemotherapy is not sufficient
to eliminate tumor-supporting TAMs, so several strategies have been developed with
the aim of manipulating macrophages [4]. Clinical and experimental studies indi-
cated that re-programming of immune components in tumor can be achieved by
conventional or metronomic chemotherapy, TAM targeting and immunotherapy
[10–12]. Functional “re-orientation” of macrophages into the antitumor phenotype
triggers a cascade of events resulting in the inhibiting tumor growth, blocking tumor
cell metastatic potential and creating equilibrium between cancer cell and immune
component of TME that leads to suppression of tumor progression. The main
approaches of targeting of TAMs can be identified, such as inhibitors of the
recruitment of monocytes, inductors of apoptosis of TAMs and the most perspective
and beneficial approach based on reprogramming of macrophages.

Origin of Macrophages

Monocytes are precursors of the cells of the mononuclear phagocytic system, which
includes monocytes, macrophages and dendritic cells (DC). It is known that the DC
population can also directly differentiate from the DC precursor [13]. Phagocytic
system provides on the one hand, the removal of microorganisms by phagocytic
activity of the cells, and on the other hand, the subsequent induction of adaptive
immune responses mediated by T-cells. The cells of the macrophage system have
fundamental function in tissue repair during inflammation and in maintaining tissue
homeostasis by regulating the formation of vascular network [14–16].

As soon as monocytes are attracted from bone marrow (BM) to the circulation,
they can migrate to various tissues and differentiate into macrophages, and subse-
quently become macrophages with their own phenotypic and functional character-
istics depending on the tissue. According to the specific anatomic site they are
differently called: alveolar macrophages in the lungs, microglia in the central
nervous system (CNS), Kupffer cells in the liver etc.

Blood monocytes are reasonably considered to be precursors of tissue macro-
phages, since the main fraction of macrophages is derived from circulating blood
monocytes. It is important to note that there are tissue resident macrophages which
originate from monocytes, and their self-renewal, distribution, origin, and reproduc-
tion are not fully understood. In addition to monocytes, the yolk sac and fetal liver
were found to be two additional sources of macrophages carrying the colony-
stimulating factor-1 receptor (CSF-1R) [17, 18]. The presence of macrophages in
the yolk sac of the mouse was reported on the 9th day of pregnancy, indicating that
part of the macrophages can exist there before promonocytes and before the
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development of monocytes [19]. Hematopoiesis in the fetal liver initially seeded by
hematopoietic progenitors from the yolk sac and subsequently from the hematogenic
endothelium of the aorto-gonadal-mesonephros region of the embryo. During
embryogenesis the fetal liver is the source of definitive hematopoiesis generating
circulating monocytes. The post-natal formation of bone is followed by the fetal liver
hematopoiesis reduction and the replacement by BM hematopoiesis [20].

In mouse model it has been demonstrated that microglia can be functionally
maintained independently of the BM progenitor cells [21]. There is also experimen-
tal evidence confirming that microglia consists of hematopoietic cells. Inhibition of
monocytes in the CNS prevents autoimmune encephalitis, that confirms the origin of
macrophages from blood monocytes or other sources [22]. It is not clear how the
population of resident macrophages is constantly self-renewing. Colony stimulating
factor 1 (CSF-1) has been proposed as a protein regulating the amount of tissue-
resident macrophages [23]; however, interleukin-4 (IL-4) has been shown to play a
major role in the local proliferation of macrophages in parasitic infections. In this
case, IL-4- mediated proliferation is independent of CSF-1 [24].

Diversity and Plasticity of Macrophages

Macrophages are heterogeneous cells with high plasticity which represent various
phenotypes in response to different signals in microenvironment (for example,
bacterial infections, tissue damage, tumor development). Macrophages are polarized
towards the classically activated or “M1” phenotype using Th1 lymphocyte cyto-
kines (IFN-γ) and/or activation of Toll-like receptors when interacting with bacterial
components (for example, lipopolysaccharides) [20, 25]. Therefore, M1 macro-
phages are involved into the responses to pathogens and are able to increase the
level of pro-inflammatory cytokines, such as IL-12, IL-8, IL-6 and tumor necrosis
factor α (TNF-alpha), increase the expression of molecules of the main histocom-
patibility complex of class II (MHC II), generate reactive oxygen species (ROS) and
intermediate nitrogen products and stimulate cell death [26]. In response to IL-4,
IL-10 and IL-13, macrophages are polarized towards an alternatively activated or
“M2” phenotype involved in the Th2 type reactions, which include dampening of
inflammation and wound healing, angiogenesis, immunosuppression, and tissue
remodeling [20, 27]. They are characterized by a high level of expression of
scavenger receptors, mannose and galactose receptors, activation of arginase, pro-
duction of IL-10, vascular endothelial growth factor (VEGF) and matrix
metalloproteinases (MMPs) and effective phagocytic activity [26, 27].

Macrophage secreted factors are indicative for the chronic inflammation. Macro-
phages control the process of resolution of the inflammation and the healing phase.
During the healing phase, macrophages suppress inflammatory activities of other
immune cells by releasing tolerogenic cytokines, clear the tissue from unwanted-self
components and apoptotic cells, induce and support angiogenesis to supply healing
tissue with oxygen and nutrition, and stimulate reconstitution of normal tissue
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composition [28]. In the process of chronic inflammation M1- polarized macro-
phages mediate tissue damage and initiate inflammatory responses. Mechanisms of
the tissue repair are accompanied by infiltrating M2 macrophages [26].

Numerous studies confirmed that type of macrophage polarization is defined by
the set of secreted and surface markers. Molecular profiles of the macrophage
subpopulations have been verified by various methods including RT-PCR, Western
blotting, flow cytometry, immunofluorescence/confocal microscopy as well as
ELISA. Our previous results demonstrated that IL-4 is a major driver for extracel-
lular matrix (ECM) remodeling activity of M2 macrophage by the releasing matrix
metalloproteinases (MMPs), tissue transglutaminase, CCL18, and other ECM com-
ponents [29] (Fig. 1). The major effect of glucocorticoids is the enhancement of
endocytic and phagocytic activity in macrophages toward unwanted-self compo-
nents that are essential both for the resolution of inflammation and maintenance of

Fig. 1 Molecular signatures and functional subtypes of human ex vivo generated monocyte-
derived macrophages. (Copyright from Kzhyshkowska et al. [28])
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homeostatic tissue balance [28–31]. LPS was identified to induce inflammatory
cytokine production in macrophages while IFNgamma activates strong microbicidal
and tumoricidal activity through the high production of reactive nitrogen and oxygen
intermediates that are grouped asM1-driving stimuli [26].

High plasticity of macrophages, i.e. the ability to reprogram functions under the
influence of different external factors indicates their significance as therapeutic
targets, the impact on which can significantly modulate the conditions of the
pathological microenvironment. Diversity of macrophages allows selective targeting
of specific subsets by using single of multiple surface markers.

Tumor-Associated Macrophages

Tumors synthesize the factors which re-polarize resident macrophages or, more
likely, attract new monocytes that differentiate into tumor-promoting cells. Tumor
infiltration with monocytes is mediated by a number of chemokines (such as CCL2,
CCL5 and CXCL12), CSF-1, as well as components of the complement [32]. Cir-
culating monocytes are recruited to the tumor site and programmed by tumor derived
factors into tumor-associated macrophages (TAMs), which have tumor-supportive
M2 phenotype [26, 33]. The polarization of macrophages requires IL-4, produced by
CD4+ T-lymphocytes and/or tumor cells [34], and growth factors of tumor origin,
for example, CSF-1 [35] and GM-CSF [36].

A significant number of experimental and clinical data indicate a supportive role
for macrophages in cancer development [33, 37]. In solid tumors, TAMs can
promote primary tumor growth, induce angiogenesis, lymphangiogenesis, stromal
remodeling, metastasis and a suppression of immunity [38, 39]. TAMs express
molecules that directly affect cancer cell proliferation, including epidermal growth
factor (EGF), members of the fibroblast growth factor (FGF) family, and
transforming growth factor beta (TGFβ) [37, 40]. TAMs produce proangiogenic
growth factors, such as vascular endothelial growth factor A (VEGF-A), VEGF-C,
tumor necrosis factor α (TNFα), FGF, thymidine phosphorylase (TP), urokinase
plasminogen activator (uPA), adrenomedullin (ADM), and semaphorin 4D
(Sema4D) [37, 39]. TAMs also produce several factors that are responsible for
the induction of lymphangiogenesis, including VEGF-C, VEGF-D, VEGF-A,
MMP2, MMP9, CXCL8 and many others [37, 39, 40]. The ability of TAMs to
support tumor cell invasion and metastasis is mediated by the regulation of ECM by
releasing plasmin, uPA, matrix metalloproteinases (MMPs), cathepsin B, CCL18
and TGF-β1 [38, 39]. TAMs have an important role in the recruitment and activa-
tion of Treg cells and the suppression of effector T cells in tumor microenvironment
(TME), by secreting a number of cytokines and chemokines, such as CCL3, CCL4,
CCL5, CCL22, TGFβ, and IL10 [33, 41]. TAMs resemble M2 macrophages with
enhanced clearance function and express the scavenger receptor CD163, mannose
receptor MRC1/CD206, macrophage scavenger receptor I and (CD204) and
stabilin-1 [20, 42].
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Biomarkers (surface, intracellular) of TAMs in tumor tissues are indicative for the
prognosis, the effect of therapy and metastasis status. Diversity of macrophages
allows to find the association of TAMs with tumor progression by using single or
multiple surface markers. Moreover, there is much experimental clinical evidence
which indicates a dual role of TAMs in tumor progression and survival. Thus, the
tumor-supporting functions of CD68+ TAMs have been demonstrated for breast
cancer, bladder cancer, esophageal cancer, stomach cancer, human Ewing sarcoma,
myxoid liposarcoma [43–49] while anti-tumor role of CD68+ macrophages was
found in non-small-cell lung cancer (NSCLC), ovarian cancer, colorectal cancer and
breast cancer [42, 47, 50, 51] (Table 1).

An increased density of CD163+ was indicative for tumor progression in ovarian
cancer, gastric cancer, lung cancer, breast cancer, leiomyosarcoma [52–56]. Simi-
larly, a positive correlation between CD206+ macrophage infiltration and poor
survival rates was found in gastric cancer, ovarian cancer, renal cell carcinoma,
and hepatocellular carcinoma [57–60] (Table 1).

Macrophage progenitor cells are one of the important components of a metastatic
niche [70–72]. The concept of “metastatic niches” proposed by D. Lyden [73]
suggests the formation of a cluster of cells of BM origin, which are located in the
place of the future development of metastasis before the tumor cells penetrate into
it. The metastatic niche provides the homing and survival of the metastatic tumor
cell. TAMs can co-migrate with tumor cells, promote tumor cell invasiveness and
optimization of local microenvironment to suppress local immune reactions against
metastatic cells [74]. Clinical manifestation of metastasis is possible only with the
development of angiogenesis and inflammation in the site of metastasis [74]. Thus,
the growth of primary tumor, epithelial-mesenchymal transition, underlying invasive
growth and metastasis, the formation of metastatic niches, the growth of a secondary
metastatic tumor occurs with the participation of macrophages, which play a key role
in these processes. In this regard, the possibility to manage functional state of
macrophages is promising way for the treatment of primary tumors, and for the
prevention and treatment of metastatic tumors.

Macrophages interact with cancer cells and other cells of TME and control tissue
remodeling not only by expressing various growth factors, cytokines and compo-
nents of ECM but also through the internalization and degradation of these factors.
This clearance function is particularly effective in alternatively activated macro-
phages (M2) [75]. Thus, clearance of secreted protein acidic and rich in cysteine
(SPARC), a soluble component of the extracellular matrix, was shown to inhibit
angiogenesis by modulating the expression of vascular endothelial growth factor
(VEGF) and MMPs [76] in alternatively activated macrophages in humans [77]. The
multifunctional scavenger receptor stabilin-1 that plays important role in the clear-
ance of “unwanted” self-substances [61] is responsible for the uptake of SPARC and
its targeting for degradation in lysosomes. High number of stabilin-1+ TAMs were
found in metastasizing primary human breast tumors, and stabilin-1+ TAM have
been shown to support tumor growth in a mammary adenocarcinoma mouse
model [61].
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Table 1 The association of the major macrophage markers and cancer prognosis

Markers Expression in cancer Bad prognosis Good prognosis

CD68 (Scav-
enger
receptor)

Breast cancer Decreased disease-free
survival
Enhanced invasion
increased number of
lymphatic and distant
metastasis
In tumor stroma posi-
tively correlated with
tumor size [48, 49]

In gaps of ductal tumor
structures negatively
correlate with the lym-
phatic metastasis in
human breast cancer
[42]

Human Ewing
Sarcoma

Decreased survival [43]

Bladder cancer Decreased survival [44]

Gastric Cancer Enhanced metastasis [45]

Myxoid liposarcoma Decreased overall sur-
vival [46]

Non-small cell lung can-
cer (NSCLC)

Higher 5-year survival
[47]

Colorectal cancer Longer survival [50]

CD163
(Scavenger
receptor)

Leiomyosarcoma Decreased overall sur-
vival and disease-specific
survival [52]

Urinary bladder cancer Longer survival [53]

Gastric cancer Tumor invasion and poor
prognosis [54]

Breast cancer Higher grade, larger
tumor size, Ki67 positiv-
ity, estrogen receptor
negativity, progesterone
receptor negativity triple-
negative/basal-like breast
cancer [55]

Ovarian cancer Poor prognosis [56]

CD206
(Mannose
receptor)

Renal cell carcinoma
Gastric cancer Ovarian
cancer Hepatocellular
carcinoma

Decreased survival [57–
60]

(continued)
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Macrophages serve as a major source of human chitinase-like proteins (CLPs),
which belong to the family of Glyco_18 domain containing proteins and in humans
include YKL-39, YKL-40 and SI-CLP [78, 79]. Biological activities of CLPs related
to tumor progression include chemotactic activity, growth factor activity, stimulation

Table 1 (continued)

Markers Expression in cancer Bad prognosis Good prognosis

Stabilin-1
(scavenger
receptor)

Breast cancer Satbilin-1 expression is
enhanced on early stages
of human breast cancer
breast cancer growth is
suppressed in stabilin-1
knockout mice (mouse
model) [61]

Melanoma Stabilin-1+ TAMs found
in all pathological stages
of melanoma [62]

Bladder cancer Stabilin-1+macrophages
were not associated with
BC mortality, but a high
Stabilin-1+ vessel
count, by contrast, was
associated with
improved survival in
univariate models in the
TUR-BT cohort [44]

LYVE-1
(Hyaluronan
receptor)

Melanoma LYVE-1+macrophages
decreases in melanoma
metastasis [63]

Breast cancer Associated with poor
outcome [64]

YKL-40
(Chitinase-
like protein)

Glioblastoma
Breast cancer Colon
cancer Lung cancer
Prostate cancer Bladder
cancer Stomach cancer
Endometrial cancer
Esophageal squamous
cell carcinoma
Liver cancer Pancreas
cancer

Poor outcome or
decreased disease- free
survival [65–68]

Head and neck cancer
(circulation level)

YKL-39
(Chitinase-
like protein)

Breast cancer Elevated levels of
YKL-39 after
neoadjuvant chemother-
apy are predictive for
high metastatic potential
and tumor resistance to
the treatment [69]
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of angiogenesis [79]. YKL-39 was identified by us to combine monocytes chemo-
tactic and pro-angiogenic activities [69]. We showed that the expression of YKL-39
positively correlated with high metastasis rate and poor response to neoadjuvant
chemotherapy in patients with breast cancer. Elevated levels of circulating YKL-40
are related to poor outcome or short disease-free survival in many cancers in humans,
including glioblastoma, melanoma, ovarian, breast, colon, lung, and prostate cancers
[65–68]. Moreover, an elevated serum levels of YKL-40 is used as an independent
prognostic biomarker [68].

A number of studies demonstrated that TAMs may contribute to resistance to
therapy and facilitate tumor progression via several mechanisms, including the
macrophage-induced suppression of T cell immunity, the maintenance of tumor
cell survival and the stimulation of tumor revascularization [4, 80–82]. Alternatively
activated M2 macrophages can mediate chemotherapeutic resistance by secreting
growth factors and inhibiting cell death signaling pathways in tumor cells, protecting
them from the cytotoxic effects of chemotherapy [82]. For example, the infiltration
of CD68+ and CD163+ macrophages in esophageal cancer tissue after neoadjuvant
chemotherapy, significantly correlated with tumor depth, lymphatic and blood vessel
invasion, and poor prognosis [83]. Chemotherapeutic treatment of mouse Lewis lung
carcinoma model and mouse model of breast cancer metastasis resulted in a signif-
icant increase in the number of CD206+ TAMs, accumulating mostly in the
vascularized regions of tumors that caused tumor revascularization and relapse
[84]. In breast cancer accumulation of macrophages protecting tumors was also
found after neoadjuvant chemotherapy [85].

These data indicated that chemotherapy is not sufficient to eliminate tumor-
supporting macrophages. The combination of chemotherapy and depletion of
M2-like TAMs or their reprogramming into the M1-like phenotype can enhance
the efficacy of treatment and can be an efficient way to suppress tumor reccurance.
An increasing number of studies have focused on complex therapeutic approaches in
cancer treatment, including not only chemotherapy regimens but also immunother-
apy, designed to activate immune response to increase the efficacy of CTLs against
cancers, immune checkpoint blockade therapy, inhibiting immune suppressor mol-
ecules, and others approaches that discussed below.

Targeting Tumor-Associated Macrophages

The main advantage of targeting the tumor microenvironment is the genetic stability
of non-tumor cells, in contrast to tumor cells that are often highly unstable and can
rapidly accumulate adaptive mutations resulting in drug resistance. Conventional
chemotherapy is not sufficient to eliminate tumor-supporting TAMs, so several
strategies have been developed with the aim of manipulating macrophages, and
their re-programming and depletion can be considered the most promising
approaches. (Table 2).
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Table 2 The most investigated compounds for macrophage immunomodulation and their clinical
trials

Compound Target
Clinical
Phase Tumor type References

Inhibition of recruitment
CNTO 888 (carlumab) CCL2 Phase 2 Metastatic castration-

resistant prostate
cancer

[86]

CNTO 888 + docetaxel,
gemcitabine, paclitaxel/
carboplatin, pegylated
liposomal doxorubicin

Phase
1b

Solid tumors (pan-
creas, NSCLC, pros-
tate, other)

[87]

CNTO 888 (carlumab) Phase 1 Solid tumors (colo-
rectal, ovarian, pros-
tate, other)

[88]

PF-6309 CCR2 Phase
1b/2

Pancreatic ductal
adenocarcinoma

[89]

Cabiralizumab +
nivolumab

CSF-1R Phase
1a/b

Pancreatic ductal
adenocarcinoma

[89]

AMG 820 Phase 1 Solid tumors (colo-
rectal, non-small cell
lung cancer, ovarian,
other)

[91]

RG7155 (Emactuzumab) Phase 1 Diffuse-Type Giant
Cell Tumor

[92]

PLX-3397 (Pexidartinib) Phase
1/2

Peripheral nerve
sheath tumor

[93]

PLX-3397 (Pexidartinib) Phase 2 Melanoma NCT02071940

PLX-3397 (Pexidartinib) Phase 1 Tenosynovial giant
cell tumor

[94]

BLZ945 Phase
1/2

Solid tumors (glio-
blastoma, pancreatic
cancer and triple neg-
ative breast cancer)

NCT02829723

Interference with survival; induction of apoptosis
Trabectedin (ET743,
Yondelis)

Caspase-8-
dependent
apoptosis in
macrophages

Phase 2 Metastatic or inoper-
able soft tissue
sarcomas

[95]

Clodronate Mitochondria-
mediated
apoptosis

Phase 3 Breast Cancer NCT00009945

Repolarization: Inhibition of pro-tumor activity
Curcumin STAT3 Phase 2 Pancreatic cancer NCT00094445

Gefitinib STAT6 Phase 4 Non-small cell lung
cancer

NCT03264794

(continued)
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Inhibition of the Recruitment of Monocytes to the Tumor Mass

The recruitment of TAMs can be inhibited in several ways (Fig. 2). Firstly, by using
blocking antibodies against CCR2 receptor or its ligand CCL2, the key chemokine
that regulates migration and infiltration of monocytes/macrophages. It has been
shown to block of the CCL2/CCR2 axis decreased macrophage infiltration and
reduced tumor growth [99]. Inhibition of CCL2 with specific antibodies reduced
tumor growth of glioma, colon, prostate cancers, and melanoma in animal models
[100, 101]. CCL2 directly interacts with CCR2 on the endothelial cell surface,
leading to increased vessel formation and angiogenesis [102]. Clinical trials have
been carried out with the use of the anti-CCL2 antibody (clinical trials
NCT00537368, NCT00992186, and NCT01204996) but the result was rather con-
tradictory. In the Phase I clinical trial, administration of anti-CCL2 monoclonal
antibody, carlumab (CNTO 888), was well tolerated and showed significant efficacy
in patients with solid tumors. However, a Phase 2 study of carlumab in patients with
metastatic castration-resistant prostate cancer (CRPC) showed that antibody did not
block the CCL-2/CCR-2 axis and did not demonstrate antitumor activity while using
as a single agent in metastatic CRPC [86]. Similar results were observed in the study
of Brana et al. [87] while conducted a first-in-human phase 1b study of carlumab
with one of four chemotherapy regimens (docetaxel, gemcitabine, pacli-
taxel + carboplatin, and pegylated liposomal doxorubicin HCl [PLD]). Combination

Table 2 (continued)

Compound Target
Clinical
Phase Tumor type References

Repolarization: Stimulation of anti -tumor activity
CP-870,893 monoclonal
antibody

CD40 Phase 1 Pancreatic ductal
adenocarcinoma

[96]

Resiquimod (R848) TLR7/8 Phase 1 Cutaneous T-cell
lymphoma

[97]

Motolimod + pegylated
liposomal doxorubicin

TLR8 Phase 2 Ovarian cancer [98]

Hu5F9-G4 (Humanised
anti-CD47 antibody) +
cetuximab

CD47 Phase
1/2

Colorectal cancer,
head and neck cancer

NCT02953782

Hu5F9-G4 (Humanised
anti-CD47 antibody)

Phase 1 Solid tumors NCT02216409

CC-90002 (Humanised
anti-CD47 antibody)

Phase 1 Solid and hemato-
logic cancers

NCT02367196

TTI-621 (SIRPα-Fc
fusion protein)

SIRPα Phase 1 Solid and hemato-
logic cancers

NCT02663518

ALX148 (High-affinity
SIRPα variant)

Phase 1 Solid tumors NCT03013218
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treatment with carlumab had no clinically relevant pharmacokinetic effect
[87]. According to Sandhu et al. [88], carlumab was well tolerated with evidence
of transient CCL2 suppression and preliminary antitumor activity [95]. Further
clinical research is needed to clarify that mechanisms and patterns found in animal
models are comparable to human pathological processes. An alternative way to
inhibit CCL2/CCR2 axis is blocking chemokine receptor CCR2. CCR-2 kinase
inhibitor, PF-0416309 (PF-6309) in combination with FOLFIRINOX chemotherapy
(oxaliplatin, irinotecan plus leucovorin and fluorouracil) is currently being studied in
a Phase 1b/2 trial for pancreatic cancer and did not result in additional toxicity
[89]. CCR2 blockade demonstrated a reduction in the TAM infiltration and indicated
the endogenous anti-tumor immune response. More research is needed to fully
understand the potential of CCR2 inhibition in cancer and identify potential immu-
notherapy combinations. MLN1202 is a humanized monoclonal antibody with high
specificity to CCR2 is under clinical investigation (clinical trial NCT01015560).

Fig. 2 Immunomodulatory strategies for targeting tumor-associated macrophages (TAMs). The
recruitment of TAMs can be inhibited in several ways: antibodies against chemokines that regulate
migration and infiltration of monocytes/macrophages and its receptors, such as CCR2 and CCL2,
CSF-1/CSF1R axis, IL34. Induction of apoptosis of TAMs may be achieved by using novel
legumain-based DNA vaccine, that stimulates CD8+ T cells and abrogates M2-like TAMs. Lipo-
somes loaded with bisphosphonates were proved to decrease the numbers of monocytes and
macrophage. Trabectedin activates caspase-8-dependent apoptosis in macrophages carried decoy
TRAIL receptors. Using inhibitors of STAT signaling and hypoxia inducible factors, HIF-1α and
HIF-2α, provides inhibition of pro-tumor activity of TAMs. Stimulation of anti-tumor activity may
occur during using CD40 agonists. Another way of inducing M1 polarization is stimulation of
TAMs by different TLR agonists. New approach for TAM polarization associated with targeting the
CD47-SIRPα axis
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Another approach based on gene silencing method involved complexing siRNAs
to TAT cell penetrating peptides (Ca-TAT) through non-covalent calcium cross-
linking currently being developed. Ca-TAT/siRNA complexes penetrated 3D colla-
gen cultures of breast cancer cells and inhibited CCL2 expression more effectively
than conventional antibody neutralization [103].

Reduction of TAMs may also be obtained by inhibition of recruitment of their
precursors. CSF-1 receptor (CSF-1R) is expressed by most of the cells of the
monocytic lineage and supports proliferation, differentiation and cell survival.
CSF-1 also stimulates the chemotactic activity of monocytes and macrophages
and is associated with poor overall survival in human triple-negative breast cancer
[104]. Antagonists or antibodies to CSF-1/CSF1R have been developed and tested
in various preclinical models (e.g., cervical cancer, pancreatic cancer, and glio-
blastoma) in combination with chemotherapy, radiation therapy, and checkpoint
inhibitors. These studies reliably demonstrate their ability to deplete pool of
immunosuppressive macrophages and to increase the CD8/CD4 ratio in tumors
[92]. Cabiralizumab, a humanized IgG4 monoclonal antibody, binds to CSF-1R
and blocks its signaling followed by reducing TAMs and promoting a
proinflammatory microenvironment. In a phase 1a/b clinical study combination
of cabiralizumab with nivolumab was tolerable and showed tumor immune mod-
ulation and prolonged clinical benefit in heavily pretreated patients with advanced
pancreatic ductal adenocarcinoma [90, 105]. AMG 820 is human CSF1R antibody
that inhibits binding of the ligands CSF1 and IL34 and subsequent ligand-mediated
receptor activation. This first-in-human phase I study evaluated the safety phar-
macokinetics, pharmacodynamics, and antitumor activity of AMG
820 [91]. RG7155 (Emactuzumab) is a humanized monoclonal antibody that
blocks CSF1R activation, is under the phase I clinical trials. Administration of
RG7155 to patients led to intense reductions of CSF-1R+CD163+ macrophages in
tumor tissues, that was manifested in objective clinical responses in diffuse-type
giant cell tumor (Dt-GCT) patients [92]. Pexidartinib (PLX-3397), another CSF1R
inhibitor was developed as a selective FLT3 inhibitor for hematological malignan-
cies, but it functions as an inhibitor of CSF-1 receptor-associated kinases. There is
data confirmed that pexidartinib increased antitumor immune responses when
combined with radiotherapy in glioblastoma models [106]. Several phase 1/2
clinical trials examine the efficiency of PLX397 in the treatment of different
tumors (clinical trials NCT02584647, NCT02071940, NCT02472275,
NCT02452424, NCT02371369, NCT01596751, NCT02401815, NCT01349049,
NCT02734433, NCT01790503, NCT01525602, NCT01042379, and
NCT02777710). BLZ 945, a potent, selective and brain-penetrant CSF-1R inhib-
itor, showing more than 1000-fold selectivity against its closest receptor tyrosine
kinase homologs. In glioma-bearing mice, BLZ945 blocks tumor progression and
significantly improves survival via CSF-1R inhibition. BLZ945 also inhibits
orthotopic tumor growth of patient-derived glioblastoma spheres and proneural
glioblastoma cell lines in vivo [107].
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Interference with Survival; Induction of Apoptosis of TAMs

Inducing apoptosis of TAMs appears to be an effective immunotherapeutic approach
for tumors. Lewēn S. et al. [108] hypothesized that suppression of TAMs can be
achieved in mouse model with minigene vaccines against murine MHC class I
antigen epitopes of Legumain which has been observed to be highly expressed in
several types of tumors and may play a pivotal role in carcinogenesis [108]. A
legumain-based DNA vaccine stimulates CD8+ T cells and selectively abrogates
M2-like TAMs (Fig. 2) in mice with metastatic breast, colon and lung cancers,
thereby increasing survival rate and regression of metastasis and angiogenesis
[109]. According to Guo P. et al. [110] gastric cancer patients with Legumain-
positive localized tumors had lower 5-year overall survival than those with
Legumain-negative tumors [110].

The most radical way to inhibit TAMs activity in tumors is their depletion by
target compounds that are toxic specifically to macrophages. This approach allows to
abrogate the network of signals supporting tumor growth and progression. Nano-
technology approaches were developed to deliver bisphosphonates, such as
clodronate or zoledronate, to tumors resulting in better antitumoral effect, impaired
angiogenesis and decreased metastasis (Fig. 2) [111]. The intratumoral injection of
alendronate conjugated with glucomannan into sarcoma-bearing mice was used to
target the mannose receptors in TAMs, resulting in their effective depletion via
apoptosis [112]. Hattori and colleagues have discovered the effectiveness of folate-
decorated zoledronic acid-encapsulating liposomes in inhibiting tumor angiogenesis
and tumor growth in a murine model of colon adenocarcinoma. Despite of the
compound was able to induce selective cytotoxicity in vitro via the folate receptor,
a severe toxicity limited its use in vivo [113]. More recently, nitrogen-containing
bisphosphonates were found to be also effective. For example, risedronate was able
to bind to micro-calcifications, which were subsequently taken up by macrophages,
but not by tumor cells [114]. Furthermore combination of docetaxel with risedronate
might be effective for the treatment of angiosarcoma by targeting immunosuppres-
sive cells such as M2 macrophages [115]. This combination of docetaxel with
risedronate significantly decreased the production of CCL18, which was previously
reported to correlate with the severity and prognosis in cancer patients. Clodronate-
loaded liposomes (clondlip) were proved to decrease the numbers of monocytes and
macrophages, that correlated with a decrease in tumor growth in different animal
models [116]. Recently, an anti-macrophage activity of liposomal clodronate has
been confirmed in a mouse model ofhepatocarcinoma [117].

Trabectedin (ET743, Yondelis) is a natural alkaloid derived initially from the
Caribbean tunicate, which was originally recognized for its ability to induce cell
cycle arrest and death, was found to cause a partial depletion of circulating mono-
cytes and TAMs in cancer patients [95, 118]. Trabectedin is proved to have a strong
antitumor properties and obtained full marketing approval from the European
Commission in 2015 for the treatment of ovarian cancer and soft-tissue sarcomas
and gained the United States Food and Drug Administration (US FDA) approval for
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the treatment of unresectable or metastatic liposarcoma or leiomyosarcoma [95]. Cur-
rently, a number of clinical trials of trabectedin alone and in combination with other
drugs are underway. Preclinical studies showed that trabectedin strongly inhibited
tumor growth by inducing double-strand breaks in DNA and interrupting the cell
cycle. Trabectedin activates caspase-8-dependent apoptosis selectively in monocytes
but not in neutrophils and lymphocytes due to the differential expression of signaling
and decoy TRAIL receptors (Fig. 2) [118]. Trabectedin was shown to significantly
decrease the production of cytokines and chemokines produced by TAMs and
supporting tumor growth such as CCL-2, CXCL-8, IL-6, and VEGF [119]. Germano
et al. [119] showed that trabectedin strongly decreased tumor growth and the number
of TAMs in tumor tissue in vivo.

Also, targeted cell death of TAMs can be induced by immunotoxins which are
chimeric proteins consisting of two parts. First one is a binding domain, which is
commonly an antibody and the second one is a toxic domain, which is an enzyme
usually derived from bacteria or plants. After binding of the antibody to a target cell
antigen, the immunotoxin is internalized followed by endosomal processing and
releasing the toxin into the cytoplasm, where it induces cell death. Combined
molecule of anti-CD64 antibody and ricin showed efficacy for depleting the acti-
vated synovial macrophages in rheumatoid arthritis (RA) in vitro [120]. Anti-CD64-
ricin immunotoxin also inhibited production of TNFalpha and IL-1beta, and
cartilage-degrading activity of RA synovial tissue explants. Nagai T. et al. [121]
found that folate receptor beta (FR beta) was expressed on macrophages in human
glioblastomas. Recombinant immunotoxin consisting of immunoglobulin heavy and
light chain Fv portions of an anti-mouse FR beta monoclonal antibody and Pseudo-
monas exotoxin A was produced for targeting FR beta-expressing TAMs [121] and
showed the apoptosis of such macrophages and suppression in NO and VEGF levels
in them.

There are several specific bacteria which can target the macrophage population
and induce macrophage apoptosis. For example, a single injection of an attenuated
strain of Shigella resulted in caspase-1 dependent apoptosis in TAMs followed by a
74% reduction in transgenic tumors of MMTV-HER-2 mice. TAM depletion was
sustained and associated with complete tumor regression [122]. In addition, certain
bacteria resided in macrophages, such as Listeria monocytogenes, Chlamydia
psittaci and Legionella pneumophila, are also being considered for TAM-targeted
immunotherapy [123].

Repolarization: Inhibition of Pro-tumor Activity

Despite promising results of preclinical and clinical trials of TAM-targeted
approaches such as macrophage depletion or inhibition of TAM recruitment, an
alternative strategy was also developed. Reprogramming TAMs towards a
proinflammatory and antitumoral phenotype has become an attractive strategy in
immunotherapy. Large-scale transcriptome studies performed on alternative

Targeting the Tumor-Associated Macrophages for ‘Normalizing’ Cancer 259



activated macrophages have identified the key genes and signaling pathways that
play a critical role in alternative way of macrophage polarization. For example, a role
of the myeloid-specific Src family kinase member HCK as a key regulator of
alternative polarization of M2- monocytes has been described. Aberrant activation
of HCK plays role as a tumor cell-intrinsic oncogene triggering hematological
malignancies. Furthermore, high HCK levels correlate with reduced survival in
colorectal cancer patients. Accordingly, pharmacological inhibition or genetic
reduction of Hck activity suppresses alternative activation of TAMs and as a result
growth of colon cancer xenografts [124].

Two members of STAT protein family, STAT3 and STAT6, play an important
role in tumor-promoting macrophage polarization. The STAT3 phosphorylation
inhibitor hydrazinocurcumin converts TAMs to an M1-like phenotype to suppress
angiogenesis and tumor progression in breast cancer [125]. Another small-molecule
inhibitor of STAT3 significantly reduced M2-polarization in patients with malignant
glioma [126]. TAMs from STAT6 deficient mice displayed M1-like phenotype and
enhanced antitumor activity [127]. The study of L. Jiménez-García [128] revealed
that 8,9-dehydrohispanolone-15,16-lactol significantly inhibited IL-4- or IL-13-stim-
ulated M2 macrophage activation, following by reduced expression of M2 markers,
via suppressing the JAK-STAT signaling pathway [128]. STAT6 was shown to be a
target molecule for gefitinib, an EGFR tyrosine kinase inhibitor, which has been
approved to the treatment of patients with non-small cell lung cancer metastasis
[129]. Gefitinib inhibits IL-13- induced phosphorylation of STAT6, which is a crucial
signaling pathway in M2-like polarization [130]. Gefitinib also decreases the mRNA
levels of M2 genes including Mrc1, Fizz1, Arg1, Ym1, and IL-10 (Fig. 2).

Hypoxia is a common feature of solid tumors; it has been proposed as a trigger of
monocyte migration into tumor site and macrophage repolarization [131]. The most
hypoxic areas of solid tumors characterized by an accumulation of the M2-like
macrophages [132]. M. M. Leblond et al. [133] evaluated the impact of hypoxia
on macrophages tropism and polarization in human glioblastoma in vivo [133] and
concluded that circulating monocytes enter the tumor as M0-macrophages and then
acquire M2 phenotype with decreased oxygen levels. Factors responsible for the
hypoxia-dependent macrophage polarization could be the hypoxia inducible factors,
HIF-1α and HIF-2α. N. Takeda et al. [134] showed that inducible NO synthase gene
and the arginase 1 gene in M2 polarized macrophages are specifically regulated by
HIFs. This study demonstrated that the HIF-α isoforms can be differentially acti-
vated: HIF-1α is induced by Th1 cytokines in M1 polarization, whereas HIF-2α is
induced by Th2 cytokines during an M2 response [134]. Hypoxia-induced HIF-1α
also drives expression of the immune checkpoint protein PD-L1, that is essential for
immune suppression and evasion [135]. Overexpression of HIF-1α or HIF-2α is
associated with poor clinical outcomes in cancer patients, however it depends on the
types of cancer [136]. Hypoxia and activation of the HIF pathway support resistance
to chemotherapy, radiation therapy and targeted therapy in various types of cancer
[137]. Several drugs targeting HIF mRNA expression, protein synthesis, and dimer-
ization are now investigated in the ongoing clinical trials, summarized in the recent
review of Fallah J. et al. (Fig. 2) [137].
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Repolarization: Stimulation of Anti-tumor Activity

It is known that strong activation of the M1 phenotype in macrophages requires two
consecutive signals. Firstly, in response to IFNγ the expression of TLR significantly
increased triggering signal (for example LPS binding initiates a maximal cytotoxic
macrophage response). CD40 agonists can also serve as a priming signal leading to
the up-regulation of TLR. CD40, a tumor necrosis factor α receptor superfamily
member, is widely expressed on cells, such as B cells, dendritic cells and macro-
phages, as well as endothelial cells and tumor cells [138]. After binding of CD40
with its ligand CD154 on the cell surface, antigen-presenting cells start to secrete
proinflammatory cytokines and up-regulate costimulatory molecules CD80 and
CD86 that are required for costimulation via CD28 on CD8+ T-cells [139]. In
mouse models, the FGK.45 antibody was used to activate CD40 via cross-linking
with FcγRIIB [140]. CD40 agonists inhibit tumor growth in animal models, and
promote clinical responses in patients with advanced solid tumors [96].

The most common methods of inducing M1 polarization is stimulation by TLR
agonists (Fig. 2). This binding activates NF-κB proteins by degradation of inhibitor
molecule IκB and allows its translocation into the nucleus where it promotes
transcription of proinflammatory cytokine genes [141]. There are different TLR
agonists, such aspolyI:C, CpG-oligodeoxynucleotide (CpG-ODN), TLR ligands,
anti-IL10R, which could switch M2-like TAMs into M1-like cells with enhanced
anti-tumor activity [142]. L. Yang et al. [143] found that treatment of CD163+
macrophages from malignant pleural effusion with immune adjuvant PA-MSHA
(pseudomonas aeruginosa – mannose-sensitive hemagglutinin) reeducates CD163+
TAMs to M1 macrophages through TLR4-mediated pathway [143]. Using the
immunostimulant Poly-ICLC on murine tumor model resulted in inhibition of
tumor growth by activation of TLR3 signaling pathway [144].

In the study of A. Vidyarthi et al. [145] the administration of TLR-3 L in the
murine tumor switched the M2 macrophages to M1-phenotype and inhibited the
tumor growth [145]. They observed an increased production of IL6, IL12, TNFα,
iNOS, an enhanced antigen uptake and improved T-cell priming. Polarization to M1
macrophage was mediated by IFN-αβ signaling pathway. TLR7 stimulation is
another attractive target for TAM repolarization as it activates both NFκβ and
IRF7-signalling in macrophages.

Let-7b is a synthetic miRNA mimic which interacts with TLR7 and switches
TAMs to proinflammatory phenotype. Furthermore, Let-7b directly suppresses IL10
production in CD4+ T cells preventing M2 polarization [146]. Mannose receptor C
type 1-targeted nanoparticles, loaded with Let-7b, displayed potent TAM repolari-
zation in vivo, characterized by an increased expression of CD86, MHC II, IL12 and
iNOS and a decrease in ARG1 and IL10. Furthermore, Let-7b nanoparticles induced
massive infiltration of CD8+ T cells, reduced primary tumor volume by up to 70%
and significantly increase survival in a mouse model of breast cancer [147].

Resiquimod (R848) is a synthetic TLR7/8 agonist and was recently reported to
potently re-educate TAMs. C. Rodell et al. [148] demonstrated that resiquimod is a
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potent driver of the M1 phenotype in vitro and that the treatment with R848-loaded
β-cyclodextrin nanoparticles (CDNP-R848) results in efficient drug delivery to
TAMs in vivo. As a monotherapy, the administration of CDNP-R848 in multiple
tumor models in mice altered the functional orientation of the tumor immune
microenvironment towards an M1 phenotype, leading to reduced tumor
growth [148].

Motolimod is a highly potent and selective TLR8 agonist and now is being
evaluated in a randomized Phase 2 trial in patients with ovarian cancer. Despite of
motolimod shows potent immune activation, even in the late-stage cancer patients its
combination with standard therapy (carboplatin or cisplatin, fluorouracil, cetuximab)
does not improve survival in squamous cell carcinoma of the head and neck
[149]. Thus, recent data demonstrated that TLR-mediated TAM repolarization
could be a perspective antitumour strategy.

Another way of stimulating M1 polarization is based on the direct administration
of proinflammatory cytokines. CSF2 is a cytokine that regulates macrophage func-
tion by enhancing antigen presentation and immune responsiveness. T. D. Eubank
[150] showed that administration of GM-CSF caused a switch from M2 to M1
phenotype in TAMs, characterized by increased iNOS expression and decreased
IL4 and IL10 production [150]. Furthermore, their study revealed that GM-CSF
stimulates monocytes to secrete VEGF receptor-1 (sVEGFR-1), which binds and
inactivates VEGF that inhibits angiogenesis.

IL12 is a cytokine produced by macrophages and DCs and played an important
role in cell-mediated immunity against intracellular infection primarily by T and NK
cells [151]. In the study of Q. Wang et al. [152] IL-12-overexpressed monocytes
co-cultured with hepatocellular carcinoma cells showed M1-like phenotype identi-
fied as CD197high IL-12high and CD206low IL-10low, while the expression of
pro-tumorigenic cytokines MMP-9, TGF-β and VEGF-A were significantly
suppressed. The macrophage polarization is mediated by downregulating the
p-Stat3 and c-myc expression. The results of transwell invasion assay indicated
that IL-12-overexpressing monocytes significantly reduced the invasiveness of
co-cultured hepatocellular carcinoma cells [152].

New approach associated with CD47 molecule for TAM polarization was devel-
oped. CD47 expression on tumor cell membranes act as a “don’t eat me” signal for
macrophages that makes its blocking a potential therapeutic approach for cancer
treatment [153]. CD47 binding to signal-regulatory protein alpha (SIRPα) on mac-
rophages lead to the signal cascade that inhibits macrophage-mediated tumor cell
phagocytosis [154]. A number of different drugs targeting the CD47-SIRPα axis are
evaluated in patients with solid tumors in clinical trials (http://clinicaltrials.gov
identifiers: NCT02216409, NCT02890368, NCT02953782, and NCT03013218)
(Fig. 2). The study of S. Gu [155] revealed that anti-CD47 blocking antibody
promoted phagocytosis of endometrial cancer cells by macrophages [155]. More-
over, CD47 blockade inhibited the growth of the endometrial tumors in vivo and
increased the infiltration of TME by macrophages with antitumor activity. Another
recent study have demonstrated that the treatment of primary human glioblastoma
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cell lines with an anti-CD47 monoclonal antibody led to enhanced tumor-cell
phagocytosis by M1 and M2 macrophages, wherein anti-CD47-induced phagocyto-
sis by M1 was more prominent than for M2. Thus, disruption of the CD47/SIRPα
axis using antibodies or recombinant proteins followed by stimulation of phagocy-
tosis of cancer cells could be promising approach in cancer treatment.

Specific miRNAs for repolarizing M2 macrophages to M1 phenotype could be a
perspective tool for antitumor treatment. However, the macrophage-targeted deliv-
ery of miRNA remains a challenge. Liu L. et al. [156] generated redox/pH dual-
responsive hybrid polypeptide nanovectors, which consisted of self-crosslinked
redox-responsive nanoparticles based on galactose-functionalized n-butylamine-
poly(l-lysine)-b-poly(l-cysteine) polypeptides (GLC) coated with DCA-grafted
sheddable PEG-PLL (sPEG) copolymers [156]. Encapsulation with sPEG/GLC
nanovectors effectively facilitated macrophage-targeted miRNA delivery in the
acidic area, but diminished miRNA uptake at neutral pH. Administration of
miR155-loaded sPEG/GLC (sPEG/GLC/155) nanocomplexes resulted in100–400
fold increase in miR155 expression in TAMs both in vitro and in vivo. Furthermore,
sPEG/GLC/155 effectively repolarized immunosuppressive TAMs to anti-tumor M1
macrophages through elevating M1 macrophage markers (IL-12, iNOS, MHC II)
and suppressing M2 macrophage markers (Msr2 and Arg1) in TAMs.

In addition to target TAMs using chemo- and immunotherapies, it is also possible
to influence the macrophage polarization with radiotherapy. In vitro, human unpo-
larized monocyte-derived macrophages switched toward M1-like macrophages after
moderating doses of irradiation (2 Gy � 5) that was confirmed by upregulation of
such M1 macrophage markers as HLA-DR and CD86 and downregulation of M2
markers CD163, CD206 and reduced production of IL-10. M1-mediated phagocy-
tosis was also increased after moderating radiation irradiation [157].

In the study of H. Prakash [158] the irradiation of CD11b + peritoneal resident
TAMs from 26-week-old RT5 mice (late stage macrophages) with 2 Gyresulted in
enhancement of the constitutive levels of iNOS protein, as well as NO levels
indicating M1 programming of late stage tumor macrophages by irradiation
[158]. Interestingly that both low (0,5Gy) and high (20 Gy) doses of irradiation
reprogrammed macrophages toward M2-like phenotype [159].

Conclusive Remarks

New therapeutic approaches, based on the combination of targeting TAMs with
pharmacological molecules to deplete or re-educate TAMs, have the potential to
abolish immunosuppressive mechanisms and activate anti-tumor immune responses
in the tumor microenvironment. We combined the results of clinical trials that give
an idea about the possibilities of using the macrophage-targeting treatment of cancer
in a wide clinical practice. High plasticity of macrophages provides the possibility of
their functional programming. The modern immunotherapeutic approaches of
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targeting tumor-infiltrating macrophages may include inhibition of the recruitment
of monocytes to the tumor, activation of apoptosis in macrophages, repolarization,
based on the inhibition of pro-tumor activity or stimulation of anti-tumor activity.

Despite macrophages are perspective candidates as targets in the treatment of
cancer, it is necessary to take into account that macrophage-targeting therapy has a
limitation, due to the phenotypic switch after the completion of the course of
treatment. Further researches are needed to establish the role of different macrophage
phenotypes in various types of tumors. The use of compounds polarizing macro-
phages in the right direction in combination with chemo- and radiotherapy may
allow to treat cancer in a personalized manner, to provide greater progress in the
treatment of tumors and ultimately lead to improved outcomes for cancer patients.
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Tumor Reversion Induced by Embryo
and Oocyte Extracts

Sara Proietti, Andrea Pensotti, and Alessandra Cucina

Once Upon a Time

Embryonic cell behaviour shares fundamental features with tumors [1, 2], including
unconstrained proliferation, activation of embryonic protein networks, which ulti-
mately lead to switching toward an embryonic/fetal metabolism (Warburg effect)
[3, 4]. These data suggest that tumors share fundamental features and common
critical pathways with embryogenesis [2, 5]. Moreover, the epithelium-
mesenchymal transition (EMT) associated with the aggressive traits of carcinoma
cells, in which epithelial cells acquire mesenchymal features such as the loss of cell-
cell adhesion, cell polarity and tumor progression may also be viewed as a
“reactivation” of a basic embryonic property that is instrumental in “recapitulating”
key step of the differentiating process, ultimately ending in repositioning cells into
an “embryonic attractor” [6]. Indeed, the plasticity displayed by cancer during its
natural history is remnant of those processes occurring in organ morphogenesis and
tissue repair [7]. Moreover, tumor cells have shown gene-expression patterns super-
imposable to those of embryonic cells, as highlighted by genome-wide analysis of
gene expression profiles [8, 9].

Tumor cells are essentially “embryonic” in nature [10–12], and might be stimu-
lated towards uncontrolled growth because of a loss of local inhibitory “tissue
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tension”, an impressive visionary idea, successfully retrieved and developed by
D.E. Ingber [13].

In the early 70s, Brinster [14] demonstrated that specific embryonic carcinoma
cells injected into a blastocyst of the mouse lose their tumorigenicity immediately.
The blastocyst was in fact able to regulate cancer cells and their progeny blocking
their malignant behaviour. Rather, they participated in normal embryonic develop-
ment resulting in functional mice. These findings were confirmed by Mintz and
Illmensee [15], and by Papaioannou et al. [16]. Further studies performed by Pierce
et al. [17, 18], showed that this effect strongly depend to the “positional information”
provided by the morphogenetic field: when embryonal carcinoma cells were placed
between the zona pellucida and the trophectoderm the malignant phenotype resulted
not controlled, meanwhile embryonal carcinoma cells injected into the blastocoele
lose their tumorigenicity immediately upon differentiation. Yet, the participation of
diffusive, morphogenetic factors cannot be discarded [19, 20].

For a while, it was believed that this phenomenon was peculiar to germ-cell
tumors. However, other tumors, including leukaemia, melanoma, liver and breast
cancer [21–23], can also be committed to revert into a normal phenotype and/or to
differentiate, when placed in specific environments.

In the last decades, further studies supported the hypothesis that even adult tumor
placed into the embryo microenvironments can change its cell’s fate. Injection of
human SK-Mel-28 or C8161 melanoma cells into the chick embryo neural tube
revealed that the tumor cells invaded the embryo along host neural crest cell
migratory pathways and did not form tumors [24]. On the contrary, when B16
mouse melanoma cells were injected into chick neural crest, tumor cells formed
melanomas [25]. This phenomenon could explain how only early stages of embryo
share oncostatic as well as differentiating properties, in that no effects can be seen
after morphogenesis and organogenesis are complete [26–28].

Furthermore, some morphogenetic, soluble factors seem to share some reverting
properties displayed by embryonic cells. Embryo proteins synthesized in the preg-
nant uteri of mammals [29], as well as protein extracted from embryonic nuclei
[30, 31] or from totipotent embryonal zebrafish cells [32, 33], can activate apoptotic
responses accompanied by a significant inhibition of the proliferation rate in several
cancer cell lines. Moreover, Zebrafish embryo extracts inhibit proliferation and
induce apoptosis in 5-Fluorouracil-treated human colon cancer cells suppressing
the release of antiapoptotic proteins (Bcl-xl), and promoting a significant rise in the
differentiating proteins like E-cadherin [34]. Recently [35], we observed that molec-
ular factors extracted from Zebrafish embryos during specific developmental phases
(20 somites) significantly antagonize proliferation of breast cancer cells, while
reversing a number of prominent aspects of malignancy. Embryo extracts reduce
cell proliferation, enhance apoptosis, and dramatically inhibit both invasiveness and
migrating capabilities of cancer cells. Moreover, such effect is not limited to
cancerous cells as embryo extracts were also effective in inhibiting migration and
invasiveness displayed by normal breast cells undergoing epithelial–mesenchymal
transition upon TGF-β1 stimulation. It is noteworthy that reversion involves the
downregulation of TCTP, a key parameter of cell reprogramming (Fig. 1). Down-
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regulation of TCTP is usually accompanied by an increase in p53 levels. EMT is
antagonized through cytoskeleton remodelling and rearrangement of
E-cadherin/β-catenin junctions, while modulation of vinculin, ROCK1, and uPA
antagonize the invasive/migratory behaviour of breast cancer cells [35].

Unfortunately, these experiments did not clarify the fate of tumor cells injected
into the embryo, if they are induced to die, to arrest growth [36], or moved towards
differentiating pathways [37]. A few studies have demonstrated that cancer cells can
be successfully “reprogrammed” when introduced into an oocyte [38, 39], giving
rise to normal developing embryos. This finding was confirmed by Gootwine et al.
[40], who injected leukaemia cells into the placenta of 10-day-old mouse embryos
and obtained healthy adult mice with circulating leukocytes carrying leukaemia cell
markers.

Overall, these and other studies confirmed that the embryonic milieu can reverse
the cancer phenotype, re-establishing a “normal” developmental pluripotency and

Fig. 1 Treatment of breast cancer cells with specific developmental phases (20 somites) of
Zebrafish embryos induce a down-regulation of translationally controlled tumor protein (TCTP)
accompanied by an increase in p53 levels. Downstream to TCTP inhibition, EMT is antagonized
through cytoskeleton remodeling and rearrangement of the E-cadherin/β-catenin junctions. Modu-
lation of vinculin, ROCK1, and uPA antagonize the predisposition of breast cancer cells to invade
and migrate
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suppressing the tumorigenic phenotype of malignant cancer cells through complex
biological pathways, including gene regulation, induction of apoptosis, inhibition of
proliferation and modification of morphogens release not yet well identified [41–44].

Such a results claim against the somatic mutation theory of cancer, as recognized
by an early pioneers in embryo/cancer cell biology: “[. . .] carcinogenesis may be
explained as a stable response to inductive phenomena acting through cytoplasmic
nuclear controls on an initially unaltered genome rather than as an accident of
genetic coding” [45]. Thus, “[. . .] the production of a tumour is not the result of
an accidental mutation of the genome but rather of inductive phenomena comparable
to those at work in early embryological development” [46]. Consequently, “these
findings contradict the concept that the neoplastic, malignant behaviour is ‘fixed.’
Now, if neoplasia, as posited by the somatic mutation theory, is due to the accumu-
lation of multiple mutations, how can cells derived from these tumours revert to
behave as normal cells? It is statistically unlikely that random reverse mutational
events that could erase the previous mutations would be responsible for this
reversal” [47].

Attractors and Morphogenetic Fields

Classical embryology, since long time, recognized a functional analogous – the
“morphogenetic field” (MF) – to the concept of attractor. It is widely agreed that MF
denotes both informational and topological relationships among constituents (cells
and stroma) of a living system. According to Gilbert, a morphogenetic field “is a
system of order such that the position taken up by unstable entities in one part of the
system bears a definite relation to the position taken up by other unstable entities in
other parts of the system. The field effect is constituted by their several equilibrium
positions [. . .] a field is heteroaxial and heteropolar, has recognizably distinct
districts, and can, like a magnetic field, maintain its pattern when its mass is either
reduced or increased. It can fuse with a similar pattern entering new material if the
axial orientation is favourable. The morphogenetic gradient is a special limited case
of the morphogenetic field” [48]. As suggested byWeiss [49], like attractors, MF can
be considered a self-organizing, spatially coordinated and temporally synchronized
entity, characterized by non-linear dynamics and emergent properties [50]. In MF,
gene expression, epigenetic information and both chemical and physical signals are
integrated [51]. Genes cooperate in morphogenesis by operating within the field.
This means that they are constrained by physical cues provided by the field.
Conversely, the same gene/s can activate/s different pathways in different fields [52].

More than 50 rs ago, Needham [53] and Waddington [54] speculated that cancers
represented an escape from their normal morphogenetic field. Broadly speaking,
“any change that leads stem cells to escape from the niche [i.e., the morphogenetic
field] would result in tumour formation” [55]. Indeed, disruption of the
morphogenetic field of a tissue, through modifications of microenvironmental forces
(including hydrostatic pressure, shear stress, compression and tension forces) [56],
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can promote the onset as well as the progression of cancer. On the other hand,
placing tumor cells into a “normal” morphogenetic field – like that of an embryonic
tissue – one can reverse the malignant phenotype, “reprogramming” tumor into
normal cells [57–59].

This framework allows to deeply understand some relevant, yet unfathomable
results obtained treating cancers with embryonic morphogenetic factors.

Many oncogenes are tumorigenic only in specific cell lineages, suggesting the
requirement for a tissue specific epigenetic environment that is permissive for an
oncogene’s tumorigenic potential [60]. Indeed, over expression of a given oncogene
may enhance growth in one cell type and induce apoptosis in another [61, 62].

As suggested by Huang and Ingber [63], this paradoxical behaviour can be
understood only keeping in mind the special feature of the tumor attractor.
Morphogens-induced network rewiring result in shift of attractor boundaries, leading
to a displacement of cell population toward a different attractor. This may explain
how the very same signal can cause discretely disparate phenotype switches.

Preliminary Clinical Evidence

Some intriguing preliminary results have been obtained from both in vivo and
in vitro studies with proteins extracted from Zebrafish at different embryonic stages
of differentiation. Zebrafish (Danio rerio) is a freshwater fish belonging to the
Cyprinidae family, common in the river Ganga basin on the Indian sub-continent.
Zebrafish has some well-known characteristics that make it really attractive so that it
has obtained the status of model species, becoming an extraordinary complement to
murine models for human diseases [64].

It displays more than 80% of all human disease-related genes indicating that
many human diseases, in fact, can be modeled on Zebrafish. Over the last decades,
Zebrafish has become increasingly important to scientific research mainly as a
powerful model system for the study of human cancers [65]. In fact Zebrafish
embryos are nearly transparent which allows researchers to easily examine the
development of internal structures, particularly in identifying events involved in
carcinogenesis and tumor progression as well as anti-tumor mechanisms [66, 67].

Moreover, cancer research in Zebrafish particularly benefits from the many
genetic tools and transgenic strains established by the Zebrafish community over
the years [68–70].

In recent clinical trials zebrafish embryo extracts have been administered to
advanced cancer patients, who no longer respond to conventional treatments: the
expression of oncofetal antigens (like AFP) were significantly reduced [71] and
marked beneficial effects such as induction of objective responses, improvement in
performance status and significant increase in overall survival were induced [72, 73].

Recently, a pilot randomized study has compared both safety and overall survival
of advanced colon cancer patients who were randomized into two groups: one
receiving Regorafenib-based salvage therapy only and one else receiving
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Regorafenib-based salvage therapy associated with a food supplement containing a
Zebrafish extracts [74]. At 12 months, a statistically significant increase in survival
rate was observed in the latter group (75% versus 33.3%). Moreover, in Zebrafish
extracts-treated patients performance status was largely preserved during the treat-
ment, whereas it declined rapidly in the Regorafenib group. Infact Regorafenib was
associated with significant adverse effects – mainly fatigue, hypertension, hand-foot
syndrome, diarrhea and cutaneous rash – occurring in up to 90% of patients.

Overall, this data suggests that Zebrafish extracts may improve the clinical
response of salvage therapy, by both modulating drug responsiveness and
counteracting drug-related side effects [67, 74].

A New Paradigm on Carcinogenesis

The embryonic microenvironment can be viewed as finely regulated network of
cellular interactions that is critical to cell behaviour and fate determination through-
out embryogenesis and beyond. The physical and molecular signals coming from the
embryonic environment determine, through different signaling pathways, multiple
effects on specific cells or target tissues. Some act on growth factors such as Activin,
Nodal and FGF which maintain pluripotency in embryonic stem cells, while others
act on factors such as ngn3, Notch and ASK-1, which determine a differentiated
fate [75].

It is worth noting that important pathways such as those of Nodal, Wnt and
Notch, which operate both in the maturation of stem cells and in the development of
cancer, should be strictly regulated by microenvironmental signals [76].

Therefore, it is not surprising that embryonic morphogenetic fields induce a
complete phenotypic reversion of tumor cells.

Similarly, breast cancer cells exposed to a maternal morphogenetic field undergo
a dramatic transition in cell shape, followed by a reversion in the metabolic profile
and induction of differentiation [77].

Several studies sustain the persistence of morphogenic fields throughout adult
life: these fields organize histogenesis and organogenesis before birth as well as
tissue maintenance and regeneration throughout postnatal life [78, 79]. For example,
malignant hepatocarcinoma cells injected into the liver of young rats differentiated
into mature hepatocytes and failed to proliferate until the rat aged [23]. On the
contrary, by injecting the same cancerous cells subcutaneously, i.e. in a wrong
morphogenetic context, an increased malignant progression has been witnessed.
Similarly, increased cancer proliferation has been recorded when the
hepatocarcinoma cells are transferred in the liver of aged animals, thus indicating
that the strength of the morphogenetic field (and consequently its “normalizing
property”) declines with age [57].

The theory of tissue organization field (TOFT), proposed by C. Sonnenschein and
A. Soto [80], postulates that tumors derive from an imperfect interaction among cells
and tissues and that carcinogenesis is a potentially reversible process. A mounting
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body of evidence has suggested that re-establishment of appropriate interactions
between human cancer cells and the surrounding microenvironment, in particular to
a strong “normally oriented” morphogenetic fields, can reverse the neoplastic
phenotype [81].

By contrast,when normal embryonic cells are transplanted into a “wrong” tissue
(i.e., in extrauterine sites of adult syngeneic recipients) they degenerate into terato-
carcinoma [82]. Similar results were obtained transplanting embryos into the
testis [83].

The stroma and the microenvironment surrounding cancer cells generally provide
morphogenetic cues [84, 85] and several investigations are currently ongoing in
order to exploit these potentialities for therapeutic uses [58, 86]. Embryo morpho-
genetic fields acts similarly providing to the growing cells a normal set of regulatory
signals as showed by some preliminary clinical trials with proteins extracted from
embryonic morphogenetic fields [72]. As hypothesized by Pierce more than 25 years
ago, “It is now clear that three embryonic fields can regulate their closely related
malignant cell types, and thus it is our hypothesis that there must be an embryonic
field capable of regulating every carcinoma” [87].

Theoretical models provided by non-equilibrium dynamics (attractors) and devel-
opmental biology (morphogenetic fields), have established a useful theoretical
framework able to give reliable explanatory insights into the complex interactions
taking place between cancer cells and morphogenetic fields, including those belong-
ing to embryo and oocyte cultures [88]. Nevertheless a large research effort must be
carried out in order to clarify what we do mean by “morphogenetic fields”, how
morphogens gradients work within context-dependent boundary conditions [89],
and what are the molecular components acting on.
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Trabectedin, a Drug Acting on Both Cancer
Cells and the Tumor Microenvironment

Paola Allavena, Manuela Liguori, and Cristina Belgiovine

Introduction

Immune cells infiltrate the tumor stroma since the early stages of carcinogenesis and
are deeply affected by the presence of cancer cells. In the last decades our knowledge
on the tumor microenviroment (TME) has considerably increased, and the current
vision is that the reciprocal interactions between tumor and immune cells are of
pivotal importance for the disease fate [7, 8, 12, 19, 37]. The TME is a chaotic,
dynamically changing and deregulated site populated by different normal cell types:
activated fibroblasts, newly formed vessels and immune cells. Innate and adaptive
immune cells may have an ambiguous liaison with cancer as they can either limit or
promote tumor growth. It is now quite clear that in early cancers and in
pre-malignant conditions, the immune system plays a defensive role and actively
eradicates those cancer cells that are antigenically visible (immune surveillance); at
later stages, when tumors have evaded the immune system, and cancer cells have
reached a critical mass to produce immune-suppressive factors, immune cells
become disarmed effectors. Thus, opposite outcomes may occur in the reciprocal
relationship between the immune system and tumor cells: an effective immune-
surveillance, especially mediated by effector T cells of the adaptive immunity that
limits tumor proliferation and spreading, or disease progression, especially mediated
by myeloid cells of the innate immunity. The balance between these two scenarios is
essentially context-dependent and is dictated by the availability of specific signals,
the composition of functionally different immune cells present in the TME and by
the types of products secreted by tumor cells. In established tumors, the presence of
myeloid cells of the innate immunity (neutrophils and macrophages) within the TME
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constitutes a major source of persistent inflammation, now recognized as a hallmark
of cancer, Fueling tumor progression and enforcing a suppressive milieu that inhibits
anti-tumor responses [8, 31, 37]. In this review we will discuss the role of macro-
phages in cancer, and discuss the currently available therapeutic approaches aimed at
modulating them. In particular, we will discuss recent results obtained with the anti-
tumor agent trabectedin, which presents the unique feature of being able to target
simultaneously cancer cells and macrophages.

Tumor-Associated Macrophages Promote Tumor Progression

Tumor-Associated Macrophages (TAMs), are a major cellular component of the
tumor micro-environment (TME). They derive from circulating monocytes and are
recruited at the tumor site by soluble chemo-attractant molecules secreted by both
malignant and stromal cells, including several chemokines and the growth factor
CSF-1 [1, 36]. A hallmark of macrophages is their plasticity, i.e. their ability to
display different phenotypes and functional activities. These are dictated by distinct
genetic programs that are elicited by specific local clues [40]. Macrophage functional
phenotypes can be classified along a very schematic diagram, were the two end-
points are the “classical” (or M1 macrophage) and the “alternative” (or M2 macro-
phage). The former type is stimulated by bacterial products (e.g. LPS) and
Th1cytokines (IFNγ). The latter is stimulated by Th2 cytokines (IL-4, IL-13) and
immunosuppressive factors (e.g. IL-10, TGFβ). M1 macrophages protect against
bacterial infections and produce pro-inflammatory cytokines that elicit adaptive
immune responses. When properly activated they can be cytotoxic against cancer
cells. In contrast, M2 macrophages are not cytotoxic; instead, they have a general
trophic function for tissues and are crucial for tissue development and regeneration.
They also inhibit inflammatory reactions and suppress T cell-mediated immune
responses [7, 8, 12, 19, 37]

In the tumor context, and especially under the influence of products derived from
cancer cells, TAMs acquire M2-like functional features [1, 37]. Their M2-related
activities favor disease progression in a variety of ways. For instance, TAM release
trophic factors able to support the survival and proliferation of tumoral cells. They
are able to regulate many aspects of cancer biology: invasion of surrounding tissues
and distant spread (metastasis); proliferation of vessels (angiogenic switch) through
the release of pro-angiogenic growth factors such as VEGF, PDGF, thymidine
phosphorylase and chemokines such as CXCL8 [7, 8, 12, 19, 37]. This wide array
of tumor-promoting functions is complemented by their immune-suppressive role.
By producing factors such as IL-10 and TGFβ or PGE2, TAMs inhibit T cell-
mediated anti-tumor responses and, instead, stimulate the differentiation of regula-
tory T cells (Treg) which further exert suppressive activity. TAMs also produce
chemokines that recall Th2 T cells (e.g. CCL17, CCL18, CCL22), and thus shape the
TME by populating it with effectors cells (Th2, Treg) unable to limit tumor growth
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[38].. More recent studies have demonstrated that macrophages in the TME express
PD-L1, and therefore they can inhibit T cell proliferation and activation also via the
PD-L1/PD1 axis.

Strategies to Target Tumor-Associated Macrophages In Vivo

Being TAMs such crucial players of the TME that eventually promote disease
progression, several attempts have been implemented in the last years to target
them for therapeutic purposes. In general, macrophage-targeting strategies are
aimed either at reducing their numbers and inhibiting their tumor-supporting func-
tions, or at activating their immune-stimulating potential activity.

One of the early attempt was to use inhibitors of chemokines that are known to be
involved in the chemo-attraction of blood monocytes into tumors. Antibodies
against CCL2 have been tested with some success in experimental tumors, but did
not provide positive results in human clinical trials [37]. A likely explanation is the
redundancy of chemokines and other factors that modulate monocyte migration in
tumors. More recently, different types of inhibitors targeting the CSF1 receptor
(CSF-1R) were produced and tested with success. The CSF-1R is critical for
macrophage survival and differentiation; furthermore, it is exclusively expressed
by cells of the monocytic lineage. In experimental mouse models, anti-CSF1R or
antagonist reduced tumor growth and also attenuated the M2-like functional profile
of TAMs [43, 45]. In clinical trials, inhibitors of the CSF1-R are now being
evaluated in combination with conventional chemotherapies.

Functional reprogramming of TAMs into immune-stimulating anti-tumor effec-
tors has been tested with a number of approaches; for instance, in the past with the
use of microbial molecules (bacterial muramyl-dipeptide, BCG) or cytokines (IFNs)
[4]. In more recent years, specific molecular pathways have been targeted. Agonistic
mAb against the surface molecule CD40 on macrophages have demonstrated to be
effective in stimulating their anti-tumor activity [5, 49], and have been used also in
combination with inhibitors of the CSF-1R, as well as with checkpoint inhibitors or
chemotherapy [46]. Another recent approach is to inhibit the “do not eat me”
molecule CD47 expressed by tumor cells, which interacts with the macrophage
molecule SIRPα, to inhibit the phagocytosis by macrophages. Blocking of this
interaction enhanced phagocytosis of tumor cells and disease regression in experi-
mental models [46]. Molecules targeting the CD47– SIRPα axis are currently being
evaluated in clinical trials [10]. The compounds bisphosphonates have long been
studied for the treatment of osteoporosis. These drugs are predominantly internalized
by bone macrophages (osteoclasts) and induce their apoptosis [37]. Some studies
reported effects also outside the bone, including macrophages in tumors, especially
in bone-localized metastases. These interesting results have opened the clinical use
of bisphosphonates for the treatment of bone-metastatic diseases, such as breast and
prostate cancers, in combination with chemotherapy or hormonal therapy.
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The Marine Agent Trabectedin Selectively Kills Monocytes
and Macrophages

Among drugs specifically affecting the survival of myeloid cells, the compound
trabectedin holds a special place. Trabectedin is a registered anti-tumor agent that
was originally extracted from a marine organism, the Tunicate Ecteinascidia turbi-
nate, and is now synthetically produced by PharmaMar (Spain) [17].

Trabectedin is used in the clinic for the second line treatment of soft tissue
sarcoma, especially liposarcoma, and for relapsed platinum-sensitive ovarian cancer
patients, in combination with liposomal doxorubicin [3, 14, 29, 30]. Toxicity profile
is acceptable and manageable and this compound is now under clinical testing in
other cancer types. Trabectedin was selected for its potent activity on tumor cells: it
kills cancer cells and efficiently blocks their proliferation by directly interacting with
DNA. Further studies, however, have soon clarified that this compound is more than
a conventional cytotoxic agent, as it affects DNA repair mechanisms and the activity
of selected transcription factors (Fig. 1). Transcription inhibition by trabectedin has
crucial impact on tumor biology as the expression of several downstream target
genes may be profoundly affected [18].

With the idea of distinguishing its inhibitory activity on the cell cycle and on
transcription factors, some years ago we tested the effects of trabectedin on
non-proliferating cells. We used freshly isolated human blood monocytes and,
surprisingly, we found that monocytes were rapidly undergoing apoptosis even at
low concentrations of the drug (e.g. 5–10 nM), in the time frame of 1–2 days. Even
more remarkably, this effect was highly specific for monocytes and macrophages, as
neutrophils or T lymphocytes were not affected by its cytotoxic action [2]. This
finding stimulated a series of experiments to understand the exquisite selectivity of
trabectedin for mononuclear phagocytes. We then demonstrated that trabectedin
rapidly triggers (within few hours) the activation of caspase 8, and therefore a
caspase-dependent apoptosis [27].

As caspase 8 is downstream of death membrane receptors, we checked the
expression of FAS and TRAIL receptors, in the different leukocyte subsets. While
FAS receptor in neutrophils, monocytes and T cells was equally high, the TRAIL
receptors were heterogeneously expressed: monocytes were mainly positive for the
signalling TRAIL-Rs (TRAIL-R1 and R2), instead neutrophils and T lymphocytes
were negative for these receptors and expressed high levels of the non-signalling
molecule (TRAIL-R3), which prevents caspase 8 activation [34]. Thus, the differ-
ential expression of death receptors by monocytes and other leukocytes explain why
only the former are susceptible to trabectedin (Fig. 2). The drug, however, is not
directly binding to TRAIL-Rs. It is known that upon activation with their specific
ligand, TRAIL-Rs form a trimer with a precise space to lodge the TRAIL ligand.
Trabectedin is a much smaller molecule than TRAIL and likely it is not able to
directly activate the receptors. Nonetheless, the results clearly demonstrated, with
different methods, that caspase 8 is definitely triggered by exposure to trabectedin
(Fig. 2).
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Of interest, some natural compounds, such as Palmitate, Quercetin and snail
venom were reported to induce activation of caspase-8 in a TRAIL-independent
manner, through the up-regulation and/or aggregation of death receptors. Indeed, we
found that in vitro treatment with trabectedin increased the expression of TRAIL-R2
and induced receptor aggregation into lipid rafts (Fig. 2). Therefore, trabectedin
induces caspase 8 activation via increased expression and aggregation of TRAIL
receptors [34].

Trabectedin Inhibits the Production of Several Biological
Mediators

We also noted that, at low non-cytotoxic concentrations, trabectedin was able to
inhibit the production of specific inflammatory mediators such as CCL2, IL-6 and

Fig. 1 The anti-tumor activity of the compound trabectedin is achieved through the combi-
nation of different mechanisms of action. Trabectedin directly interacts with DNA of cancer cells
and efficiently blocks their proliferation. It also affects DNA repair mechanisms of tumor cells and
inhibits the activity of selected transcription factors. Interestingly, trabectedin affects in multiple
ways the tumor micro-environment: it induces a caspase-dependent apopotosis selectively in
monocytes and macrophages, including Tumor-Associated Macrophages (TAMs), as well as in
Myeloid Suppressor Cells (MDSC); in addition, at low non-cytotoxic concentrations, trabectedin
inhibits the transcription of several genes coding for inflammatory cytokines and chemokines, and
pro-tumor mediators, such as angiogenic factors
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CXCL8. This effect was observed particularly in monocytes, TAMs and also in
cancer cells such as myxoid liposarcoma and ovarian cancer tumors [2, 28]. Other
chemokines known to be involved in monocyte recruitment were also transcription-
ally affected by trabectedin treatment (e.g., CCL7, CCL3, and CCL14). Importantly,
other chemotherapeutic agents tested in the same experiments (e.g., cisplatin, doxo-
rubicin) had not such effect [2]. Trabectedin is known to inhibit also the expression
of ECM-related genes produced by TAMs and fibroblasts, such as collagen type
1, fibronectin, osteopontin and the matrix-metalloprotease-2 (MMP2) [35]. Overall
these results indicate that trabectedin may reduce the high turnover of the tumor
stroma.

To have a broader view of the impact of trabectedin on monocytes, we performed
a global gene profiling analysis of LPS-stimulated monocytes pre-treated with
trabectedin and, for comparison, with doxorubicin as unrelated drug. The analysis
revealed that the transcriptomes modulated by trabectedin were clearly distinct from
those of doxorubicin. In addition to expected pathways of apoptosis and differenti-
ation/activation, a major down-modulated pathway was that of the Rho GTPase
family. Rho GTPase members are crucial molecular switches controlling many
signaling events involved in diverse functions, such as actin-cytoskeleton

Fig. 2 Mechanistic explanation of the selective killing of mononuclear phagocytes by
trabectedin. (a) Schematic representation of the expression of TRAIL receptors on the membrane
of monocytes (left), and neutrophils (PMN)-lymphocytes (right). Only monocytes express the
signaling receptors (TRAIL-R1/2), while PMN and lymphocytes predominantly express the
non-signaling receptor (TRAIL-R3). (b) Activation of caspase 8 in trabectedin-treated leukocytes;
only monocytes activate a caspase 8-dependent apoptosis. (c) Microscopic image of co-localization
of TRAIL-R2 in lipid rafts after trabectedin treatment of monocytes
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organization and cell motility [24]. We further confirmed that monocytes treated
with trabectedin have a severe impairment in their chemotaxis in response to CCL2.
This finding bears importance during the active recruitment of circulating monocytes
within tumors [41].

In summary, we demonstrated that trabectedin has multiple effects on mononu-
clear phagocytes: at higher doses it induces a rapid apoptosis; at non-cytotoxic
concentrations it inhibits the production of selected biological mediators which are
important for tumor progression, and affects monocyte adhesion and migration by
inhibiting the genes that modulate and organize their actin cytoskeleton.

Role of Macrophage-Targeting in the Antitumor Activity
of Trabectedin

The real issue was to demonstrate that trabectedin was able to kill mononuclear
phagocytes in vivo in a tumor context. In different mouse tumor models, trabectedin
significantly decreased the number of blood monocytes, and of spleen and tumor
macrophages. Importantly, as seen in vitro with human leukocytes, no effect was
observed in neutrophils and T lymphocytes [27]. It should be noted that the sole
TRAIL-R in mice (DR5) was found expressed only in murine monocytes/macro-
phages and was virtually absent in neutrophils, T and B cells. Therefore, the pattern
of TRAIL-R expression in mice perfectly mimics that of human leukocytes [34].

To definitely prove that the cytotoxic activity of trabectedin on mononuclear
phagocytes was an important mechanism of its anti-tumor efficacy, we generated a
trabectedin-resistant murine tumor cell line, by in vitro exposure to increasing
concentration of the drug over 1 year. When this resistant murine fibrosarcoma
was injected in mice, it formed tumors not dissimilar from the parent cells. Treatment
of mice bearing this resistant variant resulted in marked anti-tumor activity, in spite
of confirmed resistance of explanted cancer cells re-exposed in vitro to the drug
[27]. Our hypothesis was that trabectedin had reduced the number of TAMs having
pro-tumoral activity. To prove this concept, we adoptive transferred intra-venously
new macrophages to trabectedin-treated mice, and indeed observed that tumor
growth was significantly restored. These experiments demonstrated that the ability
of trabectedin to reduce macrophages in vivo is a key component of its anti-tumor
efficacy [27].

More recently we have performed in vivo experiments with the compound
lurbinectedin (PM01183), an analogue of trabectedin, produced by the same com-
pany (PharmaMar, Spain). This compound is under clinical investigation in a broad
range of tumors, including breast, ovarian cancer and small-cell lung cancer
[15, 25]. The interest in lurbinectedin relies in a better pharmacokinetics profile
compared to trabectedin, suggesting the possibility to use higher doses with less
overall toxicity. Other groups have confirmed that this compound is highly efficient
in blocking tumor cell proliferation and transcriptional activities, as observed with

Trabectedin, a Drug Acting on Both Cancer Cells and the Tumor Microenvironment 293



trabectedin [23, 39, 42, 47, 48]. Our in vitro results fully confirmed that lurbinectedin
significantly reduces monocyte viability by inducing apoptotic cell death. Studies
in vivo in tumor-bearing mice demonstrated that lurbinectedin was able to reduce the
number of circulating monocytes and tumor macrophages, resulting in decreased
tumor growth. Overall, it was concluded that lurbinectedin does not differ from
trabectedin for its ability to impact the tumor micro-environment and in particular
macrophages [6].

Further evidence that trabectedin presents selective activity against monocytes
and TAMs came from the analyses of human samples derived from soft tissue
sarcoma patients undergoing trabectedin therapy. In a selected cohort of patient we
measured the number of circulating monocytes within few days after injection of
trabectedin, and observed a significant decrease in most of the patients [27]. Further-
more, the immune-histochemical quantification of infiltrating TAMs in tumors from
patients who received neo-adjuvant therapy, showed a dramatic decrease of macro-
phages compared to biopsies obtained before chemotherapy. Other studies were
performed directly with surgical samples from patients with liposarcoma, either
cultured in vitro or established as xenografts in immunodeficient animals. Treatment
in vitro/in vivo with trabectedin significantly reduced the expression of several
inflammatory factors, including CCL2, CXCL8 and IL-6 [28].

These results in tumor patients reinforced the concept that trabectedin strikes not
only the neoplastic compartment, but also the myeloid cellular component and
inhibits several crucial soluble mediators.

Other Effects of Trabectedin in the Tumor Environment

Other important biological effects may account for the anti-tumor efficacy of
trabectedin. Pathological examination of tumor sections, both in mice and humans,
revealed that in treated tumors the vessel network was significantly reduced. As
mentioned above, TAMs are important in the neo-angiogenesis switch in the TME.
We noted that release of VEGF and angiopoietin-2 were markedly down-modulated
in macrophages treated with trabectedin [2, 6, 27]. This finding raised the question
whether the inhibited angiogenesis was mediated solely by the effect on
TAM-released factors or if a direct effect on the vessel network could be postulated.
In our experiments, we noted that the macrophage depleting agent liposomal-
clodronate was indeed able to inhibit tumor growth in fibrosarcoma-bearing mice
(though with a less lasting effect compared to trabectedin), but had no relevant
impact on the vessel network [27].

The group of Taraboletti investigated the effects of trabectedin on endothelial
cells in vitro and in mouse models [22]. In a physiological in vivo assay (in the
absence of tumor cells), trabectedin inhibited the ability of endothelial cells to invade
the matrix and to undergo branching morphogenesis. This was mainly caused by the
increased expression of TIMP-1 and TIMP-2, two well-known inhibitors of matrix
metalloproteinases. Upregulated TIMP-1 and TIMP-2 reduced the proteolytic
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activity of endothelial cells, a process necessary to degrade the matrix [22]. In
addition, they reported that trabectedin modulated the angiogenesis process by
upregulating, in tumor cells, the expression of thrombospondin-1 (TSP-1), a major
endogenous inhibitor of angiogenesis. In vivo experiments with xenografts of
myxoid liposarcoma confirmed that the effect was specific for tumor cells, as the
increased TSP-1 was of human origin, thus derived from the liposarcoma, and not
from the murine host. Therefore, the anti-angiogenic activity of trabectedin occurs
via different mechanisms, involving both a direct inhibitory effect on endothelial
cells, as well as a reduction of the angiogenic potential of cancer cells and macro-
phages [11, 22]

Other groups have confirmed these effects of trabectedin on reduced angiogen-
esis. In an vitro system of endothelial cells cultured with the conditioned medium of
multiple myeloma (MM) cells, Cucè et al. reported that trabectedin reduced the
length of capillary-like structures and the number of branching points [16].

In the same study the Authors further investigated the impact of trabectedin
directly on MM cells in 2D and 3D in vitro culture; they found that trabectedin
was able to induce the apoptotic death of MM cells after 48 h of culture; in addition
trabectedin induced the activation of the DNA damage response (DDR) cellular
stress with ROS production. Of interest, DNA damage and cell stress induced the
upregulation in cancer cells of NKG2D, the ligand for an activating receptor in
natural killer (NK) cells. Therefore the role of trabectedin in MM cell susceptibility
to NK-mediated killing was investigated and, indeed, it was interestingly found that
trabectedin-treated MM cells were able to trigger the cytotoxic activity of NK
cells [16].

The macrophage-depleting ability of trabectedin has been confirmed by other
groups. In a mouse model of orthotopic pancreatic cancer, trabectedin strongly
reduced the number of circulating monocytes and of tumor-infiltrating macrophages,
while neutrophils were not significantly affected, in line with our previous
findings [9].

Other recent studies similarly reported a reduction in the number TAMs in tumor
mouse model of orthotopic osteosarcoma, melanoma and in skeletal metastasis from
prostate cancer [11, 33, 44]. In mouse models of the Ewing sarcoma, an aggressive
cancer infiltrated by macrophages, treatment with trabectedin alone had no effect on
established tumors, but the combination of trabectedin with oncolytic herpes
virotherapy significantly improved mouse survival and this effect was related to
the reduction of TAMs and MDSC [20].

As mentioned above a major pro-tumor effect of TAMs is to suppress adaptive
immunity responses and hence to promote immune evasion of tumors. Depletion of
macrophages with trabectedin may relief this state of immune-suppression. In our
previous studies we observed that in treated tumors the number of infiltrating T cells
was increased [27]. Recent studies have confirmed and extended these findings. In a
murine pancreatic cancer model, Borgoni et al. investigated the effects of trabectedin
treatment on FACS-sorted tumor-infiltrating leukocytes and in particular in T lym-
phocytes. It is known that pancreatic tumors are characterized by an immunosup-
pressive TME. In untreated tumors they reported high expression of PDL-1 by
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TAMs, a suppressive phenotype profile of CD4 T cells (IFNγlow/IL-10high, PD1high)
and an “exhausted” phenotype of CD8 T cells (IFN-γlow/CD107low, PD1high). Upon
trabectedin treatment, the number of TAMs was significantly reduced and this
change in the TME had positive consequences on the epigenetic profile of infiltrating
T cells. In fact, in drug-treated mice, T cells had repressed IL-10 gene and activated
T-bet promoter activity, switching to an anti-tumor phenotype (IL10low/IFNγhigh).
These results demonstrated the key role of the macrophage-targeting effect of
trabectedin in the release from immune-suppression [9].

In another recent study, trabectedin was administered to immunocompetent mice
bearing osteosarcoma growing orthotopically in the bone. The Authors demon-
strated that trabectedin treatment reduced tumor growth and lung metastases; they
further noted an important reprogramming of the tumor immune microenvironment,
more specifically: infiltrating CD8 T lymphocytes were enhanced and showed high
expression of the inhibitory checkpoint molecule PD-1. To further target these
exhausted T cells, they performed combination treatment with trabectedin and
anti-PD-1, and found significantly increased anti-tumor efficacy [44]. These results
are important and provide a rationale for the combination of trabectedin with
immune checkpoint inhibitors.

Another interesting result of this study was the observation that trabectedin
induced a differentiation of osteoasarcoma cells, with a mechanism involving
Runx2, (master regulator of osteoblastogenesis), and genes modulating the terminal
differentiation of osteoblasts [44]. A pro-differentiating effect of cancer cells was
also previously reported in myxoid/round cell liposarcoma, where trabectedin
induced adipogenic differentiation in specific subtypes (type I and II of the fusion
gene FUS-CHOP) [13, 21, 22, 26]. Furthermore, in Ewing sarcoma, where the
fusion transcription factor EWS-FLI1 drives both proliferation and blocks differen-
tiation, combination treatment of trabectedin and irinotecan in vivo, in xenograft-
bearing mice, induced the differentiation of cancer cells into benign mesenchymal
tissue [32].

Conclusions

Our better understanding of the complex relationship between immune and cancer
cells has disclosed great opportunities to target the tumor stroma in therapeutic
settings. In recent years there has been a flourishing of studies utilizing various
approaches to target the inflammatory micro-environment, and in particular the
innate immunity component of tumor-associated macrophages. Basic research and
clinical studies have targeted TAMs by using strategies of cellular depletion, func-
tional re-education or activation of their phagocytic activity. The recent discovery
that blocking antibodies against immunological checkpoints lead to clinical success,
has reinvigorated hopes that the proper modulation of the immune system can indeed
increase anti-tumor responses in oncological patients. Particular emphasis has been
put in combination strategies to attack both tumor cells and the stroma. Of the
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different approaches followed, the use of drugs such as trabectedin, that combines
the ability to block tumor cell proliferation, with the induction of cell death specif-
ically in the myeloid compartment, appears to be already one step in advance. The
challenge for the future is to further increase our knowledge on the multifaceted
plasticity of tumor-associated macrophages and to identify which treatment or
combination treatments are best for each patient to obtain durable responses to
anti-cancer therapies.
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Advances in Characterizing
Recently-Identified Molecular Actions
of Melatonin: Clinical Implications

Russel J. Reiter, Ramaswamy Sharma, Sergio A. Rosales-Corral,
Ana Coto-Montes, Jose Antonio Boga, and Jerry Vriend

Introduction

Some system-wide functions/aspects of melatonin were identified decades ago, e.g.,
regulation of seasonal reproduction [51, 200, 201], photoperiodic control of pineal
melatonin synthesis [122, 227], sleep initiation [31, 117], antioxidant actions
[67, 197], circadian rhythm modulation [208, 279], cancer inhibition [27, 86, 163],
etc. These aspects of melatonin are generally well known by the scientists working in
the field, although the detailed mechanisms of these actions, in most cases, require
further clarification. These functions are not discussed in detail in the current review,
but they may be mentioned when they are germane to the discussion. Also, the
functions of melatonin in plants [18, 61, 62, 194] are not considered even though
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many of those actions have been widely investigated in recent years and these
studies reveal that the actions of melatonin in plants are equally ubiquitous as its
functions in animals.

What is briefly reviewed herein are some of the actions of melatonin at the
cellular and subcellular levels that have implications for the more generalized
processes mentioned (Fig. 1). Given the critical role of mitochondria in normal
and pathological cellular function, the localization of melatonin in this organelle has
broad implications for organ health and organismal well-being. For example, apo-
ptosis and autophagy are important cellular processes that determine tissue architec-
ture and organ physiology. Additional processes considered in this review are the
role of melatonin in the regulation of epigenetics and of ubiquitin and proteasomal
function. Finally, excessive deposits of collagen and extracellular matrix, accumu-
lations collectively referred to as fibrosis, is a reflection of dysregulated cellular
function which has severe negative consequences in a number of organs required for
survival. This article by no means exhausts the large number of interactions mela-
tonin has at the subcellular level.

Fig. 1 Some of the identified systemic and cellular actions of endogenously-produced or
exogenously-administered melatonin. There are other defined actions of melatonin that are not
represented in this figure. The cellular actions illustrated are those considered in the current review.
ECM ¼ extracellular matrix
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Mitochondrial Physiology

Mitochondria are double membrane-bound subcellular organelles which house the
biochemical machinery for oxidative phosphorylation and energy, i.e., ATP, pro-
duction. This pathway is located in the convoluted inner mitochondrial membrane
whose molecular heritage includes the outer membrane of bacteria which, 2.5–1.5
billion years ago, were ingested by early eukaryotic cells in the process referred to as
endosymbiosis. There are estimated to be thousands of mitochondria in every cell
with cells that have a higher energy requirements, e.g., cardiomyocytes, being
especially rich in this organelle.

An association of melatonin with mitochondrial physiology has been repeatedly
confirmed within the last two decades although the molecular mechanisms by which
melatonin accomplishes these tasks still require extensive investigation (Fig. 2).
What was initially reported was that melatonin preserved the activities of mitochon-
drial complex I and IV in rats treated with the mitochondrial toxin, ruthenium red
[153]; this toxin hinders the function of the mitochondrial Ca2+ uniporter which
leads to the excessive production of damaging free radicals in these organelles.
When toxin-treated animals were also given melatonin, but not when they were
treated with either vitamin E or vitamin C, the activities of the complexes were
preserved; the toxin in this case was t-butyl hydroperoxide [154]. While the con-
served mitochondrial function was consistent with melatonin’s discovery as an
antioxidant [187], the failure of vitamin C or E, molecules which also function as
radical scavengers, is left unexplained. Perhaps the vitamins did not localize in
sufficient amounts in the mitochondria to combat the large amounts of free radicals
produced.

Findings reported by Martin et al. [153, 154] were the first that implied that
melatonin may have a particular affinity for mitochondria, findings that were later
verified (see below). The damage inflicted on the mitochondrial respiratory chain by
toxin exposure was also reflected in the lowered ATP levels, an action also overcome
by melatonin [155]. Shortly after the studies of Martin et al. [153–155], Okatani et al.
[173, 174] also verified the beneficial actions on mitochondrial physiology by
reporting that melatonin protects against hepatic mitochondrial injury due to
ischemia-reperfusion and the deterioration that normally occurs in old mice.

Simultaneous with these studies, melatonin was reported to protect neural mito-
chondrial oxidative phosphorylation from other toxin exposures including 1-methyl-
4-phenylpyrimidine [1], 6-hydroxydopamine [49], and kainic acid [50]. These data
further solidified the speculation that melatonin had high relevance to mitochondrial
function.

The ability of melatonin to maintain mitochondrial respiratory chain function and
ATP synthesis under conditions of hypoxia-reoxygenation and after mitochondria-
targeted toxin exposure indicated that melatonin enters these organelles in sufficient
amounts to counteract these caustic circumstances. That melatonin can quickly gain
access to mitochondria was immunocytochemically verified by Jou et al.
[109]. When rat brain astrocytes were incubated in medium containing the oxidizing
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agent, H2O2, their mitochondria quickly exhibited intense fluorescence due to ROS
generation. However, when mitochondria were incubated with H2O2 and melatonin,
the extreme mitochondrial fluorescent reaction that was associated with H2O2 only
was quenched. Like Martin et al. [154], Jou and co-workers [109] also found that
vitamin E was significantly less effective than melatonin in reducing ROS-mediated
mitochondrial fluorescence. The differences in the efficacies of melatonin versus
vitamin E at the mitochondrial level were also apparent when the apoptotic indices of

Fig. 2 This figure illustrates the facilitated transport of melatonin into mitochondria via the
oligopeptide transporters, PEPT1 and PEPT2. The synthesis of melatonin in the mitochondrial
matrix is also shown, a pathway that is aided by the ready availability of acetyl coenzyme A (acetyl
CoA); acetyl CoA is a co-factor for the activity of the acetyltransferase enzyme (SNAT/AANAT).
Locally-produced melatonin may diffuse out of the mitochondria and interact with melatonin
membrane receptors (MT1/MT2) on the outer mitochondrial membrane (OMM). By means of
this action, melatonin may regulate cytochrome c release and subsequent caspase activation. Within
mitochondria, melatonin scavenges reactive oxygen species and stimulates the antioxidative
enzyme, superoxide dismutase 2 (SOD2), a pathway that involves SIRT3 and FOXO3a. Also,
melatonin protects against the deterioration of oxidative phosphorylation (CI- CV) and enhances
ATP production. By reducing mitochondrial oxidation dyshomeostasis, melatonin reduces the
oxidation of cardiolipin and limits cytochrome c release. Melatonin also regulates the opening of
the mitochondria transition pore directly and via an action on uncoupling protein (UCP). For many
of these functions, additional data are required before these actions can be identified as being
definitive. IMM ¼ inner mitochondrial membrane; IMS ¼ intermembrane space; OMM ¼ outer
mitochondrial membrane; Try ¼ tryptophan; 5OHTry ¼ 5- hydroxytryptophan; 5-HT ¼ serotonin;
NAS ¼ N-acetylserotonin. Other details can be found in the text
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the astrocytes were compared; thus, melatonin was more efficacious in limiting
mitochondrial-mediated apoptosis than was vitamin E. Jou et al. [110, 111] extended
the evidence related to the functional preservation of mitochondria when they found
that intracellular calcium dysregulation, mitochondrial transition pore opening,
cardiolipin depletion and, cytochrome c release were attenuated in astrocytes chal-
lenged by oxidizing situations but not when treated with melatonin.

Biochemically, Maity et al. [149] and Zavodnik et al. [278] also reported that
mitochondrial physiology of both gastric mucosal cells and hepatocytes, respec-
tively, were maintained by treatment of animals with melatonin. In these studies, the
mucosal cells were protected from the commonly-used drug, indomethacin, while
the liver cells functioned normally in diabetic animals. Both of these toxicities are
common in humans, so the findings have clear clinical relevance.

While it was well established that a number of tissues, in addition to the pineal
gland, produce melatonin [4], the evidence remained circumstantial that the
indoleamine was actually present in mitochondria. In 2012, Venegas et al. [256]
were the first to estimate radioimmunoassayable levels in several compartments of
fractionated neural and liver cells. Contrary to expectations, they observed very wide
differences in the melatonin concentrations in different portions of the cells. In
general, nuclear and cytosolic levels were low while mitochondrial measurements
showed they were more than 10 times higher than in the other two compartments.
This finding is strongly supportive of the involvement of melatonin with mitochon-
drial physiology.

Also of interest is that the concentrations of melatonin in different compartments
did not vary over a 24-hour light:dark cycle (as do pineal and blood levels) and
surgical removal of the pineal gland did not alter melatonin concentrations in any
portion of the cells, except for the membrane fraction where melatonin levels
actually increased. In addition to indicating the high likelihood of the importance
of melatonin in mitochondrial physiology, it leaves in doubt, an answer to the
question: what constitutes a physiological level of melatonin? [193]. The answer
to this question is confounded because within subcellular organelles, melatonin
levels vary widely and likewise, the concentrations of melatonin in different body
fluids are greatly different.

The seemingly special association of melatonin with mitochondria [3, 195, 196]
prompted an examination of the evolutionary heritage of this widely-distributed
indoleamine. In 1995, Manchester et al. [150] had reported that a bacterium
(Rhodospirillum rubrum) contained immunoreactive melatonin. Considering this
finding and the alleged origin of both chloroplasts and mitochondria from bacteria
that were ingested as food by early eukaryotes (Endosymbiotic Theory), we [244]
proposed that melatonin initially evolved in bacteria several billion years ago and
when they were ingested and developed into mitochondria in eukaryotes, they
retained their melatonin-forming ability.

This hypothesis has now been supported by the reports of He et al. [82] and Suofu
et al. [233]. He et al. [82] showed that when isolated mouse oocyte mitochondria
were incubated in medium containing the necessary precursor, serotonin, melatonin
levels increased quickly in both the mitochondria and in the incubation medium. In
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the absence of available serotonin, no melatonin was formed. Meanwhile, Suofu
et al. [233] approached the issue in a different manner by identifying the enzymes
that synthesize melatonin from serotonin [35], i.e., N-acetyltransferase and
acetylserotonin methyltransferase, in non-synaptosomal neural cell mitochondria.
As with He et al. [82], when they incubated neurally-derived mitochondria with
serotonin, these organelles formed melatonin and melatonin metabolites. Unlike
melatonin production in the pineal gland, brain mitochondria did not exhibit a day:
night rhythm in mitochondria consistent with the findings of Venegas et al.
[256]. Based on the results of these two studies, it seems apparent that mitochondria
have the necessary enzymes to synthesize their own melatonin.

Melatonin produced in these subcellular organelles is not released into the
systemic circulation in any significant amounts; it, however, may be released from
cells to mediate autocrine and paracrine actions. Additionally, mitochondria-
produced melatonin likely acts as an antioxidant in these structures, since they are
major sites of free radical generation. The antioxidant functions could be achieved
by direct radical scavenging [77] and/or by stimulating antioxidant enzymes [198].

In addition to its presumed local synthesis in mitochondria of all cells, exoge-
nously- administered melatonin is also quickly extracted from the blood and distrib-
uted to mitochondria especially but also to other organelles (membranes, cytosol and
nuclei) in cardiomyocytes [6]. The subcellular uptake was dose-dependent with the
mitochondria and nuclei concentrating melatonin most rapidly after its peripheral
administration; however, the melatonin concentrations in the mitochondria were
about tenfold higher than those in the nuclei.

How melatonin gains access to cells and subcellular compartments has been
extensively debated [161, 162]. Several options have been considered. Being highly
lipid soluble, melatonin could presumably simply passively diffuse through cell
membranes. Alternatively, it was recently suggested that melatonin is actively
transferred into cells through the glucose transporter, GLUT1 [84]. Huo et al.
[101] proposed that the uptake of melatonin by cells and by mitochondria is a
facilitated process that involves the oligopeptide transporters, PEPT1 and PEPT2.
These transporters exist in both the membrane and mitochondria of the cells (human
cancer cells) that were tested. Thus, at this point there are at least three options to
explain the uptake and differential intracellular distribution of melatonin.

The high concentrations of melatonin in mitochondria is very fortuitous consid-
ering these organelles are major sources of damaging ROS and melatonin is a potent
direct free radical scavenger [243] and indirect antioxidant (stimulation of antioxi-
dant enzymes) [198, 205]. Even when compared with synthetically-modified anti-
oxidants, i.e., Mito E and Mito Q, which concentrate in the mitochondria up to
500-fold over that of unaltered vitamin E or coenzyme Q10, at equimolar concen-
trations melatonin was still more effective in preserving cellular and mitochondrial
physiology [144].

Melatonin obviously has numerous essential functions in mitochondria which are
critical to the optimal functioning of these organelles (Fig. 2) and, therefore, cells/
organs as a whole. It is speculated that, as with pineal melatonin production, its
synthesis in mitochondria of extrapineal tissues also wanes with age [210]. Several
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recent reviews summarize the absolute importance of optimally-preserved mitochon-
drial functions, all of which are maintained in some manner by melatonin [5, 79, 180,
188, 268].

Autophagy

Autophagy is a self-degradative process which, under basal conditions, allows cells
to remove misfolded proteins and damaged organelles. Starvation, growth factor
deprivation, hypoxia, oxidation of critical molecules, protein aggregation, DNA
damage or infection by intracellular pathogens are some of the conditions of cellular
stress, which can induce autophagy.

This is a complex process including several sequential steps at molecular and
cellular levels. The first step is the formation of a double membrane structure, the
phagophore, which is generated de novo from plasma membrane-derived endocytic
organelles such as endoplasmic reticulum or Golgi apparatus. This involves the
mediation of ULK1/FIP200/ATG101/ATG13 protein kinase and VPS34/beclin1/
VPS15/ATG14 lipid kinase complexes. Both complexes induce the formation of the
ATG5/ATG12/ATG16L1 complex (formed with the help of Atg7 and Atg10), which
promotes the elongation of the phagophore engulfing a portion of the cytosol or
specific cargoes (proteins, lipids, organelles), forming a double-membrane-bound
vacuole called the autophagosome. Aided by Atg3 and Atg7, these complexes
facilitate the addition of a phosphatidylethanolamine group to the cytosolic form
of mammalian LC3 homologues (LC3A, LC3B, LC3C, Gabarap, Gabarap-L1, and
Gabarap-L2), which is referred to as the LC3-I to LC3- II conversion. The lipid-
bound form of LC3 homologues is then recruited to the autophagosome, which fuses
with a lysosome, forming a single-membrane-bound vesicle termed the
autolysosome. Several lysosomal membrane proteins (GTPase RAB7, LAMP1,
LAMP2, as well as SNARE proteins, such as syntaxin 17 and SNAP29) degraded
the contents with the aid of another beclin1/VPS34 complex, where the UV radiation
resistance-associated gene (UVRAG), rather than Atg14, is required [129].

The basal level of autophagy is required to control protein conformation and
maintenance of cell homeostasis and survival. Nevertheless, depending on the stress
and cell types, autophagy plays a dual role either as pro-survival or as pro-death
event. Autophagy participates in many cellular and physiological responses. Several
studies have shown that some of these responses can be modulated by melatonin.

Autophagy plays an important role in initiation and progression of neurodegen-
erative diseases since they are characterized by the misfolding and aggregation of
cellular proteins, which must be eliminated or they may become toxic. The protec-
tive role of melatonin in the regulation of autophagy has been reported in several of
neurodegenerative diseases. Parkinson disease is characterized by the aggregation of
α-synuclein in dopaminergic neurons causing gradual degeneration of certain brain
regions. The protective role of melatonin via autophagic processes in experimental
models of Parkinson disease has been reported [2]. Thus, the exposure of glial cell
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type C6 or mouse striatal cells to 1-methyl-4- phenyl-1, 2, 3, 6-tetrahydropyridine
(MPTP) provokes in increase of LC3-II, mediated by upregulation of the cyclin-
dependent kinase 5 (CDK5), inducing α-synuclein aggregation, which is reduced by
pretreatment of mice with melatonin [230]. Rotenone, a Parkinson disease inducer,
promoted autophagic cell death mediated by Bax and Omi release into the cyto-
plasm. A decrease in the expression of Bax and a drop in the release of Omi into the
cytoplasm, as well as reduced cell death, was observed in Hela cells pre-treated with
melatonin [288]. Another Parkinson disease inducer, kainic acid, increased
α-synuclein and the level of LC3-II and promoted neuronal loss in the hippocampus
of mice. Melatonin enhanced α-synuclein ubiquitination and reduced LC3-II,
cathepsin B and lysosomal-associated membrane protein 2 (LAMP-2) [36].

Autophagy plays a crucial role in the neural damage induced by several neuro-
toxic agents, such as arsenite and cadmium. In these conditions, melatonin exhibited
neuroprotective effects by regulating autophagy. Thus, melatonin inhibited arsenite-
induced autophagy and autolysosome formation in rat primary cultured cortical
neurons [247]. Also, the reduced autophagosome-lysosome fusion and inhibition
of lysosomal function triggered by cadmium intake is reversed by treatment with
melatonin in mouse neuroblastoma cells [138, 139]. Oxaliplatin, which is a chemo-
therapeutic agent widely used in the treatment of different cancers, induces neurop-
athy as a secondary effect. Oxaliplatin-treated rats showed impaired autophagy with
basal levels of LC3A/3B-I and II, beclin, Atg3, Atg5, and Atg7 being attenuated in
the sciatic nerve and dorsal root ganglia. An increase of these autophagic proteins
was observed in melatonin-treated rats [17].

Glioblastoma multiforme is an aggressive tumor with a high mortality rate.
Melatonin elevated LC3-II and induced progressive accumulation of
autophagosome vacuoles via Akt activation in treated glioblastoma-initiating cells
(GICs) [156].

While a basal autophagy rate has a protective effect during heart failure, ischemic
cardiomyopathy, and cardiac hypertrophy, excessive autophagy promotes cardiac
atrophy [176]. Diabetic cardiomyopathy is considered a major cause of heart failure.
In melatonin-treated diabetic animals, adverse left ventricle remodeling was allevi-
ated and cardiac dysfunction was reduced by enhanced Sirt1 expression and reduc-
tion of Mst1, which have pivotal roles in autophagy induction [281–283]. Chronic
intermittent hypoxia (CIH), which occurs during obstructive sleep apnea syndrome
(OSAS), causes multiple cardiovascular disorders such as coronary heart disease,
hypertension and myocardial hypertrophy [72]. A higher LC3II/I ratio and greater
Beclin1 expression in myocardial tissue of rats with CIH-induced myocardial
hypertrophy suggest an increased autophagic response. Administration of melatonin
induced additional autophagy via activation of AMPK, thereby having a protective
effect in CIH rats [269]. Doxorubicin (DXR), which is an important chemothera-
peutic agent, causes cardiotoxicity as a major side effect. Increased autophagy,
which is upregulated during DXR-induced cardiotoxicity, is concomitant with a
lower cell death [224]. The deteriorative effects of DXR on mitochondria are
reduced by melatonin in an experimental model of cardiorenal syndrome; in this
situation, melatonin reversed the drop in ATP production and inhibited cytochrome c
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release from mitochondria. It appears that melatonin has significant protective effect
by modulating mitophagy, a process that removes damaged mitochondria through
autophagy [42].

The potential benefit of melatonin on the gastrointestinal system due to the
regulation of autophagy has been examined. The liver, which is the main organ for
detoxification of hazard agents, is often dysregulated by toxic agents such as
cadmium. Mitochondrial loss, cellular energy mitigation and cell death are a conse-
quence of cadmium-induced hepatotoxicity resulting from excessive autophagy.
Melatonin reduced mitochondrial reactive oxygen species (ROS) and subsequently
lowered autophagy and cell death in HepG2 cells by activation of SIRT3-SOD2
signaling [186].

Carbon tetrachloride (CCL4) has been used to induce experimental hepatic
fibrosis, which is overly exuberant wound healing in which excessive connective
tissue accumulates in the liver. The rise in beclin1, Atg12, Atg5, and Atg16L1
mRNA levels observed in CCL4- induced hepatic fibrosis are reversed in
melatonin-treated mice [212].

A diet rich in energy together with a sedentary life style contributes to obesity,
which has become a common problem in developed countries. Fatty liver disease in
a range of conditions caused by a build-up of fat in the liver, frequently found in
obese subjects. The role of melatonin as a regulator of autophagy in obesity has been
studied in the liver of obese, leptin-deficient mutant mice (ob/ob mice). One report
claimed these animals had downregulated autophagy, which was enhanced by
melatonin treatment associated with a decline in beclin1 and a rise in p62 [52].

Several studies have documented a role of melatonin in several gastrointestinal
tumors. Thus, in HepG2 cells, which were derived from a male in a hepatocellular
carcinoma, melatonin induced autophagy through activation of JNK but not mTOR
[175]. In human colorectal cancer cells (HCT116 cells), melatonin treatment acti-
vated both autophagy and apoptosis by upregulation of both pro-apoptotic Bax and
Bcl-xL [93]. Colorectal cancer (CRC) that develops in patients in inflammatory
bowel disease is known as colitis- associated colorectal cancer (CAC); a model of
this cancer type in mice uses 1, 2- dimethylhydrazine dihydrochloride administra-
tion. In this animal model, melatonin reduced CAC-induced autophagy as revealed
by the expression pattern of various autophagy markers such as beclin1, LC3B-II/
LC3B-I ratio and p62 [252]. Melatonin also induces the autophagic pathway in
tongue squamous cell carcinoma cell line, Cal 27, as evidenced by the upregulation
of LC3-II and downregulation of SQSTM1/P62 [61]. Valproic acid (VA) inhibits
invasiveness of bladder cancer. When combined with melatonin, VA exhibits
enhanced autophagy by triggering several autophagic genes including Beclin1,
Atg3 and Atg5 [143]. Collectively, the results support the use of melatonin as a
chemotherapeutic in the treatment of these tumors of the gastrointestinal system due
to their ability to enhance cancer cell autophagy.

Melatonin plays various modulatory roles in cellular physiology. For example,
autophagy is necessary for the preservation of normal morphology, cell mass, and
function of pancreatic β cells. AR42J cells, derived initially from a transplantable
tumor of a rat exocrine pancreas and used as a model of acute pancreatitis, showed an
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increased autophagy via endoplasmic reticulum stress. Melatonin enhanced
autophagy in this experimental model [38].

Human fetal osteoblastic (hFOB1.19) cells are used as model of osteoporosis. An
increase in glucose in these cells promoted autophagy, which was reduced by
melatonin through inhibition of the ERK pathway.

The Harderian gland cells of the Syrian hamster are exposed to elevated oxidative
stress because of their high content of porphyrins. To maintain the function of these
glands, many of these cells exhibit autophagic processes. In these cells, melatonin
reduced the destructive effects of free radicals via different mechanisms including
amelioration of detachment-induced autophagic cell death [255].

Melatonin has beneficial effects on the maturation of oocytes by induction of
autophagy and enhancing the expression of a number of genes including ATG7 and
beclin1, as seen in pig oocytes and cumulus cells [39].

Autophagy can also be induced during different stages of an infection. Although
autophagy can limit the cytopathic effect of pathogens and the pathological conse-
quences via a cellular process referred to as xenophagy, some cells have developed
strategies to directly or indirectly subvert autophagy in order to promote different
stages of the cell cycle.

Vibrio vulnificus hemolysin (VvhA) induces apoptosis and autophagy in human
intestinal epithelial (HCT116) cells. Melatonin inhibited JNK-mediated phosphory-
lation of Bcl-2 responsible for the release of Beclin1 and Atg5 expression, thereby
blocking VvhA -mediated apoptotic and autophagic cell death [134].

Rabbit hemorrhagic disease virus (RHDV) and rabbit vesivirus (RaV), two
members of the genus Lagovirus (Family Caliciviridae), cause autophagosome and
autophagolysosome formation [211]. During RHDV-induced autophagy, increased
expression of beclin1, LC3-II/CL-I ration and Atg5-Atg12-Atg16L1 was found. A
dysfunctional autophagy with impairment of the autophagic flux was also detected, a
judgment based on a parallel rise in p62/SQSTM1 expression. A reduction of the
level of these autophagic proteins by melatonin treatment indicates a drop in the
autophagic response. Melatonin administration triggers similar mechanisms in other
RNA viruses, such as HCV, whose infection cause a similar dysfunctional
autophagy [211].

Prion proteins induce misfolding of normal cellular proteins and they are causa-
tive of several neurodegenerative diseases, such as Kuru and Creutzfeldt-Jacob
disease. Melatonin protects SH-SY5Y cells from PrP-induced neurotoxicity by
enhancing LC3-II levels and inducing autophagy [108].

Autophagy has a crucial role in homeostasis and in human diseases since it causes
cellular survival or death depending on the severity of the damage. Several studies
have reported that melatonin either promotes or suppresses autophagy, which
implies that melatonin can balance the autophagic process. It is clearly established
that melatonin’s actions are context specific; these differential actions explain its
beneficial effects and support the use of this molecule as a potential therapy for
management of certain diseases (Fig. 3) where autophagy plays an important role.
This brief summary elaborates only at the few sites/conditions in which melatonin
has been shown to influence autophagic processes.
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Apoptosis

Cell death is a necessary part of the normal development and maturation cycle. This
process is the result of different cellular mechanisms that the cell initiates in response
to both physiological and pathological stimuli. The cellular mechanisms are mainly
encompassed by two essential processes: apoptosis and autophagy, although the
special conditions of each cell can give rise to intermediate and mixed processes that
can unleash cell death with characteristics common to both. Even a sustained and
massive loss of energy may lead to cell death, such as necrosis.

Melatonin is produced rhythmically in the pineal gland and arrhythmically in the
mitochondria of every cell. Via its membrane receptors, MT1 and MT2 [58, 142], or
after it enters cells, melatonin modifies cell processes in a variety of ways to mediate
cell death. These modifications, although they are usually intimately related to
oxidative stress, are dependent on cell and tissue type and on the specific conditions
in which they are found. Detailed studies have clarified some of the mechanisms
involved in apoptosis as well as the similarities and differences that exist between the
variations in programmed cell death.

Apoptosis of a cell induces a series of changes including cell shrinkage, blebbing
of the plasma membrane, maintenance of organelle integrity, condensation and
fragmentation of DNA, and eventually, ordered removal of the cell by phagocytes
[118]. The triggering processes for apoptosis, extrinsic or receptor-mediated and
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intrinsic or mitochondria-mediated pathways, are complex and are partially known
[185]. Recent evidence shows non- apoptotic roles for many usual effectors of the
apoptotic signaling pathways. Thus, caspase 2, one of the best known molecules
related to the triggering of apoptosis, is also involved in cell cycle regulation and
DNA repair [254]. These new discoveries have complicated the understanding of the
regulation of apoptosis.

Apoptotic events are highly regulated by the Bcl-2 family of proteins, which
shares homology among the four common Bcl-2 domains. This family includes anti-
apoptotic proteins including Bcl-2, Bcl-XL and Mcl-1, that possess all the four
(BH) domains and act on mitochondria [29], endoplasmic reticulum and/or the
nucleus [45]. The relationship that these proteins establish with free radicals has
been identified and they have common actions on mitochondria [37]. Pro-apoptotic
proteins are also included in Bcl-2 family. These proteins contain BH domains 1, 2,
3, unlike the anti- apoptotic proteins. The pro-apoptotic proteins include Bax and
Bak which are related to the BH3-only proteins, i.e., Bim, Bad, Bmf, Noxa and
Puma [95]. They function primarily to neutralize the anti-apoptotic proteins by
sequestration and creation of heterodimers [103].

The influence of reactive oxygen species (ROS) on cell death signaling is
twofold. Exposure of cells to a pro-oxidant state induces oxidation of caspases that
prevent cells from undergoing apoptosis [44, 184]. Elevated intracellular ROS, e.g.,
H2O2, levels cause cytoplasmic acidification that influences the conformational
status of proteins of the Bcl-2 family, resulting in their activation and facilitating
the release of apoptosis amplification factors from the mitochondrial intermembrane
space [7, 87]. This dual effect of ROS on apoptosis suggests an explanation of the
actions of melatonin on the programmed cell death type since a major function of
melatonin is as an antioxidant. However, melatonin’s pleiotropic actions also make it
difficult to identify the specific mechanisms by which melatonin acts on apoptosis.
Herein, some of the multiple processes by which melatonin modulates apoptosis are
considered.

Melatonin has multiple means by which it modifies and/or regulates apoptosis in
both cancer and in normal cells. Melatonin’s actions in these cell types are opposite
to one another; it is pro-apoptotic in cancer cells and anti-apoptotic in normal cells.
The mechanisms of these differential actions are still to be clarified.

Although melatonin typically exerts beneficial effects on cells, its action, via its
receptors, due to its antioxidant properties or by alternative mechanisms, may vary
depending on the tissue studied and on the melatonin dose used. Thus, melatonin
alleviates liver damage by reducing mitochondrial dysfunction resulting from oxi-
dative damage which is hyperglycemia- induced [125, 126]. Similarly, melatonin
reduces oxidative stress and hepatic apoptosis promoted by ethanol administration
[165, 177]. In both cases, scavenging of ROS may be the major explanation for its
anti-apoptotic effects. Moreover, melatonin is also efficient in the prevention of
apoptosis by acting through its MT2 membrane receptor [218] in bile duct-ligated
young rats or inhibiting endoplasmic reticulum stress, a process that often induces
apoptosis [53] in leptin-deficient mice. Similar mechanisms of protection are shown
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when melatonin reverses bone loss due to its antioxidant actions that prevent anti-
apoptotic events [147].

Osteoporosis and several other diseases increase in prevalence with age, simul-
taneous with the age-related drop in peak nocturnal melatonin secretion. Several
articles have confirmed that this coincidence is not accidental, with the loss of
melatonin being related to aggravation or an increase in the incidence of the ailment
[13, 169]. Thus, during aging, the drop in the nocturnal melatonin peak is associated
with a rise in bone resorption, suggesting that melatonin may act as an endogenous
osteoclast inhibitor [178]. Melatonin has been shown to limit bone resorption by
limiting osteoclastogenesis [88, 127]. Since the osteoclastic actions involve apopto-
sis, melatonin indirectly inhibits cell death [152].

Heart failure is also a multifactorial syndrome that increases in prevalence with
age [169]. Heart failure involves cardiomyocyte apoptosis; this is a major physio-
pathological feature and melatonin reverses it [56, 167, 179, 281–283]. In mouse
models of post-infarction damage, melatonin reduces apoptosis through Mst1/Sirt1
signaling [98]. In a diabetic model, melatonin lowers apoptosis by modulating the
related proteins [11]. Zhang and coworkers, in the same model, also observed a drop
in apoptosis by after melatonin administration, while also conserving mitochondrial
integrity and biogenesis [281–283]. The improved mitochondrial efficiency would
have a direct impact on the inhibition of the intrinsic pathway of apoptosis.

Another means has been recently described by which melatonin modulates, and
finally inhibits, apoptosis [114]. This mechanism involves neither membrane recep-
tors (MT1, MT2) nor melatonin’s antioxidant effect. This action involves the
ubiquitination of target proteins in the apoptosis pathway, which is a usual mecha-
nism that reduces Bcl-2 proteins and regulates apoptosis [264]. In porcine granulosa
cells, melatonin limits BimEL, ubiquitinating it so it can be degraded by the
proteasome [114]. This latter action not only identifies a new action of melatonin,
but also may help to explain the differential behavior of melatonin in normal cells
and cancer cells. In cancer cells, melatonin has been described as a potent
proteasome inhibitor [258, 259]. Although many of the studies that show an inhib-
itory role of melatonin on apoptosis in normal cells may lack detailed mechanisms,
the anti-apoptotic effect of melatonin deserves to be studied in greater detail con-
sidering the significant therapeutic repercussions that its use would imply.

The brain is highly sensitive to oxidative stress because it consumes a large
amount of oxygen and generates more ROS than most other tissues. Moreover, it
is rich in easily-oxidizable polyunsaturated fatty acids and endowed with relatively
low levels of endogenous antioxidants [147, 191]. This makes it a clear target in
which to examine the role of antioxidants on apoptosis. Melatonin has been shown in
multiple studies to be a highly effective neuroprotective agent not only in neurode-
generative diseases [206, 266, 281–283], but also after brain injury [147]. These
protective actions are related to the functions of melatonin as an antioxidant and anti-
apoptotic actions. In mice, melatonin may protect against ischemic stroke via an
action on MT2 receptors [40]. During brain ischemia-reperfusion, melatonin reduces
upregulation of Nox2 and Nox4 expression, enhancing its anti-apoptotic capacity
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[137]. Anti-apoptotic actions of melatonin, mediated by membrane receptors, are not
confined to brain damage but also have been observed under neurobehavioral
dysfunctions [265, 280].

Melatonin also reduces deleterious apoptotic processes in the central nervous
system because of its ability to limit the activity of calpains either directly or by
increasing the activity of calpastatin, a major inhibitor of calpains [241]. After spinal
cord injury, an increased concentration of Ca2+ induces an activation of the calpains.
Caspase-3 together with the calpains, causes the death of the neurons by apoptosis
[15]. Melatonin administration reduces calpain gene expression, caspase-3 activity
and, thereby, neuronal death in animals with spinal cord injury [209]. Methamphet-
amine is a neurotoxic molecule that causes neuronal apoptosis and activates glial
cells in the central nervous system. It functions to reduce cell viability by depleting
calpastatin levels which upregulate calpains and caspases [241]. Melatonin reverses
the depletion of calpastatin and improves mitochondrial dysfunction thereby lower-
ing cell death by reducing apoptosis [234, 235]. A similar effect of melatonin is
observed during dexamethasone- induced neurotoxicity [236].

Stem cells are undifferentiated cells that can transform into multiple cell types.
Stem cells are classified into several categories: totipotent stem cells which can give
rise to any cell type; pluripotent stem cells, which differentiate into many tissue cell
types, but not into a functional organism, and multipotent stem cells which can
differentiate into a limited number of tissues. Stem cells have a huge therapeutic
potential in a variety of diseases and they become essential to repair and regenerate
damaged tissues or organs. However, the low survival rate of engrafted stem cells
remains an important obstacle for stem cell therapy. It is essential to identify
molecules capable of reducing cell death of stem cells and recent advances have
indicated melatonin may be one such molecule.

Due to the antioxidant action of melatonin, it readily controls oxidative stress in
stem cells [281–283] as in differentiated cells as described above. Apoptosis induced
by oxidative stress is negated by melatonin since it directly neutralizes ROS [253] or
indirectly removes them by the activation of antioxidant enzymes [65]. In the case of
stem cells, it is noted that melatonin does not block the differentiation capacity of
these cells by reducing free radicals; this is important since the increase in free
radicals is a usual signal that leads to differentiation. Some authors, however,
emphasize that “melatonin might abolish redundant free radicals” [65]. In fact,
melatonin is not a differentiation- blocking agent, but is, instead, able to promote
differentiation as several authors have noted [181, 245].

The role of melatonin as anti-apoptotic protector in toti- or pluripotent stem cells
is tissue-dependent; as a consequence, caution should be exercised in extrapolating
molecular mechanisms discovered in one cell type to other stem cells. In human
hexokinase 2 (HK2) cells, an immortalized proximal tubule epithelial cell line,
melatonin counteracts the deleterious effects of cisplatin, inducing its anti-apoptotic
actions [281–283]. Only a few reports have identified the intermediate events in this
process. ERK, through a melatonin receptor- independent process, seems to be
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involved [145, 249]. Also, the regulation of expression BAX/Bcl-2 ratio and dis-
ruption of mitochondrial membrane potential have been observed [266]. MT1 and
MT2 melatonin membrane-receptor may not be related to these anti-apoptotic effects
of melatonin in different types of stem cells. Clearly, additional detailed reports
related to the cellular mechanisms by which melatonin modulates apoptosis during
stem cell-based therapy are required.

Considering the ubiquitous and essential nature of programmed cell death, it has
implications to many normal developmental processes and is surely important in a
variety of pathophysiological conditions. Many of these actions are summarized in
Fig. 4 with an indication of their clinical relevance.

Fig. 4 This figure depicts some of the targets of melatonin to prevent apoptosis in normal cells.
Three major action pathways have been described: through its membrane receptors MT1 and MT2,
as a direct antioxidant and/or promoting ubiquitination. The first two act by performance optimi-
zation of essential organelles such as the endoplasmic reticulum and the unfolded protein response
(UPR) and improving the mitochondrial physiology. The third one leads to protein destruction
through the proteasome. In a potential minor pathway, melatonin directly acts on molecules
involved in apoptosis, such as calpains and calpastatins that regulate apoptosis due to its action
on caspases, or on proteins located in the mitochondria, favoring an increase of mitochondrial
efficiency and reducing free radicals production
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Ubiquitin-Proteasome System

We recently suggested a likely relationship between melatonin, ubiquitin and the
proteasome [258, 259]. A fairly well documented connection between melatonin and
the ubiquitin-proteasome system (UPS) in the modulation of the synthesis and
degradation of the rate limiting enzyme involved in melatonin production,
AANAT (arylalkylamine N- acetyltransferase), by ubiquitin ligases in the pineal
gland has been documented [120]. The regulation of AANAT synthesis in the pineal
gland by its adrenergic innervation and the cAMP/PKA pathway has been described
in detail [89, 120, 121]. These investigations reported the rapid decrease in AANAT
protein induced by L-propranolol was blocked by proteasome inhibitors [68]. They
concluded that the rapid drop in AANAT protein and AANAT activity induced by
light exposure or propranolol administration was due to proteasomal degradation of
AANAT. Additional data documenting a rise in AANAT in the pineal gland after
administration of proteasome inhibitors was reported by Huang et al. [100]. These
investigators also pointed out that stabilization of AANAT protein was regulated by
phosphorylation and by interaction with a 14-3-3 protein.

The role of proteasome inhibitors on the synthesis of AANAT was also investi-
gated. Ho et al. reported two different effects of proteasome inhibitors, an increase in
norepinephrine (NE) stimulated AANAT protein in rat pinealocytes, but a reduction
in AANAT transcription if the inhibitor was administered prior to stimulation with
NE [90, 248]. Schomerus et al. [213] observed that, in bovine pinealocytes, there
was little variation in AANAT transcription and proteasomal destruction of AANAT
was more important than transcriptional regulation of AANAT.

The above-mentioned studies did not identify specific ubiquitin ligases or specific
deubiquitinases regulating the transcription of AANAT or those modulating its
destruction by the proteasome. Based on studies of the ubiquitin ligase Praja2,
Lignitto et al. [140] found that Praja2 interacts directly with the regulatory compo-
nent of PKA. Based on this data, Vriend et al. [263] included Praja2 in a model of
AANAT control in the pineal gland. Considering the complexity of control mech-
anisms of AANAT, it is reasonable to speculate that more than one ubiquitin ligase is
involved in regulation of AANAT degradation and transcription. Since CREB is a
transcription factor involved in the transcription of AANAT [223, 257] the ubiquitin
ligase CREBBP (CREB binding protein) would be a reasonable protein to investi-
gate for its potential in regulating AANAT transcription. It was first isolated as a
protein that binds to the transcription factor CREB (cAMP response element binding
protein) [41]. The p65 component of NF-kB is reported to bind to CREBBP (aka
CBP) [271].

The number of similarities between the actions of proteasome inhibitors and the
actions of melatonin have been noted [258, 259]. Both are reported to have anti-
inflammatory activity mediated by inhibition of NF-kB activation and DNA binding-
activity [96, 99]; both upregulate antioxidant enzymes under conditions of oxidative
stress [275] and stimulate transcription of genes of the NRF2-antioxidant response
pathway [107, 260, 261]; both are reported as pro- apoptotic in cancer cells
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[70, 207]; both inhibit HIF-1 and VEGF [262, 267]; and, both interfere with cell
cycle regulation [102, 221]. While it cannot be assumed that melatonin and
proteasome inhibitors are equally effective, the similarities provide an interesting
model for investigating the ‘pleiotropic’ effects of melatonin administration
[221]. One explanation for the similarities of the actions of melatonin to that of
proteasome inhibitors include the possibility that melatonin itself acts as a
proteasome inhibitor or that it indirectly influences the UPS via an effect on
phosphorylation of key proteins of the UPS [258, 259]. Other explanations may
arise as research in this area develops.

Two major factors regulating the activity of proteins involved in these processes
are phosphorylation and ubiquitination. Both, for example, are required for
processing of proteins for degradation by the proteasome. Such is the case for
proteins regulating NF-kB activation.

NF-kB is a transcription factor well studied for its role in induction of proteins of
the immune response and inflammatory factors [281–283]. The NF-kB complex is
formed by various combinations of the five Rel family members, p50, p52, p65 (Rel
A), Rel B, and Rel C [158]. The most common dimer is p50/p65 (p50/RelA) and the
term NF-kB is often used as a term equivalent to p50/RelA dimer. In the canonical
NF-kB pathway the p50/RelA acts as a transcription factor after its translocation to
the nucleus. In an alternative non-canonical pathway, the p52/RelB dimer acts as a
transcription factor [92].

Proteins of the IkB family are important regulators of NF-kB, the best known
being IkBα. Cytoplasmic IkBα can rapidly prevent the translocation of p50/RelA to
the nucleus [115], and reportedly can enter the nucleus to retrieve NF-kB [16],
preventing NF-kB from interacting with DNA as a transcription factor. Phosphory-
lation and ubiquitination, however, make IkBα susceptible to proteasomal degrada-
tion, thereby activating NF-kB. Karin and Ben-Neriah [115] noted the serine/
threonine kinase, IKK, that phosphorylates IkBα as the ‘key to NF-kB activation’.
They concluded that IKK subunit, IKKβ, is required for activation of NF-kB.

At least two ubiquitin ligases are important in regulating the NF-kB pathway. A
specific ubiquitin ligase that binds to the Nf-KB/ IkBα complex was identified in
1998 by Yaron et al. [273]. It was named for its activity as an E3 ubiquitin ligase and
for its binding to phosphorylated IkBα, E3 receptor subunit of IkBα (E3RSIkBα). It
is now better known as the ubiquitin ligase β-TrCP, a ubiquitin ligase with several
additional substrates. The substrates of β-TrCP include IkBα, IkBβ, IkBε [81], p52
[12] and p105, the precursor of p50 [24]. Proteolytic processing of p105, to produce
p50, is also proteasome-dependent [91]. The NF-kB subunit RelA is likewise subject
to proteasome-dependent degradation [91].

A second ubiquitin ligase complex regulates the degradation of IKK. This
ubiquitin complex [119, 132], Keapl-Cul3-Rbx, is better known for its role in the
response to oxidative stress by regulation of NRF2 [272] and the antioxidant
response element pathway.

Thus, activation of NF-kB, and its subsequent binding to DNA, requires the
subtle dance of phosphorylation and ubiquitination of IkB and IKK. The precise role
of melatonin in this dance has not been completely determined. There are numerous
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technically convincing reports that melatonin inhibits NF-kB activation and inhibits
DNA binding of p65 under various experimental conditions [25, 43, 99, 219]. The
reports of melatonin inhibition of NFkB activation and inhibition of DNA binding
refer to the 50p/p65 (p50/RelA) form of NFkB [136, 189].

Li et al (2009) interpreted the melatonin-induced inhibition of NFkB binding to
DNA to be the result of melatonin blocking the degradation of IkBα. Further data
was obtained by two separate research groups [10, 219]. Shi et al. [219] reported that
melatonin inhibited the formation of the phosphorylated form of IkBα, but not the
non- phosphorylated from of IkBα in a cell line stimulated with lipopolysaccharide
(LPS). In a study of exercise in rats on NF-kB, Alonso et al noted that phosphory-
lated IkBα and IKK in muscle cells increased with exercise; the increase in both was
prevented by melatonin [10]. Their data suggested that melatonin inhibited degra-
dation of phosphorylated IkBα indirectly by inhibiting the activity of IKK. If IKK is
the key to NF-kB activation, as suggested by Karin and Ben-Neriah [115], it could
also be the key to understanding the mechanisms of melatonin in NF-kB activation.
Since IKKβ is a substrate of the ubiquitin ligase Keap1 complex and is responsible
for its ubiquitination [132, 250, 251], we suggest that the interaction of Keap1 and
IKK may contribute to the mechanism by which melatonin administration activates
NF-kB.

Much has been written on melatonin as an antioxidant [151, 197, 242]. One
aspect of this is that melatonin stimulates the activity of antioxidant enzymes,
including superoxide dismutase, glutathione peroxidase, heme oxygenase 1, and
NADPH:quinoneoxidoreductase [65, 198, 205]. As noted, proteasome inhibitors
also stimulate the activity of these enzymes. The components of the antioxidant
stress response have been well described. They include the Keap1 ubiquitin ligase
complex and the NRF2-antioxidant response element pathway. We reviewed the
evidence that the antioxidant action of melatonin involves the Keap1-NRF2-ARE
pathway in 2015 [260, 261]. We speculated that one possible mechanism that would
explain the stimulation of antioxidant enzymes by melatonin was inhibition of the
proteasome. While there was some evidence for this in vitro this has not been shown
to be a direct effect [182].

Oxidative stress itself can impair the functional activity of the 26S proteasome
[8]. The smaller 20S proteasome is less susceptible to such stress. It has been shown
that the 20S proteasome can degrade oxidized proteins, including SOD, indepen-
dently of ubiquitin [222]. Thus, while melatonin very likely interacts with the
KEAP2-NRF2-ARE pathway in simulating the production of antioxidant enzymes,
its precise mechanism of action has not yet been determined.

Since melatonin influences a number of proteins associated with circadian
rhythms [32], it is reasonable to investigate its possible role in regulation of clock
genes. Gatfield and Schibler [69] provided evidence that cyclic expression of Cry1
clock gene was controlled by the ubiquitin ligase FBXL3. Further evidence that
cycles of ubiquitination and deubiquitination of clock genes contributed to circadian
rhythms was reviewed by Stojkovic et al. [229]. Data supporting a role for melatonin
in regulating expression of clock genes in the hypothalamus via the UPS was
summarized in a review by Vriend and Reiter [260, 261].
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The interaction of melatonin and mitochondria was reviewed in a series of
manuscripts in the journal, Cellular and Molecular Life Sciences, in 2017. These
reviews documented melatonin transport into the mitochondria [161, 162], a role for
mitochondria in the antioxidant effect of melatonin [198–201], melatonin regulation
of the electron transport chain [79], and melatonin interaction with glutathione redox
cycling [34]; a direct action of melatonin on mitochondrial DNA has been proposed
[188]. Melatonin is also reported to enhance mitochondrial biogenesis in rats with
liver fibrosis [113] and the hepatic cells in culture [73].

The ubiquitin proteasome system could coordinate the various actions of mela-
tonin associated with the mitochondria, but there is little information available on the
topic. Lavie and co-authors estimated that 203 mitochondrial proteins were
ubiquitinated [130] including outer and inner membrane proteins. They noted that
the UPS promotes succinate dehydrogenase dependent oxygen consumption and
increases ATP, malate and citrate levels and concluded that the UPS regulates
energy metabolism in the mitochondria. The UPS also controls biogenesis of
mitochondria [28] and mitophagy [30].

The ubiquitin proteasome system also plays a role in melatonin-induced
autophagy. As noted above, Atg7 is one of the autophagic proteins influenced by
melatonin administration. Atg7 is a ubiquitin activating enzyme (an E1 enzyme)
[270]. This enzyme is found in species as diverse as Saccharmomyces cerevisiae
(yeast), Arabidopsis thaliana, a variety of invertebrates, mammals and Homo
sapiens.

Another model that is useful for studying the interaction of melatonin and the
UPS is the regulation of deiodinases, Dio2, the enzyme which converts thyroxine to
the more active thyroid hormone, triiodothyronine (T3), and Dio3, the enzyme
which deiodinates T4 and T3 to inactive metabolites. The role of ubiquitination
and deubiquitination in activation and deactivation of Dio2 is well documented
[20, 228]. Dio2 is ubiquitinated by the ubiquitin ligases WSB-1 and TEB4
(depending on the tissue) [59] and deubiquitinated by USP20 and USP33
[19]. Their control of Dio2 has been described as an on/off switch which regulates
T3 levels in various organs and tissues [55].

Melatonin injections reduced Dio2 expression [202, 274] in the hypothalamus of
the Syrian hamster. The mechanisms have not been determined. In mice, daily
melatonin injections reduced Dio2 expression but induced Dio3 expression
[71]. In the Siberian hamster a single injection of melatonin towards the end of the
light phase of the photoperiodic cycle was reported to induce Dio3 expression in the
hypothalamus and its expression increased in proportion to the number of successive
days of melatonin injection. Changes in photoperiod can also very rapidly change
the expression of Dio2 and Dio3 in hamsters [83].

In summary, there is strong evidence that melatonin administration has an impact
on the UPS. While the mechanism of this interaction is not clear, it does appear to
influence the regulation of many different proteins, particularly those with a short
half-life. The models discussed herein provide some information on the mechanism
by which melatonin interacts with the UPS. The common features of those models
are that they provide strong clues as to the mechanisms by which melatonin interacts
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with the UPS. Recently melatonin has been associated with epigenetics. A ubiquitin
ligase involved in epigenetic modification is HDAC4 [285] and there is some
evidence that melatonin influences protein levels of HDAC4 (see the section below).

Epigenetics

Epigenetic regulation is manifested as a heritable change in gene expression or
activity without any alteration in the DNA sequence. Epigenetic modifications can
be stably transmitted from a parent cell to the daughter cell (termed mitotic inher-
itance) or between generations (termed meiotic inheritance). Epigenetic changes
have been described in pregnancy and embryonic development, cancer, neurological
disorders, cardiotoxicity and hypertension, diabetes, aging and cellular senescence.

Molecular mechanisms underlying epigenetic regulation include post-
translational modification of nuclear histones by enzymes such as histone acetyl
transferases (HAT) or histone deacetylases (HDAC) or methylation of cytosine
bases in DNA by a family of DNA methyl transferases (DNMT) [123]. Non-coding
RNAs (ncRNAs), including lncRNA and miRNA, can also modulate gene expres-
sion and are considered to be epigenetic modifiers (Fig. 5). All these molecular
mechanisms allow additional control over gene expression.

Fig. 5 Molecular mechanisms underlying epigenetic regulation. (a) An octameric core of histones
(dimers of H2A, H2B, H3 and H4) forms a nucleosome. When DNA is not being transcribed, it is
tightly wound around the nucleosomes. Acetylation of lysine residues in the histones, catalyzed by
HATs, allow accessibility to RNA polymerase II. After transcription, the histones are deacetylated
and returned to a closed chromatin state. (b) Addition of methyl groups to carbon-5 position of
cytosine residues in CpG islands within the promoter or coding regions of genes alters their binding
affinity to transcription factors. Hypermethylation generally leads to gene silencing whereas
hypomethylation generally leads to gene activation (c) Non-coding RNAs (ncRNAs), including
lncRNA and miRNA, can also modulate gene expression and are considered to be epigenetic
modifiers
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Histones are basic proteins located within the nucleus; an octameric core of
histones (dimers of H2A, H2B, H3 and H4) forms a nucleosome. When DNA is
not being transcribed, it is tightly wound around the nucleosomes, preventing the
binding and initiation of transcription by RNA polymerase II. For transcription, this
“closed” chromatin structure has to be “opened” for it to be accessible; this occurs by
acetylation of lysine residues in the histones, catalyzed by HATs. Acetylated lysine
residues are recognized by protein complexes containing bromodomains that mod-
ulate chromatin architecture. When transcription is complete, acetylated lysine
residues of histone are deacetylated by HDACs, returning chromatin to a closed
state. In addition to acetylation-deacetylation, reversible methylation by histone
methyltransferases and histone demethylases, reversible phosphorylation by kinases
and phosphatases, mono- ubiquitination, sumoylation of lysine residues that inhibits
acetylation, glycosylation and ADP ribosylation are also known to occur.

DNA methylation of carbon-5 position of cytosine residues in the cytosine-
guanosine (CG)-rich sequences (referred to as “CpG islands”) within the promoter
or coding regions of genes alters their binding affinity to transcription factors,
typically resulting in repression of gene expression. DNA methyltransferase
1 (DNMT1) is the major enzyme involved in transmitting methylation patterns
during replication in adults whereas DNMT3a and DNMT3b play critical roles
during early development. DNMT3L does not have methyltransferase activity;
however, it helps DNMT3a and DNMT3b in propagation and establishment of
maternally imprinted genes. Hypermethylation generally leads to gene silencing
whereas hypomethylation generally leads to gene activation. While DNA methyla-
tion is considered to be relatively permanent, histone modification is more environ-
mentally responsive.

The enzymes involved in the biosynthesis of melatonin as well as its target
membrane receptors are modulated epigenetically [78]. In turn, melatonin can
purportedly inhibit DNMTs by inhibiting their transcription or by impeding their
function via binding to their catalytically active sites. Melatonin also appears to
induce gene expression by acetylation of histone H3; conversely, perhaps as a
negative feedback loop, it promotes the expression of HDAC3, HDAC5 and
HDAC7, leading to gene repression [217]. The most widely reported mechanism
that links melatonin to epigenetic regulation is via its induction of sirtuins (silent
information regulators), a family of seven known class III NAD + -dependent
HDACS (SIRT1 to SIRT7). In normal cells, melatonin is known to upregulate
SIRT1 expression and/or mitochondrial SIRT3 under various conditions
[23, 76]. Melatonin-mediated induction of SIRT1 expression contributes to protec-
tion from oxidative stress in ischemic models, age-related senescence, hypertension
and inflammation [78, 161, 162].

The epigenetic role of melatonin in providing protection or biological adaptation
to environmental factors that can be passed from one generation to the next via
oocytes or sperms is well-documented [105, 106]. Melatonin appears to be partic-
ularly suitable in serving as an environmental sensor [106], given that its secretion is
affected by different wavelengths of light [192], temperature [160], altitude [116]
and seasonal cycles [85]. Recent literature indicates that melatonin protects
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spermatogonial stem cells from endocrine disruptors such as bisphenol A or
diethylhexyl phthalate by maintaining histone H3K9 dimethylation and promotes
their recovery [284]. Similarly, melatonin also protects spermatogonial stem cells in
mice from hexavalent chromium, another environmental carcinogen, by preventing
trimethylation of histone H3K9 or H3K27, thereby preventing germ cell apoptosis
and maintaining fertility [148, 287]. Protective epigenetic mechanisms underlying
antioxidant defense of germ cells was demonstrated by a recent study showing
hypomethylation of SOD1, Gpx4 and Cat genes in ovine prepubertal cumulus
cells of lambs treated with melatonin that resulted in decreased apoptosis [64]. Sur-
prisingly, melatonin treatment also upregulated DNMT1, DNMT3a and DNMT3b in
ovine prepubertal cumulus cells, with the latter gene being significantly
hypomethylated [63], suggesting selective hypomethylation of the antioxidant
genes. DNMT1a expression is upregulated in melatonin-treated oocytes along with
increased expression of oocyte maturation- related genes, GDF9 and MARF,
suggesting a beneficial epigenetic role for melatonin in oocyte maturation
[251]. Melatonin also appears to reduce apoptosis of bovine somatic cell nuclear
transfer embryos by stimulating SOD1 andGpx4 expression that was associated with
higher H3K9ac levels [230].

Melatonin functions by binding to one of two membrane-bound G-protein seven
transmembrane receptors, MTNR1A (or MT1) and MTNR1B (or MT2) [225], or to
nuclear orphan receptors from the retinoid orphan receptor (ROR) or the retinoid Z
receptor (RZR) families [60]. Melatonin may also interact with cytosolic proteins
that in turn may regulate the nuclear receptors or the cytoskeleton [26]. Interestingly,
one of the SNPs linked to night shift-related job exhaustion is associated with
changes in DNA methylation in the 50 regulatory region of MTNR1A that may
lead to decreased melatonin signaling [232].

Epigenetic regulation is known to play a role in asthma and allergy that have TH2
immune cell activation in common [148]. A recent study that performed a genome-
wide linkage scan of 615 European families to assess co-occurrence of asthma and
allergy identified a “differentially methylated CpG site located within intron 1 of the
melatonin receptor 1A (MTNR1A) gene that mediated the effect of a paternally
transmitted genetic variant. Melatonin also appears to play a role in alleviating
chronic obstructive pulmonary disease (COPD) by upregulating the expression of
SIRT1 that, in turn, inhibits interleukin-1B and NLRP3-mediated inflammation
[183]. Melatonin-induced SIRT1 induction also plays an anti-inflammatory role
during lipopolysaccharide-induced oxidative stress [216]. Melatonin-mediated epi-
genetic suppression of pro-inflammatory NF-kB is reviewed elsewhere [125, 126].

The association between chronodisruption with consequent lower levels of mel-
atonin and the incidence of cancer has long been noted. Recent data support a
melatonin-mediated upregulation in global methylation as a key factor in tumor
suppression [75, 214]. In contrast with its function in normal cells, melatonin
appears to downregulate SIRT1 in cancer cells and thereby decreases their prolifer-
ative capacity [112]. Importantly, treatment of a breast cancer cell line, MCF-7, with
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melatonin followed by mapping of the epigenome identified several thousand
differentially methylated genes [133], indicating an epigenetic tumor-suppressing
role for melatonin in cancer. In breast cancer, the tumor suppressor gene, brca1, the
DNA repair gene, rad9, and the cell cycle regulation genes, dkk3 and wif1, are hyper
methylated, leading to their silencing; hypomethylation of oncogenes and transpos-
able elements such as Alu are associated with poor prognosis. Chronodisruption in
shift workers leads to clock hypomethylation and cry2 hypermethylation, as also
found in breast cancer [289]. However, direct epigenetic links between
chronodisruption and breast cancer are yet to be firmly established [124]. Interest-
ingly, Mtnr1a mRNA expression is reduced in patients with oral squamous cell
carcinoma; its re-expression in tumor cells inhibited growth in vitro, suggesting a
tumor suppressor role for melatonin in oral cancer [168]. Moreover, melatonin
suppresses senescent cancer cell-mediated secretion of pro-inflammatory factors
by inhibiting PARP-1interaction with the long non-coding RNA, TERRA, thereby
preventing H2BK120 acetylation [276]. Finally, melatonin suppresses microRNA,
miR-24, post- trancriptionally and thereby inhibits cell proliferation and
migration [166].

Melatonin also regulates chromatin remodeling in the nervous system. For
example, treatment with melatonin in drinking water induced acetylation of histones
H3 and H4 primarily in the hippocampus that correlated with increased levels of
phospho-ERK [170]. It can enhance hippocampal neurogenesis via agonists of MT1
and MT2 that appear to function via stimulation of BDNF [226]. Exogenous mel-
atonin also enhances neurogenesis in mice during aging [190]. In addition to
neurogenesis, melatonin has anti-aging neural effects that is also linked to its
upregulation of SIRT1 [74]. Importantly, it protects the hippocampus from
pre-natal glucocorticoid exposure by downregulating the expression of DNA
methyltransferase 1 mRNA expression and by suppressing DNMT1 and methyl-
CpG binding protein 2 (MeCP2) binding to the reln promoter, thereby restoring the
decreased levels of reln and GAD1 mRNA expression [146]. Melatonin also ame-
liorates neuropathic allodynia by promoting HDAC4 dephosphorylation and nuclear
import with consequent upregulation of hmgb1 transcription [141]. Finally,
valproate, used to treat epilepsy and bipolar disorder, promotes histone H3 acetyla-
tion of the MT1 promoter that results in its upregulated expression [22].

Programmed hypertension that can occur due to stressful conditions pre-birth lead
to epigenetic alterations in the kidney that were reversed by feeding melatonin to
pregnant dams; melatonin upregulated HDAC-2, HDAC-3 and HDAC-8 in the
kidneys of offspring from calorie-restricted dams [239, 240] and altered the expres-
sion of approximately 450 genes. The study also showed that melatonin upregulated
Dnmt3A, Hdac4, Hdac7, Hdac1l, Chd1, Chd2, Chd3, Brpf3, Baz1b and Wdr1
during nephrogenesis that are all involved in epigenetic regulation [239].

Taken together, these examples suggest a role for melatonin in modulating the
expression of several genes through epigenetic regulation. The findings have impli-
cations when melatonin is used as a treatment for human diseases.
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Collagen and Extracellular Matrix

Fibrosis, the pathological accumulation of collagen and extracellular matrix (ECM),
interferes with the physiology of organs. Damaging fibrosis is most commonly
reported in the lung [203], heart [169], liver [104], and kidney [172] but it occurs
in other situations where inflammation is rampant [94] as well as in the form of
adhesions [14] among organs after surgical intervention, infection, oxidative stress,
etc. Whereas there is some evidence that fibrosis may be reversible, particularly in
the early stages, advanced fibrosis is associated with end stage disease, organ failure
and death. To overcome the latter two events, the only available treatment is organ
transplantation. Initially, fibrosis is a physiological reparative process but, when it
continues to expand, it becomes pathological and life threatening (Fig. 6). Thus,
limiting the sustained development of pro-fibrotic processes is medically critical.

Fig. 6 Profibrotic stimuli, which are numerous, if sustained only for a brief interval cause minor
organ fibrosis. Some evidence suggests that, at this point, if the fibrotic stimulus is interrupted or if
melatonin treatment is initiated, the developing fibrogenic phenotype may be reversed with partial
morphological and functional restoration of the organ. With more persistent attack and excessive
fibroproliferative conditions, the “point-of-no-return” is exceeded and extensive fibrosis and cir-
rhosis occur. Eventually, organ failure is the result leading to total organ function failure and death
if the organ is not replaced
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The sequence of events for the fibrotic changes that occur in different organs are
similar at the molecular level with common pathological pathways that culminate in
serious negative outcomes [97]. Fibrosis is initiated by a variety of pro-fibrotic
processes; some of the most common are inflammation (e.g., macrophages and T
cells) and oxidative stress. The latter process may be the result of a different events
such as ischemia/reperfusion injury, toxin exposure, ionizing radiation damage, etc.
Dysfunctional epithelial cells and inflammatory cells, following their recruitment to
the site of injury, become fibrosis-initiator cells, which transform and actively
proliferate. These activated cells include fibroblasts/myofibroblasts and other
collagen-generating elements that are derived from organ-specific cells that undergo
epithelial-to-mesenchymal transition. In some organs there are other cells that
contribute collagen and extracellular matrix deposition, e.g., stellate cells of the
liver [238].

Investigations into the role of melatonin in resisting fibrosis have uncovered
several means by which this agent impedes excessive collagen and extracellular
matrix (ECM) deposition. Of special interest is that melatonin membrane receptors
(MT1 and MT2) are widely expressed on fibroblasts in developing scar tissue. In
contrast, fibroblasts derived from skin dermal tissue lack melatonin receptors. These
findings suggest that, at least in part and under some conditions, melatonin probably
controls the activity of hyperfunctional fibroblasts/myofibroblasts via receptor-
mediated mechanisms [97]. Given the high damaging reactive oxygen species
generation by inflammatory cells and cells crippled by ironizing radiation, drugs,
etc., melatonin’s receptor-independent actions may also be involved in suppressing
the development of fibrosis [66, 80]. For example, melatonin limits the epithelial-to-
mesenchymal transition of lung cells exposed to bleomycin [286] and during leptin-
mediated fibrosis in the heart [157].

Melatonin is acknowledged as a potent anti-inflammatory agent. The recruitment
of inflammatory cells to the site of the fibrotic cascade is due to locally produced
cytokines. Pro- inflammatory cytokines that aid in mediating the inflammatory
cascade include numerous agents such as interleukins (IL), IL-1, IL-6, IL-20 and
others. Also, tumor necrosis factor-alpha (TNF- α) actively participates in attracting
inflammatory cells [237].

Transforming growth factor-beta (TGF-β) is referred to as the “master regulator
of fibrosis” [164]. TGF-β1 is a major common driving force for fibrosis in many
organs and its actions involve multiple cell types. In many fibrotic disease models,
blockage of TGF-β1 reduces fibroblast activation, collagen production and ECM
deposition. TGF-β1 promotes fibrosis via both canonical and non-canonical signal-
ing routes. Smad transcription factors are involved in the canonical pathway; these
actions are highly complex because of their interactions with other signaling path-
ways and their ability to modulate the EMT.

In addition to TGF-β, other molecular markers of fibrosis have been identified.
Smad has already been mentioned in this context. Additionally, however, PDGF
(platelet-derived growth factor), CTGF (connective tissue growth factor) as well as
pro-collagen-1 have been implicated to participate in pro-fibrogenic responses
[46, 131]. These fibrotic indices, as well as TGF-β1, are influenced by a wide variety
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of interacting pathways; collectively, they drive the highly complex fibrogenic
processes which lead to exaggerated collagen and ECM accumulation [159, 204].

Melatonin, in other diseases, impairs the EMT [231] and is presumed to do
likewise during fibrotic events although this has been sparingly investigated. During
the initiation of fibrosis, the activation of pro-fibrotic cells contribute to the accu-
mulation of especially collagen I and glycosaminoglycans (GAG) in the extracellular
space. In the early stages of the fibrotic pathway, some of the structural and
functional damage can be reversed if the stimulus is withdrawn (Fig. 6) or if
melatonin is used as a treatment [33, 46, 47]. Eventually, however, the severity of
chronic fibrosis is so vast that the “point-of-no-return” is exceeded and organ
function is essentially totally compromised thereby requiring organ transplantation.
Moreover, extensive irreversible fibrosis is a prelude to other diseases, e.g.,
cancer [97].

The ability of melatonin to restrain fibrogenic growth has been investigated in
several major organs where excessive collagen formation often occurs and where it
severely compromises organ physiology and threatens the quality of life. In the case
of myocardial protection, melatonin reduced scar formation in the heart after induced
ischemia/reperfusion injury [57], after isoproterenol-mediated damage [157] and in
other experimental conditions [97]. The respiratory system is a frequent site of
fibrotic diseases including acute respiratory distress syndrome (ARDS) and COPD
(chronic obstructive pulmonary disease). The damaging culprit in these conditions is
often cigarette smoke. Experimentally, the regular administration of melatonin to
animals exposed daily to cigarette smoke (see below) or to bleomycin [21] curtailed
the severity of alveolar destruction as indicted by the amounts of oxidatively
damaged protein and lipid in the lungs. In a preliminary blinded, placebo-controlled
study in children with cystic fibrosis (CF), melatonin improved their wellbeing
indicating it may have some benefit in individuals with this debilitating
condition [54].

The most extensive experimental data regarding the efficacy of melatonin to
interfere with fibrotic reactions have been studied using models of liver disease.
Many conditions are accompanied by hepatic fibrosis and compromised function
including a high-fat diet [277], excessive alcohol consumption [128], toluene inha-
lation [246], as well as the metabolism of a number of medications [47, 48]. The
damaging effects of each of these conditions at the level of the liver have all been
shown to be stymied by concurrent melatonin treatment. Similarly, melatonin
attenuates caustic sclerosing cholangitis [215] and damage to the biliary tree
resulting from bile duct ligation [9]. While the majority of these studies were not
mechanistically based, melatonin’s antioxidant actions seem to be the basis of some
of the protection afforded by this molecule.

Two recently-published investigations specifically examined the mechanisms by
which melatonin reduces the respiratory consequences of experimental chronic
obstructive pulmonary disease (COPD), a condition in which pathological lung
fibrosis plays a major role [171]. In the first of these, Shin and coworkers [220]
performed both in vivo and in vitro studies to identify the molecular mechanisms by
which melatonin blunts fibrosis. For the in vivo test, rats were exposed to cigarette
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smoke daily for a week and treated with lipopolysaccharide intravenously with or
without daily melatonin treatment. At the conclusion of the study (on day 7), the
non-melatonin treated rats had high numbers of inflammatory cells in their
bronchoalveolar fluid (BALF) and an elevated expression of TGF-β1, collagen I
and Smad3 in their lung tissues. In a dose-response manner, melatonin inhibited each
of the parameters. The in vitro study utilized a human mucoepithelial cell line treated
with cigarette smoke condensate (SSC). This treatment caused an elevated expres-
sion of not only TGF-β1 and collagen I, but also tumor necrosis factor-alpha
(TNF-α) and Smad 3 and p38 phosphorylation. As in the animals study, each of
the indices related to fibrosis was suppressed when melatonin was added to the
incubation medium.

Using a similar model of compromised respiratory function, but with a longer
treatment period (28 days), Peng et al. [183] documented that melatonin preserved
more normal alveolar architecture which was damaged by the combination of
cigarette smoke and LPS. Moreover, in an evaluation of lung function, melatonin
treatment improved the elasticity and dynamic compliance of the respiratory system
while reducing the resistance to inspiration. At the molecular level, the indices of
inflammation (IL-1β and the NLPR3 inflammasome) were reversed by melatonin, a
process that is dependent on the promotion of SIRT1.

Extreme fibrosis, especially when it occurs in essential organs as illustrated herein
reduces the quality of life and can lead to death. In the advanced stages, there is no
currently- available medical treatment with the remaining option being organ
replacement. Since it is not treatable, effort is currently directed to the prevention
of fibrosis. In this regard, melatonin has become of interest as a molecule with the
potential to retard or prevent the progression of the fibrotic cascade [97]. Some of the
proposed mechanisms related to melatonin’s inhibitory actions or the fibrotic cas-
cade, based on the data evaluated in this report, are summarized in Fig. 7.

Concluding Remarks

The monumental effort spent by Lerner et al. [135] in the isolation and characteri-
zation of melatonin from bovine pineal tissue has paid highly significant dividends
since the publication of that seminal report. The functional repertoire of melatonin is
now known to far exceed that envisaged by those who investigated its actions during
the first two decades after its discovery. Melatonin’s functional “tool kit” include a
variety of health-relevant actions such as circadian/circannual rhythm regulation,
sleep promotion, immunostimulation, etc.

Within the last three decades, the list of systemic and subcellular functions where
melatonin has been shown to be operative has continued to expand. Due to advances
in technology, as with other molecules, research on melatonin has been focused on
its intracellular functions. The preponderance of evidence suggests that melatonin is
involved in some of the most basic molecular interactions within cells. The demon-
stration that melatonin is not uniquely of pineal origin but rather may be produced in
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the mitochondria of every cell, opens vast new areas for research. It is the authors’
opinion, in fact, that what is known about the intimate actions of melatonin is a small
fraction of what it actually does. Moreover, past and recently discovered actions are
only epiphenomenal of what melatonin does with the real actions of this molecule
yet to be revealed.

In this review only a small number of the critical subcellular actions of melatonin
are briefly summarized. While these functions are discussed under different head-
ings, they are obviously interrelated and mutually dependent on each other.

The goal of subsequent research is to aggressively continue to examine the
actions of this multifaceted agent; especially since many publications have strongly
indicated that melatonin is a functionally flexible and highly beneficial molecule.
This is apparent from the results of a number of reports where melatonin has been
used at the clinical and veterinary levels. Almost uniformly, these findings show that
melatonin promotes optimal function and the well-being of cells, of organs and of
organisms. Finally, in plants, which also produce this molecule, melatonin’s actions
are equally important and life sustaining.

Fig. 7 Melatonin seems to interfere with fibrotic development via several means. A major factor in
initiating the fibrotic cascade is transforming growth factor-1β (TGF-1β). Melatonin inhibits
TGF-1β and associated cytokines thereby inhibiting epithelial-to-mesenchymal transition and
reducing the excessive accumulation of extracellular collagen and glycosaminoglycans (GAG).
Likewise, via SIRT1 stimulation, melatonin inhibits the NLRP3 inflammasome and IL- 1β gener-
ation. Additionally, by means of its direct radical scavenging actions and its stimulation of
antioxidant enzymes, e.g., superoxide dismutase 2 (SOD2), melatonin reduces oxidative stress
which normally promotes fibrosis. Many details of these pathways remain to be clarified
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Multitarget Activities of Inositol
and Inositol Hexakisphosphate

Ivana Vucenik

Introduction

To start this story with rice: Multiple health-beneficial effects have been associated
with rice, and therefore Japanese government has been trying to bring back the rice
culture. However, it is not the rice, it is the rice bran that contains all these products.
Seventy years ago, Mr. Tsuno recognized gold in waste, life within rice bran, and
made use of it, founding the Tsuno Rice Co, one of the biggest and finest producers
of inositol, inositol hexakisphosphate and other health-promoting products from
rice, with guaranteed and highest purity and potency.

Occurrence, Structure and Significance

Inositol hexakisphosphate (IP6 or InsP6 or phytic acid) and myo-inositol (Ins) are
naturally occurring carbohydrates widely distributed among plants. Their discovery
dates from 1850s, when Scherer described new molecule isolated from muscle tissue
(inositol) and Hartig reported small round particles in various plant seeds, similar to
potato starch grains (phytate) [1–4]. It was shown that the isolated particles were rich
in phosphorous, calcium and magnesium and that were found only in plants,
therefore the name “phytin” was created [4]. In 1914, Anderson presented the
molecular structure of myo-inositol- 1,2,3,4,5,6-hexakis dihydrogen phosphate,
also called phytic acid, which is still valid and has been confirmed by various
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modern analytical methods [5]. A six-carbon inositol ring represents the basic
carbohydrate moiety in IP6 and its lower phosphate derivatives (IP1–5).

IP6 is a very stable and the most abundant polyphosphate in nature. It is a
component of cereal diets and legumes, found in rice, wheat, peas, beans, oats,
barley, in concentrations ranging from 0.4–6.4%, where it is referred as phytic acid
[4, 6]. The presence of phosphate group in positions 1,2,3 (axial, equatorial, axial) is
giving unique properties to this molecule, such as antioxidant and specific chelating
capacity of potentially toxic elements [7, 8] (Fig. 1). Its parent compound myo-
inositol (Ins) is a cyclitol naturally present in animal and plant cells. There are nine
possible stereoisomers of inositol: cis-, epi-, allo-, myo-, muco-, neo-, (+)-chiro, (�)-
chiro-, and scyllo-inositols, formed through epimerization of its six hydroxyl groups.
Five of them, myo-, scyllo-, muco-, neo- and D-chiro-inositol occur naturally, while
the other four possible isomers (L-chiro-, allo-, epi-, and cis-inositol) are derived
from Ins [9–11]. Although originally thought that only 63 isomers were possible
[12], today we know that the number of inositol phosphates of those nine isomers
(excluding pyrophosphates) is 357 [9, 10]. Introduction of Agranoff’s turtle analogy
helped to visualize Ins in the form of turtle, in which the axial hydroxyl was its head,
and the five equatorial hydroxyls serve as forelimbs, hind limbs, and the tail as
illustrated in the Fig. 2 [12, 13]. The turtle configuration as a structural mnemonic,
was suggested by the International Union of Biochemistry Nomenclature Committee
to aid biochemists and eased the confusion in numbering when depicting the
Haworth projection (Fig. 2) [12].

Animal and plant cells contain Ins either in its free form, as inositol-containing
phospholipids (phosphoinositides) or as phytic acid (IP6), a principal storage form of

Fig. 1 Content of IP6 in cereals and legumes and molecular structure. The main source of IP6
in cereals and legumes are shown in whole seeds. Cereals are rich in IP6 and contain approximately
1% of IP6 on the dry matter basis, ranging from 0.06 to 2.2 % (dw). For rice bran, IP6 concentration
ranged up to 8.75%. In the whole seeds of legumes, the IP6 content varies from 0.2–2.9% (dw) [4, 6]
(a). The structure of IP6 (myo-inositol hexaphosphate) is shown under physiological conditions at
pH 6-7. A six-carbon ring represents the basic carbohydrate moiety in IP6 with conformation of
5 axial and 1 equatorial phosphates [7, 8] (b)
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phosphorus in plants, particular in bran and seeds [4, 14]. Because Ins can be
synthesized from D-glucose, is not any more considered as a part of vitamin B
family. Not only all plant cells, but almost all mammalian cells contain high
concentrations of IP6, Ins and other inositol phosphates, wherein they play important
role in regulating vital cellular functions, such as signal transduction, regulation of
cell proliferation and differentiation, RNA export, mRNA transcription, DNA repair,
energy transduction and ATP generation [10], and de-regulation of their metabolism
has been recognized in several illnesses, including neurological disorders [10],
polycystic ovary syndrome [15], metabolic diseases [14, 16, 17] and cancer [7, 8].

Although Ins and IP6 are prevalent natural forms and have been much studied
over the last 30 years, some “other” cyclitols and inositols might also be medically
relevant, and their roles and applications have been recently considered [9, 10,
18]. For example, the role of scyllo-inositol in neurodegenerative diseases [11] and
D-chiro-inositol have been reported [9, 10, 18].

Multiple Health-Beneficial Effects of Ins and IP6

Acting on several key molecular targets, Ins and IP6 are beneficial in a number of
diseases. Ins has been used for years against depression and anxiety disorders
[10, 19]. Prevention of kidney stones and other pathological calcifications, such as
sialolithiasis, a common disease of salivary glands, and cardiovascular calcification,
that frequently occurs in the heart vessels, has been known for IP6 [4]. Ins dereg-
ulation has been found in numerous conditions mechanistically and

Fig. 2 Structure ofmyo-inositol.myo-Inositol is presented here as a wedge-dash notation [13] (a),
Haworth projection [13] (b) and schematically as a turtle [12] (c)
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epidemiologically associated to high-glucose diet or altered glucose metabolism
[16, 20]. Ins has been shown to possess insulin- mimetic properties and to be
efficient in lowering post-prandial blood glucose and associated human disorders
[14]. Targeting insulin resistance, Ins has been effective in gestational diabetes
mellitus [14], metabolic syndrome [14] and polycystic ovary syndrome
[14, 17]. Interestingly, Ins can modulate both insulin resistance and cancer, by
targeting multiple biochemical processes that are shared in both cancer and insulin
resistance-based diseases [20]. Both IP6 and Ins are able to induce adipocyte
differentiation and improve insulin sensitivity in vitro, indicating that their
antidiabetic properties can be mediated directly through adipocytes [21]. Further-
more, abnormal Ins metabolism has been shown to underlie the pathophysiology of a
variety of clinical conditions including Down Syndrome, traumatic brain injury,
bronchopulmonary dysplasia (BPD), and respiratory distress syndrome (RDS)
[22]. IP6 has also been recognized as potential treatment for Alzheimer’s pathology,
as evidenced from animal and in vitro models [23]. It was indicated that the
consumption of IP6 can prevent development of osteoporosis and had a protective
affect against osteoporosis [24].

Targeting Cancer

However, cancer preventive and therapeutic properties of IP6 have received most
attention and its broad-spectrum of anticancer activities has been shown in multiple
preclinical experimental studies and in humans, alone or in combination with Ins
[7, 8, 25, 26].

Cancer incidence and mortality are rapidly growing worldwide, mostly reflecting
both aging and growth of the population, but also changes in the prevalence and
distribution of the main risk factors for cancer, several of which are associated with
economic development [27]. It has been shown that modification of diet by increas-
ing vegetable and fruit intake, maintenance of optimum body weight, and regular
physical activity, 30–40% of all instances of cancer could be prevented [28, 29]. The
epidemiological studies have indicated that only fiber diet with high IP6 (myo-
inositol hexaphosphate, InsP6, phytic acid) content, such as cereals and legumes,
show negative correlation with colon cancer, suggesting that it could be IP6 and not
fiber that suppressed colon cancer [7, 8, 30]. And, indeed, it has been shown that IP6
is one of the biologically active components of fiber, responsible for its anticancer
effect.

Numerous studies have demonstrated cancer preventive and therapeutic proper-
ties of IP6 in a wide variety of tumor types, both in vitro and in vivo [7, 8]. In the first
studies, the effectiveness of IP6 to prevent cancer was evaluated in vivo after
administration of IP6 in the drinking water. The exogenous 1% IP6 in drinking
water 1 week before or 2 weeks after administration of azoxymethane inhibited the
development of large intestinal cancer in Fisher 344 rats [31]. In the same model,
administration of 2% IP6 in the drinking water was effective even when the
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treatment had begun 5 months after carcinogen initiation. Compared to untreated
rats, animals on IP6 had 27% fewer tumors [32]. A consistent, reproducible, and
significant inhibition of mammary cancer by IP6 was shown in experimental models
chemically induced by either 7,12-dimethylbenz[a]antracene or N-
methylnitrosourea; the effect was seen on tumor incidence, tumor size, and tumor
multiplicity [7, 8, 33]. IP6 was effective against prostate cancer as well. Studies
demonstrated that continuous administration of 2% IP6 in the drinking water,
beginning 24 h after implantation of DU-145 prostate cancer cells, resulted in a
64% decrease in tumor burden [7, 8, 25]. Additionally, chemopreventive efficacy of
IP6 was observed against prostate tumor growth and progression in the TRansgenic
Adenocarcinoma Mouse Prostate (TRAMP) model [7, 8, 25]. Peritumoral,
intratumoral or intraperitoneal administration of IP6 significantly inhibited growth
of rhabdomyosarcoma tumor xenografts [34], regressed liver cancer xenotransplants
[35], and in murine fibrosarcoma FSA-1 model inhibited tumor growth and
prevented lung metastases [36]. Anticancer potential of IP6 was demonstrated in
several models of skin cancer. The effect of IP6 on skin cancer was investigated in a
2-stage mouse skin carcinogenesis model; a reduction in skin papillomas was found
when IP6 was given during the initiation stage but not when given during the
promotion stage [7, 8, 25]. Prevention of skin carcinogenesis was also shown in a
mouse carcinogenesis model where IP6 caused a reduction in the number of skin
tumor formation [7, 8, 25]. Using UVB light known as a complete carcinogen,
topical application of IP6 also significantly decreased UVB-induced tumor incidence
and multiplicity in SKH1hairless mice [37].

In vitro studies have shown that IP6 inhibits growth and induces differentiation
and apoptosis of human breast cancer cells (both estrogen receptor-positive and
estrogen-receptor negative), colon, prostate, liver, pancreatic and cervical cancer cell
lines, as well as of rhabdomyosarcoma, glioblastoma, melanoma and human leuke-
mia cells [7, 8, 25]. Additionally, IP6 was able to inhibit cell transformation in
mouse epidermal JB6 cells and to reverse the transformed phenotype of HepG2 liver
cancer cells [7, 8].

Its parent compound, Ins itself was also shown to have modest anticancer activity.
It inhibited colon, mammary, soft tissue and lung tumor formation [7, 8]. More
importantly, it was shown that Ins potentiates both the antiproliferative and antineo-
plastic effects of IP6 in vivo [7, 8] and in vitro [25]. Synergistic cancer inhibition by
IP6 when combined with inositol was observed in colon and mammary cancer
studies [7, 8, 25]. Similar results were seen in the metastatic lung cancer model
[36]. IP6 and Ins inhibited the development and metastatic progression of colorectal
cancer to the liver in BALB/c mice, and the effect of their combined application was
significantly greater than the effect of either compound alone [38]. Not only the
combination of IP6 and Ins was significantly better in different cancers than was
either one alone, but it also consistently reduced all tumor growth parameters
[33]. Therefore, for clinical studies, the combination of IP6 and inositol has been
considered for the optimal efficacy.
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Biological Activities and Key Molecular Targets

After rapid intake and dephosphorylation, IP6 enters the pool of inositol phosphates
and interact with cellular processes involved in cancer prevention, progression and
treatment. The anticancer properties of IP6 and Ins are related to the intracellular
inositol phosphate pool, affecting multiple targets and signaling pathways, in par-
ticular inhibiting the phosphorylation-based activation of key molecular targets that
interfere with specific biological functions [25, 26]. The preventive and therapeutic
potential of IP6 has been related to its antioxidant functions, ability to block the
activation of various carcinogens and/or to stimulate their detoxification, to the
immune-enhancing, anti-inflammatory activities, and to the suppression of cell
cycle and proliferation. The induction of differentiation and apoptosis in various
premalignant and cancerous cells can also contribute to both cancer preventive and
therapeutic potential of IP6. Moreover, suppression of angiogenesis [39], inhibition
of metastatic processes and tumor progression, synergism with anticancer drugs and
alleviation of chemotherapy resistance further indicate its chemotherapeutic poten-
tial [7, 8, 25, 26]. Just to name few critical molecular targets. IP6 interferes at the
receptor level, down-regulates p27, inhibits pRB phosphorylation and cell cycle
[40], reduces PI3K and consequently counteracts the activation of PKC/RAS/ERK
pathway [40], downregulates Akt and ERK, leading to reduction of NF- κB and
inhibition of inflammation [26]. Extensive review of IP6 and Ins key molecular
targets, complex network and modulation of critical pathways associated with
biological functions and microenvironment involved in carcinogenesis and cancer
progression, have already been published [25, 26].

Interestingly, an obesity-insulin-cancer connection has been recently shown, a
link between insulin resistance, diabetes and cancer. Seems that insulin and IGF fuel
cancer, and that PI3K/Akt signaling pathway, the most frequently mutated pathway
in human cancers, is activated by both insulin and IGF. So, insulin resistance and
cancer share a few perturbed, critical biochemical pathway. Ins may directly inter-
fere with both glucose metabolism and carcinogenesis by modulating a number of
critical processes downstream of insulin stimulation, including anti-oxidant
defenses, oxidative glucose metabolism and endocrine modulation [20]. Addition-
ally, a selected group of biochemical factors, presently considered as possible targets
for anticancer treatment are specifically modulated by Ins (PI3K/AKT, PDH and
AMPK-related pathways) [20].

IP6 and Ins in Cancer Patients

Although IP6 and Ins exist naturally in plants and human cells, and their deficiency
is evident [16], for the full health benefit and function their supplementation is
necessary. And, as common constituents of our diet, both IP6 and Ins met specifi-
cations of FDA and have been given GRAS (Generally Recognized As Safe) status.
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For almost 20 years, IP6 and Ins have been available as food supplements, and
despite substantial progress in the understanding of the molecular basis and molec-
ular targets of their anti-carcinogenic activity and potential, there have been very few
clinical studies with IP6 and Ins.

Judging IP6 and Ins as anticancer agents, here are few important facts: (a) being
natural, they are safe; (b) they do not affect normal cells; (c) they act synergistically
with chemotherapy, and (d) affect all principal pathways of malignancy [25]. No
adverse side effect in animals or human have been noticed and/or reported, even
when given at very high doses. They are selective and do discriminate between
normal and tumor cells, affecting malignant cells, while sparing normal cells and
tissues. When the fresh CD34+ cells from bone marrow were treated with IP6, an
inhibition of the clonogenic growth was observed with leukemic progenitor cells, but
not with normal bone marrow progenitor cells under the same conditions [41]. While
IP6 inhibited the colony formation of Kaposi Sarcoma cell lines, KS Y-1 (AIDS-
related KS cell line) and KS SLK (Iatrogenic KS) and CCRF-CEM (human adult T
lymphoma) cells in a dose-dependent manner, the ability of normal cells (peripheral
blood mononuclear cells and T cell colony-forming cells) to form colonies in a
semisolid methylcellulose medium was not affected [25]. We have demonstrated
that IP6 acts synergistically with tamoxifen and doxorubicin, being particularly
effective against estrogen receptor-negative and doxorubicin-resistant tumor cell
lines, both challenges for treatment [25]. Additionally, both IP6 and Ins affect all
principal pathways of malignancy, known as “hallmarks of cancer” [42].

And indeed, many anecdotal evidence, several clinical case reports and few small
clinical studies, have demonstrated an enhanced antitumor activity with improved
quality of life by IP6 + Ins. In a pilot clinical trial involving 22 patients with
advanced colorectal cancer (Dukes C and D) with multiple liver and lung metastases,
IP6 + Ins was given as an adjuvant to chemotherapy according to Mayo protocol.
One patient with liver metastasis refused chemotherapy after the first treatment, and
she was given only IP6 + Ins; her control ultrasound and abdominal computed
tomography scan 14 months after surgery showed a significantly reduced growth
rate [43]. A reduced tumor growth rate was noticed overall and in some case a
regression of lesions was noted. Additionally, when IP6 + Ins was given in combi-
nation with chemotherapy, side effects of chemotherapy, such as drop in leukocyte
and platelet counts, nausea, vomiting, alopecia, were diminished and patients were
able to perform their daily activities [43, 44]. Long-term survival of a patient with
advanced non- small cell lung cancer treated with IP6 + Ins treatment combined with
chemo-radiotherapy was reported [45]. In a phase I clinical study, inositol was
shown to be safe and well tolerated [46]. The combination of beta-(1,3)/(1,6)
D-glucan and IP6 had beneficial effect on hematopoiesis in the treatment of patients
with advanced malignancies receiving chemotherapy [47]. In a small prospective,
randomized, pilot clinical study, IP6 in combination with Ins ameliorated the side
effects of chemotherapy and preserved quality of life in breast cancer
patients [48]. Topical IP6 treatment was effective and safe in preventing and/or
mitigating chemotherapy-induced side effects as well as the preserving quality of life
in women with ductal breast cancer in a double-blind, randomized controlled trial
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(RTC) [49]. In a recent review article, a literature search was conducted to identify
clinical evidence of the effectiveness of IP6 and Ins on quality of life in cancer
patient and demonstrated that that IP6 and Ins are effective in improving quality of
life of patients undergoing chemotherapy due to breast cancer [50]. And, most
recently an amazing case report by Khurana et al. [51] on a patient with metastatic
melanoma who declined traditional therapy and opted to try the IP6 + Ins supple-
ment and who received a complete remission and remained in remission 3 years
later. This opens a new avenue for IP6 clinical research, an immunotherapy and a
potential for immune stimulating effects of IP6 and Ins in patients with metastatic
melanoma.

Because currently available preclinical and encouraging initial clinical data
suggest that IP6 and Ins are promising in cancer prevention and adjuvant therapy,
more controlled clinical trials are expected.

Conundrum of IP6

The physiology and biochemistry of inositol phosphate is a fascinating field of
science. The bioavailability, absorption, efficacy and determination have been issues
and subjects of debates over decades.

Claims of adverse effects of IP6 on mineral bioavailability and a need to reduce or
eliminate from our food grains have been recently again discussed [52, 53]. Although
there were some evidences that phytate exacerbates mineral deficiency in developing
countries, and we do not want to downplay the devastating impact of micronutrient
malnutrition in developing world, we cannot ignore multiple health-promoting
qualities of this amazing molecule. Moreover, when a vegetarian diet was compared
with meat-based diets with equal phytate content, it has been concluded that zinc
deficiency is unrelated to Zn content [53].

The analysis of inositol phosphates is also extremely complex. Prof. Grases and
his group over the years have developed several methods for direct and indirect
measurements of inositol phosphates in biological fluids, also distinguishing their
intracellular and extracellular levels, what was the subject of Grases-Irvine debates
[54–56].

And again, a novel method for determination of inositol phosphates in biological
fluids reported by Wilson MC et al. [57] and questioning health-beneficial findings
of IP6, opened yet again a gap of miscommunication among basic researchers,
biochemists, and nutritionists, who are studying a complex family of inositol
phosphates [58].

In the omnipotence of IP6 activities, another mystery and another target of its
activity, is a recently reported link between IP6 and HIV virus. With a new
microscopy technique that uses fluorescence to monitor capsid breakdowns in real-
time, virologists identified IP6 as a key molecule exploited by HIV, when the virus
infects human cells [59]. They think that the virus might hijack IP6 in host cells and
use it to fortify its capsid and shield itself from our immune system. IP6, abundant
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cellular polyanion, can transform viral stability from minutes to hours, thus allowing
newly synthesized DNA to accumulate inside the capsid. Although scientists have
known for decades that IP6 molecule was capable for helping assemble viral
components into virions, previous studies have indicated an anti-HIV activity of
IP6 [60]. This opens a new avenue for IP6 research, as a new target for future
antiviral treatment.

And to conclude with rice, and addressing HIV - Interestingly, researchers in
Spain have developed a strain of genetically-engineered rice that could provide a
cheap alternative to produce medicines for HIV prevention. They developed a
transgenic rice line expressing three microbicidal proteins (the HIV-neutralizing
antibody 2G12 and the lectins griffithsin and cyanovirin-N) as an approach for the
durable deployment of anti-HIV agents in the developing world [61].

Overall Conclusion

Inositols and their recognized health-promoting activity are slowly transforming
landscape of healthcare and might even bring us closer to the personalized solutions
for our health problems. Both animal and human studies have demonstrated benefits
following dietary supplementations with Ins and IP6 to restore their intracellular
contents and, when needed, to step up from physiological to pharmacological levels.
However, larger studies, double-blind and randomized clinical trials are needed.
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TCMLARS the traditional Chinese medical literature analysis and retrieval
system

PharmDB-K The integrated bio-pharmacological Traditional Korean Medicine
(TKM) database

SAR structure activity relationship
STAT3 signal transducer and activator of transcription 3
SV40 Simian vacuolating virus 40
T-ALL T cell acute lymphoblastic leukemia
TGSTs third-generation sequencing technologies
VEGF vascular endothelial growth factor

Introduction

Cancer, the second foremost cause of death worldwide, encompassed 9.6 million
deaths in 2018 [200]. Besides, new cases with cancer are considered to ascend to
23.6 million by 2030 [123]. Despite tremendous advances in cancer research,
regrettably treatment failure constantly occurs nowadays, which is substantially
due to the occurrence of multi-drug resistance (MDR) by multiple factors in cancer
cells towards chemotherapeutics (Fig. 1) [41, 144]. Numerous conventional
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chemotherapeutics kill not only malignant tumor cells, but also all proliferative
normal cells in the body inducing only fair tumor specificity. Adequate dose
utilization high enough to kill all tumor cells comprising more resistant tumor
populations cannot be performed since the occurrence of harsh adverse side effects.
Thus, only sub-optimal drug doses can be applied to cancer patients, and inherently
resistant tumor populations remain unaffected decently causing treatment failure
with fatal outcomes in patients.

Today’s standards in drug development include preclinical and clinical cancer
research comprising randomized, double-blind phase III studies for drug approval to
the market. However, clinical trials in oncology were reported to have the highest
failure among other fields in pharmacology, albeit many drugs with sub-optimal
preclinical verification move into the clinical trials [11]. Moreover, the response
towards drugs may vary from patient to patient, even if their tumors have the same
tissue origin and histology. An important reason for the low success rate in cancer
therapy is tumor heterogeneity, i.e. tumor subpopulation with different geno- and
phenotypes may cause variable responses towards chemotherapeutics [188]. The
functional heterogeneity arises from hierarchical classification of tumorigenic cancer
stem cells and their non-tumorigenic progeny into subpopulations in the same tumor
[116]. Even more, clonal evolution, heterogeneity in the microenvironment and
alterations in cancer cell properties as other factors inducing heterogeneity act jointly
as independent factors of tumor formation but independently acts with the hierar-
chical formation [18, 116, 132, 150]. Drug resistance is a substantial obstacle in
cancer therapy, and the underlying molecular mechanisms are still incompletely
understood as a precondition to better tackle the treatment failure. The detection of
the cellular and molecular mechanisms inclining drug resistance may allow to
predict individual drug responses, thus enabling the development of novel concepts
for personalized medicine. Molecular targeted therapy attributing to individualized
medicine has gained particular attention in cancer therapy over the past few decades
so that the knowledge about genetic alterations in cancerous cells dramatically
increased.

Nature is an attracting source with enormous chemical diversity in millions of
species of plants, animals, marine organisms and microorganisms allowing the
elucidation of bioactive compounds for drug development. Traditional medicines
all over the globe acquired supplies based on medicinal plants, such as decoctions,
infusions, ointments, press juices etc.. In modern pharmacology, phytochemicals
isolated from medicinal plants serve as lead compounds for the generation of semi –
synthetic derivatives or even synthetic drugs, which mimic principles of action of
natural compounds. Hence, medicinal plants are indispensable sources both for
plant-based complementary and alternative medicine and for chemistry- based
conventional medicine. A premier goal is to use the best of both “worlds” and rise
it to the so-called integrative medicine.

Innumerous effects against cancer cells have been described due to the wide range
of diversity of natural substances [87]. For instance, vinblastine as a destabilizing
agent inhibits microtubule polymerization, while paclitaxel as a stabilizing agent
enhance microtubule polymerization, which means both suppress microtubule

Integration of Phytochemicals and Phytotherapy into Cancer Precision Medicine 357



dynamics with detrimental consequences for cancer cells [38]. Furthermore,
camptothecin and podophyllotoxin derivatives act as topoisomerase inhibitors
[67, 102]. Several signaling pathways related to carcinogenesis are affected by
drugs such as curcumin, which antagonizes epidermal growth factor receptor
(EGFR) on the cell surface and incline apoptosis tumor cells by Fas receptor and
caspase-8 activation. Another natural product-derived clinically approved drug is
temsirolismus, which is a mTOR inhibitor [143]. Curcumin may be taken as a kind
of prototype natural product, because it has been intensively studied during the past
years and it is therefore well-known that this compound targets several different
cellular signaling pathways [138]. Many- if not all- natural product act in a multi-
specific manner. From an evolutionary point of view, this was quite apparently an
enormous advantage for species in the combat to survive. The occasionally opinion
that natural products are “dirty drugs” because they are not mono-specific confuses
“multi-specific” with “non-specific”. More mono-specific synthetic drugs are fre-
quently subject to rapid resistance development. Therefore, the therapeutic potential
of natural products that addresses several targets at the same time is much higher,
because the development of resistance towards one target is engraved.

Today’s approach in the development of efficient drugs against cancer is to focus
on multiple targets namely network pharmacology, as cancer is a multifactorial
disease. Rational combination therapy based on the application of two or more
drugs concurrently is the most applied approach in cancer chemotherapy. Drugs
with diverse mechanisms widen target range and improve therapeutic effectiveness
and lessen possibility of drug resistance [1].

Over the last decade, the philosophy has shifted from the “one gene-one target-
one disease” paradigm to the use of new molecular biological methods based on the
determination of specific disease-causing genes. The unfortunate increase in failed
clinical phase 2 and phase 3 trials in the previous few decades, particularly in the
field of cancer may have favored the current paradigm change from the “one drug-
one target” to a broader “one drug-many targets” perspective. Network pharmacol-
ogy includes bioinformatics, systems biology and polypharmacology [72, 95].

The chemical constituents in plants, microorganisms and marine organisms hold
great importance as potential drug candidates due to their interaction with disease-
relevant targets. Despite the importance of medicinal plants among other natural
sources throughout the history of manhood [176], only a small proportion of the
more than 250,000 higher plants on earth has ever been searched for their bioactive
compounds [3]. Herbal remedies are commonly applied in many countries as
complementary and alternative medicine supplementing the treatment of many
diseases with or without knowledge of patients’ physicians [10]. The field of
oncology is only one out of many examples in this context [2, 108, 176].

The advancements in modern technologies such as bioinformatics and systems
biology permit their application in various biomedical fields, not only in research but
in the foreseeable future also in clinical routine diagnostics. In the present chapter,
we conceptualize how phytochemicals and phytotherapy could be integrated into
modern Western medicine to combat drug resistance and to foster the development
personalized medicine.
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The Momentum of Natural Products in Cancer

Nature with great importance in the acquisition of potential drug candidates is an
attractive source. In regard to the data reported by Food and Drug Administration
(FDA), 40% of the approved molecules are originated from nature, and 74% are used
against cancer from those molecules [165]. Furthermore, 49% of small molecules
approved between 1940 and 2014 are natural products [128]. Natural compounds are
indispensable not only as chemically established anticancer drugs, but also as lead
compounds for the development of novel targeted chemotherapeutics with improved
antitumor efficacy and fewer side effects.

Naturally occurring chemical substances are generated by living organisms for
several reasons [137]. The primary metabolism products are commonly involved in
metabolism to use nutrition for energy generation and utilization, while secondary
metabolism products have specified other functions to maintain the survival capacity
of organisms [106]. Secondary metabolites evolved during evolution of life on earth
depending on the ecological habitat of organisms to protect them from herbivores,
microbial pathogens and other challengers [33]. Their remarkable structural diversity
led to the metaphor of natural products as natural version of combinatorial
chemistry [183].

A plethora of anticancer drugs approved up to date are derived from plants,
marine organisms or microorganisms forming prototypes in the development of
new chemotherapeutics. To exemplify, vincristine and vinblastine were isolated
from the medicinal plant Catharanthus roseus which grows in the rain forests of
Madagascar [131]. Vincristine inhibiting microtubule assembly and inclining tubu-
lin self-association into coiled spiral aggregates [131] is used to treat of Hodgkin’s
disease and some forms of leukemia [28]. Another example is etoposide and
teniposide, two derivatives of podophyllotoxin derived from the North-American
plant Podophyllum peltatum and Asian plant Podophyllum emodi [173]. Etoposide is
used together with bleomycin (a natural antibiotic) and cisplatin as a combinational
therapy against testicular cancer [198] and small-cell lung carcinoma [56, 68]. These
epipodophyllotoxins inhibit DNA topoisomerase II and stabilizing enzyme- DNA
cleavable complexes leading to DNA breaks and subsequently cell death [28, 101].

Antitumor antibiotics as microbe-derived agents represent a number of examples
against cancer, among which the members of anthracycline, actinomycin, bleomycin
and aureolic acid families are well established and notable chemotherapeutic agents
[27]. Rapamycin, for instance, is a macrolide ester isolated from the bacterium
Streptomyces hygroscopicus and exerts antiproliferative effects towards human
tumor cells by targeting mTOR [15, 28]. Wortmannin, another example of
microbe-derived agents, is a product of the fungus Talaromyces wortmanni and
inhibits signal transduction pathways by inhibiting phosphoinositide 3 kinase (PI3K)
[20, 28].

Marine natural agents demonstrate the thriving potential of the oceans, because,
the deep sea bears a great diversity of bioactive compounds with pharmacological
potency, which have not been discovered. For instance, microtubule-targeting agents
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from marine invertebrates (molluscs, sponges, bryozoans, tunicates, etc.) or marine
microbes (algae, fungi and bacteria) such as cryptophycin, discodermolid,
eleutherobin, eribulin, hemiasterlin, laulimalide, spongistatin, zampanolide have
been developed up to date [32, 78, 153]. Even more, most of these compounds
were reported to exert robust activity towards multi-drug resistant cancer cells
[134, 153] emphasizing their importance as potential drug candidates. Cytarabine
(Ara-C), trabectedin (ET-743), eribulin mesylate and brentuximab vedotin
(SGN-35) with various mechanisms (e.g. cytarabine inhibits DNA topoisomerase,
eribulin mesylate affects microtubule polymerization) represent other examples for
the marine-derived drugs approved by FDA [172].

The concept of chemoprevention is to control cancer through by completely
preventing, slowing down or reversing the occurrence of the disease by the admin-
istration of naturally occurring and/or synthetic agents [4]. Safety always holds
remarkable importance in studies regarding people in drug discovery. An optimal
chemopreventive agent should be nontoxic, efficient at lower doses, economical, and
easily accessible. Recently, natural dietary agents as phytochemicals and
phytotherapeutics have gained a great deal of attention from both scientists and the
general public due to the chemopreventive capabilities of these agents. Numerous
surveys including epidemiologic and animal studies reported that the uptake of food
rich in fruits and vegetables lessens the chance of cancer growth [13, 151]. Diet-
derived chemopreventive agents are inspiring the interest of clinicians, since patients
are eager to use over-the counter diet-derived agents and a vast number of in vitro
and in vivo studies over the last few decades have advocated the cancer-preventive
capacity of various nutritional agents. Therefore, these compounds are still under
investigation in clinical trials. The chemopreventive properties, sources, molecular
targets of selected promising natural compounds along with information about their
ongoing clinical trials are exemplified in Table 1.

Many of phytotherapeutics or phytochemicals exert their effects by addressing
multiple targets. The key question is how best to use the knowledge for effective
cancer prevention in populations with various cancer risks in the best way. Low
potency and inadequate bioavailability may pose a number of difficulties, which,
however, may be mastered by the improvement of semi-synthetic or synthetic
analogs or by nanotechnology. For instance, synthetic curcumin analog EF24 was
reported to exhibit nearly 10-fold better potency than natural curcumin [79]. Besides,
these compounds or products jointly exert synergism either with the established
chemopreventive agents or with other herbal compounds/products. Also, drug
toxicity is also still a major obstacle for available chemotherapeutic and chemopre-
ventive drugs at present. The use of phytotherapeutics or phytochemicals along with
current chemotherapeutics may alleviate drug-associated toxicities. For instance,
Sadzuka et al. [156] revealed that the flavonoids α G-Rutin and luteolin decreased
doxorubicin-induced toxicity by oral administration in mice.

Phytochemicals and phytotherapeutics are obviously of importance with their
potential against cancer. The transition of phytochemicals and phytotherapeutics into
the category of possible drug candidates is now much more likely than before with
the advances in numerous fields of molecular and cellular biology, network

360 N. Özenver and T. Efferth



T
ab

le
1

S
ou

rc
e,
m
ec
ha
ni
sm

of
ac
tio

n,
m
ol
ec
ul
ar

ta
rg
et
s
of

a
nu

m
be
r
of

pr
om

is
in
g
na
tu
ra
l
co
m
po

un
ds

an
d
kn

ow
le
dg

e
ab
ou

tt
he
ir
on

go
in
g
cl
in
ic
al
tr
ia
ls

A
ge
nt

N
at
ur
al
so
ur
ce

M
ec
ha
ni
sm

of
ac
tio

n
M
ol
ec
ul
ar

ta
rg
et
s

T
ri
al
no

T
ri
al
ty
pe

C
an
ce
r
ty
pe

P
ha
se

G
re
en

te
a

po
ly
ph

en
ol
s

an
d
E
G
C
G

C
am

el
lia

si
ne
ns
is

(g
re
en

te
a)

A
nt
io
xi
da
nt
,

an
tim

ut
ag
en
es
is
,

an
tip

ro
lif
er
at
io
n
(c
el
l

cy
cl
e
ar
re
st
,a
po

pt
o-

si
s)
,

an
tii
nfl

am
m
at
io
n,

an
tia
ng

io
ge
ne
si
s,

im
m
un

om
od

ul
at
io
n

p5
3,

p7
3,

p2
1,

B
ax
,

E
G
F
R
,A

K
T
,N

F
-κ
B
,

B
cl
-2
,c
yc
lin

D
1,

C
O
X
-2
,V

E
G
F
,

M
M
P
2/
9,

S
T
A
T
3,

E
R
K
1/
2,

A
P
-1
,

IL
-1
2,

C
D
8+

T
-c
el
l

N
C
T
03

27
89

25
P
re
ve
nt
io
n

C
ir
rh
os
is

I

N
C
T
02

89
15

38
P
re
ve
nt
io
n

C
ol
or
ec
ta
l
ca
nc
er

N
o

ph
as
e

sp
ec
ifi
ed

B
et
ul
in
ic
ac
id

W
id
el
y
di
st
ri
bu

te
d
in

pl
an
ts
su
ch

as
B
et
ul
a

sp
ec
.,
Z
iz
ip
hu

s
sp
ec
.,

Sy
zi
gi
um

sp
ec
.,

D
io
sp
yr
os

sp
ec
.a
nd

P
ae
on

ia
sp
ec
.

A
nt
iin

fl
am

m
at
io
n,

ap
op

to
si
s,

im
m
un

om
od

ul
at
io
n

P
P
A
R
-γ
,p

21
,p

38
,

JN
K
,

to
po

is
om

er
as
e
I,

N
F
-κ
B
,C

O
X
-2
,

B
cl
-2
,c
yc
lin

D
1/
3,

S
p1

,3
an
d
4

N
C
T
00

70
19

87
T
re
at
m
en
t

cu
ta
ne
ou

s
m
et
as
ta
tic

m
el
an
om

a
I

C
ur
cu
m
in

C
ur
cu
m
a
lo
ng

a
(t
ur
-

m
er
ic
po

w
de
r)

A
nt
io
xi
da
nt
,

an
tip

ro
lif
er
at
io
n
(c
el
l

cy
cl
e
ar
re
st
,a
po

pt
o-

si
s)
,

an
tii
nfl

am
m
at
io
n,

an
tia
ng

io
ge
ne
si
s,

im
m
un

om
od

ul
at
io
n

E
G
F
R
,I
G
F
-1
R
,

A
K
T
,N

F
-κ
B
,B

cl
-2
,

C
O
X
-2
,E

R
K
,A

P
-1
,

S
p,
V
E
G
F
,V

E
G
F
R
1,

M
M
P
-2
/9
,p

53
,p

21
,

B
ax
,S

T
A
T
3/
5

N
C
T
01

74
03

23
T
re
at
m
en
t

br
ea
st
ca
nc
er

II

N
C
T
02

94
45

78
T
re
at
m
en
t

hu
m
an

im
m
un

od
efi
ci
e
nc
y

vi
ru
s
(H

IV
)
in
fe
ct
ed

an
d
un

in
fe
ct
ed

w
om

en
w
ith

hi
gh

gr
ad
e
ce
rv
ic
al
sq
ua
-

m
ou

s
in
tr
ae
pi
th
el
ia
l

ne
op

la
si
a

II

N
C
T
02

06
46

73
T
re
at
m
en
t

pr
os
ta
te
ca
nc
er

II

N
C
T
02

78
29

49
P
re
ve
nt
io
n

G
as
tr
ic
ca
nc
er

II

n-
3

po
ly
un

sa
tu
ra
te

d
fa
tty

ac
id
s

C
or
n
oi
l,
su
nfl

ow
er

oi
l,
sa
ffl
ow

er
oi
l,

ol
iv
e
oi
l,
so
yb

ea
ns
,

w
al
nu

ts
,d

ar
k
gr
ee
n

A
nt
iin

fl
am

m
at
io
n,

ap
op

to
si
s,
ce
ll
cy
cl
e

ar
re
st
,l
ip
id

pe
ro
xi
da
tio

n

N
F
-κ
B
,B

cl
-2
,

S
T
A
T
3,

p5
3,

B
ax
,

p2
1,

F
as
/F
as
L
,

N
C
T
02

99
62

40
T
re
at
m
en
t

br
ea
st
ca
nc
er

N
o

ph
as
e

sp
ec
ifi
ed

N
C
T
02

83
15

82
br
ea
st
ca
nc
er

(c
on

tin
ue
d)

Integration of Phytochemicals and Phytotherapy into Cancer Precision Medicine 361

http://clinicaltrials.gov/show/NCT03278925
http://clinicaltrials.gov/show/NCT02891538
http://clinicaltrials.gov/show/NCT00701987
http://clinicaltrials.gov/show/NCT01740323
http://clinicaltrials.gov/show/NCT02944578
http://clinicaltrials.gov/show/NCT02064673
http://clinicaltrials.gov/show/NCT02782949
http://clinicaltrials.gov/show/NCT02996240
http://clinicaltrials.gov/show/NCT02831582


T
ab

le
1

(c
on

tin
ue
d)

A
ge
nt

N
at
ur
al
so
ur
ce

M
ec
ha
ni
sm

of
ac
tio

n
M
ol
ec
ul
ar

ta
rg
et
s

T
ri
al
no

T
ri
al
ty
pe

C
an
ce
r
ty
pe

P
ha
se

le
af
y
ve
ge
ta
bl
es
,

se
ed
s
an
d
th
ei
r
oi
ls

P
P
A
R
-γ
,R

X
R
,R

as
,

E
R
K
1/
2

S
up

po
rt
iv
e

ca
re

N
o

ph
as
e

N
C
T
01

82
18

33
S
up

po
rt
iv
e

ca
re

br
ea
st
or

ov
ar
ia
n

ca
nc
er

N
o

ph
as
e

sp
ec
ifi
ed

N
C
T
02

29
50

59
P
re
ve
nt
io
n

br
ea
st
ca
nc
er

II

N
C
T
02

17
69

02
P
re
ve
nt
io
n

pr
os
ta
te
ca
nc
er

II

N
C
T
03

29
04

17
T
re
at
m
en
t

pr
os
ta
te
ca
nc
er

N
o

ph
as
e

sp
ec
ifi
ed

G
en
is
te
in

S
oy

be
an
s
an
d
so
y

pr
od

uc
ts
,T

ri
fo
liu

m
pr
at
en
se
,P

is
ta
ci
a

ve
ra

A
nt
io
xi
da
nt
,

an
tip

ro
lif
er
at
io
n

(g
ro
w
th

in
hi
bi
tio

n,
ce
ll
cy
cl
e
ar
re
st
,

ap
op

to
si
s)
,

an
tia
ng

io
ge
ne
si
s,

an
tii
nfl

am
m
at
io
n

A
K
T
,N

F
-κ
B
,B

cl
-2
,

su
rv
iv
in
,c
yc
lin

D
1,

C
O
X
-2
,M

M
P
-2
/9
,

p5
3,

p2
1,

G
A
D
D
15

3,
B
ax
,S

T
A
T
3/
5,

E
R
K

1/
2,

C
D
K
1,

A
P
-1
,

IG
F
-1
R

N
C
T
01

48
98

13
T
re
at
m
en
t

bl
ad
de
r
ca
nc
er

ph
as
e
II

N
C
T
02

76
64

78
S
up

po
rt
iv
e

ca
re

pr
os
ta
te
ca
nc
er

ph
as
e
II

N
C
T
02

62
43

88
S
up

po
rt
iv
e

ca
re

pe
di
at
ri
c
pa
tie
nt
s

w
ith

so
lid

tu
m
or
s
or

ly
m
ph

om
a

N
o

ph
as
e

sp
ec
ifi
ed

N
C
T
02

56
77

99
P
re
ve
nt
io
n

no
n-
sm

al
l
ce
ll
lu
ng

ca
nc
er

ph
as
e

I/
II

A
bb

re
vi
at
io
ns
:
E
G
C
G

ep
ig
al
lo
ca
te
ch
in
-3
-g
al
la
te
,
E
G
F
R

ep
id
er
m
al

gr
ow

th
fa
ct
or

re
ce
pt
or
,
N
F
-κ
B

nu
cl
ea
r
fa
ct
or
-κ
B
,
C
O
X
-2

cy
cl
o-
ox

yg
en
as
e-
2,

V
E
G
F

va
sc
ul
ar

en
do

th
el
ia
lg

ro
w
th

fa
ct
or
,M

M
P
-2
/9

m
at
ri
x
m
et
al
lo
pr
ot
ei
na
se
s,
IL
-1
2
in
te
rl
eu
ki
n
12

,I
G
F
-1
R
in
su
lin

-l
ik
e
gr
ow

th
fa
ct
or
-1

re
ce
pt
or
,V

E
G
F
R
1
va
sc
ul
ar

en
do

th
el
ia
l
gr
ow

th
fa
ct
or

re
ce
pt
or

1,
T
N
F
-α

tu
m
or

ne
cr
os
is

fa
ct
or

α,
JN

K
Ju
n-
N
-t
er
m
in
al

ki
na
se
,
C
D
K

cy
cl
in
-d
ep
en
de
nt

ki
na
se
,
E
R
K

ex
tr
ac
el
lu
la
r
si
gn

al
-

re
gu

la
te
d
ki
na
se
,S

O
D

su
pe
ro
xi
de

di
sm

ut
as
e,
m
T
O
R
m
am

m
al
ia
n
ta
rg
et

of
ra
pa
m
yc
in
,
iN
O
S
in
du

ci
bl
e
ni
tr
ic

ox
id
e
sy
nt
ha
se
,
P
P
A
R
-γ

pe
ro
xi
so
m
ep
ro
lif
er
at
or
-

ac
tiv

at
ed

re
ce
pt
or

γ,
N
O

ni
tr
ic
ox

id
e,
eN

O
S
en
do

th
el
ia
l
ni
tr
ic
ox

id
e
sy
nt
ha
se

362 N. Özenver and T. Efferth

http://clinicaltrials.gov/show/NCT01821833
http://clinicaltrials.gov/show/NCT02295059
http://clinicaltrials.gov/show/NCT02176902
http://clinicaltrials.gov/show/NCT03290417
http://clinicaltrials.gov/show/NCT01489813
http://clinicaltrials.gov/show/NCT02766478
http://clinicaltrials.gov/show/NCT02624388
http://clinicaltrials.gov/show/NCT02567799


pharmacology, bioinformatics, computational methods etc. (Fig. 2). However, more
investigations are required to confirm if these agents exhibit their activities alone or
in combination with established therapies.

Natural products exert their effects by interacting with multiple targets. It is not
beyond expectations that natural products can be screened that target aberrantly
mutated targets of individual cancer patients in the course of precision medicine
approaches. Up to date, two main categories of targeted drugs comprising small
molecule drugs and monoclonal antibodies are realized. Small molecule drugs have
the ability to enter inside of the cells to attack intracellular targets due to being
sufficiently small, while monoclonal antibodies interact with the targets at the outer
surface of cancerous cells. Cetuximab and panitumumab against EGFR,
bevacizumab against vascular endothelial growth factor (VEGF) and rituximab
against CD20 are examples of monoclonal antibodies. Likewise, imatinib mesylate
inhibiting the oncogenic BCR/ABL fusion protein, both erlotinib and gefitinib
against EGFR, vemurafenib against BRAF and bortezomib against the proteasome
are set as examples for small molecule drugs [48].

Cytotoxic chemotherapy

Proliferating tumor cells

Refractory tumors

Chemoresistance testing

Moving to other
treatment options

Phytotherapy
(standardized plant
extractsand herbal

mixtures)

Toxicity

Proliferating
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Technology
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Sequencing methods
“-omics” technologies
Modeling of predictive

systems

Medicinal plants

Targeted chemotherapy

Exon sequencing

Determining tumor
specific targets

Selection of appropriate
targeted drugs

Isolated
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Fig. 2 Integration of phytochemicals and phytotherapy into individualized therapy of cancer.
(Figure taken with modifications from Ref. [48])
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Novel Approaches with Phytochemicals and Phytotherapy
to Fight Cancer by Precision Medicine

The issue for enforcement of standard chemotherapy is that the distinction between
normal and malignant proliferating cells are not specific enough. Targeted therapy is
a way to treat people in accordance with their specific genes and proteins and
prevents cancer development by interacting individual targets associated with
growth, progression and spread of the cancerous cells. In comparison with standard
therapy discipline, targeted drugs can be individually utilized based on the particular
expression of aberrant targets in each patient. Amplified genes involved in tumor
cells lead to protein overexpression in cancer cells. Chromosomal translocations
may create fusion genes encoding unusual novel proteins with oncogenic features
(driver genes). Targeted drugs specifically attack proteins encoded by driver genes.
Furthermore, the genomic instability of tumors may incline diverse genetic aberra-
tions (passenger genes), which does not have a principal impact on the malignancy
of cancer.

Targeted drugs are expected to kill malignant cells by interacting with particular
targets in cancer cells and, hence to exhibit fewer side effects in normal cells. Several
approaches may lead to the identification of potential treatment targets in cancer
cells. (1) A gene or protein highly expressed in cancer cells may be a potential target,
particularly genes and proteins associated with cell division and growth. (2) Abnor-
malities in chromosomes or alternatively spliced proteins of cancer cells may
indicate possible targets.

Targeted therapy has been a prosperous area in cancer research. The number of
clinically approved drugs has been increasing following the progress in bioinfor-
matics and systems biology over the past years. Targeted drugs, however, have
drawbacks:

1. Tumors usually gain resistance towards targeted drugs. Modifications in the
targets due to mutations, single nucleotide polymorphisms, cell cycle arrest,
antigen shedding or utilization of alternative signaling pathways may induce
treatment failure [43, 47, 48].

2. Targeted drugs provoke side effects in normal cells due to unwanted off-target
effects, despite the fact that the affected targets are not present in those cells.
Hepatotoxicity, dermatoxicity (skin rash, hair depigmentation, nail changes),
hypertension are common examples for non-specific and off-target effects [48].
Nature supplies an incontrovertible source in the development of targeted drugs
[44, 48, 84, 135, 159].

1. An increasing number of targets have been discovered up to date. Natural
products enabling the generation of semi-synthetic or synthetic derivatives have
profound potential to be designed as targeted drugs with improved efficacy.

2. Natural products have the capacity to defeat drug resistance. ATP-binding cas-
sette (ABC) transporter family is a major cause of development of drug resistance
and responsible for drug efflux [29, 70]. In human beings, 48 members of ABC
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transporter family, 12 of which have been identified as possible drug candidates
have been reported to date [54, 88, 203]. Numerous anticancer drugs from various
drug classes (e.g. taxanes, EGFR inhibitors and topoisomerase inhibitors) are
pumped out of the cells by ABC transporters and frequently display cross
resistance, even if those are structurally and functionally unrelated [54, 157,
163, 175]. For instance, sesamin demonstrated remarkable cytotoxicity in vivo.
A study determining molecular determinants of which indicated that sesamin is
not involved in MDR-mediated by ABCB1 or ABCB5. Tumor profiling, further-
more, pointed out that responsiveness of tumor cells to sesamin was substantially
associated with genes which are not involved in classical resistance mechanisms,
thus leading to chemoresistance [157].

3. The rigorous side effects inclined by standard (non-targeted) and targeted che-
motherapeutics may be diminished by the use of natural products [48, 89, 164].

In our previous study, we investigated the potential of natural products in targeted
therapy. For this purpose, signal transducer and activator of transcription 3 (STAT3)
encoded by STAT3 gene was selected. The STAT3 family of transcription factors
aberrantly expressed in cancer take part in a number of physiological processes.
STAT3 activation is initiated via phosphorylation by several cytokines such as IL-6,
CD40 as well as growth factors including epidermal growth factor (EGF) family
members, hepatocyte growth factor (HGF) [171, 179, 208]. Interaction of STAT3
with those ligands leads dimerization of a signal transducer protein, gp130 in the
cytoplasm [19, 191] followed by trigger of Janus kinase (JAK) phosphorylation and
sTAT3 phosphorylation. JAK family is a member of tyrosine kinases among which,
JAK1, particularly, is assigned in the activation of STAT3 [69]. Phosphorylated
STAT3 monomers form dimers and move into the nucleus to inspire transcription of
genes associated with cell survival and proliferation [24, 31, 171, 195]. STAT3
activation is also mediated by mitogen-activated protein kinases (MAPK) and c-SRC
non-receptor tyrosine kinase [48]. Moreover, non-phosphorylated STAT3 may also
provoke dimerization and transcription [205]. STAT3 has been not only reported as
substantially phosphorylated or overexpressed in tumor cells inducing carcinogen-
esis [60, 152]; but also performing as a tumor suppressor in case of occurrence of
mutations [211].

The interruption of the STAT3 signaling pathway by small molecules includes
various approaches:

1. Inhibitors targeting the upstream acting of STAT3: Tyrosine-kinase inhibitors of
cell surface receptors such as EGFR, HER2, PDGFR, IGFR inhibit downstream
signaling including the STAT3 pathway as well as JAK 1/2 upstream of STAT3.

2. STAT3 inhibitors interrupting dimerization at the SH2 domain. Since, most
STAT3 inhibitors bind to the SH2 domain [142].

3. Inhibitors of the STAT3 DNA binding domain. The steric hindrance by small
molecules to bind to DNA inhibits the transcription factor activity of STAT3.

Drugs usually display their effects by affecting multiple targets. Natural products
interact with various targets rather than only one target determining responsiveness
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to drug. Therefore, the discovery of cellular and molecular mechanisms of signaling
pathways affected by drugs is crucial.

Traditional Chinese Medicine (TCM) based on the principal of TCM theory with
a holistic, systematic, and individualistic attitude has become more of an issue lately
enabling integration of such principal with the concept of precision medicine
[80, 189, 213]. Chinese herbal medicine with clinically beneficial outcomes has
provided acquaintance of thousands of years’ theory and practice since the time of
Shennong’s Materia Medica. Medical materials specify according to their natures,
flavors or meridians to be dispensed for each specific patient [94]. By means of
chemical, analytical and pharmacological methods of modern science, the mecha-
nism of action of Chinese herbal medicine can be investigated [97, 107, 214], which
may facilitate the integration of phytochemicals and phytotherapy into Western
medicine.

Compound Databases

A plethora of data have been generated by high-throughput technologies and their
interpretation represents a major challenge to extract novel and meaningful infor-
mation [92, 216].

Text mining of published literature reached notable importance in the past years
[216]. Data mining uses the knowledge from various sources such as bibliographic
literature, experimental data, and clinical data. The progress in computational tech-
nologies offers opportunities for the evaluation of complex and elaborate analyses.
Traditional medicine came more and more into the focus during the past decades.
Thus, the construction of databases in the field of traditional medicine together with
computational technologies came the forefront. Various literature-based databases
were established such as the traditional Chinese medical literature analysis and
retrieval system (TCMLARS) [51], and the database of medicinal materials and
chemical compounds in northeast Asian traditional medicine [177]. A list of tradi-
tional medicine databases is shown in Table 2, among which the Traditional Chinese
Medicine Information Database (TCM-ID) acts as a source describing instructive
reference materials from different channels of TCM comprising formulation, herbal
composition, chemical composition, molecular structure and functional properties,
therapeutic and toxicity effects, clinical indication and application and diseases
[23]. Traditional Chinese Medicine Integrated Database (TCMID) is another exam-
ple, which aims to modernize and standardize TCM collecting data such as prescrip-
tion ingredients and mass spectrometry spectra and includes about 47,000
prescriptions, 8200 herbs, 43,500 ingredients and the relevant knowledge of 4700
diseases [73]. The integrated bio-pharmacological Traditional Korean Medicine
(TKM) database (PharmDB-K) was established by the unification of 14 different
databases, six Pharmacopoeias, literature, formerly-established resources of massive
amounts of bio-pharmacological network data and experimentally validated results
predicted from the PharmDB-K analyses. The database provides detailed knowledge
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Table 2 Traditional medicine databases

Database Description URL

TCM-ID
Traditional Chinese medicine
information database

A database source to identify
informative reference material on
all aspects of TCM including
formulation, herbal composition,
chemical composition, molecular
structure and functional proper-
ties, therapeutic and toxicity
effects, clinical indication and
application, and related
literatures

http://bidd.nus.edu.sg/
group/TCMsite/Default.
aspx

TCM Database@Taiwan One of the most comprehensive
and largest non-commercial
database available for download
comprising constituents from
different herbs, animal products
and minerals

http://tcm.cmu.edu.tw/

TCMID A database including knowledge
of prescriptions, herbs, ingredi-
ents, drugs, related targets, and
diseases

http://www.megabionet.
org/tcmid/

TCMGeneDit A database system providing
association information about
traditional Chinese medicines
(TCMs), genes, diseases, TCM
effects and TCM ingredients
automatically mined from vast
amount of biomedical literature

http://tcm.lifescience.
ntu.edu.tw/

TM-MC
Database of medicinal materials
and chemical compounds in
northeast Asian traditional
medicine

A database providing informa-
tion on the constituent com-
pounds of medicinal materials in
Northeast Asia traditional
medicine

http://informatics.kiom.
re.kr/compound/

CEMTDD
Chinese ethnic minority tradi-
tional drugs database

A database providing informa-
tion about herbs, compounds,
targets, and diseases

http://www.cemtdd.com/

PharmDB-K
Traditional Korean Medicine
(TKM) database for researches in
drug discovery

A database offering comprehen-
sive TKM-associated compound,
drug, disease indication, and
protein relationship information

http://www.pharmdb-k.
org/

Agricola A database useful for finding
information from the National
Agricultural Library on herbs
and medicinal plants

https://agricola.nal.usda.
gov/

HerbMed An evidence-based resource pro-
viding scientific data underlying
the use of herbs for health indi-
cating contraindications, toxicity
and adverse effects

http://www.herbmed.
org/

(continued)
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on 262 TKMs, 7815 drugs, 3721 diseases, 32,373 proteins, and 1887 side effects
[93]. The steadily increasing number of databases will further facilitate the process
of analyzing, multi-dimensional data to gain new knowledge on traditional medicine
in the light of modern technologies.

Network Analysis

Network analysis in traditional medicine characterizes the connection among herbal
prescriptions, herbal products, and compounds on the one hand with targets, molec-
ular pharmacology and diseases on the other hand. Nevertheless, it is beyond the
expectations to precisely unravel the underlying mechanisms of herbal products or
formulae due to the complexity of their chemical consumptions. In this context,
computational methodologies are indispensable to analyze the vast amount of data
from “-omics” –technologies to extract useful information for the drug discovery
process.

Network pharmacology detects the interaction of bioactive constituents with their
cellular targets associated with relevant diseases and examines the actions related to
these interactions. Thus, drug-target-disease networks are constructed. Network
pharmacology represents a “multi-component, multi-target” strategy rather than a
“single-component, single-target” approach. Therefore, network pharmacology
especially raised interest in the field of medicinal plants and phytotherapy as chance

Table 2 (continued)

Database Description URL

CAM on Pubmed A database which automatically
limits the literature search
according to the complementary
and alternative medicine (CAM)
subset of PubMed

https://nccih.nih.gov/
research/camonpubmed

PubMed Dietary Supplement
Subset

A collaboration between the NIH
Office of Dietary Supplements
and the National Library of
Medicine (NLM), is essentially a
“filter” in the PubMed database
that allows users to limit the
20 million+ citations in PubMed
to those that are dietary
supplement-related (just over
400,000 at this time)

https://ods.od.nih.gov/
Research/PubMed_Die
tary_Supple ment_Sub
set.aspx

RXList Alternatives A database containing categories
of herbal medicines comprising
Western herbs, Chinese herbal
remedies and homeopathics,
offered both through FAQ’s and
complete monographs

https://www.rxlist.com/
supplements/article.htm
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to identify the complex mechanisms of phytotherapeutics and herbal formulae.
Understanding the pharmacological activity of traditional medicine at the cellular
and molecular level is quite difficult due to the high number of chemical constituents
in a prescription. While each of these ingredients exerts its specific actions their
combination in a herbal mixture may differ from the sum of each single compound’s
action. The hope is that synergistic interactions between different medicinal plants
and/or their phytoconstituents may be unraveled by the application of methods from
network pharmacology.

Network-based computational investigations substantially focus on the discovery
of the efficient compounds and the underlying mechanisms of actions of herbal
products used against specific diseases. To date, investigations integrating network
pharmacology and herbal medicine have been carried out by a comparatively limited
number of groups [48, 95, 98, 146] but the idea justifying this concept gains more
and more popularity [181]. For example, Li and Zhang [95] built a “network target”
theory, which comprises three networks, i.e. the herb network (herbal formula), the
biological network (network target), and the phenotype network (disease). This
approach represents a novel prototype in drug discovery.

The comprehension of network pharmacology is extraordinary broad. Some
researchers virtually concentrate on drug-target systems [92, 104], whereas others
focus on herb networks in the prescription [92, 98] or the target signaling pathway
network [92, 193], which may lead to the development of disease-pattern-target
network [62, 92].

A vast number of investigations were carried out comprising the integration of
phytochemicals and phytotherapy into network pharmacology. Some representative
investigations from our and other groups are exemplified below.

Anfosso et al. [5] correlated the mRNA expression data of 89 angiogenesis-
related genes obtained by microarray hybridization from a panel of 60 tumor cell
lines of the National Cancer Institute (NCI, USA) with the 50% growth inhibition
concentration values for eight artemisinin derivatives. Hierarchical cluster analysis
and cluster image mapping expression determined the genes involved in cell
response. Artemisinin derivatives were shown to exhibited their antitumor effects
by inhibiting tumor angiogenesis.

Efferth et al. [45] focused on pharmacogenomics of Kampo-derived natural
products against cancer with special emphasis to shikonin as the most cytotoxic
compound among all phytochemicals investigated. Microarray analyses led to the
determination of genes associated with cellular response to shikonin.

Efferth et al. [46] performed a systematic bioactivity-based screening of a number
of traditionally used Chinese medicinal plants. Bioactivity-guided fractionation by
chromatographic techniques led to the isolation of several phytochemicals with
cytotoxic activity against cancer cells, including 25-O-acetyl-23,24-dihydro-
cucurbitacin F from Quisqualis indica and miltirone from Salvia miltiorrhiza. By
using microarray hybridization, the genes determining sensitivity or resistance of
cell lines to miltirone were identified.

Wong et al. [199] examined the effect of Rabdosia rubescens extract and the
kaurene diterpene oridonin, the most active ingredient of this extract, on prostate
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cancer cells by gene expression analysis and xenograft tumor studies. The authors
emphasized that the synergy of the whole plant extract compared to the isolated
oridonin was reflected by the results of the gene expression analyses.

Youns et al. [207] investigated the cytotoxicity of the chalcone flavonoide,
isoliquiritigenin with that of the standard anticancer drugs doxorubicin and metho-
trexate in five T-cell acute lymphoblastic leukemia cell lines. Array-based matrix
comparative genomic hybridization and microarray-based mRNA expression profil-
ing were further performed to have a perception about molecular mechanisms. The
study pointed out the presence of different molecular mechanism of isoliquiritigenin
as compared to doxorubicin and methotrexate, indicating that isoliquiritigenin may
be beneficial to treat leukemia exerting resistance to these standard chemotherapy
drugs.

Kuete and Efferth [86] compiled a library of cytotoxic compounds Cameroonian
medicinal plants. Cellular and pharmacogenomic profiling as well as bioinformatical
analyses led to a set of 27 cytotoxic compound. Two of the most cytotoxic com-
pounds, plumericin from Plumeria rubra and plumbagin from Diospyros crassiflora
and Diospyros canalicula, were selected for detailed investigation on the molecular
mechanism. The study bridged the between Sub-Saharan African medicinal plants
and pharmacogenomy for the first time.

Wen et al. [196] conducted a survey to identify modes of action of Si-Wu-Tang,
which is a traditional Chinese medicinal formula. Si-Wu-Tang induced gene expres-
sion changes as determined by microarray, bioinformatics and connectivity map. It
turned out that this herbal formula represented an Nrf2 activator and exerted
phytoestrogenic activity.

Efferth and Greten [42] investigated the withanolides, the major secondary
metabolites of Withania somnifera, to identify the molecular determinants of sensi-
tivity and resistance of tumor cells towards these secondary plant metabolites.
Transcriptomic and bioinformatical analyses allowed the definition of mRNA
expression profiles, which were significantly associated with the response of tumor
cells to withanolides.

Munakata et al. [122] investigated the affect of the traditional Japanese medicine
juzentaihoto (JTX) on the gene expression profile in the large and small intestines
was investigated by microarray analyses using mice of various strains with or
without enteric microflora. Microarray analysis uncovered that the target of JTX
may be the transcription machinery.

Kadioglu et al. [76] analyzed the cytotoxicity of the Cantharis ingredient,
cantharidin, in 41 tumor cell lines (Oncotest panel) and compared the results with
those of 60 cell lines of the NCI panel of tumor cell lines. Microarray-based
transcriptome-wide mRNA expression profilingss, hierarchical cluster and in silico
docking analyses in addition to biological experiments indicated that cantharidin
may be a promising candidate for cancer therapy.

Zheng et al. [215] studied the anti-tumor effects and underlying mechanisms of
Juzen-taiho-to, a Chinese medicine containing 10 herbs, in a murine model by using
cDNA microarray analysis. Juzen-taiho-to extended the survival time of Simian
vacuolating virus 40 (SV40) T antigen in α-crystallin/SV40 T antigen transgenic
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(TG) mice by enhancing their nutritional condition, inhibiting the MAPK pathway
and reinforcing the immune system without causing hepatic toxicity.

Loganathan et al. [105] assessed the effects of a well-characterized extract from
the medicinal mushroom Ganoderma lucidum on tumor growth and breast-to-lung
cancer metastasis. Gene expression in MDA-MB-231 cells was determined by DNA
microarray analysis, indicating that Ganoderma lucidum inhibited breast-to-lung
cancer metastases by the downregulation of genes associated with cell invasiveness.

Li et al. [99] examined genome-wide aristolochic acid-induced dysregulation as
well as the regulation of microRNAs (miRNAs) on their target gene expression in rat
kidney, because miRNAs play a part in cancer process and their role remained still
unclear in aristolochic acid-induced carcinogenesis. Rats were treated with
aristolochic acids to test miRNA and mRNA expression by deep sequencing, and
protein expression by proteomics. Dysregulated miRNA expression was of impor-
tance in carcinogenesis in rat kidney.

The mechanism associated with glucose metabolism of a diterpene quinone
tanshinone IIA obtained from Salvia miltiorrhiza was studied in gastric cancer
cells. RNA-seq transcriptomics and quantitative proteomics-isobaric tags revealed
that the glucose metabolism was inhibited by tanshinone IIA in AGS gastric cancer
cells prompting cell stresses, nutrient deficiency and DNA damage [100].

Wu et al. [204] studied molecular mechanisms of rosmarinic acid also isolated
from Salvia miltiorrhiza in acute lymphoblastic leukemia cells. Microarray analysis
and other experimental studies pointed to rosmarinic acid-induced apoptosis and
necrosis caused by ROS generation and DNA damage.

Saeed et al. [158] studied the molecular mechanisms of the dietary flavonoid
apigenin on drug-resistant cancerous cell lines. In silico molecular docking, micro-
array and bioinformatical analyses were performed. The study indicated apigenin’s
cytotoxicity is not hampered by classical mechanisms of multidrug resistance
pointing to apigenin’s capability to affect refractory tumors.

Kadioglu and Efferth [75] searched modes of action of ursolic acid and pomolic
acid, two constituents of Salvia officinalis, in drug-resistant cancer cells. Gene
expression profiles were determined by microarray-based mRNA expressions, and
bioinformatical analyses. Molecular docking revealed the interaction of those com-
pounds to key molecules involved in the NF-κB pathway. The study revealed that
ursolic and pomolic acid inhibit NF-κB-mediated functions by targeting different
steps of the NF-κB pathway.

The coumarin compound scopoletin found in several plant genera including
Artemisia species was studied by Seo et al. [168]. Microarray-based RNA expression
profiling of a panel of tumor cell lines showed that cellular response of scopoletin
was not related to the expression of ATP-binding cassette transporters.
Transcriptome-wide mRNA expressions pointed to a set of 40 genes, which all
displayed binding motifs in their promoter sequences for the NF-κB transcription
factor. Hence, NF-κB activation may be assumed as resistance factor for this
compound.

Cheng et al. [25] investigated the action of a standardized extract of Huangqi
Guizhi Wuwu decoction against oxaliplatin-induced peripheral neuropathy.
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Microarray analysis indicated that the neuroprotective effect of this extract was
associated with the modulation of multiple molecular targets and pathways involved
in the downregulation of inflammation and immune response.

Ooko et al. [136] investigated the combination treatment of ascorbic acid and
curcumin, two secondary metabolites of Curcuma longa, towards human cancer
cells. Microarray-based mRNA expression profiles displayed genes assuming cellu-
lar responsiveness to curcumin and AA.

Hong et al. [71] focused on the potential effect of Free and Easy Wanderer
(FAEW), a mixture of several herbs clinically used in China for hundreds of years
against psychiatric disorder. Transcriptome-wide microarray analysis indicated
NRF2/HO-1 as the common target of FAEW and fluoxetine as syntehtic control
drug. FAEW exerted its activity by antagonizing H2O2-induced oxidative stress
through KEAP1-NRF2/HO-1 pathway.

Saeed et al. [160] studied the cytotoxicity of the pentacyclic triterpene betulinic
acid towards drug-resistant tumor cell lines. Microarray data were used to identify
possible mechanisms underlying betulinic acid’s cytotoxicity towards multidrug-
resistant tumor cells, which were supplemented by in silico analyses.

Kadioglu et al. [77] examined the cytotoxic diterpenoid oridonin isolated from
Rabdosia rubescens towards a panel of drug-resistant cancer cells.
Pharmacogenomic and computational analyses were used to explain the response
of cancer cells to oridonin.

Dawood et al. [30] searched for cellular and molecular mechanisms accounting
for the cytotoxicity of arsenic trioxide (As2O3), which is used in Chinese medicine.
Microarray and bioinformatical analyses identified the genes determining cellular
responsiveness to As2O3. Hierarchical cluster analysis-based heat mapping pointed
to remarkable differences between As2O3-sensitive and -resistant tumor cells. The
approach of network pharmacology was quite beneficial to present the multifactorial
modes of action of As2O3.

Özenver et al. [139] investigated the cytotoxicity of aloe-emodin, an anthraqui-
none derivative mostly present in the families such as Fabaceae (Cassia), Liliaceae
(Aloe), Polygonaceae (Rumex), Rhamnaceae (Rhamnus) and Rubiaceae (Asperula,
Gallium, Rubia) [166]. Cellular and molecular factors determining the cytotoxicity
and acquired resistance were revealed by network analysis combining in vitro and in
silico methods. Microarray hybridization revealed a profile of deregulated genes
associated with diverse functions, which was further experimentally validated dem-
onstrating S phase arrest, ROS generation, DNA damage and apoptosis regarding
Aloe-emodin’s cytotoxicity in CCRF-CEM leukemia cells.

Saeed et al. [161] investigated the cytotoxicity of the natural benzophenanthridine
alkaloid sanguinarine towards multi-drug resistant cancer cells. The transcriptome-
wide expression profiles of a tumor cell line panel defined genes involved in different
cellular processes, which together with experimental studies demonstrated therapeu-
tic potential of sanguinarine.

A survey carried out by Seo et al. [169] evaluated the effects of a number of
adaptogenic herbal extracts on fixed combination 5-fluorouracil, epirubicin and
cyclophosphamide (FEC) induced alterations in transcriptome-wide RNA
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microarray profiles of neuroglia cells to foresee possible effects of such extracts on
cellular and physiological, and mostly cognitive functions. The study revealed that
the combination of cytostatic drugs with apoptogenic plant extracts resulted in
remarkably alterations in gene profiles of neuroglial cells concerned with soft
cognitive impairments in cancer chemotherapy.

A follow-up study by Seo et al. [170] demonstrated the potential effects of the
previously established adaptogens on FEC-induced changes in transcriptome-wide
microarray profiles of T98G neuroglia cells as well as on FEC-induced hepato-,
cardio- and nephrotoxicity. The application of cytostatic drugs in combination with
adaptogenic plant extracts induced notable changes in transcriptome-wide microar-
ray profiles of neuroglial cells emphasizing the potential of adaptogens reducing
adverse effects in cancer chemotherapy.

In summary, network analysis based on microarray hybridization and
RNA-sequencing pave the way for understanding the molecular mechanisms of
herbal prescriptions or isolated compounds. Thus, network pharmacology combin-
ing various modern techniques and methodologies is a key technology for the
efficacious prediction of “drug-target-disease” features of herbal prescriptions and
phytochemicals from traditional medicine.

Computational Approaches

Computational methods serve as tools proposing possible targets and signaling
pathways for chemicals from herbs. One approach is that the chemical scaffold of
a phytochemical is used to screen for compound with similar chemical structure
under the assumption that compound with high similarity probably exert similar
activities [197]. Moreover, reverse docking is a method to determine possible drug
targets which is also applicable to natural products [96, 212]. Molecular dynamics is
another technique imitating the interaction of a small molecule with a macromolec-
ular target and calculating the predicted binding kinetics at atomic level
[39, 63]. Priya et al. [147] combining such methods including not only molecular
docking and molecular dynamics but also molecular property prediction and drug-
likeness score to develop a new drug against human immunodeficiency virus (HIV)
targeting HIV-1-reverse transcriptase. Meanwhile, systems biology integrates vari-
ous areas including engineering, computational, physics with biological and medical
fields to predict the attitude of a biological network upon treatment with a
phytotherapeutic to assume possible efficacy or side effects at the network level
[52, 55, 61]. If the topology and associated parameters are present, a panel of
ordinary differential equations may portray the dynamic property of network
interacting with herbal medicine [52]. Nevertheless, this method would fail in case
of insufficient knowledge about biological pathways and information shortage of
topology or parameter. In this case, Boolean network modeling could provide an
alternative [192].
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Contrary to the conventional “one target” approach, systems biologyfocuses on
extensive interaction maps of biological systems affected by external stimuli. These
maps encompass data from genomics, transcriptomics, proteomics as well as
metabolomics enabling the individual evaluation of a tumor. Thus, the behavior of
cancer cells and their potential response to specific treatments may be determined,
which is quite important for development of targeted therapy [91, 119].

In brief, these methods are applied to examine complex biological systems and
their combination allow the concurrent simulation of possible drug candidates.

Graph Theory

Trudeu postulated that a graph is an abstract statement of a set of elements and the
connections between them [178]. Graph theory is a mathematical discipline corrob-
orating the study of composite networks in biology and other research fields [113]. In
biomedicine, the nature of intercellular signaling pathways can be ascertained by
graph theory, intercellular networks can be evaluated in the presence or absence of
stimulation or inhibition by external signals (such as chemical molecules). Further-
more, information can be gained regarding stability of intercellular networks, alter-
ations in their connectivity in the course of growth and modifications of cell-to-cell
connectivity due to a disease [14, 57, 58, 109, 112].

Statistical Methods

Statistical algorithms are indispensable to unravel patterns of biological principles
from large data sets. A plethora of data are available from multiple sources such as
digital platforms and large scale experiments. This represents a treasure box that
awaits to be unearthed [149].

Data Mining and Functional Data Analysis

Data mining and functional data analysis are quite substantial to obtain robust
relationships among data elements in large and partwise noisy and messy data sets
in order to model biologically meaningful data patterns [129, 149].

Modeling

Modeling Based Scientific Computing (MBSC) depends on the performance of
precise mathematical methods arising from the first principles of nature laws.
Specific software is used to confirm the compatibility of in silico predictions with
real conditions [149].
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Visualization Methods

A fundamental part of illustration of metabolomics experiments is based on visual-
ization methods which allow the conversion of mathematical algorithms into graph-
ical illustration. Visualization and pathway mapping enable the widespread use of
bioinformatical tools even for non-bioinformaticians [145].

Experimental Approaches

Microarray Technology and Next Generation Sequencing Methods

The Human Genome Project established in 2001 represented an important landmark
to explore the function of genes in a comprising manner. Functional genomics
enabled the investigation of expression patterns of hundreds of genes at the same
time. Complementary DNA microarrays, oligonucleotide microarrays or serial anal-
ysis of gene expression (SAGE) are the most applied methods in this context
[59, 66]. Medicinal plants are traditionally used worldwide despite the fact that
adequate toxicology and safety data of those products are not available in many
cases. Thus, there is an urgent need to understand mechanisms of action of both
pharmacological activity and toxic side effects. This is one of the preconditions to
enable the integration of phytotherapy into conventional medicine as well as into
precision medicine. Due to the complex chemical composition of herbal remedies,
this is not a trivial task.

According to The American Herbal Products Association, approximately 3000
plant species and 50,000 plant-based products were sold as dietary supplement
products in the USA [9]. The U.S. FDA and the National Institutes of Health
suggested top-selling herbal products and active ingredients for risk assessment
and documentation to the U.S. National Toxicology Program, such as Ginkgo biloba
extract, Panax ginseng, kava, Aloe vera, green tea extract, comfrey, symphytine,
dong quai, ephedrine alkaloid, L-ephedrine (ma huang), black cohosh, goldenseal
root powder, pulegone, usnic acid, and Usnea herb. [125].

The detection of pharmacological and toxicological mechanisms of herbal prod-
ucts is quite a difficult approach compared to that of a pure chemical. The approaches
determining the mechanisms still have been not fully adapted for medicinal plants
and herbal products due to their chemical complexity. Risk assessment of traditional
medicines, is, however, of extraordinary importance, in order to extrapolate potential
toxicity and tumorigenicity from experimental in vivo models to the situation in
human beings [16, 66]. Microarray technology and sequencing methods represent
important approaches for this purpose. Guo et al. [64, 65] carried out a survey on the
utility of DNA microarray technology to evaluate risk of Ginkgo biloba and kava
extract for liver toxicity and tumorigenity in rats and mice. Another study of Guo
et al. [66], further pointed out how such products exert their activities, e.g. by
modulating the expression of drug metabolizing enzymes, changing signaling
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pathways/networks etc. Based on the information gained from microarray data, the
likely mechanisms of action or toxicity can be hypothesized and verified by subse-
quent chemical, biological, and genomic examinations.

Various sequencing technologies comprising first-generation sequencing tech-
nologies (FGSTs), next-generation sequencing technologies (NGSTs) and third-
generation sequencing technologies (TGSTs) became an indispensable part of mod-
ern research in the field of personalized medicine and genomic research. FGSTs
were developed between 1975 and 1977 by use of the methods of Maxam-Gilbert
and Sanger [115, 162]. NGSTs followed by the introduction of The Roche/454
platform in 2005 [111], the Illumina/Solexa system in 2006 [12], Applied
Biosystems SOLiD system in 2007 [182], and Ion Torrent system in 2010
[155]. As FGSTs lack high throughput performance [184], NGSTs are less costly
and time consuming in comparison with Sanger sequencing [103].

Technological advancement led to the development of TGSTs with considerably
improved features, i.e. rapid, encompassing, and unbiased sequencing of RNA. New
technologies are under development such as single-molecule real-time (SMRT)
systems (the PacBio RS II from Pacific Biosciences) [50] or nanopore-based systems
(Oxford Nanopore Technologies (ONT) MinION) [118] inclining minimal artifacts
or inaccuracies during RNA sequencing [184].

High-Throughput “-Omics” Technologies

Personalized medicine aims to select ‘the right drug for the right patient’. In spite of
tumor heterogeneity as a major challenge for precision medicine, various techniques
have been improved enabling the detection of genomic variations, (e.g. single
nucleotide polymorphisms (SNPs), copy number variations), epigenomic modifica-
tions (e.g. DNA methylation, histone acetylation, micro-RNAs), transcriptome-wide
mRNA expression (transcriptomics) and proteome-wide protein and peptide expres-
sion (proteomics) in cells or tissues [43, 48]. Computational biology and bioinfor-
matics enable to extract relevant knowledge from the vast quantities of data
generated by these “-omics” approaches [37, 117]. The intention in the frame of
precision medicine is to make reliable predictions of individual expression profiles
[174, 209]. Meta analyses of DNA sequencing outcomes bear high values for drug
discovery and development of specific targeted agents or biomarkers as well as for
therapy monitoring [21]. High-dimensional “-omics” data can be translated into
precision therapy protocols by means of computational methods or bioinformatics
[22, 180].

The emergence of new concepts in personalized medicine opens a new and
challenging door into individual cancer therapy. It should be realized that the
extensive heterogeneity of most tumors engrave the realization of those concepts
[48, 53]. A project intending to constitute a link between thousands of chemical
compounds and gene expression profiles in various cancer cell lines has been
recently investigated. This is a starting point forming a basis for the improvement
of complicated requirements in personalized medicine [90].
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Drug discovery comprising various steps ranging from in vitro tests to marketing
is quite a costly and time consuming process. The number of newly approved drugs
has decreased owing to the frequent failure in phase II trials during the past decades
in spite of the increment of investing activities for research and drug development
[83, 121]. The rise of “-omics” technologies and newly developed sequencing
methods together with computational methods and bioinformatics is expected to
support drug discovery saving money and time. An interesting concept based on the
possible use of known drugs with reasonable safety and pharmacokinetic property
came into the focus, since these drugs may be promising drug candidates for other
certain diseases affected by the same pathway [141]. This concept has been termed
as “drug repositioning” [7, 127]. Sildenafil, for instance, was initially developed for
the treatment of angina pectoris. Nevertheless, clinical trials did not prove such an
effect. Subsequently, sildenafil was recognized to induce strong erections as a side
effect and was approved by the FDA for the treatment of erectile dysfunction
[7, 127]. Then, phosphodiesterase type 5 (PDE5) as the target of sildenafil was not
only found to be expressed in the penis, but also in lungs assuming an activity of
sildenafil for the treatment of pulmonary arterial hypertension [26]. Thus, sildenafil
was repositioned twice. Mebendazole is another example of repositioning. This drug
was initially developed against helminthic, infections. However it was revealed to
exert anticancer activity especially towards metastatic It turned out, however, that
mebendazole also revealed anticancer activity, especially towards metastatic adre-
nocortical carcinoma and refractory colon cancer. The drug is currently being tested
in Phase 1 and II clinical trials [127, 133, 140]. This phenomenon may also set the
pace for phytotherapeutics or herbal medicines as potential drug candidates against
cancer, since most of them have been traditionally used throughout the history.

Biological and Pharmacological Experiments

Pharmacological research started in the second half of the nineteenth century in
Europe by Rudolf Buchheim and Oswald Schmiedeberg investigating existing drugs
in animals [81]. New drugs were developed with the emergence of synthetic
chemistry in the twentieth century with the use of classical pharmacological screen-
ing based on successively testing of chemical entities or biological products in
isolated organs and whole animals [186]. Western medicine and Chinese medicine
fundamentally differ from each other. In Western medicine, pharmaceutical devel-
opment consists of three main stages, which are target selection, screening for leads
and lead structure optimization. In Chinese medicine, prescription discovery, com-
ponent identification and formula optimization are the main steps. Western medicine
focuses on a drug design model based on structure activity relationship (SAR),
whereas Chinese medicine emphasizes systems modeling attributing mostly to
combination activity relationship (CAR) [206].

The process of drug discovery, development and market approval in Western
medicine starts with the identification of a biological target associated with a certain
disease, followed by in vitro and in vivo preclinical research, clinical phase I-III trials
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in order to clarify mechanisms of action, pharmacokinetics, efficacy, toxicity, dosage
form, the best dosage, side effects etc. [35]. Development of a new drug is quite
costly and is estimated to be about $2.6 billion [36, 120]. Despite huge investments
and spending plenty of time, drug development may even fail. Thus, consolidation of
experimental approaches with computational tools or new generation technologies
such as high throughput screening and “-omics” technologies are meaningful reduc-
ing costs and time.

Computer-aided drug design, computational modeling and simulation approaches
have inclined great achievements in drug discovery and personalized medicine
against cancer [194, 201, 210]. Cancer bioinformatics is important to enable the
identification of biomarkers, which are specific to disease phenotypes and which can
be routinely applied for early diagnosis as well as the monitoring of disease progress
and response to therapy [202]. The integration of such methodologies into biological
and pharmacological experiments is an unprecedented approach in personalized
medicine, which will improve the outcomes of patients suffering from cancer.

Modeling of Predictive Systems

The emergence of mathematical modeling as well as the analysis and prediction of
systems occurred following the development of the first mathematical cardiac model
in the 1960s [130]. Various mathematical models have been evolved to prove
assumptions and predict systems among which computational modeling holds an
outstanding importance by using models for simulation and examination of the
behavior of complex systems based on mathematics, physics and computer science.
A computational model consists of different variables and defining the system.
Simulation is achieved by adjustment of such variables and monitoring the results
affected by the alterations. Modeling allows scientists to carry out great number of
simulated experiments, the outcomes of which lead researchers to make assumptions
about probable responds in the real patient [124].

Drug efficacy and safety may be cost-effectively determined in mathematical
disease models by in silico simulations. The accomplishment of human genome
project and improvements in high-throughput technologies provided more popular-
ity and confidence in mathematical modeling. Computational modeling led to
investigation of systems biology at multiple levels such as molecular processes,
cell to cell interactions etc. [17, 92, 154].

There are only few examples of simulation studies establishing mathematical
modeling with herbal products. For instance, Quanquan and Tingge [148] intro-
duced a new mathematical model calculating relative dosages of 561 common herbs,
which is clearly seen as beneficial in curative efficacy mining. Another example is
quantitative composition–activity relationship models developed by multiple linear
regression, artificial neural networks, and support vector regression to predict bio-
activity of a herbal medicine and design of a new drug. The widely used herbal
medicine Qi Xue Bing Zhi Fang was studied and the ratio of including two active
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constituents was optimized in reference to the composition–activity relationship
model to obtain a new formulation with better activity [190]. These approaches are
interesting clues for the potential of computer-based modeling using herbal
prescriptions.

Recently, there was a paradigm shift from the “single drug- single target” concept
to the “multi-component- multi-target” strategy. In this context, application of
mathematical modeling helps to obtain of extensive interactions of herbal prepara-
tions with signaling pathways and networks at the systems biological level. Com-
putational simulations may be also appropriate tools to find connections between
preclinical and clinical studies as well as filling the gaps, which obviously hamper
drug development in terms of cost and time savings.

To better recognize the biological functions of a whole system, the virtual
physiological human project has been established since 2006. The project integrates
information from systems biology, personal health systems, biomedical informatics
to achieve more efficient and effective healthcare systems in the future [74, 82].

Simulation studies on traditional medicine have just emerged. Their application
is, however a rapidly growing area. Determination of the possible activities of
complex herbal products by a developed computational model would undoubtedly
supply and improve our healthcare systems.

Conclusions

Traditional medicine has been existing in every continent and cultural area of the
world throughout the history. To exemplify, traditional Chinese medicine in East
Asia, Ayurvedic medicine in India and Galenic medicine in Europe are the most
renowned examples, each with individual basic philosophies and representing some
similarities [185]. The art of traditional medicine dates back to the thousands of years
of practical experience and is still used in our times.

Combination therapy regimens are preferably applied in clinical oncology rather
than monotherapy, since tumors frequently exhibit resistance to drugs and combi-
nation therapies may combat (or at least delay) the rapid emergence of drugs
resistance phenomena. In this respect, traditional medicine, phytotherapeutics, and
herbal products may be a promising future perspective in cancer therapy due to their
complex composition and simultaneous interaction with multiple targets.

Network pharmacology may be useful to develop diagnostic tools not only as
prognostic markers for patients’ survival probabilities, but also to predict the
response of tumors to established anticancer drugs and in case of resistance to
allow bypassing to treatment alternatives, e.g. phytochemicals and herbal
mixtures [187].

Due to the severe side effects and development of drug resistance, treatment
regimens have moved from cytotoxic drugs to targeted drugs in the past decade with
quite a number of recently marketed drugs. Still, targeted drugs may also exert side
effects and incline development of drug resistance in patients, indicating that the
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potential of target specificity has not been fully exploited yet. The multi-specific
nature of many phytochemicals may support the clinical fight against drug resis-
tance. Cancer stem-like cells are known for their capacity of self-renewal and for
inducing the heterogeneous lineages of cancer cells, which are usually resistant to
standard chemo- and radiotherapy. Numerous investigations showed that natural
products inhibit those cells [40, 126, 167], which is quite an important potential for
future drug development efforts. Furthermore, natural compounds represent impor-
tant lead compounds for chemical derivatization. Novel chemical scaffolds of natural
products are valuable starting points for medicinal chemistry to develop novel drugs
not involved in common drug resistance phenotypes [87]. The recent technologies in
computational methods and bioinformatics have guided the development of new
treatment concepts in the field of network pharmacology. Phytotherapeutics or
herbal products in traditional medicine due to their complex composition display
diverse activities by interacting with numerous relevant targets due to their complex
composition. The major issue in network pharmacology is to extract substantive
knowledge from a vast amount of data distinguishing relevant signals from back-
ground noise. Network pharmacology has to cope with a number of obstacles such as
multi-targeted nature of drug action, resistance phenomena, side effects on healthy
tissue or organs and tumor heterogeneity. In this context, the development of new
methodologies in network pharmacology may be supportive and promising for
overcoming of such difficulties.

It is not beyond the expectation that personalized medicine will lead to significant
progresses in cancer treatment. Apart from the scientific basis, personalized needs to
remain affordable for patients and governmental health systems. The availability of
effective personalized medicine should not be restricted to a rich elite. Here,
phytotherapies can play a crucial role, as they are affordable even for people in
countries with general low income [6, 8].

To realize the integration of phytotherapy and phytochemicals into novel
approaches of precision medicine, it is indispensable that high quality products
will be marketed, i.e. standardized plant extracts with proven preclinical and clinical
efficacy and safety [34, 48, 85, 110, 114]. Drug industry and health care systems
should jointly focus on the improvement of cancer survival times by integrating the
best of two worlds- of phytotherapy and conventional medicine to create novel
concepts of precision medicine [49].
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Synergistic Effects of Chinese Herbal
Medicine and Biological Networks

Deep Jyoti Bhuyan, Saumya Perera, Kirandeep Kaur,
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and Xian Zhou

Introduction

Traditional Chinese Medicine (TCM) has been extensively practised as primary
healthcare in China and other Asian countries including Japan and Korea over
thousands of years. Because of its unique and holistic approach towards treatment
and prevention of diseases, maintenance of health and prolongation of life, TCM has
recently gained significant attention worldwide.

Chinese Herbal Medicine (CHM) is a key modality of TCM, which is emphasised
through its systematic approach of herbal formulae (Fang Ji in Chinese – up to
20 herbs consisting of a large number of chemical constituents) in sustaining the
balance in the body. The popularity of CHM as complementary therapy has signif-
icantly increased recently especially in Western nations. Substantial progress has
been made over the last decades in understanding the efficacy and modes of action of
many commonly used herbs and formulations [1]. Synergy has been found to be the
key mechanism of action of CHMs in many studies. It has been demonstrated that
combination therapy of CHM could provide a comprehensive approach with greater
therapeutic benefits, more systematic targets and reduced side effects through its
synergistic behaviour to manage a number of chronic diseases such as AIDS, cancer,
atherosclerosis and diabetes, all of which have complex aetiology and pathophysi-
ology and, therefore, are difficult to treat using a single drug-target approach
[1]. Numerous studies have also identified many active ingredients in CHMs and
their biological targets providing insights into their synergistic effects. Furthermore,
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systems biology approaches have been developed and extensively applied to inves-
tigate the multi-target interactions of active constituents in CHM at a molecular
level. This follows the current trend of drug development with “network target,
multi-component” strategy which has gradually replaced the conventional “single
drug-single target” pharmaceutical approach. Similarly, research interest in syner-
gistic interactions of multi-component herbal preparations and their positive inter-
actions with pharmaceutical drugs has also started to grow in recent years
[2]. However, the safety, quality and pharmacological activity of CHMs still remain
obscure due to their complex nature, which has hindered their application in
conventional medicine and recognition across the international healthcare systems.

In this chapter, we review studies on the synergistic effects of CHMs through
both pharmacodynamics and pharmacokinetics approaches and how they are effec-
tively measured. Studies of CHM for various therapeutic targets of cancer, diabetes,
musculoskeletal pain, cardiovascular, microbial, inflammatory, hepatic and oxida-
tive stress-related diseases are discussed. In addition, the implementation of the
system to system (systems biology) in CHM is introduced.

Concept of Synergy in CHM

Synergy is defined as the interaction of two or more agents to produce a combined
effect greater than the sum of their individual effects [3]. In medical research,
however, the understanding of synergy is complex. Spinella [4] has categorised
the concept of synergy broadly into two main groups based on the modes of action –
pharmacodynamic and pharmacokinetic synergy. The first type of synergy describes
two or more agents that work on the same receptors or biological targets that result in
enhanced therapeutic outcomes through their positive interactions. The second type
of synergy results from interactions between two or more agents during their
pharmacokinetic processes (absorption, distribution, metabolism and elimination)
leading to changes of the agents quantitatively in the body and, hence, their
therapeutic effects [4]. Spinella [4] also illustrated that there are three ways to
validate the synergistic effects: (1) measure the phytopharmacological effects/
changes, (2) evaluate the difference in effectiveness, iii) observe the dose response
with mixtures of bioactive compounds after using both single herb (or drug)/and
herbal formulae (or extracts), which means a lower dose is used when synergy is
generated.

As CHM prescription emphasises the maintenance and restoration of balance in the
overall functions of the body, most prescriptions are given as herbal formulae com-
prising of multiple herbs needed to target various aspects of the body’s responses in a
comprehensive manner [5]. The key mechanism of synergy in herbal formulae relies
on the interactions among the multiple ingredients and the multi-target actions on the
body [6]. Therefore, CHM does not stipulate a single chemical compound as Western
Medicine (WM) does, rather, it utilises a whole herb plant or combination of various
herbs consisting of different chemical components. Figure 1 depicts the key difference
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in the molecular mechanisms of action between CHM and WM [6]. The complex
synergistic interactions among the herbs in CHM formulations (Fu Fang in Chinese)
are considered to be able to promote therapeutic effects, reduce toxicity, enhance the
bioavailability, and/or display multiple constituents on various targets/diseases
[7]. The design of herbal formulations follow the principle of compatibility, called
“Pei Wu,” which requires the considerations of different interrelationships of herbal
ingredients including synergism (Xiang Xu), assisting (Xiang Shi), detoxication (Xiang
Sha and Xiang Wei), antagonism (Xiang Wu), and rejection (Xiang Fan) [7]. Based on
this principle, different herbs are assembled in a formula following “Jun-Chen-Zuo-
Shi” theory (also known as “Emperor–Minister- Assistant-Courier”) to achieve syn-
ergy in the form of desirable efficacy and minimal side effects/toxicity. “Jun” is the
man in herb in a herbal formula with a relatively higher ratio directly targeting the
disease; “Chen” is an adjuvant herb to promote therapeutic effect of the key herb or to
target the accompanying symptoms; “Zuo” is used for reducing the side effects of the
herbal formula; “Shi” is the herb that guides the active ingredients to reach the target
organs or to harmonise their actions. Numerous studies have suggested that herbal
extracts as a whole and/or multiple herbs in complex formulations offer better efficacy
than equivalent doses of individual active ingredient and/or herbs when used alone;
emphasising the significance of synergistic action in herbal therapies [8–10]. It has
been indicated that an adjustment to the formulation of a herbal combination should be
made not only for single ingredients but also for imbalances in the status of disease-
specific complexes [11]. The “Jun-Chen-Zuo-Shi” combinatorial rule of herbal for-
mulae to treat complex diseases can be justified by the arrangements of herbs on
network-based functional modules as several pathological processes are involved in

Fig. 1 A comparison between mechanisms of action of WM (one drug, one target, one disease) and
CHM (multiple component, network targets, multiple diseases) [6]
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the manifestation of such diseases [11]. Moreover, the interactions of multiple biolog-
ical targets with different herbal ingredients have also been shown to contribute to the
comprehensive effects of CHM formulae. The composition of a CHM formula can be
customised on a patient-by-patient basis by adding or removing certain ingredients or
increasing/decreasing the dose of each ingredient based on the severity of a patient’s
symptoms to reach an optimal clinical outcome [12].

The Synergy of CHM for Various Therapeutic Targets

Synergistic Effect of CHM for the Management of Cancer

According to the GLOBOCAN estimates, cancer is expected to rank as the leading
cause of death in the twenty-first century with an estimated 18.1 million new cancer
cases and 9.6 million cancer-related deaths worldwide in 2018 alone [13]. Cancer is
responsible for more deaths than AIDS, tuberculosis, malaria and diabetes combined
[14]. Late diagnoses, molecular heterogeneity, expensive and few effective thera-
peutic options as well as the increased resistance to chemo and radiation therapies
are currently some of the biggest challenges in cancer treatment. Severe side effects
of many chemotherapeutic regimens also make cancer one of the most complex
diseases to treat [15].

For centuries, CHMs have been applied for the treatment of cancers in China and
other parts of the world because of their low cost, easy availability and mild adverse
reactions [15, 16]. CHM theories view cancer as a systemic disease resulting from
the imbalances between the body’s endogenous physical conditions and exogenous
pathogenic factors [15]. Unlike WM, CHM formulae implement multi constituents
which interact with different biological targets for increased efficacy and reduced
side effects in cancer therapy [14, 16]. The molecular mechanisms of action of many
CHM formulae perhaps are attributed to their polyvalent effect which includes-
(1) strong binding affinity of polyphenols to cellular proteins, enzymes and glyco-
proteins and (2) lipophilicity of terpenoids enabling them to permeate through cell
membranes [17]. In addition, the role of polyphenols as promising anticancer agents
has been highlighted in several reports due to their ability to prevent and repair free
radical-induced oxidative damage of cells [18]. Interestingly, some of the common
polyphenols such as (-)-epigallocatechin-3-gallate, quercetin and gallic acid found in
many CHM formulae have been also shown to induce the formation of high levels of
H2O2 – mediated oxidative stress to inhibit the proliferation of cancer cells [19].

A number of pre-clinical and clinical studies have been performed in the last few
decades in order to scientifically validate the effectiveness of anticancer CHM
formulae. Several reports have suggested that their efficacy can be ascribed to the
complex synergy between the herbs. For instance, a CHM formula named PHY906,
from the herbs Scutellaria baicalensis Georgi (Huang qin), Paeonia lactiflora Pall.
(Bai shao), Ziziphus jujubaMill. (Da zao) and Glycyrrhiza glabra L. (Gan cao), has
been shown to synergistically enhance the potency of chemotherapeutic drugs and
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reduce side effects in patients with advanced colorectal and liver cancer in few
clinical studies [16, 20–22]. This is perhaps one of the most studied TCM formulae
as an adjuvant therapeutic candidate for the treatment of advanced colorectal,
pancreatic, gastrointestinal and liver cancer in Phase I and II clinical trials. The
efficacy of PHY906 has been linked with the synergy among the individual herbs in
the formula as well as their positive interactions with different chemotherapeutic
interventions. Liu et al. [23] showed that all four herbs are required in PHY906
formula for the full range of observed efficacy including antitumour activity, reduc-
tion in body weight loss, and prevention of mortality. In pre-clinical animal models,
the formula in conjunction with chemotherapeutic drugs such as nivolumab,
sorafenib and irinotecan has been found to trigger changes in the tumour microen-
vironment through several molecular mechanisms [21, 24–26]. For instance,
the enhancement of M1/M2 macrophage infiltration in the tumour microenviron-
ment by upregulation of monocyte chemoattractant protein 1 (MCP1) protein was
found to be a common mechanism of action in two pre-clinical studies using
PHY906-Nivolumab and PHY906-Sorafenib against liver cancer [21, 25]. The
dual mechanism of action of PHY906 in reducing toxicity in addition to enhancing
the efficacy of anticancer drugs has also gained a significant amount of interest from
the scientific community. The broad-spectrum potential of this CHM formula as an
adjuvant therapy has been widely explored with many chemotherapeutic drugs such
as gemcitabine (pancreatic cancer), capecitabine (colorectal and liver cancer),
5-fluorouracil (colorectal cancer), VP-16 (lung cancer), troxacitabine (leukemia
and pancreatic cancer), clevudine (liver cancer), paclitaxel (lung, breast and ovarian
cancer), oxaliplatin (colorectal cancer), sunitinib (renal and liver cancer), and tha-
lidomide (liver cancer) [27–31].

Huanglian Jiedu Tang (HJT) is another commonly used CHM anticancer formula
composed of four herbs- Coptis chinensis Franch. (Huang lian), Phellodendron
chinense Schneid. (Huang bo), Scutellaria baicalensis Georgi (Huang qin), and
Gardenia jasminoides Ellis (Zhi zi) in equal proportions [15]. Synergy for HJT is
attributed to its multi-target behaviour from its chemical components. S. radix and its
bioactive compound baicalein present in this formula were found to be solely
responsible for mediating apoptosis in MPC-1- immature myeloma cells in vitro
[15, 32]. Whereas, geniposide, berberine and baicalin in HJT displayed an additive
effect on the eukaryotic elongation factor-2 (eEF2) inactivation leading to suppres-
sion of cell/tumour growth and angiogenesis in the in vitro and in vivo models of
hepatocellular carcinoma [33].

Synergistic studies on CHM formulae performed in pre-clinical and clinical
experimental setups within the last few decades are shown in Table 1. It should be
noted that most of these formulae have presented synergistic or additive effects with
chemo, radiation and resection therapies emphasising their potential as adjuvants in
various cancer treatments. However, studies explaining the synergy within a formula
among its herbal ingredients and/or chemical constituents are still scarce. Although
the current literature represents numerous reports on the anticancer activity of
individual herbs and bioactive compounds found in CHM formulae, studying the
single herb/compound strategy does not provide us with a complete understanding of
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Table 1 Synergistic anticancer activity between herbs and their active components present in
Chinese formulae and with chemotherapeutic drugs

Chinese
formula Herbs Active ingredients

Synergistic
anticancer activity References

PHY906
derived
from
Huang Qin
Tang

Scutellaria
baicalensis Georgi,
Glycyrrhiza glabra
L., Ziziphus jujuba
Mill., and Paeonia
lactiflora Pall. at a
ratio of 3:2:2:2

PHY906, chemo-
therapeutic drugs
and radiation
therapy

Enhanced clinical
outcome

[21, 22,
24–26,
35–38]Several Phase I/II

clinical studies
showed that
PHY906 enhanced
the clinical outcome
of chemotherapy
(irinotecan,
capecitabine and
sorafenib) for
advanced colorectal
and liver cancer as
well as pancreatic
and gastrointestinal
cancer by
stabilising tumour
growth, reducing
side effects, espe-
cially
chemotherapy-
associated diar-
rhoea, and improv-
ing survival time.

Pharmacological
mechanism

Preclinical studies
revealed that
PHY906
counteracted the
toxicity of irinotecan
by restoring the
intestinal epithelium
and promoting the
regeneration of
intestinal progenitor
or stem cells and
several Wnt signal-
ing components. It
reduced the usage of
nivolumab (anti-
PD1) by threefold
with better
antitumour effects
compared to anti-
PD1 alone by
changing the tumour

(continued)
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Table 1 (continued)

Chinese
formula Herbs Active ingredients

Synergistic
anticancer activity References

microenvironment
favourable to M1-
like macrophages in
BDF1 mice bearing
with Hepa 1-6
tumours. In female
BDF-1 mice bearing
subcutaneous colon
38 tumours,
PHY906 in combi-
nation with
irinotecan triggered
unique tissue-
specific responses
which were not acti-
vated when PHY906
and irinotecan were
used alone.

PHY906 increased
the therapeutic ratio
and decreased the
toxicity of whole-
abdomen irradiation
without protecting
tumours.

Realgar-
Indigo
naturalis
anticancer
formula

Realgar, Indigo
Naturalis, Salvia
miltiorrhiza Bge. and
Pseudostellaria
heterophylla (Miq.)
Pax ex Pax et Hoffm.

Tetra-arsenic
tetrasulphide from
Realgar, indirubin
from Indigo
naturalis and
tanshinone IIA from
Salviae
Miltiorrhizae Bge.,
respectively.

Enhanced clinical
outcome

[39–41]

A complete remis-
sion rate of 98.3%
with minimal side
effect was observed
in sixty acute
promyelocytic leu-
kaemia patients.

Pharmacological
mechanism

A significant
increase in the
median overall sur-
vival rate was
observed in acute
promyelocytic leu-
kaemia in FVB/NJ
mice treated with the
three-ingredient
combination

(continued)
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Table 1 (continued)

Chinese
formula Herbs Active ingredients

Synergistic
anticancer activity References

compared to control
and mono- or
bi-therapy of these
ingredients.
Indirubin and
tanshinone IIA
enhanced the trans-
port of tetra-arsenic
tetrasulphide into
target cells.

Yanshu
Injection/
Fu Fang
Ku Shen
injection

Sophorae
flavescentis Radix
(SFR) and Smilacis
glabrae Rhizoma
(SGR) at a ratio of
7:3

Oxymatrine and
matrine from SFR.
Astilbin, 5-O-
caffeoylshikimic
acid and taxifolin
from SGR.

Enhanced clinical
outcome

[15, 42,
43]

In sixty patients with
stage III nasopha-
ryngeal carcinoma,
Yanshu injection in
combination with
radio/chemo-
therapy improved
the quality of life by
showing greater
efficacy and reduc-
ing side effects.

Pharmacological
mechanism

Yanshu injection
inhibited N-methyl-
N0-nitro-N-nitroso-
guanidine-induced
gastric carcinogene-
sis by protecting
against carcinogen-
induced oxidative
damage as well as
improved immunity.

Huanglian
Jiedu Tang
(HJT)

Coptis Rhizome,
Phellodendri
chinensis Cortex,
Scutellariae radix,
and Gardeniae
Fructus in equal
proportions.

Scutellaria Radix
and baicalein,
geniposide, berber-
ine and baicalin

Pharmacological
mechanism

[15, 32,
33, 44, 45]

HJT arrested Hep
G2 and PLC/PRF/5
cells in the S-G2/M
phase by
downregulating the
levels of cyclin A,
cyclin B1, Cdc2,
Cdc25C, Bcl-2 and
Bcl-xL and
increased the
expression of BAX

(continued)
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Table 1 (continued)

Chinese
formula Herbs Active ingredients

Synergistic
anticancer activity References

and BAK. Attenu-
ated the NF-κB
activity, which in
turn induced the
mitochondria-
dependent apoptosis
in human liver can-
cer cells. It
displayed colon
cancer chemo-
preventative proper-
ties by suppressing
COX-2 activity and
azoxymethane-
induced aberrant
crypt foci develop-
ment in rats.

Multi-target behav-
iour from its
ingredients

Scutellaria Radix
and its bioactive
compound baicalein
exhibited anti-
proliferative effects
on MPC-1- imma-
ture myeloma cells
by inducing
caspase-9 and
caspase-3 mediated
apoptosis via a
mitochondria-
dependent pathway.

The major compo-
nents of HJT-
geniposide, berber-
ine and baicalin,
additively increased
the eEF2 phosphor-
ylation which in turn
led to the growth
inhibition of HepG2
cells in vitro and
suppression of
growth and angio-
genesis in
xenografted murine
model.

(continued)
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the benefits and/or the toxicity of herbal formulations as a whole. Therefore,
pre-clinical studies using combination index, systems biology and omics approaches
and more well-designed clinical studies are crucial to gain a comprehensive

Table 1 (continued)

Chinese
formula Herbs Active ingredients

Synergistic
anticancer activity References

Jiedu
Xiaozheng
Yin (JXY)

Hedyotis diffusa
Herba, Cremastrae
Pseudobulbus/
Pleiones
Pseudobulbus,
Prunellae Spica and
Sophorae
flavescentis

Ethyl acetate
extracts of JXY

Enhanced clinical
outcome

[15, 46–
49]

JXY showed a syn-
ergetic effect with
surgery in
42 patients with
stage III primary
hepatic carcinoma.
It improved immune
function, reduced
the recurrence rate
and increased the
cumulative survival
rate of patients when
administered in the
peri-operational
period.

Pharmacological
mechanism

Ethyl acetate
extracts of JXY
(EE-JXY) inhibited
HepG2
hepatocarcinoma by
apoptosis via mito-
chondrial pathway
and arresting the cell
cycle at the G0/G1

phase with increased
expression of
G1-related cyclins D
and E. Decreased
the proliferation
index and increased
the apoptotic index
of tumours in
BALB/c nude mice.
EE-JXY suppressed
polycomb gene
product Bmi1 and
Wnt/β-catenin
signaling.
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understanding of the complex synergy among the herbs/components of CHM
formulations as well as their combination with the standard Western medicinal
cancer therapies [16]. The scarcity of optimised quality control protocols for com-
plex herbal formulations to ensure product safety, uniformity, and efficacy is another
major challenge that needs attention in CHM research [34].

Synergistic Effect of CHM for the Management
of Cardiovascular Diseases

Cardiovascular disease (CVD) is an umbrella term for ailments of the heart and
blood vessels representing 31% of all global deaths in 2016 [50]. CHM has been
extensively used for the treatment of heart failure, hypertension and coronary heart
diseases for many years [51].

Compound Danshen Formula (CDF) consisting of Salviae miltiorrhizae Radix et
Rhizoma, Notoginseng Radix et Rhizoma and Borneolum syntheticum is widely
used for decades in CHM to treat CVD. The chemical constituents of CDF have been
found to interact with many biological targets of CVD reiterating the multi-target
behaviour of CHM. For example, a simplified formula TSG, derived from the
bioactive compounds isolated from CDF, was found to completely reverse 17 out
of 22 biomarkers to normal levels for myocardial infarctions (MI) in rats. Although
CDF showed stronger activity compared to that of TSG, a synergistic relationship
was observed between TSG and MI therapy in metabolomics analysis [52]. Li et al.
[53] investigated the mechanisms of action and interactions of the compounds in
CDF using a novel systems- pharmacological model. A total of 320 compounds of
CDF were selected from different databases and literature, including 201 compounds
from Salviae Miltiorrhizae Radix et Rhizoma, 112 from Notoginseng Radix et
Rhizoma and 31 from Borneolum. The in silico model predicted that 90 compounds
of CDF have more than 50% of oral bioavailability. These compounds were
accounted for only 28.1% of the total compounds in the formula and exhibited a
total of 9220 interactions with their targets while ginsenoside Rb1, ginsenoside Rb2,
ginsenoside Ro showed the highest candidate targets. Out of the 41 potential targets
relevant to CVD, Salviae Miltiorrhizae Radix et Rhizoma, as the emperor of CDF,
acted on 39 potential targets, whereas Notoginseng Radix et Rhizoma displayed
36 potential targets as a minister. In addition, Salviae Miltiorrhizae Radix et
Rhizoma and Notoginseng Radix et Rhizoma showed similarity by overlapping
34 targets [53]. A combination of luteolin and buddleoside from Chrysanthemi
Indici Flos (Ye ju hua) was shown to have a synergistic anti-hypertensive effect on
spontaneously hypertensive rats. It significantly reduced systolic blood pressure
(by 15.42 mmHg) compared to the individual compounds [54].

Liang et al. [55] demonstrated that Shuanglong formula (SLF) had a synergisti-
cally enhanced therapeutic effect compared to its individual components (Ginseng
Radix et Rhizoma Rubra and Salviae Miltiorrhizae Radix et Rhizoma) on MI. In a
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ratio of 3:7, SLF significantly suppressed urinary biomarkers and shifted urinary
TCA cycle, suggesting that the protective effect was via the regulation of myocardial
energy metabolism [55]. A novel formula NSLF6 consisting of 12 ginsenosides and
8 salvianolic acids showed synergistic interactions between total ginsenosides and
total salvianolic acids for MI by promoting cardiac cell regeneration and myocardial
angiogenesis and reducing oxidative damage of myocardial cells in pre- clinical
models [56].

Synergy in CHM for the Management of Diabetes Mellitus

Diabetes mellitus is a metabolic disorder characterised by hyperglycaemia due to
reduction of insulin level and/or resistance [57]. Uncontrolled chronic
hyperglycaemia can lead to multiple organs damage and complications, such as
retinopathy, neuropathy and nephropathy. Although many antidiabetic agents
(eg. sulfonylurea, thiazolidinedione and metformin) are available, these synthetic
antidiabetic compounds produce a number of adverse effects, including weight gain,
fluid retention and increased risk for heart failure. These adverse effects greatly limit
their compliance and value clinically. Over the last decade, multi-drug therapy has
been suggested as a novel strategy for the management of diabetes and its compli-
cations. Although the combination of several oral antidiabetic drugs has been shown
to improve blood glucose control when compared to monotherapy, this ‘polypill’
approach, however, only showed a modest reduction of diabetic complications
[58]. Recently, there is a growing interest in the use of CHM for the treatment of
diabetes, because many CHMs have minimal side effects, relatively low cost and
multi-target property which could lead to higher compliance and better clinical
outcome. Indeed, it was reported that approximately 800 medicinal plants can be
used for blood glucose control. Although the underlying pharmacological mecha-
nisms for many of these herbs have not been studied in detail, it is well-known that
various components of individual or combination of herbs act synergistically to
produce their anti-diabetic effect [59].

Scutellariae Radix (SR) and Coptidis Rhizoma (CR) have been used in combi-
nation to manage type 2 diabetes mellitus (T2DM) in China for over hundreds of
years. The compatibility effects of SR and CR were studied using a T2DM rat model
recently. SR and CR, when given to the T2DM rats alone, both suppressed inflam-
mation and improved blood glucose and insulin resistance. Interestingly, the
improvement of the symptoms of T2DM was more effective when SR and CR
were administrated in combination than single herb treatment. These effects were
largely mediated by the down-regulation of the MAPK (mitogen-activated protein
kinases, P38), extracellular regulated protein kinases (ERK) and c-Jun N-terminal
kinase (JNK). In addition, the increased hepatic activity of glucokinase, phospho-
fructokinase, pyruvate kinase and glycogen synthase were also observed
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[60]. However, this study did not demonstrate whether the improved efficacy from
the combined treatment was due to synergistic or simply an additional effect between
SR and CR.

A number of studies have shown the anti-diabetic effect of isolated bioactive
components or amino acids from herbal extracts. Resveratrol is a plant polyphenol
found in the skin of red grapes and other fruits and herbs (e.g. Smilacis glabra Roxb.
[61, 62]. This polyphenol has been shown to produce its cardiovascular protective
and anti-diabetic effects via the modulation of the Sirt1-dependent signaling path-
way [63]. Similarly, leucine, an amino acid commonly found in the daily diet, has
also been shown to modulate Sirt1-signaling pathway to improve mitochondrial
biogenesis and energy metabolism [64]. Bruskbauer et al. [65] demonstrated that low
dose of resveratrol (200nM) and leucine (0.5 mM) only induced modest fatty acid
oxidation by 18% and 27%, respectively in 3T3-L1 mouse adipocyte cultured in
high glucose (25 mM) condition. However, fatty acid oxidation markedly increased
to 118% when co-incubated with resveratrol (200 nM) and leucine (0.5 mM).
Similarly, this synergistic effect was also observed in diet-induced obese mice,
where combined treatment of low dose resveratrol (12.5 mg/kg diet) and leucine
(24 g/kg diet) produced a much stronger improvement in insulin sensitivity com-
pared to low dose resveratrol alone (HOMAIR: Combine vs Alone 1.14 � 0.37 vs
2.41� 0.66). Moreover, these in vitro and in vivo effects were mediated by increased
Sirt-1 activity [65], highlighting the role of the Sirt1-signaling in the synergistic
effect between resveratrol and leucine. Drug-herb synergy also plays an important
role in combination therapy to treat diabetes and its complications. For example,
Acanthopanax senticosus (Rupr. et Maxim.) Harms polysaccharide (ASP) has been
shown to have anti-diabetic activity in alloxan-induced diabetic mouse model and
interestingly, ASP has been suggested as an adjunctive drug for metformin. For
instance, an in vivo study showed that ASP plus metformin not only produced better
blood glucose level control than metformin alone but also reduced the side effects
(e.g. body weight loss and suppressed hepatic enzyme function) associated with
metformin treatment [66]. Likewise, combined treatment of ferulic acid
(a phytochemical present in a number of Chinese herbs) with metformin have
improved both glucose and lipid profile in diabetic rats with minimal side effects
when compared to metformin treatment alone [67]. Pioglitazone is a cheap yet
effective drug for blood glucose control, but the use is limited by the increased
risk of bladder cancer. This risk is associated with the dosage and can be minimized
with a reduced dose [68]. Combination of pioglitazone with ellagic acid (a natural
phenol found in numerous herbs) has been shown to improve hyperglycaemic and
dyslipidaemic conditions in diabetic rat. More importantly, this study showed that
the dosage of pioglitazone can be reduced by twofolds when combining with ellagic
acid, demonstrating a possible synergistic interaction between ellagic acid and
pioglitazone which may lead to better use of pioglitazone for the management of
diabetes with reduced side effects and toxicity [69].
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Synergistic in CHM for the Management of Inflammatory
Diseases

Inflammation is an immune response triggered by body systems against stimulations
by pathogens and injury [70]. An inappropriate immune response can lead to chronic
inflammatory diseases including allergy, asthma and autoimmune diseases. Many
pre-clinical and clinical studies have demonstrated the anti-inflammatory effects of
CHM in relation to different organ systems [71]. In addition, synergy has been
reported in CHM herbal combinations in the management of inflammatory diseases.
For instance, aqueous extracts of Chrysanthemi Flos (Ju hua) and Lycii Fructus
(Gou qi zi) in combination were studied for possible synergistic interactions for anti-
inflammatory effects in RAW264.7 cells by Zhang et al. [72]. At the ratio of 1:1
(w/w), the herb pair showed synergistic cellular antioxidant activity (CI ¼ 0.11) and
more potent inhibitory activity on the production of pro-inflammatory cytokines
compared to individual herbs. Inactivation of the MAPKs (ERK and JNK) and
nuclear factor kappa- B (NF-κB) was found to be the molecular mechanism of action
for the anti- inflammatory effects [72]. A similar study provided supportive evidence
for the use of Danshen-Sanqi in treating vascular diseases via synergistic anti-
inflammatory activity as Salvia Miltiorrhiza Radix et Rhizoma (Dan shen) and
Notoginseng Radix et Rhizoma (San qi) extract at a ratio of 8: 2 (w/w) inhibited
nitric oxide (NO), tumour necrosis factor (TNF), and MCP-1 production
synergistically [73].

A number of studies investigated the synergistic anti-inflammatory activity
among bioactive compounds of CHM as well as their interactions with WM. For
instance, the major essential oil anethole (1-methoxy-4-benzene-[1-propenyl]), anise
(from Pimpinella anisum), star anise (Illicium verum) and sweet anise (Foeniculum
vulgare), exhibited synergy when combined with ibuprofen to reduce inflammation.
Likewise, inhibitory synergistic effects were shown for the combination of anethole
and ibuprofen in the paw oedema model after 4 h of stimulation. Anethole (62.5 mg/
kg) and ibuprofen (8.75 mg/kg) in combination significantly reduced the level of
TNF of the exudate and the number of leukocytes in the pleural cavity compared to
control rats [74]. Another study demonstrated that citral, a monoterpene naturally
present in many Chinese herbs and plants, combined with naproxen (a clinical
inflammatory agent) displayed synergy in carrageenan-induced paw oedema and
inhibition of gastric damage in rat models using interaction index and isobologram
method. The combination significantly increased potency compared to the total
effects of single compounds and showed 0.4 � 0.1 of interaction index [75]. Fur-
thermore, oral administration of a fixed-dose combination of naproxen and citral
protected the rats from naproxen-driven gastric damage.

Several studies have suggested synergy in combined Chinese herbs and natural
extracts. A combination of an aqueous extract of Chinese herb, Cistanche tubulosa
(Schrenk) Wight (CT), semi-purified fucoidan, and a polysaccharide complex
harvested from seaweeds, was studied in vivo using a carrageenan-induced air
pouch inflammation model. It was found that fucoidan and CT combination (1:3)
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significantly decreased the volume as well as NO and prostaglandin E2 (PGE2)
concentrations of exudates compared to individual administrations [76]. Another
study investigated the combination of honokiol (extracted fromMagnolia officinalis
Rehd. et Wils.) and modified citrus pectin at the ratio of 9:1. A strong synergistic
anti-inflammatory activity was observed for the inhibition of TNF and
NK-κB. However, nitric oxide synthesis (NOS) and COX-2 inhibition were antag-
onistic at ED50, ED75, and ED90 [77]. Synergy was also detected for the chemical
compounds in many CHM formulae. Long et al. [78] investigated synergistic
interactions among tanshinones (TA), phenolic acids (PA) and ginsenosides
(GA) present in Cardiotonic Pill (CP). The anti-inflammatory activity of CP was
compared to BECCs (a mixture of bioactive equivalent combinatorial components of
TA, PA and GA, 4:10:4) on RAW264.7 cells. CP showed a statistically more
significant anti-inflammatory effect compared to BECCs on NO, PGE2 and IL-6
productions and expressions of iNOS and COX-2. The enhanced activity of the
formula in comparison to BECC suggested synergistic interactions among the active
compounds within the formula.

Synergy in CHM as Antioxidants for the Management
of Oxidative Stress-Related Diseases

Oxidative stress is essential to maintain a normal physiological level in the body,
whereas, an excess level can cause severe damage to body systems [79]. It plays a
key role in the development of cancer, atherosclerosis, Parkinson’s, Alzheimer’s as
well as several infectious diseases. CHMs used in combination have shown syner-
gistic antioxidative effects highlighting their potential in the management of many
oxidative stress-related diseases. For example, Astragalus membranaceus (AME)
showed potent antioxidant activity when combined with other herbal extracts. AME
and Glycyrrhiza uralensis (GU) were studied for synergistic antioxidant properties.
The ethyl acetate extract of the mixed herbs had stronger antioxidant activity
compared to the individual herbs and their aqueous, n-hexane, chloroform, and
n-butanol fractions as measured by three antioxidant assays. The synergistic antiox-
idant capacity was ascribed to the total phenolic and flavonoid content [80]. Eight
traditional Chinese herb pairs (TCHPs) consisted of Astragalus membranaceus,
Glycyrrhiza uralensis, Paeonia lactiflora (PL), Angelica Sinensis (AS), Atractylodes
macrocephala (AMA) and Rheum officinale (RO) showed strong synergistic free
radical scavenging capacity due to their flavonoid content [81]. Among all the herbs
in this formula, the combination of AME and AMA presented significantly higher
antioxidant capacity. A combination of their essential oils also showed a stronger
ABTS scavenging activity in another study [82]. Likewise, when PL ethyl acetate
extract and fractions were combined with AME chloroform extract, strong syner-
gistic effects in scavenging DPPH radicals and reducing ferric ions were observed
(CI < 1.0). The combination with the strongest synergy was found to contain
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oxypaeoniflora, catechin, quercetin [83]. Citrus spp., commonly used in CHM, have
also demonstrated synergistic antioxidative effect with other natural products and
bioactive compounds. For example, the combinations of phenolic compounds from
Citrus sinensis (Zhi shi) – hesperidin/myricetin, hesperidin/naringenin, and hesper-
idin/chlorogenic acid exhibited synergistic antioxidant capacity using the oxygen
radical absorbance capacity (ORAC) assay. Similar observations were also made for
three-compound mixtures [84]. An aqueous extract of Chrysanthemum morifolium
in combination with peptide mixture comprising soy and collagen peptides displayed
synergistic antioxidative effect on ultraviolet irradiation-induced skin damage
mouse model [85]. Luteolin and chlorogenic acid present in the herb Lonicera
japonica Thumb (Ren dong teng) showed synergistic antioxidative activity when
combined by their IC50 values [86]. The formula of Foeniculum vulgare (fennel,
Xiao hui xiang), Aloysia citrodora (lemon verbena) and Mentha spicata (spearmint)
showed consistent synergy in multiple antioxidant assays. Combinations with spear-
mint showed the highest antioxidant activity due to its high flavonoid content
[87]. Collectively, these results suggested that many CMHs can be effectively
combined to bring synergistic antioxidant effect which might be useful in treating
many oxidative stress-related diseases.

Synergy in CHM for the Management of Musculoskeletal Pain

Musculoskeletal pain is a common age-related symptom that may result in immo-
bility [88]. CHMs have been extensively used to improve symptoms of muscular
skeletal disorders for centuries [89, 90]. Two studies suggested the synergistic
interaction between CHM herbs/compounds with WM. Wu and Wu [91] showed
that essential oils of Zanthoxylum schinifolium Sieb. et Zucc. (EOZ) combined with
verapamil (Ver) (a calcium channel blocker) produced a synergistic antinociceptive
effect. EOZ with Ver (low, medium and high concentrations) significantly reduced
writhing episodes and also increased pain threshold to the heat stimulus compared to
the individual treatment of EOZ in mice. In addition, EOZ/Ver group significantly
increased tail flick response time and the more rapid disappearance of the action
potential compared to that of the EOZ group [91]. Another study used the Loewe
isobologram method and observed synergy between curcumin (the main bioactive
compound from Curcuma longa) and celecoxib (COX-2 inhibitor) in enhancing the
growth inhibition and apoptosis on OA synovial adherent cells as curcumin reduced
the IC50 value of celecoxib by fourfolds [92]. The Duhuo Jisheng Decoction
(DHJSD), a mixture of 15 CHMs, is a popular centuries-old formula used to treat
osteoarthritis. Zheng et al. [31] illustrated the multi- target interactions of chemical
components in DHJSD using three computational models including the ligand
clustering, chemical space distribution and network construction
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Synergy in CHM for the Management of Hepatic Diseases

Many herbs and herbal formulations have been used to treat hepatic disease in CHM
and several studies have investigated their synergy. Gardenia jasminoides Ellis (Zhi
zi) is a commonly used CHM either as a single herb or in herbal formulae to treat
hepatic diseases. Yin-Chen-Hao-Tang (YCHT), a famous CHM formula used to
treat hepatic injuries, consists of three herbal ingredients, namely, Gardenia
jasminoides Ellis (G), Artemisia annua L. (A), and Rheum Palmatum L. (R). The
biochemical and pharmacokinetic properties of GAR were studied using a hepatic
injury rat model and it showed decreased levels of common biomarkers of liver
injury, increased levels of superoxide dismutase and glutathione peroxidase and
significantly increased bioavailability and pharmacokinetic properties compared to
either individual or two herbs combinations. The superior effects of GAR as a whole
suggested that its individual components synergistically interact with each other to
enhance the effects on hepatic injuries [93]. A simplified combination from GAR
which consists of three active constituents- 6,7-dimethylesculetin, geniposide, and
rhein, demonstrated synergistic inhibitory effect against hepatic injury in similar
in vivo models. The active constituent mixture significantly reduced hepatic tissue
destruction and also modified metabolic biomarkers compared to monotherapies.
Furthermore, a systems biology approach identified synergistic/additive interactions
of the active constituents of GAR in the regulation of proteins involved in different
disease mechanistic pathways [94]. A synergistic interaction was studied on chole-
stasis diseases for a combination of the dried root and rhizome of Rheum palmatum
L. and the dried ripe fruit of Gardenia jasminoides Ellis (Zhi zi). The combination
showed a greater effect in increasing bilirubin, direct bilirubin, total bile acid,
aspartate aminotransferase and alanine aminotransferase values compared to
monotherapies in the α-naphthylisothiocyanate- induced cholestasis rat models.
Additionally, this combination exhibited synergistic effects in the pharmacodynam-
ics and pharmacokinetic levels [95].

Lignans from Schisandrae Chinensis Fructus and polysaccharides from Astragali
Radix at a concentration of 135:450 mg/kg resulted in a synergistic hepatoprotective
effect in reducing superoxide dismutase and malondialdehyde (MDA), increasing
glutathione and catalase levels in male Sprague-Dawley rats using the coefficient of
drug interaction (CDI). Furthermore, this combination decreased serum alanine
aminotransferase, aspartate aminotransferase and alkaline phosphatase levels with
CDI values < 1, indicating synergy against hepatic injury [96]. Similarly, the
hepatoprotective effect of a herb pair of olive and Ficus carica (dried fig, Wu hua
guo) were investigated in CCl4-induced hepatotoxic rat model. The intraperitoneal
administration of methanolic extracts of extra virgin olive oil (2.1 mg/kg/day) and
dried fig extract (38.07 mg/kg/day) synergistically reduced MDA, glutamate oxalo-
acetate transaminase, glutamate pyruvate transaminase, alkaline phosphatase and
total bilirubin compared to the individual administrations [97].
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Hawthorn fruit (Crataegus pinnatifida Bge.) known as Shan zha in CHM is well-
known for its lipid-lowering effect. A study by Ye et al. [98] indicated a synergistic
anti- lipidaemic effect mediated by the active components in hawthrorn [98]. The
active compounds, quercetin, hyperoside, rutin, and chlorogenic acid, were found to
have synergistic lipid-lowering effects compared to individual compounds via
down- regulating of 3-hydroxy-3-methylglutaryl coenzyme A reductase in high-fat
diet mice model.

Synergy in CHM for the Management of Infectious Diseases

Despite the recent advancements in WM, the development of antibiotic resistance in
bacteria continues to be one of the greatest risks to human health. A bacterial
population can be termed as multidrug-resistant (MDR) when it exhibits resistance
to at least one agent in more than two of the known categories for antimicrobials
[99, 100]. Bacterial antibiotic resistance is conferred by four main mechanisms –
(1) modification of cell wall proteins to reduce drug uptake, (2) enzymatic inactiva-
tion of the drug (3) alteration of drug target sites, and (4) extrusion of drugs by efflux
pumps [99, 101–104]. The strategy of combining standard antibiotics with natural
bioactive compounds to enhance drug efficacy has recently become a priority in
antimicrobial research. As novel drug development requires a large amount of time
and resources, the approach of combining pre-existing drugs with adjuvants such as
natural products is particularly promising as a more viable alternative. The concept
of antimicrobial synergy relies on the principle that, the drugs in combination, may
significantly improve efficacy and bioavailability, reduce toxicity and adverse side
effects as well as lower the dose and the risk of antimicrobial resistance compared to
the sum of their individual parts [3, 99]. CHM has been employing the therapeutic
potential of synergistic interactions from an antimicrobial perspective since
antiquity [3].

Table 2 represents the studies that are currently portrayed in the literature
showing antimicrobial synergy between different TCM herbs as well between
individual components of TCM herbs and standard antibiotics. Evaluation of syn-
ergy in these studies was carried out using checkerboard assay with the calculation of
fractional inhibitory concentration indices, time-kill assay and the reduction of
antibiotic minimum inhibitory concentration values. However, only a few studies
have looked into the molecular mechanisms underlying the synergistic effects. For
instance, 50-methoxyhydnocarpin-D found in many CHMs has been shown to
potentiate the effect of antibiotics and berberine (another bioactive compound
found in many Chinese herbs) by blocking the expression of MDR efflux pumps
in Staphylococcus aureus [105, 106]. Mikulášová et al. [107] recently reviewed the
synergistic effects resulted from the efflux pump inhibitory activity of essential oils
and their components in combination with antibiotics in S. aureus. Several other
possible synergistic antibacterial mechanisms are proposed for different components
of CHM with standard antibiotics such as the disruption of peptidoglycan and
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cytoplasmic membranes leading to increase in permeability, inhibition of
β-lactamase activity, inhibition of penicillin-binding protein 2a (PBP2a) expression
(protein that confers resistance to β-Lactam antibiotics) and formation of hydroxyl
radicals [108–111]. In terms of the synergy with standard antifungal agents,
increased generation of endogenous reactive oxygen species (ROS) has been
found to be the most common mechanism of action in Candida albicans [51, 112,
113]. Berberine isolated from the Chinese medicinal herb- Berberis vulgaris, has
been reported to have synergy with many antifungal agents against C. albicans
in vitro [51, 114–119]. Interestingly, synergistic studies on CHM have not been
performed widely in clinically important Gram-negative bacterial strains. It is
apparent that most of these studies were performed in vitro and focused mostly on
the Gram-positive bacteria- S. aureus and the opportunistic pathogenic yeast-
C. albicans. Therefore, more in vivo investigations and rigorous clinical trials against
other clinically relevant pathogens must be taken into consideration to comprehend
the synergistic mechanisms between different herbs/components of CHM with
standard antimicrobial agents. The bioavailability and possible toxicity of CHM,
when combined with standard antibiotics, should also be investigated.

Pharmacokinetic Synergy in CHM

CHMs are typically used in combination to enhance effectiveness and/or reduce side
effects. In pharmacokinetic studies, the conventional concept of synergy centres
around enhancing bioavailability by increasing absorption, limiting plasma binding
and reducing the rate at which the drug is metabolised. This can also be applied to
CHM where the herbs/formulae increase the plasma concentration of herbs/formu-
lae/other drugs which may lead to enhanced systematic exposure and efficacy. In
addition, CHMs used in a holistic traditional approach also have therapies targeted at
detoxification (Xiang Sha and Xiang Wei) [7]. For these treatments, a synergistic
interaction would involve lowering the bioavailability of a harmful substance, by
reducing absorption and/or increasing drug metabolism. However, in WM, these
interactions are often viewed negatively as leading to reduced efficacy. Nevertheless,
depending on the treatment goal, CHMs, in fact, enhance the efficacy of many
standard drugs.

Currently, the predominant body of published evidence is related to herb-drug
interactions with a special emphasis on how the pharmacokinetics of single-
compound agents can be affected by the co-administration of CHMs. Studies on
how the co- administration of CHMs influence the pharmacokinetics of individual
components are limited, possibly due to the complexity of multicomponent CHMs.
Nonetheless, studies of the single herb-drug interactions collectively suggest that
synergistic interactions do occur with CHMs, regulating absorption, distribution,
metabolism and excretion. The interaction of CHMs with other agents is largely
mediated by drug transporters that either carry the molecules into cells/organs/
bloodstream (uptake) or pump the molecules out (efflux). CHMs have been shown
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to influence the uptake and efflux transporters by acting either as an inducer,
inhibitor or substrate. For instance, the P-glycoproteins (P-gp) are the major
ATP-binding cassette (ABC) efflux transporters that play an important role in
pumping drugs back into the lumen, leading to reduced bioavailability. Therefore,
suppressing P-gp can lead to enhanced bioavailability. These P-gp transporters are
found in the epithelia of the intestine and other organs and as the majority of CHMs
ingested orally are primarily absorbed through the small intestine, co-administration
of CHMs with other drugs may improve bioavailability through the direct interaction
with transporters.

Several studies were found describing the positive interactions with CHMs by
down- regulating P-gp pathway. Fan et al. [142] investigated the effects of
Schisandra chinensis (Wu wei zi) and Ginkgo biloba extracts (Yin xing ye) on the
pharmacokinetic parameters of talinolol (a P-gp dependant substrate). Both
S. chinensis and G. biloba extracts have been shown to inhibit P-gp, leading to an
enhanced bioavailability of talinolol. The co-administration of S. chinensis and
G. biloba extracts resulted in an increase in the maximum serum concentration
(Cmax) of talinolol by 51% and 33%, respectively, with similar gains reported for
the area under the curve (AUC) [142]. In addition, a study from Huang et a [143]
found that the individual extracts of Glycyrrhiza inflata (Gan cao) and Daphne
genkwa (Yuan hua) inhibited the P-gp transporter using the permeability character-
istics of rhodamine 123 in rats. When the two CHMs were used in combination, they
had the most significant effect on the rhodamine 123, indicating a stronger P-gp
inhibition. It was not determined if the increased bioavailability of the combination
was additives or synergistic. The authors noted that the inhibitory effect on P-gps
and resultant higher bioavailability of the drug could result in prolonged drug
retention and toxic side effects. However, if used appropriately these effects could
be implemented to synergistically enhance the absorption and retention of rapidly
excreted drugs. Taken together, these examples highlight the fact that CHMs can
enhance the bioavailability of drugs or other CHMs via the inhibition of P-gp. As
P-gp is just one example of the many drug transporters in our complex organic
systems, there is a huge potential to tailor CHMs and pharmacotherapy by under-
standing and incorporating transporter interactions into combined therapies. Com-
binations that target specific transporters might be used to reach an optimal
bioavailability of the therapy.

CHMs have been shown to mediate the metabolism and excretion of an agent by
interacting with cytochrome P450 (CYP) enzymes in several studies. Typically,
CYPs metabolise an agent by adding polar groups to the molecule, thus changes the
bioactivity and facilitates excretion. CYPs are expressed primarily in the liver
endoplasmic reticulum but are also abundant in the intestine and other organs such
as brain, lungs, kidneys and adrenal cortex. Drugs have been suggested to act on
CYP enzymes directly to alter the rate of drug metabolism. In addition, they may act
on transcription factors to alter the expression of the CYPs. CHMs therefore, have
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been hypothesised to enhance the bioavailability of a drug by inhibiting CYPs,
increasing the Cmax and AUC. Hydrastis canadensis has been shown to interact
with CYPs to increase drug retention. In a study by Gurley et al. [144], on 12 healthy
volunteers H. canadensis was found to inhibit CYP2D6 and CYP3A4/5 approxi-
mately by 40%. This effect was later confirmed to be clinically significant on the
drug digoxin, however, it was not clear if the 14% increase in Cmax was due to CYP
inhibition or G-pg inhibition [145]. This is in contradiction to a similar pharmaco-
kinetics study that showed no effect on the CYP3A4 dependent drug indinavir
[146]. Gurley et al. [147] to confirm the previous finding and support the role of
CYP3A in improving the bioavailability of a drug tested the effects of H. canadensis
on midazolam pharmacokinetics. The co-administration resulted in an approximate
40% increase in Cmax for midazolam [147]. Likewise, in two clinical studies,
Schisandra sphenanthera (Nan wu wei zi) has been found to increase the bioavail-
ability of tacrolimus (CYP3A4/5 substrate), showing a 183% [148] and a 227%
increase in Cmax [149]. In a separate study, the enhancement of the bioavailability
was also observed for midazolam (CYP3A4/5 substrate) where the Cmax was
increased by 119% [150]. As CYP3A4/5 is the main CYP enzyme involved in
drug metabolism [151] and the interaction resulted in a large increase in Cmax, this
synergistic interaction may be observed for many other drugs. Further research needs
to be carried out to identify whether this interaction is broadly applicable to
CYP3A4/5 metabolised drugs or if the observed response is more specific to
midazolam. However, it is worth mentioning that the vast majority of CYP interac-
tions of other CHMs observed in vitro failed to result in a significant clinical
effect [152].

Interestingly, CHMs have also been shown to interact with CYP to aid in the
elimination of drugs. Whitten et al. [153] reviewed 31 relevant clinical studies and
concluded that the effect of Hypericum perforatum was most likely attributed to the
induction of CYP3A. Several case studies identified that H. perforatum (Guan ye jin
si tao) increased the elimination of drugs that have significant toxicity including
cyclosporine [154]. Therefore, as established for H. perforatum, the interactions of
CHMs via CYP enzymes may elicit a clinically significant effect on the metabolism
of other drugs. CHMs have also been shown to be able to induce P-gp, to increase
detoxifying effects. Qui et al. [155] demonstrated that S. miltiorrhiza (Danshen) is a
P-gp inducer and that with long term administration reduced the AUC (37%) and
Cmax (27%) of fexofenadine (a P-gp substrate drug).

Collectively, it has been suggested that CHMs exhibit pharmacokinetic synergy
with pharmaceutical drugs by increasing bioavailability in various ways. However,
there are currently limited studies to show herb-herb synergy on pharmacokinetics.
Since the interactions between herb and drug have been elucidated, the same
methodology can be developed to herb-herb interactions in a formula to support
the synergy philosophy of CHM.
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Biological Networks for CHM

Biological networks such as protein-protein interactions, genetic, metabolic, cell
signaling and neuronal networks are subunits of integrated systems in the living
human body. These networks offer a mathematical representation of the biological
system connections in physiological, evolutionary and ecological studies [156]. Fur-
thermore, the combination of systems biology approaches with computational meth-
odologies in system pharmacology (SP) has enabled a better understanding of
several complex diseases and mechanisms of action of many drugs [157]. Diverse
omics-data of multi-scale systems including genome, proteome, metabolome for
cells, organs and diseases are incorporated in quantitative SP (QSP) to quantitatively
decipher the interactions of drugs with the biological systems. In other words, QSP
offered a holistic understanding of the system behaviour as a whole, coupled with the
quantitative insights into both the biological and pharmacological processes
[158, 159]. A large number of computational methods have been adapted for
molecular, network and system-levels evaluation and simulation [160]. A multiplex
of these methods is frequently implemented in the exploration of the mechanisms of
action of many CHMs. In fact, the main focus of these in silico studies at the
molecular level is the assessment of the molecular properties of the herbal metabo-
lites and possible target identification where pharmacodynamics (PD) and pharma-
cokinetic (PK) models could be adapted for ADME/T (adsorption, distribution,
metabolism, elimination and toxicity) analysis, alongside with molecular docking
models of virtual screening (Table 3). Additionally, the drug likeliness and molec-
ular similarity studies of new compounds are regularly used to predict the drug-
target interactions as in BATMAN-TCM and Binding DB web servers
[161, 162]. Then, the network models integrating ADME/T filtered herbal compo-
nents, disease-related genes, omics-data, targets and pathways can be established to
comprehend any interactions at the cellular/tissue scales [163]. The integrated data
from molecular, cellular and tissue levels regarded as multiscale modelling can be a
powerful tool in drug discovery [164]. The bio-systems in these network models are
visually represented as nodes, each denotes a biological moiety such as molecules,
DNA, RNA, protein or metabolites, where, the relation between nodes can be
represented by the network edges. Notably, the key targets [85, 165–172] in
networks and a guide for herbal combinations and synergy prediction [173, 174]
can be drawn from network models via network dynamic simulation and pathway
topological analysis [160]. For instance, Gu et al. developed a quantitative model
combining network modelling and molecular docking for drug efficacy evaluation
which can be used for either drug combination or repositioning purposes
[175, 176]. Finally, at the system level, the logical modelling, multiscale SP plat-
forms and virtual patients could be utilised [160]. TCMSP, a unique open access,
multiscale SP database was created covering not only the natural products metabo-
lites, targets, drug-targets networks and associated disease networks of
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Table 3 Computational QSP methods and selected examples in CHM

Method CHM Findings References

Molecular level
ADME/T, PK, PD
and drug likeliness
prediction
Molecular docking,
target fishing, Molec-
ular dynamic
simulation

Erigeron breviscapus
(Deng zhan xi xin)

Herb evaluation in cardiovascu-
lar diseases where ADME
screening, targets identification
and PPI network analysis were
studied and verified in vitro.

[178]

Qi-enriching herbs Performed the ADME predic-
tion, target identification, and
network analysis.

[179]

Blood detoxifying
herbs

Baihe Dihuang Tang Regulated the G-protein coupled
amine receptors and monoamine
neurotransmitter expression with
11 Identified active ingredients
and 21 targets.

[166]

Bushen-Yizhi formula Elucidated the mechanism of
action in Alzheimer’s disease via
neuronal apoptosis and amyloid-
β metabolism regulation

[165]

Dragon’s blood tablets 22 potentially absorbed com-
pounds out of total 47 with its
putative targets in colitis treat-
ment were identified.

[167]

Niao Du Qing (NDQ)
granules

Ameliorated the chronic kidney
diseases via modulating EPO and
TGF-β signaling pathways.

[168]

Reduning injection Identified the bioactive com-
pounds and revealed its potenti-
ality against influenza via
immune response activation and
the regulation of inflammatory
agents.

[85]

SiNi San formula Identified the potential formula
metabolites and its targets which
may be involved in depression
and mental disorders.

[171, 172]

Bushenhuoxue
formula

Tanshinone IIA, curcumin,
calycosin, rhein and quercetin
were identified as effective
ingredients in chronic kidney
diseases.

[169]

Yangxinshi tablet Identified the representative
compounds, targets and path-
ways responsible for the formula
implementation in heart failure

[170]

(continued)
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499 traditional Chinese herbs, but also ADME data, oral bioavailability, solubility,
drug likeliness and both intestinal and blood- brain barrier permeability [177]. In
conclusion, QSP implemented methods in TCM can pave the TCM modernisation
way and its rationalisation and implementation in modern medicine where deeper
insights on the mechanisms of action will be drawn with improved efficiency of drug
discovery from natural leads and its complex arsenal of metabolites.

Table 3 (continued)

Method CHM Findings References

Network level
-Herb-target network
analysis

Si-Ai-Te-San
(SH) formula

Identified the inhibitory herbal
components against HIV-related
proteins.

[180]

PPI network analysis
Compound-Target-
Pathway (C-T-P) net-
works
Pathway analysis

TCM prescriptions for
rheumatoid arthritis

Detected the networked herbs
and its potential synergistic
combination and biological
activity.

[181]

Radix Salviae
Miltiorrhizae herb
pairs for treating vari-
ous diseases

Compounds evaluation, target
screening and compound target
disease network for synergistic
herb pair evaluation.

[173]

Chuanxiong-Chishao
herb-pair

Drug target prediction and net-
work analysis identified estrogen
receptor-α as a putative target for
the herb pair to exert a synergis-
tic effect on promoting angio-
genesis and verified in zebrafish.

[174]

Hedyotis diffusaWilld
(Bai hua she she cao)

HRAS, PIK3CA, KRAS, TP53,
APC, BRAF, GSK3B, CDK2,
AKT1, and RAF1 targets were
identified as the potential targets
of H. diffusa against colorectal
cancer.

[182]

Banxia Xiexin
Decoction

System pharmacology verified
the potentiality of Banxia Xiexin
Decoction in irritable bowel
syndrome via inflammatory
reaction inhibition and intestinal
functional maintenance with
improved psychological
regulation.

[183]

Salvia miltiorrhiza
Bunge. (Dan shen)

Network pharmacology and
molecular docking identified
putative target and potential
metabolites in myelofibrosis
(MF) treatment and
cryptotanshinone effect may be
via affecting JAK-STAT and
TGF-β signaling pathways.

[184]

424 D. J. Bhuyan et al.



Currents Statues of Synergistic Research in TCM

In summary, synergy research on CHM is still at its initial stage. There are a number
of studies that have suggested the synergistic interaction among herbal ingredients in
a formula, active constituents within a herb, or herb extract/active compound with
WM, using rigorous analytical methods such as isobolographic analysis, combina-
tion index (CI) and systems biology. However, synergistic interactions of com-
pounds at a molecular level and their signaling pathways have not been
extensively studied. Unlike WMwhere the chemical and pharmacological properties
of individual drugs are clearly defined, CHM often contains numerous active
ingredients, which can all contribute to their synergistic effects. This poses an
enormous challenge in the study of mechanisms of synergistic behaviour of CHM
and their chemical constituents. Moreover, due to the complex chemical nature of
many CHM formulae, the exploration of the synergy in CHM is limited only to small
formulae or even a single herb. Therefore, more powerful analytical tools adapting to
the complex nature of CHM are urgently needed. It is worth mentioning that despite
the synergistic effects demonstrated in numerous pharmacological studies, these
findings do not always represent a clinically relevant advantage. The clinical benefits
of synergy in CHM must be subsequently confirmed in more rigorous clinical trials.
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Medicinal Herbs: Its Therapeutic Use
in Obstetrics and Gynaecology

Irene Orbe, Daniel Paz, Leyre Pejenaute, Andrea Puente, Laura Diaz de
Alda, Sandra Yague, and Iñaki Lete

Introduction

The plants have been used for thousands of years for therapeutic purposes. Hippoc-
rates in the fifth century BC, already related the mood with food and plants [1]. The
use of medicinal herbs flourished in Europe in the seventeenth century and the
emigration of European people to America, moved to this continent the habit of
using medicinal herbs [2]. In 1920 pharmacy drugs replaced herbal therapies in the
USA, because the former had more lasting pharmacological effects and greater
profitability.

In 1992, the NIH OAM (National Institutes of Health Office of Alternative
Medicine) was founded and updated in 1998 by the National Center for Comple-
mentary and Integrative Health (NCCIH), which evaluated the efficacy and safety of
alternative medicines through scientific studies and investigations [3].

In the USA, alternative medicine declined in the early 1900s, then resurfaced in
the 1960s. This resurgence was in part due to the 1994 DSHEA (Dietary Supplement
Health and Education Act), which allowed merchants to sell their products herbs
without previous demonstration of efficacy and safety [4]. In 2002, a survey was
conducted where it was observed that 17.7% of adults in the US had used natural
products in the last year [5]. In many European regions it is common to integrate
medicinal herbs with conventional medicine. For example, in Germany, 65% of the
population has ever used medicinal herbs and approximately 80% of German
doctors prescribe herbs regularly [6]. Another example is England, where 12.8%
of the population used one or more herbs [7].
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In this chapter we review the most common medical uses of medicinal plants
available in Europe. In Table 1 we summarize the most common uses of medicinal
herbs in obstetrics and gynaecology.

Alchemilla vulgaris (Lady’s Mantle)

Is an herbaceous native plant of Europe of perennial type of about 30 cm and flowers
of about 3–5 mm.

It contains tannins, glycosides and salicylic acid. It has an antioxidant effect and
is used for the treatment of heavy menstrual bleeding, dysmenorrhea and pelvic pain
associated with endometriosis [8]. Traditionally it has been used as a wound healing
since it accelerates the first stage of healing [9].

Table 1 Summary of the most common uses of herbal medicines in gynaecology and obstetrics

Medicinal herb Main use in obstetrics and gynaecology

Alchemilla vulgaris (Lady’s Mantle) Menorrhagia, dysmenorrhea and pelvic pain associated
with endometriosis.

Paeonia lactiflora (Chinese peony or
common garden peony)

Menorrhagia, intermenstrual bleeding, tocolytic,
analgesic.

Capsella bursa pastoris (shepherd’s
purse)

Postpartum bleeding, menorrhagia.

Claviceps purpurea (Ergot) Postpartum or post-abortion hemorrhage

Urtica Dioica (nettle or stinger) Menorrhagia, dysmenorrhea and galactogenic action.

Lamium álbum (white nettle or white
dead-nettle)

Menorrhagia, abnormal vaginal discharge.

Laminaria (“Laminaria cloustoni”) Osmotic dilator of the cervix.

Achillea millefolium (Yarrow) Menorrhagia, dysmenorrhea, menopause symptons,
perineal pain of episiotomy wound.

Vitex agnus castus (Chasteberry) Premenstrual and postmenstrual syndrome, infertility
disorders and irregular menstruation.

Aloe barbadensis (Aloe vera) Wound healing, emollient.

Matricaria Chamomilla (Chamomile) Dysmenorrhea, mastalgia, nausea and vomiting of
pregnancy.

Zingiber officinale (Ginger) Nausea and vomiting of pregnancy.

Calendula officinalis (Calendula) Wound healing, emollient, fungicidal action, irregular
menstruation, dysmenorrhea

Mentha piperita (Peppermint) Dysmenorrhea

Valeriana officinalis (garden valerian) Dysmenorrhea

Oenothera biennis (evening primrose
oil)

Premenstrual syndrome, menopausal symptoms,
mastalgia
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Paeonia lactiflora (Chinese Peony or Common Garden
Peony)

Perennial plant about 2 m high, with large white flowers and leaves divided in dark
green. It is grown in the northeast of China and in the interior of Mongolia.

Its main components are glycosides, benzoic acid and pentagaloylglucose
[10]. The use of this plant in China goes back at least 1500 years ago. It was used
mainly by women for its antispasmodic, astringent and analgesic effects [11].

It reduces excessive menstruation, intermenstrual bleeding and counteracts the
effect of oxytocin [12]. It also has antiviral action against labial HSV, relieves
muscle cramps, headaches, tinnitus, dizziness and blurred vision [13].

Capsella bursa pastoris (Shepherd’s Purse)

Erect stem plant, rosette of basal leaves, white flowers with four petals and heart
shaped seed capsule. It comes from Europe and Asia although it can be found in all
temperate zones.

Its main components are: flavonoids, polypeptides, choline, acetylcholine, hista-
mine and tyramine [14].

Its main use is to avoid or stop any type of hemorrhage, although it has been
classically used to reduce excessive uterine hemorrhages [15].

In a single-blinded, randomized, clinical trial including 100 postpartum women
the participants were randomly assigned into an intervention group (n ¼ 50) and a
placebo group (n ¼ 50). Immediately after placental expulsion, the intervention
group was given 10 sublingual drops of the hydroalcoholic extract of Capsella bursa
pastoris plus an infusion of 20U of oxytocin in 1 L of Ringer’s solution, and the
control group was given 10 sublingual drops of the placebo plus an infusion of 20U
of oxytocin in 1 L of Ringer’s solution. After the intervention, there was significant
decrease in the amount of postpartum bleeding in both groups. However, the mean
decrease in the amount of bleeding was significantly more in the Capsella bursa
pastoris group (p < 0.001) [16].

Claviceps purpurea (Ergot)

It is a fungus that contains alkaloids derived from lysergic acid such as ergocristine,
ergometrine, ergotamine and ergocryptine. All these substances have a broad spec-
trum of action based on vasoconstrictive effects at the circulatory and neurotrans-
mission levels [17]. Historically it has been used as an uterotonic to induce abortions,
accelerate labor and stop postpartum hemorrhage. Ergometrine acts by stimulating
the uterine muscle and stopped being used to intensify the contractions since it can
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produce a permanent contraction of the uterus, which can be dangerous and lead to
intrauterine fetal death. Although it cannot be used to induce labor, it is very useful
for controlling postpartum or post-abortion hemorrhage [18]. The methylation of the
alkaloid results in a vasoconstriction that, together with its uterotonic effect,
decreases the likelihood of postpartum hemorrhage and prevents muscular
atony [19].

Its adverse effects include the elevation of blood pressure and increased pain [20].

Urtica dioica (Nettle or Stinger)

From the Urticaceae family, it is a plant used for its medicinal properties for a long
time. It is a plant that grows in temperate zones of the Northern Hemisphere, in
South Africa, the Andes and Australia. Its main components are: flavonoids, amines,
glucoquinone, minerals, phytosterols and phenols [21]. Both the leaf and the roots
have been used, each having different properties.

The leaf has astringent properties, that is, its application retracts the tissues and
can produce a healing, anti-inflammatory and anti-hemorrhagic action, therefore, it is
used in cases of heavy menstrual bleeding [22].

It helps to improve anemia, since it also contains a lot of iron and vitamin C
[23, 24]. In regions of Iran it is traditionally used together with many other plants for
dysmenorrhea, given its anti- inflammatory potential [25].

In addition, the leaves have the property of increasing the production of breast
milk due to its galactogenic action [26].

In some preclinical studies with animals it has been shown that urtica dioica
extract can improve sperm quality and semen parameters [27, 28]. Regarding the
form of consumption, there are capsule preparations (dosage: 100 mg 3 times a day)
or infusions (25 g of plant per 750 g of water).

In addition to the gynecological there are other non-gynecological uses. Due to its
rich content of potassium and flavonoids it is diuretic; therefore, it has antihyper-
tensive properties [29].

The root is used in benign prostatic hyperplasia [30]. This plant should be avoided
in cases of heart and kidney failure, as well as in pregnant women, since it can induce
uterine activity.

Lamium álbum (White Nettle or White Dead-Nettle)

It is native to Europe and North-Central Asia. It is called nettle because of its
resemblance to the true nettle “Urtica Dioica”. Its components are: Saponin, Fla-
vones, Mucilago, Taninos [31].

Like the true one, it is also used for its astringent and hemostatic properties for the
treatment of heavy menstrual bleeding thanks to its content in Tannins and
Flavonoids.
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It also has demulcent properties thanks to the mucilage (viscous substance with
local protective properties in the mucous membranes) which is why it is used in
abnormal vaginal discharge and vaginitis [32].

There are other uses outside of gynecology. The aerial parts of the white nettle
have flavonoids that protect the fibroblasts of human skin against oxidative stress
[33]. In addition, it also decreases the concentration of cholesterol and glucose in the
blood, and has antioxidant and wound healing properties [34].

Laminaria (“Laminaria Cloustoni”)

The “Laminaria cloustoni” is brown seaweed found in the North Atlantic Ocean and
the North Pacific, between 8 and 39 m deep. It is used as a dilator of the cervix in
gynecology. It is an osmotic dilator, that is, it absorbs the cervical mucus enlarging
the endocervical canal and softening the cervix.

The advantage of using osmotic dilators versus rigid ones is that the former help
to prevent cervical damage and decrease the rate of uterine perforation, although
there is no statistically significant result on the latter statement [35]. An average of
12–18 h should be placed to achieve dilatation, optimal cervical and use small size
laminaria (about 2–3 mm) [36].

Due to its capacity for cervical dilatation it can be used in cervical stenosis, that is,
in cases of anomalous obstruction of any part or the entire cervical canal. It can be
congenital or acquired as a result of aging, nulliparity, curettage, cervical surgery or
any combination of these factors [37].

It is not associated with an increased risk of uterine infection. Although sporad-
ically, cases of anaphylaxis and hypersensitivity have occasionally been found.

Mentha piperita (Peppermint)

Dysmenorrhea or painful menstruation is among the most common gynecological
complaints in women, which tends to be a crampy pain in the lower abdomen.
Dysmenorrhea is generally divided into a primary and a secondary type. No partic-
ular problems have been proposed to explain the incidence of primary dysmenor-
rhea. In primary dysmenorrhea, the pain tends to occur a few hours before or just
after the onset of menstruation and lasts between 48 and 72 h. It often entails
concomitant nausea and vomiting, diarrhea and headache and also syncope on rare
occasions [38]. Secondary dysmenorrhea refers to menstrual pain that is caused by a
disorder in the woman’s reproductive organs, such as endometriosis, adenomyosis,
uterine fibroids, or infection [39].

Reduced progesterone levels at the end of the luteal phase activate lytic enzymes
and produce arachidonic acid and activate the cyclooxygenase pathway (COX) and
increase prostaglandin levels (PGE2a and PGF2a) [39]. The condition is generally
caused by the increased levels of cytokines and thus production of prostaglandins by
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interleukins in response to dropped progesterone levels [38]. The release of these
substances into the blood stream causes severe uterine myometrial contraction and
uterine ischemia and subsequently causes the pain to spread [40].

Peppermint extract has an inhibitory effect on the contractile activity of
myometrium through inhibition of prostaglandin (PGF2a) and oxytocin, blocks
calcium channels and has antispasmodic effects on smooth muscles [41].

Women with dysmenorrhea have higher uterine activity, which increases the
frequency of contractions. Dysmenorrhea causes spasmodic colicky pain that is
labor-like in nature [42]. As a result, the use of medications with spasmolytic
properties will be beneficial in reducing this pain. Peppermint inhibits spasmodic
activities on smooth muscles [43]. and thus has a relaxant effect on them [44]. A
study based on the antispasmodic properties of peppermint oil 2% (mg) administered
to participants who had experienced 30 min of spasm showed a reduction in their
pain after 2–7 min [45].

Studies conducted on the pain-relieving properties of pepper- mint showed that
peppermint extract has analgesic effects acting on the peripheral and central nervous
systems [46]. In a controlled study, Ozgoli et al. [47] investigated the effect of
peppermint on the severity of pain and anxiety in the first stage of delivery in
primiparous women and found that peppermint dramatically reduced the severity
of pain, which is consistent with the results of the present study regarding the
reduction of pain caused by uterine contractions.

Omomi Roknabad and Sarafraz [48] compared the effect of peppermint (extract)
on primary dysmenorrhea to the effect of Ibuprofen and found no significant differ-
ences between the study groups in the severity of primary dysmenorrhea after the
intervention, which might be due to the proven pain-relieving effects of Ibuprofen.

It can therefore be concluded that peppermint played a crucial role in reducing the
severity of dysmenorrhea. The present study did not encounter any specific side-
effects in its follow-ups.

The results of the present study showed a considerable reduction in the severity of
primary dysmenorrhea with a two- month use of peppermint compared to placebo
demonstrating the analgesic properties of peppermint with no reported side effects.
Data were obtained in the form of self-reports from the students living in dormitories
in Iran, which therefore restricts the extrapolation of the results to the wider popula-
tion. Thus the authors recommend other studies to be conducted in more diverse
communities using peppermint extract for the treatment of primary dysmenorrhea.

Valeriana officinalis (Garden Valerian, Garden Heliotrope,
Setwall, All-Heal)

It is native to Europe and northern Asia and grows wild in very wet places. It is
grown in the center and east of Europe. It reproduces by seeds in spring; the root and
the rhizome of the two- year-old plants are plucked in the autumn.
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Its main components are: volatile oil (roughly 1.4%), which includes pumice
acetate, B- caryopbyllenos; iridoides (valepotrfatos), valtrato, isovaltrato, and
alkaloids.

Known in the Middle Ages as “heal everything”, valeriana was attributed many
virtues, in particular that of curing epilepsy. In 1592, Fabius Calumna published a
nunculous work on medicinal herbs in which claimed to have cured his epilepsy with
this herb. It has been used to treat disorders associated with stress: valerian reduces
mental hyperactivity and nervous excitability, helping to those who find it difficult to
disconnect. It’s good for almost any condition associated with stress and, in general,
has an effect soothing, rather than directly sedative over the mind.

Many symptoms of anxiety, among them tremors, panic, palpitations and sweats,
can mitigate with valerian. It is useful for insomnia produced by anxiety or
overexcitement.

Valerian relaxes stiff muscles and relieves tension in shoulders and neck, asthma,
colic, syndrome irritable bowel, menstrual pain and muscle spasms and, it is used
with other herbs in remedies for high tension caused by stress and anxiety.

V. officinalis has been traditionally used as a menstruating and sedative drug
since eleventh century [49]. Its root and rhizome have valerian essential oil which
contains valepotriats. Root of V. officinalis is used as a diuretic, sedative and
muscular antispasmodic and valerenic acid of its root has antispasmodic properties
[50]. Also, the effect of anti-spasmodic valterate, isovalterate on ileum smooth
muscle has been confirmed [51]. V. officinalis inhibits contractions of cell depolar-
ization well and blocks calcium channels [52].

Two studies have been conducted on V. officinalis, one of which compared the
effect of its root with placebo [53] and another compared the effects of V. officinalis
with mefenamic acid [54]). In the first study, V. officinalis was effective on reducing
pain compared to placebo, and in the second study, it had a similar effect to that of
mefenamic acid. In one research, systemic symptoms of dysmenorrhea reduced after
taking V. officinalis capsules compared to pre-intervention, but the difference was
the same as placebo group, except for severity of fainting variable which was
significantly different between V. officinalis and placebo groups [51].

In traditional medicine, V. officinalis is known as a menstruating herb, but in a
clinical trial, V. officinalis had no effect on duration and severity of bleeding.

Oenothera biennis (Evening Primrose Oil)

It is a biannual herbaceous up to 20 cm in height. Stem with red spots, curled
lanceolate leaves. It has yellow flowers off four petals and elongated seed capsules.

It is native to North America and today is common in many temperate zones
around the world. It grows in wastelands, especially in dunes and sandy terrain. It is
grown with commercial purposes for the oil of its seeds. The oil is rich in essential
fatty acids, in particularly cis-linoleic (around 70%) and cis-and-linoleic acids
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(around 9%). Its action depends above all on y-linoleic acid, a precursor of prosta-
glandin E1. The oil is usually combined with vitamin E to prevent oxidation.

In a systematic review of randomised controlled trials assessing herbal treatments
for alleviating symptoms of premenstrual syndrome, evening primrose oil was found
to be no more effective than placebo [55].

A six-week randomised, placebo-controlled clinical trial evaluated oral evening
primrose oil (1000 mg daily) in reducing frequency, severity and duration of
menopausal hot flushes in women aged 45–59 years. The results showed improve-
ment in hot flushes for both intervention and control groups, with evening primrose
outperforming placebo, although statistical significance was found only in compar-
ison of severity of hot flushes [56].

In a review evaluating treatments for severe persistent mastalgia in 291 women,
patients were orally administered either evening primrose oil (3 g), bromocriptine
(5 mg) or danazol (200 mg) daily for 3–6 months. In cases of cyclical mastalgia,
good responses were obtained in 45% of patients treated with evening primrose oil,
in 47% in those treated with bromocriptine and in 70% treated with danazol. In
patients with non-cyclical mastalgia, the response rate was 27%, 20% and 31%,
respectively. Adverse events were far greater in the bromocriptine and danazol
groups than the evening primrose oil group [57].

In a randomised, double-blind controlled study in 120 women investigating oral
use of evening primrose oil or fish oil in treatment of severe chronic mastalgia for
6 months, all groups showed a decrease in pain, but neither demonstrated clear
benefit over the control oils (corn and wheatgerm) [58].

Another randomised, double-blind, placebo-controlled trial in 41 patients found
that daily doses of evening primrose oil of 3000 mg, or in combination with 1200 IU
vitamin E, taken for 6 months reduced the severity of cyclical mastalgia [59].

Achilea Millefolium (Milenrama, Yarrow)

The yarrow, also called Achilea millefolium, is a medicinal herb, member of the
Asteraceae family, used over the years from Europe to Asia. Its name comes from
Achilles, who treated many warriors during the Trojan War, using the power it has to
stop hemorrhages. It can be found on the fringes of wild meadows.

Its main main components are: Volatile oil (linalol, Alcafor, Sabinene,
Chamazulene), Lactones, Flavonoids, Alkaloids, Poliacetilenos, Salicylic acid, Cou-
marins and, Tannins.

In Gynecology, Yarrow helps to regulate the menstrual cycle, reduces excess
menstruation and combats dysmenorrhoea and menopause. If it is combined with
other herbs, it relieves cold and flu. And it is also useful to facilitate digestion and
circulation. Other uses we can achieve with this herb are the following: anti-
inflammatory, diuretic, antiseptic, cicatrizing, anti- haemorrhoids, antipyretic, . . .

It is not recommended to use during pregnancy or for more than 2 weeks in a row.
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Although its multiple uses, the yarrow has been little studied, so there is no
evidence about its effectiveness. Studies that guarantee its safety and efficacy would
be required to endorse its use.

Studies in this field are limited. A double- blind randomized clinical trial was
performed in Iran during 2013 to evaluate the effect of A. Millefolium on dysmen-
orrhea. The subjects were divided into 2 groups and were given either placebo or
A. millefolium for 3 days in 2 menstruation cycles. They observed a pain signifi-
cantly reduction in the A. millefolium group compared to placebo group. According
to their results, they came to the conclusion that this plant is effective in reducing
severe pain in primary dysmenorrhoea. It should be noted that the study is limited by
the small size and homogeneity of the sample [60].

Another double-blind trial study Achillea millefolium reduce perineal pain level,
redness, oedema and ecchymosis of episiotomy wound, so it seems that consuming
them was useful for episiotomy treatment [61].

Dysmenorrhea is a menstrual pain in absence of organic pelvic disease than
occurs in more than 50% of post menarche women, due to an elevation of prosta-
glandins in the uterus. Evidence supports the efficacy of nonsteroidal anti-
inflammatory drugs or oral contraceptives to alleviate this pathology.

Vitex agnus castus (Chasteberry, Chaste Tree; Sauzgatillo)

The Chaste tree or chasteberry, also called Vitex agnus-castus L, belongs to
Verbenacea family. Its name comes from the fact that it was thought that this tree
inhibited desire. Therefore, the fruits were used by medieval monks to eliminate
it. Later it was discovered that it has the opposite effect. It can be found on the edges
of currents and humid places in Central Asia and Mediterranean. Albania and
Morocco are the main producing countries in the world.The berries contain essential
oils (limonene, sabinene, eucalyptol), iridoid glycosides (agnoside, aucubin), flavo-
noids (apigenin, castican, isovitexin) and diterpines (vitexilactone, rotundifuran).
The Chaste tree is a hormonal regulator: the chaste tree increases progesterone and
neutralizes estrogen. It seems that its effect is due to the synergic effect of several of
its components on the pituitary gland, which stimulates the production of luteinizing
hormone and decreases follicle stimulating hormone. For this reason, herbalists
prescribe them to combat premenstrual syndrome because it improves breast inflam-
mation, headaches, among other symptoms. It can also be used for irregular men-
struation or amenorrea. In addition, it is also useful in the area of infertility, when it is
due to a progesterone defect. It should be noted, it is not recommended to consume
this plant during conception. It is proposed to stabilize the cycles with the intake for a
few months, and then stop it when gestation is going to take place. In a systematic
review Vitex Agnus Castus was shown to contribute to premenstrual syndrome,
postmenstrual and Infertility disorders [62].

Another systematic review and meta-analysis of 17 randomized controlled trials
of Vitex agnus castus in the treatment of premenstrual syndrome show an important
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effect in placebo- controlled trials; however, the high risk of bias, high heterogene-
ity, and risk of publication bias of the studies prevent to draw an adequate conclu-
sion. It is necessary to design high-quality trials for examining the effect of Vitex
agnus castus in comparison to placebo and oral contraceptives to establish a real
efficacy [63].

In low doses, chasteberry increases serum prolactin and it is a known
galactogogue, nevertheless, no scientifically valid clinical trials support this use.
However, some evidence indicates that high doses of chasteberry decrease serum
prolactin and might decrease breastmilk production, so it has been used to decrease
breastmilk oversupply. Due to its lack of safety and its effects on breastfeeding, its
use should be avoided during this period [64].

The most frequent adverse events are nausea, headache, gastrointestinal distur-
bances, acne and erythermatous rash; however, all are mild and reversible.

Its use during pregnancy or artificial lactation is not recommended. Neither in
combination with hormonal treatments such as birth control pills, hormone replace-
ment therapy or treatments for assisted reproduction therapies. Neither should be
consumed if you have Parkinson’s disease.

Aloe barbadensis (Aloe Vera)

Aloe Vera, scientifically known as Aloe barbadensis, belongs to the family of the
Liliaceae. Aloe is native to southern and eastern Africa; it grows wild in the tropics
and its cultivation is widespread throughout the world [65]. Its main components are:
polysaccharides, glycoproteins (lectins) such as alloctin A and B, enzymes such as
carboxypeptidases, palmitic acid and sterols (sitosterol and stigmasterol), anthraqui-
nones (aloin and aloe-emodin), resins and tannins [66].

Its main effects are:

– Wound healing: some studies in animals suggest that Aloe vera can help accel-
erate the healing of wounds, sores and burns by serving the translucent gel that
contains the protective layer sheets in the affected area, thus accelerating healing
and reducing the risk of infection. This effect is due in part to the presence of
alloctin B, which stimulates the immune system [67].

– Emollient.
– It stimulates the secretion of bile.
– Laxative: the yellow sap at the base of the leaf (bitter aloe) contains anthraqui-

nones, which are responsible for the purgatory activity. Aloin is metabolized by
the flora of the colon to aloe- emodin, which causes contraction of the colon,
producing an intestinal movement 8–12 h after ingesting it [68]. In small doses,
the bitter properties of this herb stimulate digestion. In larger doses, bitter aloe is
laxative.

In 2012, the Cochrane Library conducted a review including all randomized
controlled trials that evaluated the effectiveness of Aloe Vera and aloe products as
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a treatment for acute wounds (lacerations, surgical wounds or burns) or chronic
wounds (infected wounds, arterial ulcers or venous). This review showed that Aloe
Vera did not accelerate the healing of burns or skin biopsies, but it did show a
decrease in the healing time of hemorrhoidectomies. In a study on second-intention
healing of surgical wounds it was found that Aloe Vera significantly delayed this
healing. Regarding chronic wounds, one study found no statistically significant
differences in the healing of pressure ulcers with Aloe. This review concludes that
there is insufficient evidence to support the use of topical agents of Aloe Vera as
treatment of acute or chronic wounds and recommends the performance of more
randomized and controlled studies to ensure the effects of Aloe Vera in the treatment
of wounds [69].

In 2013, a randomized, controlled study compared the efficacy of Aloe Vera gel
with a 1% sulfadiazine creme in 50 patients with first and second degree burns. This
study showed that patients treated with aloe Vera gel achieved faster epithelialization
of wounds than patients treated with 1% sulfadiazine creme. In addition, there was
also a greater decrease in pain with aloe vera gel [70].

In gynaecology the effectiveness of aloe vera gel in the healing of the surgical
wound of caesarean section has also been studied. In 2015, a prospective, random-
ized, double-blind study was conducted in 90 women who underwent caesarean
section, which were divided into two groups; in one of them, the gauze covering the
wounds of the patients had aloe vera, while in the other the wounds were covered
only with gauze. This study showed that aloe vera gel, compared to placebo, is
effective in the surgical wound treatment of caesarean section in the first 24 h
postoperatively, although no statistically significant differences were found at
8 days [71].

Matricaria chamomilla (Chamomile)

Chamomile, as is the family of composite plants or asteraceae. It is native to Western
Europe and is now cultivated throughout Europe and in other temperate regions.

The parts used are the flowers and the essential oil. This medicinal plant has anti-
inflammatory, antioxidant, antimicrobial, analgesic, antineoplastic, anxiolytic and
digestive properties due to its components such as caffeic acid, chlorogenic acid,
bisabolol, camazulene acid, flavonoids (apigenin, quercetin, patuletin and luteolin)
and coumarin [72].

Chamomile has been used for its anti-inflammatory and antiallergic properties to
treat inflammations and bacterial infections of the skin and mucous membranes such
as the oral cavity, gums or respiratory tract. Its analgesic property has also caused it
to be used traditionally in neuralgia, sciatica or rheumatic pain. It is a mild anxiolytic
used to treat hysteria, nightmares, insomnia and other sleep problems. By stimulat-
ing digestive secretions and relaxing intestinal muscles, it normalizes digestive
function and is useful for treating various gastrointestinal disorders such as flatu-
lence, indigestion, diarrhoea, anorexia, cramping, nausea and vomiting [73].
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In gynaecology, chamomile can be used to decrease dysmenorrhea, mastalgia and
nausea and vomiting of pregnancy.

Dysmenorrhea or painful menstruation is a common reason for consultation in
gynaecology. The prevalence of this symptom varies from 16–91% in women of
reproductive age, with 2–29% of them suffering from severe dysmenorrhea, which
interferes with their day to day and worsens their quality of life. Among the risk
factors that have been seen to influence the development of dysmenorrhea include:
early menarche, nulliparity, hypermenorrhoea, irregular menstrual cycles, depres-
sion / anxiety, smoking or alcohol consumption. There are two types of clinical
presentation: primary dysmenorrhea that usually presents at 6–12 months of men-
arche and is not related to any organic pathology, and secondary dysmenorrhea that
usually occurs at the menarche years and does relate to some pathology such as
endometriosis or ovarian cysts [74].

Conventional treatments include non-steroidal anti-inflammatories (NSAIDs) and
oral contraceptives (OACs), which reduce the myometrial activity produced by
contraction of the uterus. An alternative is dietary supplements such as herbs,
vitamins, minerals, enzymes and amino acids [75].

A Cochrane review included 27 randomized controlled trials (3010 women)
studying the effect of dietary supplements on primary or secondary dysmenorrhea
of moderate or severe intensity. Its objective was to determine its efficacy and safety
in the treatment of this pathology. These studies included 12 different medicinal
herbs (chamomile, cinnamon, damask rose, dill, fennel, fenugreek, ginger, guava,
rhubarb, uzara, valerian and zataria) and five supplements (fish oil, melatonin,
vitamins B1 and E, and zinc sulphate). As for chamomile, data comparing chamo-
mile with placebo were not suitable for analysis and evidence that chamomile was
more effective than NSAIDs was limited. The conclusion of this review was that
there was not enough evidence to support the effectiveness of any dietary supple-
ment for dysmenorrhea [75].

Mastalgia or breast pain usually precedes menstruation and is a frequent reason
for consultation. It manifests cyclically or non-cyclically. The cyclic form usually
occurs every month before the onset of menstruation, is of moderate intensity and
disappears 7 days after the onset of menstruation. In 30% of the cases the mastalgia
can be of greater intensity and interfere in the daily life of the woman, which can
produce both a sexual, physical and social dysfunction as depression and anxiety.
Probable causes of cyclic mastalgia may be high estrogen levels, low progesterone
levels, and an imbalance in the estrogen / progesterone ratio, because mastalgia
usually begins in the luteal phase [76]. Treatments to reduce mastalgia include
non-steroidal anti- inflammatory drugs (NSAIDs), vitamins B2, B6, E and C,
diuretics, thyroxine, progesterone, tamoxifen, centchroman, danazol, bromocriptine
and plant extracts such as chasteberry or evening primrose oil. In any case, due to the
adverse effects of these treatments, many women prefer the use of medicinal
herbs [77].

A randomized, double-blind, placebo-controlled clinical trial evaluated the effect
of chamomile extract for pain control of cyclical mastalgia in 60 patients. The results
of this study showed that chamomile extract and placebo can reduce the intensity of
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mastalgia and also saw a significant reduction in pain in the group of women who
took chamomile. In addition, no adverse effects were found. In general, chamomile
is a safe, well tolerated and effective option for the treatment of moderate intensity
mastalgia [77].

Nausea and vomiting of pregnancy are very common in the first trimester of
pregnancy; affects around 50–80% of pregnant women and usually appears in the
first 4–6 weeks and continues until weeks 14–16. The causes of nausea and vomiting
of pregnancy remain unknown, but it is believed that they may be associated with
elevated levels of human chorionic gonadotropin (hCG) or estrogen. There is a more
severe form of these symptoms called hyperemesis gravidarum that can cause
dehydration and malnutrition and requires admission and hospital treatment.

Antiemetics such as pyridoxine / doxylamine and metoclopramide are effective
and safe in pregnancy [78]. However, many women prefer medicinal plants such as
ginger and chamomile to reduce these symptoms.

A Cochrane review included 41 randomized controlled studies (5449 women) on
any treatment for nausea and vomiting of pregnancy to check its effectiveness and
safety [79]. These studies included treatments such as acupressure, acustimulation,
acupuncture, ginger, chamomile, lemon oil, peppermint oil, vitamin B6 and several
antiemetics. In a study comparing ginger capsules with capsules of chamomile and
placebo, it was found that after the first week of treatment chamomile managed to
reduce these symptoms [80].

Zingiber officinale (Ginger)

Ginger (Zingiber officinale) is a plant of the Zingiberáceas family. It is known as
spice and flavoring, but it is also one of the best medicines in the world. It originated
in Asia, where it has been used since ancient times and in medieval Europe it was
believed that it came from the Garden of Eden. As one of the first spices exported
from the East, ginger arrived in Europe during the spice trade and was used by the
ancient Greeks and Romans.

It grows in all the tropical zones and it propagates by division of the rhizome,
subterranean stem that is very appreciated for its aroma and spicy flavor. The plant
reaches 90 cm in height, with long leaves of 20 cm. For its growth it needs abundant
rains. The rhizome is the most used part, which can be consumed fresh or dried. Its
main components are: volatile oil (1–3%), zingiberina (20–30%), oleoresin
(4–7.5%), gingerol and shogaoles [81].

Its therapeutic properties are largely due to its volatile oil and its oleoresin. In
medical research it has been proven that ginger root is an effective treatment against
nausea caused by dizziness in means of transport, as well as those suffered by
pregnant women [82]. A Cochrane review concludes that the evidence on the
effectiveness of reducing nausea during pregnancy is inconsistent and relatively
weak [83].
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Its main preparations are infusions, tincture, capsules and essential oil. For
example, for the treatment of nausea you can take an infusion three times a day or
a capsule of 75 mg/h. It is not recommended to take ginger in medicinal doses if you
suffer from peptic ulcer.

Calendula officinalis (Calendula)

Calendula is one of the best known and most versatile herbs of western herbal
medicine. They are herbs of scarce height (40 or 50 cm), of stems erect and branched
from the base forming dense bushes; with lanceolate leaves, simple, slightly pubes-
cent, between 5 and 20 cm long. The flowers are discoidal, yellow to intense orange,
and very showy. Its intense orange petals are an excellent antiseptic remedy. It is also
a purifying and detoxifying herb.

It is native to southern Europe; it is grown in temperate regions around the world.
It is easy to spread and grows on almost all types of soil. The flowers are collected as
soon as they open at the beginning of summer and they are left to dry in the shade.

Its main components are: triterpenes, resins, bitter glycosides, volatile oil, sterols,
flavonoids, mucilage and carotins [84].

The Commission E (a German therapeutic guide of medicinal plants) considers
that the calendula flower has an anti-inflammatory and strongly healing action when
it is applied topically. With extracts of the calendula flower, it shows a stimulating
action of the epithelization of the wounds and an anti-inflammatory activity in edema
where the prostaglandin intervenes (triterpenes, especially faradiol, have proved to
be the most important anti-inflammatory principles) [85]. In popular medicine it is
used for its antibacterial, fungicidal and antispasmodic action. It is a good emollient
since it softens, tones and moisturizes the skin. In fact, more and more cosmetic
products are included among its components. Callicide has also been considered to
help the disappearance of viral skin warts, due to its content of acetylsalicylic acid. It
is choleretic stimulating liver activity, especially biliary secretion. It is also effective
in gastritis, gastroenteritis and vomiting due to its antiulcer action since it helps the
healing of gastric ulcers [86].

In gynaecology it is used as an emmenagogue since it has a mild estrogenic action
(stimulating blood flow in the pelvic area and uterus, and in some cases, promoting
menstruation), as a regulator and soothing of menstrual pains [87]. The 20% tincture
of C. officinalis applied topically has therapeutic effect for the treatment of recurrent
vaginal candidiasis and is considered safe for use in clinical practice, as it did not
produce adverse effects in patients [88]. Only topical use is contraindicated in
patients sensitive to asteraceae, since experimentally weak skin sensitization has
been seen, but no clear cases of contact dermatitis have been reported [89]
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Conclusions

Herbal medicines are frequently used by women all over the world. Although there
are hundreds of publications on their uses in medicine, there are few comparative
studies against traditional.

medicines. Under these conditions we can conclude that there is not enough
evidence to recommend its use instead of traditional medicines.
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Overcoming Antibiotic Resistance: New
Perspectives

Matteo Bassetti and Elda Righi

Introduction

The dramatic increase in antibiotic resistance, especially among Gram-negative
bacteria (GNB), represents a threat for a public health and has been linked to high
mortality rates, prolonged hospitalization, and increased healthcare associated costs
[11, 39]. Furthermore, since empiric antibiotic regimens are often inappropriate for
multidrug-resistant (MDR) infections, the administration of an adequate antibiotic
treatment among patients is frequently delayed [137]. The most commonly reported
MDR bacteria (defined as those bearing resistance to one or more antimicrobials
from at least three different antimicrobial classes) belong to the so called “ESKAPE”
group, including Enterococcus faecium, Staphylococcus aureus, Klebsiella
pneumoniae, Acinetobacter baumannii, Pseudomonas aeruginosa, and
Enterobacteriaceae. The acronym “ESKAPE” highlights the capability of this
group to avoid being targeted by first-line antibiotics [11].

Among Gram-negative bacteria (GNB), the emergence of extended-spectrum-
beta-lactamases (ESBLs)- and K. pneumoniae carbapenemase (KPC)-producing
Enterobacteriaceae, as well as MDR strains of P. aeruginosa and A. baumannii,
currently represent one of the biggest challenge for clinicians facing severe GNB
infections [55]. Carbapenem-resistant Enterobacteriaceae and nonfermenters have
been recognized as urgent threats to address by CDC and are included in the WHO
priority list of pathogens to guide research and development of new effective drugs
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[15, 119]. In the past decades, however, the dramatic increase of MDR GNB
associated infections was not counterbalanced by new pharmaceutical investments
in the area of antimicrobial development, thus the availability of new molecules
declined [45, 90]. To face the crisis, professional agencies such as the Infectious
Diseases Society of America (IDSA) launched the so called 10 � ‘20 initiative in
order to develop ten new antibiotics by 2020 [53].

Following the call, novel molecules were developed, mainly targeting resistant
Gram-positive bacteria such as methicillin-resistant S. aureus (MRSA), one of the
leading causes of hospital- acquired infections (HAI) in the United States
[24]. Although vancomycin remains a drug of choice for MRSA, recent studies
suggest that its efficacy may be suboptimal for increased MIC values, and newer
compounds with activity against MDR Gram-positive bacteria were highly awaited
[108]. Among new molecules for GNB, novel beta-lactam beta-lactamase inhibitor
(BLBLIs) combinations have recently been approved by FDA. Novel BLBLIs
include ceftazidime- avibactam, ceftolozane-tazobactam and meropenem-
vaborbactam. While the availability of new compounds with in vitro activity is
promising to face the emergence of carbapenem-resistant bacteria, open questions
remains regarding their use, including real life efficacy and potential development of
resistance [89].

In this review, we have reported the characteristics of the most recently developed
antimicrobials for the treatment of resistant Gram-positive and Gram-negative
bacteria.

Cephalosporins

Cephalosporins are commonly prescribed antimicrobials characterized by a broad
spectrum of activity and a favorable safety profile. Cephalosporin’s mechanism of
action consists in binding to penicillin-bindings-proteins (PBP) causing irreversible
inhibition of the bacterial cell-wall synthesis. Recently, new generation cephalospo-
rins have become available for the treatment of infections due to Gram-negative and
MDR Gram-positive bacteria, including MRSA.

Ceftaroline Fosamil
is a semisynthetic anti-MRSA cephalosporin approved by the United States Food
and Drug Administration (FDA) in 2010 and by the European Medical Agency
(EMA) in 2012 for the treatment of acute bacterial skin and skin structure infections
(ABSSSIs) and community acquired pneumonia (CAP). Ceftaroline activity against
MRSA is related to an increased activity against PBP2a compared to other β-lactams
[92]. Ceftaroline presents high efficacy towards multiple MDR Gram-positive path-
ogens, including hetero-resistant vancomycin-intermediate S. aureus (hVISA) and
vancomycin-resistant S. aureus (VRSA). Against MDR GNB and B. fragilis
ceftaroline activity remains limited [18]. Specifically, increased minimum inhibitory
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concentrations (MICs) have been shown towards AmpC-producing strains, while
reduced activity was reported against P. aeruginosa and Proteus mirabilis
[10, 104]. Clinical efficacy of ceftaroline compared to ceftriaxone was investigated
in the FOCUS 1 and 2 Phase 3 trials, showing pooled success frequency in the
treatment of CAP (including infections with MDR S. pneumoniae) of 84.3% [34]. In
the integrated analysis of the Phase 3 CANVAS 1 and 2 trials, evaluating the efficacy
of ceftaroline versus vancomycin plus aztreonam in complicated skin and skin-
structure infection (cSSSI), including infections due to MRSA, ceftaroline, pooled
success frequency was 91.6% [21]. In both trials, rates of adverse events, serious
adverse events, deaths, and premature discontinuations caused by an adverse event
were similar to comparators. Pharmacokinetics (PK) studies support an increased
benefit with higher doses (600 mg q8h vs. 600 mg q12h) of ceftaroline in cSSSIs and
pneumonia, especially for S. aureus strains with increased MICs (> 1 mg/l) [76]. A
Phase 3 randomized clinical trial (RCT) showed that ceftaroline fosamil (600 mg
every 8 h) was found to be noninferior to vancomycin and aztreonam in patients with
cSSTI in terms of safety and efficacy [29]. Recently, observational studies highlight-
ing positive outcomes for off-label uses of ceftaroline, in particular in sepsis and
endocarditis, have been published. A recent report of 55 cases of Gram-positive
endocarditis (80% of which caused by MRSA) treated with ceftaroline mainly as
second line therapy showed clinical success in 82.6% of cases [25].

Ceftobiprole Medocaril
is an expanded spectrum cephalosporin with high affinity for PBP2a and enhanced
activity against Gram-positive bacteria. Ceftobiprole MIC90 against S. pneumoniae
was 0.5 μg/mL, showing the highest in vitro activity compared to other cephalospo-
rins [130]. Ceftobiprole is active against Enterococcus faecalis but not against
E. faecium. Compared to ceftaroline, ceftobiprole is stable against class A TEM-1
and class C AmpC beta-lactamase and displays anti-pseudomonal activity that is
superior to that of cefepime [130]. Similarly to ceftazidime, however, ceftobiprole is
hydrolyzed by extended-spectrum beta-lactamases (ESBL) [97]. Ceftobiprole has
been approved in many European countries and in Canada, Argentina, Jordan, Peru,
and Saudi Arabia for the treatment of HAP and CAP, only in adults. In patients with
ventilator-associated pneumonia (VAP), ceftobiprole is not recommended since its
noninferiority was not demonstrated in this subset of patients [3].

In phase 3 trials, ceftobiprole showed comparable activity vs. linezolid in asso-
ciation with ceftazidime or ceftriaxone in HAP and CAP requiring hospitalization,
respectively [3, 84]. A post hoc retrospective analysis of data from the Phase
3 studies identified higher rates of early response in ceftobiprole-treated patients
vs, comparators in high-risk groups, including CAP patients aged �75 years, CAP
patients with COPD, and HAP patients with >10 baseline comorbidities [109].

Good results were also shown in the treatment of complicated SSSIs compared
with vancomycin plus ceftazidime [86]. Ceftobiprole was generally well tolerated
with main adverse events represented by gastrointestinal effects (e.g. nausea,
vomiting, diarrhea).
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Cefiderocol
is a novel siderophore cephalosporin characterized by enhanced stability against
carbapenemases, including class A, B, C and D enzymes [28]. Cefiderocol is active
against MDR Enterobacteriacae, P.aeruginosa spp., A. baumanii spp. and
Burkholderia spp. Similarly to other cephalosporins, cefiderocol binds primarily to
bacterial PBP3, but structural changes allow the molecule to form a chelated
complex with ferric iron that promotes its passage through the outer membrane of
Gram-negative pathogens, using the bacterial iron transport system
[2, 27]. Cefiderocol has only limited activity against Gram-positive pathogens and
anaerobes [44]. Reduced cefiderocol activity was also detected among P. aeruginosa
isolates with decreased iron transport system components or mutations in the binding
site for the transport system [48]. Promising PK data were shown for cefiderocol
activity in the bloodstream and urinary tract system; cefiderocol also displayed an
acceptable ratio (0.239) of epithelial lining fluid (ELF)-to-plasma concentration
[75]. Data about penetration of cefiderocol in the peritoneal fluid, however, are
lacking. PK analysis suggested that cefiderocol a dose of 2 g every 8 h offers an
adequate exposure for the treatment of cUTI or acute pyelonephritis caused by GNB
[58]. A Phase 2 study comparing cefiderocol with imipenem/cilastatin for the
treatment of complicated urinary tract infections (cUTI) has recently been completed
(NCT02321800). Other ongoing trials include a Phase 3 open-label clinical study
comparing cefiderocol with best available therapy for the treatment of hospitalized
CAP, HAP, VAP, bloodstream infections (BSI) and sepsis caused by carbapenem-
resistant GNB (NCT02714595) and a Phase 3 trial evaluating the role of cefiderocol
for the treatment of HCAP, HAP and VAP caused by GNB (NCT0302380).

Beta-Lactam Beta-Lactamase Inhibitors

Ceftozolane/Tazobactam
represents the association of ceftolozane, a novel cephalosporin, and the beta-
lactamase inhibitor tazobactam. The structure of ceftolozane is similar to that of
ceftazidime, with the exception of a modified side-chain at the 3-position of the
cephem nucleus, which confers enhanced antipseudomonal activity. The addition of
tazobactam expands the spectrum of ceftolozane including extended-spectrum beta-
lactamase (ESBL)-producing bacteria [106, 121]. However, published clinical expe-
rience outside clinical trials against ESBL- and AmpC- producing pathogens is
limited [93]. Ceftozolane/tazobactam has the ability to escape various resistance
mechanisms, including PBP mutations and efflux pumps, displaying activity against
MDR strains of P. aeruginosa [82]. Ceftolozane-tazobactam has shown activity
against the majority of carbapenem-resistant P. aeruginosa strains, although it
remains susceptible to hydrolysis by carbapenemases (e.g. metall0-beta-lactamases,
MBLs, and KPC). Ceftolozane/tazobactam is currently approved by FDA and EMA
for the treatment of cUTIs and complicated intra-abdominal infections (cIAIs), at the
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dose of 1.5 g every 8 h. Due to the lack of efficacy against Bacteroides, combination
of ceftolozane/tazobactam with metronidazole for the treatment of cIAIs is
recommended.

In Phase 3 trials ceftolozane/tazobactam showed increased efficacy compared to
levofloxacin for cUTIs and comparable activity in cIAI vs. meropenem [52, 114,
128]. PK/PD studies showed that an increased dosage (3 g every 8 h) may be needed
to achieve a high (>90%) probability of target attainment [133].

A phase 3 clinical trial (NCT02070757) comparing ceftolozane-tazobactam
(administered 3 g every 8 h) with meropenem in patients with HAP requiring
mechanical ventilation or VAP has been recently completed and results are awaited.
Adverse effects associated to the use of ceftolozane/tazobactam did not differ
considerably from other cephalosporins. Nausea, diarrhea, and headache represented
the most commonly reported adverse effects [128]. Real world data has recently
been published showing encouraging results for ceftolozane/tazobactam in various
types of infections, including pneumonia, especially for the treatment of MDR P.
aeruginosa [8, 83].

Ceftazidime/Avibactam
is a fixed-combination drug containing ceftazidime, a third-generation cephalospo-
rin, and avibactam, a beta-lactamase inhibitor characterized by high affinity with
class A and class C beta-lactamases [32]. This combination has shown in vitro
activity against various MDR bacteria, including OXA-48, ESBL, AmpC, and
KPC producers [63, 65]. A pooled analysis from randomized studies including
1051 patients with MDR Enterobacteriaceae and 95 patients with MDR
P. aeruginosa showed microbiological response rates of 78.4% and 57.1%, respec-
tively, for ceftazidime/avibactam and 71.6% and 53.8%, respectively, for
comparators [116].

Ceftazidime/avibactam, however, is not active against MBL producers (Liver-
more et al. 2015) including NDM, VIM, IMP, and against Acinetobacter OXA-type
carbapenemases [60]. Phase 3 trials in adult patients with cIAI (RECLAIM 1 and
2, NCT01499290; RECLAIM 3, NCT01726023), cUTI (RECAPTURE 1 and
2, NCT01595438 and NCT01599806), HAP/VAP (REPROVE, NCT01808092)
and cUTI or cIAI caused by ceftazidime-non-susceptible pathogens (REPRISE,
NCT01644643) showed comparable activity of ceftazidime-avibactam with com-
parators (especially carbapenems) [13, 77, 96, 123, 129]. Ceftazidime/avibactam is
currently approved for the treatment of cUTIs, hospital-acquired and ventilator-
associated pneumonia (HAP/VAP), cIAIs (in combination with metronidazole),
and difficult-to-treat infections caused by GNB when other treatment options are
limited. A meta-analysis including nine RCTs and three observational studies found
showed comparable clinical responses (RR ¼ 0.99, 95% CI 0.96–1.02) and
non-inferior bacterial eradication (RR ¼ 1.04, 95% CI 0.93–1.17) to carbapenems
and, in patients infected by carbapenem-resistant Enterobacteriaceae, reduced mor-
tality versus comparators (RR ¼ 0.29, 95% CI 0.13–0.63) [136]. While RCTs
analyzing the efficacy of ceftazidime-avibactam against CRE are not available,
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various observational studies have reported good results and favorable safety profiles
in this group [124, 125]. The use of ceftazidime/avibactam, however, has been
associated with the emergence of resistant strains [37, 111]. For this reason, the
use of ceftazidime-avibactam in combination with other drugs (e.g. gentamicin,
fosfomycin, tigecycline, colistin) has been suggested with the purpose to reduce
the risk of resistance selection. Ceftazidime-avibactam is overall well tolerated. Most
common adverse events include headache, gastrointestinal symptoms (abdominal
pain, vomiting, nausea and constipation), and infusion-site reactions [126].

Ceftaroline-Avibactam
The association with avibactam allows to extend the spectrum of activity to resistant
GNB. In particular, this combination demonstrated in vitro efficacy against infec-
tions caused by Enterobacteriaceae, including strains producing various ESBL
types (e.g., CTX-M types), AmpC, and KPC, in addition to anaerobes and MRSA
[14, 131]. Ceftaroline- avibactam had no activity against MBLs, but displayed potent
activity towards KPC-producing strains (MIC90, 0.5 to 1 μg/ml; meropenem MIC
>8 μg/ml). Similar to ceftaroline, limited activity of ceftaroline-avibactam has been
reported against Acinetobacter spp. and P. aeruginosa [14]. In clinical studies
ceftaroline/avibactam has been administered as 600 mg ceftaroline fosamil/600 mg
avibactam every 8 h over 1 h. In a double-blind, placebo-controlled, single and
multiple dose study, ceftaroline-avibactam was well tolerated. No serious adverse
events (SAE) occurred during the study [101]. Excellent in vitro activity of
ceftaroline-avibactam has been shown against isolates from 174 centers in the US
collected from patients with skin and soft tissue infections (SSTIs) caused by
MRSA, beta-hemolytic streptococci, E. coli, and K. pneumoniae as well as ESBL-
producing strains [35]. Ceftaroline-avibactam is currently in Phase 2 development
and has completed a study in comparison with doripenem for the treatment of adult
UTIs (NCT01281462).

Aztreonam-Avibactam
Combination of aztreonam with avibactam offers a potential option against NDM-1
producing bacteria [23].

Aztreonam is a monobactam characterized by broad-spectrum activity against
Gram-negative pathogens, although it has limited activity against Enterobacter spp.
and Bacteroides fragilis. While aztreonam is hydrolyzed by class-A and class-C
-lactamases, it displays stability to hydrolysis by MBLs. The combination of
aztreonam with avibactam has shown to restore the activity of aztreonam against
class A, C and some class D beta-lactamases producers [61, 107]. Aztreonam-
avibactam showed in vitro efficacy against 99.8% Enterobacteriacae isolates,
included strains that were not susceptible to meropenem. Against MBL-producing
Enterobacteriacae aztreonam-avibactam was 8- to 32-fold more potent than
meropenem. Comapred to aztreonam alone, the activity against A. baumannii or
P. aeruginosa was not enhanced by combination with avibactam [57].

A Phase 1 study addressed the safety and tolerability of aztreonam-avibactam in
healthy subjects (NCT01689207), showing that the drug was generally well-
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tolerated in healthy volunteers without evidence of drug-drug interactions. No SAEs
were reported among subjects randomized to aztreonam and/or avibactam [31]. In a
Phase 2 study (REJUVENATE) investigating efficacy and safety of aztreonam-
avibactam for the treatment of cIAIs in hospitalized adults (NCT02655419), the
majority of the AEs were non-serious and of mild or moderate intensity. SAE were
reported in 9 (267%) patients, but none was considered as being related to study
treatment. In the same study, 59% of patients achieved clinical cure. A Phase 3 study
(REVISIT) to determine the efficacy and safety of aztreonam/avibactam versus
meropenem (with or without colistin) for the treatment of serious infections due
to Gram-negative bacteria, including HAP/VAP, is currently ongoing
(NCT03329092).

Meropenem/Vaborbactam
Vaborbactam (formerly known as RPX7009) is a new class A - and class C -beta-
lactamase inhibitor [43]. Vaborbactam in association with meropenem enhances the
activity against KPC-producing Enterobacteriacae, reducing meropenem MIC50
from 32 to 0.06 g/ml and MIC90 from 32 to 1 g/ml [43]. Nevertheless, meropenem-
vaborbactam showed no improvement in activity over meropenem alone against
OXA-48-producing strains and MBLs [71].

Meropenem-vaborbactam was approved by FDA in 2017 for the treatment of
cUTIs, based on the results of the TANGO1 trial, demonstrating noninferiority of
meropenem-vaborbactam (2 g/2 g every 8 h) over piperacillin-tazobactam (4 g/0.5 g
every 8 h) for the treatment of cUTIs and acute pyelonephritis in adult patients
(NCT02166476). In this Phase 3, multicenter, multinational, RCT including
545 patients, overall success occurred in 98.4% with meropenem-vaborbactam-
vs. 94.0% with piperacillin-tazobactam (difference, 4.5% [95% CI, 0.7% to 9.1%];
P < .001 for noninferiority). Microbial eradication occurred in 66.7% with
meropenem-vaborbactam vs. 57.7% with piperacillin- tazobactam (P < .001 for
noninferiority) [59]. Adverse events were reported in 39% with meropenem-
vaborbactam vs. 35.5% with piperacillin-tazobactam [59]. A Phase 3 study
(TANGO II) evaluated the efficacy, safety and tolerability of meropenem/
vaborbactam compared to best available therapy (ceftazidime-
avibactammonotherapy or treatment with a carbapenem, an aminoglycoside, poly-
myxin B/colistin, or tigecycline monotherapy or combination treatment) for the
treatment of infections due to carbapenem-resistant Enterobacteriacae has recently
been completed. (NCT02168946). The study encompassed 72 patients with various
CRE infections, including bloodstreaminfections (BSI), cUTIs, HAP/VAP, and cIAI
showing that meropenem-vaborbactam was associated with significantly increased
clinical cure rate and lower all-cause mortality rate at day 28 compared with BAT
(68% vs. 27%, P ¼ 0.008 and 5% vs. 33%, P ¼ 0.03 respectively) [132].

Imipenem/Relebactam
Relebactam (formerly known as MK-7655) is a novel class A and class C beta-
lactamase inhibitor under investigation in combination with imipenem/cilastatin for
the treatment of MDR Gram-negative infections [66, 67]. Relebactam has shown the
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ability to restore imipenem activity against KPC-producing Enterobacteriacae,
reducing its MICs from 16–64 mg/L to 0.12–1 mg/L at a concentration of 4 mg/L
[46]. Relebactam has also demonstrated the potential to enhance the activity of
imipenem against P.aeruginosa, including those strains with depressed OprD
expression and increased AmpC expression [66]. The addiction of relebactam to
imipenem, however, has not been associated with additional effects against
A. baumanii and S. maltophilia or MBL-producing Enterobacteriacae [66]. A
Phase 3 study (RESTORE IMI-1) evaluating the efficacy and safety of imipenem/
relebactam versus colistimethate sodium plus imipenem/cilastatin for the treatment
of imipenem-resistant HAP, VAP, cIAIs and cUTIs (NCT02452047) showed com-
parable overall clinical responses between the study groups [81]. Pathogens included
were P. aeruginosa (77%), Klebsiella spp. (16%) and other Enterobacteriaceae
(6%); 84% of the isolates were AmpC producers, 39% ESBL- and 16% KPC
producers. Drug-related AEs were 16% for imipenem-relebactam and 31% for the
comparator, and increased nephrotoxicity was in 10% vs. 56% of patients, respec-
tively (p ¼ 0.001). A Phase 3 trial evaluating non-inferiority of imipenem-
relebactam compared to piperacillin-tazobactam for the treatment of HAP/VAP
(NCT02493764) has been recently completed and results are awaited.

Dihydrofolate Reductase Inhibitors

Iclaprim
is the only drug, besides trimethoprim, belonging to the dihydrofolate reductase
inhibitor class. Compared to trimethoprim, however, iclaprim displays enhanced
activity against MRSA and GNB involved in pulmonary infections. Such as
Haemophilus influenzae and Moraxella catarrhalis [105]. Against MRSA, iclaprim
showed MIC �1 μg/mL against isolates that were nonsusceptible to daptomycin
(71%), linezolid (100%), or vancomycin (67%) [49, 50]. Iclaprim has been studied
for the treatment of SSTIs and HAP caused by or suspected to be Gram- positive
bacteria administered at 80 mg every 12 h [69]. An oral formulation is also under
development. Two recent Phase 3 trials, REVIVE-1 and -2, demonstrated
noninferiority of iclaprim vs. vancomycin in SSTIs [51]. One phase 2 clinical trial
for the treatment of hospital-acquired bacterial pneumonia (HABP) [50] showed
comparable clinical cure rates for iclaprim vs. vancomycin at test of cure
(74% vs. 52%, respectively).

Glycopeptides

Glycopeptides (e.g., vancomycin and teicoplanin) exert their function by inhibition
of bacterial cell wall synthesis binding to acyl-D-alanyl-D-alanine in peptidoglycan
[100]. New glycopeptides derivatives, such as telavancin, dalbavancin, and
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oritavancin, were developed to overcome the emergence of MRSA strains with
reduced susceptibilities to vancomycin. These novel compounds have been classi-
fied as lipoglycopeptides (since they display a lipophilic side-chains linked to
glycopeptides) and were proven noninferior versus vancomycin in Phase 3 RCTs
[12, 22, 117]. Main characteristics of lipoglycopeptides are the rapid and bactericidal
activity against MRSA and their longer half-life compared to vancomycin.

Telavancin
is a semisynthetic lipoglycopeptide vancomycin-derivative characterized by high
activity against staphylococci, including MRSA. Telavancin has a dual mode of
action causing inhibition of peptidoglycan synthesis and membrane depolarization
[110]. Telavancin is administered once-daily and showed enhanced in vitro
antibacterial activity against a broad range of Gram-positive bacteria, including
MRSA, and isolates with reduced glycopeptide susceptibility such as
glycopeptide-intermediate S. aureus (GISA) and Van-A type Enterococci
[47]. MICs for MRSA were 2 to 8 times lower than those observed for vancomycin,
teicoplanin, and linezolid [102]. The US FDA approved telavancin in 2009 for the
treatment of complicated skin and skin structure infections (cSSSIs) caused by
Gram-positive bacteria, including MRSA. Telavancin has also shown good penetra-
tion in the alveolar macrophages and, unlike daptomycin, its activity is not affected
by pulmonary surfactant [5].

Non-inferiority of telavancin (10 mg/kg every 24 h) versus vancomycin (1 g
every 12 h) for the treatment of HAP has been demonstrated in two Phase 3 RCTs
(ATTAIN) [103]. A subsequent pooled analysis of data obtained from cSSTIs and
HAP RCTs showed higher risk of nephrotoxicity and SAEs among telavancin-
treated patients [91]. Although increased mortality was reported in patients with
HAP and moderate-to severe renal impairment treated with telavancin compared to
vancomycin [4], further analyses showed that clinical and safety outcomes were
similar in the two treatment groups among patients without severe renal impairment
or pre-existing acute renal failure [122]. Telavancin is currently approved in Europe
for the treatment of adult patients with HAP (including VAP) for confirmed or
suspected MRSA infections, and when other alternative treatments are not suitable.
The use of telavancin is recommended only to patients with normal renal
function [74].

Dalbavancin
is a long acting lipoglycopeptide characterized by a half-live ranging 147 to 258 h
allowing infrequent (e.g., weekly) administration [134]. Dalbavancin has demon-
strated excellent in vitro activity against MSSA, MRSA, VISA, meticillin-resistant
S. epidermidis (MRSE) and enterococci, although limited activity was demonstrated
for VanA-type enterococci and VRSA [40, 54, 56].

Dalbavancin has been approved by the FDA for the treatment of cSSTIs in 2014
based on two non- inferiority Phase 3 trials (DISCOVER 1 and 2, NCT01339091
and NCT01431339 respectively) comparing dalbavancin (1000 mg on day
1 followed by 500 mg after 1 week) or vancomycin for at least 3 days, with the
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option to switch to oral linezolid to complete 10–14 days of treatment. Early clinical
response (defined as cessation of spread of infection-related erythema and the
absence of fever at 48–72 h) was shown in 79.7% of patients in the dalbavancin
group vs. 79.8% of patients in the vancomycin-linezolid group, confirming
non-inferiority of dalbavancin in both studies [12]. A subsequent RCT proved
non-inferiority of a single 1500-mg infusion of dalbavancin compared to the stan-
dard 2-dose regimen. In this study, overall 14- and 28-day clinical response rate was
97% in both treatment groups, while no significant differences in treatment-related
adverse events were reported [30]. A systematic review assessing specific efficacy
against MRSA including 14 cSSTI RCTs and 1840 confirmed MRSA cases showed
higher success rates for linezolid (84.4%), dalbavancin (87.7%), and telavancin
(83.5%) compared to vancomycin (74.7%) [70]. The potential role of dalbavancin
for off-label use, particularly for osteomyelitis, is currently under investigation [6, 7,
98].

Oritavancin
similarly to dalbavancin, is characterized by a rapid bactericidal activity against
Gram-positive bacteria, including MRSA, VISA, methicillin-resistant CoNS and
VRE isolates [80]. Oritavancin prolonged half-life (393 � 73.5 h) allows for
single-dose treatment. Oritavancin does not require dosage adjustment for renal or
mild to moderate hepatic dysfunction. A RCT in over 1000 adults with ABSSSIs
receiving either a single intravenous 1200 mg dose of oritavancin or 7–10 days of
vancomycin showed clinical cure and proportion of patients with at least 20%
reduction in lesion area of 83% vs, 81% and 85.9% vs. 85.3% for oritavancin vs
vancomycin, respectively [22]. The efficacy by pathogen (including MRSA) and the
frequency of adverse events were similar between treatment groups. The FDA
approved oritavancin in 2014 for the treatment of ABSSSIs due to MSSA, MRSA,
Streptococcus spp and E. faecalis.

Oxazolidinones

Oxazolidinones are synthetic antibiotics with high activity against MDR Gram-
positive pathogens, including MRSA and VRE. The first member of this class,
linezolid, was approved for clinical use in 2000 for the treatment of severe Gram-
positive infections and is characterized by excellent oral bioavailability and tissue
penetration [33].

Tedizolid
(formerly known as TR700) is new oxazolidinone approved by the FDA in 2014 and
by the EMA in 2015 for the treatment of acute bacterial SSTI. Furthermore, the role
of tedizolid for the treatment of MRSA respiratory tract infections is under investi-
gation [17, 120]. Compared to linezolid, tedizolid is characterized by a lower risk of
myelotoxicity [68, 112], higher bioavailability and increased half-life, allowing once
daily administration [36], and higher ELF penetration [16]. Fewer drug-drug
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interactions with selective serotonin reuptake inhibitors (SSRIs), serotonergic, and
adrenergic agents have also been reported for tedizolid compared to linezolid due to
a weak and reversible in vitro inhibition of the monoamine oxidase (MAO) pathway
[110]. Tedizolid exhibits a 2- to four-fold better in vitro activity compared with
linezolid against MSSA and MRSA [16]. Against 27 clinical isolates of linezolid-
resistant staphylococci and enterococci, tedizolid minimum inhibitory concentra-
tions (MICs) appeared four-fold to 32-fold lower than those of linezolid [113].
Tedizolid is administered 200 mg once daily and is available as IV or oral formu-
lations, allowing for sequential therapy [102]. Phase 3 trials (ESTABLISH-1 and 2)
demonstrated tedizolid not inferiority to linezolid in SSTIs [79, 94]. In the
ESTABLISH-1 trial, noninferiority of oral tedizolid administered for 6 days was
demonstrated compared with oral linezolid administered for 10 days [94]. Early
(48–72 h) clinical responses to treatment in 667 patients were similar in both groups.
The ESTABLISH-2 trial compared IV tedizolid vs. IV linezolid (with the possibility
of sequential oral therapy) at different time points (e.g., 48–72 h, on day 7, end of
treatment, and at 7–14 days after the end of treatment, showing similar results in
clinical responses at different time points [79].

Overall rates of related adverse effects were similar to linezolid, with nausea
being the most commonly reported adverse effect (16%) associated with
tedizolid use.

Quinolones

Delafloxacin
is a newer quinolone developed to enhance the activity against MDR bacteria and, at
the same time, allow for a low potential for developing bacterial resistance
[6, 7]. Delafloxacin is characterised by a weak acidity caused by a strongly basic
group at the C-7 position, enhancing its antibacterial potency in environments with
reduced pH, such as the urinary tract and the phagolysosomes [62]. Furthermore,
delafloxacin has been associated with low potential for resistance selection due to a
dual mechanism of inhibition of DNA targets (i.e., gyrase and topoisomerase
IV) [99].

Delafloxacin has shown high activity against quinolone-resistant strains of MRSA
and against MDR Gram-negative isolates, including K. pneumoniae [1, 85,
99]. Delafloxacin is also active against CAP and HAP pathogens, including resistant
strains of S. pneumoniae, H. influenzae,M. catarrhalis and Legionella (Zhanel et al.
2003). Delafloxacin’s MIC90 against all MRSA, including quinolone-resistant
MRSA strains, was 0.06 μg/mL. Delafloxacin showed comparable efficacy to
tigecycline in the treatment of cSSSI including S. aureus (85% of cases with
approximately 70% of MRSA strains) [22]. Delafloxacin can be administered both
IV and orally, allowing for sequential therapy.
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Two studies assessed delafloxacin efficacy for the treatment of respiratory tract
infections. A Phase 2 enrolling 309 outpatients with CAP showed pathogen eradi-
cation rates were higher than 90% for H. influenzae and parainfluenzae and atypi-
cals, and achieved 100% for S. aureus and S. pneumoniae [72]. A study including
patients with Acute Bacterial Exacerbation of Chronic Bronchitis (ABECB)
demostrated clinical and microbiological cure rates higher than 70% [73]. In both
the studies delafloxacin was generally well tolerated, with diarrhea, headhache and
nausea were the most commonly reported AEs [64, 88]. Data from studies on the use
of delafloxacin for the treatment of cSSTIs demonstrate that delafloxacin at the dose
of 300 mg every 12 h is well tolerated [64, 88]. Two phase 3 trials (NCT01811732
and NCT01984684) have been recently published reporting comparable activity of
delafloxacin (300 mg q12h IV and 300 mg IV every 12 h for 3 days with a switch to
450 mg oral delafloxacin 450 mg orally td) versus combination of aztreonam and
vancomycin in the treatment of complicated SSTI [88, 95] (Table 1).

Aminoglycosides

Plazomicin
is a new aminoglycoside characterized by activity against Gram-positive and Gram-
negative pathogens approved by the FDA in 2018 for the treatment of cUTIs,
including pyelonephritis. Structural changes in plazomicin structure prevent its
inactivation by plasmid-borne modifying enzymes, avoiding the development of
resistance mechanisms that are typical of other aminoglycosides [38].

Plazomicin has potent in vitro bactericidal activity against MDR Enterobacteriacae,
P.aeruginosa and A.baumanni. In vitro synergy has been demonstrated between
plazomicin and various molecules, including piperacillin/tazobactam or ceftazidime
against MDR Enterobacteriacae [47] and carbapenems for the treatment of MDR A.
baumanii [38]. In a Phase 2 study vs. levofloxacin, plazomicin (15 mg/kg once daily)
showed efficacy in treating cUTIs and acute pyelonephritis, including those caused
by antibiotic-resistant Enterobacteriaceae [20]. A Phase 3 study comparing
plazomicin with meropenem for the treatment of cUTIs (NCT02486627) showed
plazomicin noninferiority to meropenem. Cure rates at day 5 were 88% in the
plazomicin group and in 91% in the meropenem group. Increases in serum creatinine
occurred in 7% of patients in the plazomicin group and in 4% in the meropenem
group [127]. A Phase 3 study comparing 17 patients treated with plazomicin with
20 treated with colistin, both in combination with tigecycline and meropenem for the
treatment of HAP, VAP, and bloodstream infections due to carbapenem-resistant
Enterobacteriacae has been completed (NCT01970371). All-cause mortality was
lower for plazomicin compared to colistin (24% vs. 50%, difference 26.5%,
range � 0.7 to 51.2), while serum creatinine increase was higher in the colistin
arm (38% vs. 8%, respectively) [78] (Table 2).
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Tetracyclines

Tetracycline activity has been impaired over the years by the development of
resistance. Tigecycline, the first member of a new class of tetracyclines known as
glycylcyclines, is characterized by a broader spectrum including tetracycline-
resistant microorganisms. Other tetracycline derivatives have been recently devel-
oped, including eravacycline and omodacycline.

Eravacycline
is not subject to mechanisms that usually cause resistance to other tetracycline
derivatives such as efflux pumps and ribosomal protection proteins
[19]. Eravacycline has efficacy against MRSA, VRE, and Enterobacteriaceae

Table 1 Novel antibiotics: clinical indications and development status

Antimicrobial class Drug Indication
Current
status

Cephalosporins Ceftaroline
Ceftobiprole
Cefiderocol

SSSI, CAP
HAP, hospi-
talized CAP

FDA
approved
Approved
in some
countries
Phase 3

Beta-lactam/beta-
lactamase inhibitors
(BLBLIs)

Ceftozolane-tazobactam Ceftazidime-
avibactam Meropenem-vaborbactam
Imipenem-relebactam Aztreonam-
avibactam
Ceftaroline-avibactam

cUTIs,
cIAIs
cUTIs,
cIAIs, HAP,
VAP
cUTIs

FDA
approved
FDA
approved
FDA
approved
Phase 3
Phase 3
Phase 2

Glycopeptides Telavancin
Oritavancin

SSTI, HAP,
VAP SSSI
SSSI
SSSI

FDA
approved
FDA
approved
FDA
approved

Oxazolidinones Tedizolid SSSI FDA
approved

Quinolones Delafloxacin Phase 3

Aminoglycosides Plazomicin cUTIs FDA
approved

Tetracyclines Eravacycline Omadacycline cIAIs FDA
approved
Phase 3

SSSI skin and soft tissue infections, CAP community acquired pneumonia, HAP hospital-acquired
pneumonia, cUTI complicated urinary tract infections, cIAIs complicated intra-abdominal
infections
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expressing resistance genes from multiple classes of ESBL or carbapenemases such
as KPC- and OXA-producers [42, 118]. Eravacycline has no activity against
P. aeruginosa, MDR A. baumannii and S. maltophilia [135]. A phase 2 study
evaluating the safety and efficacy of eravacycline dosed once or twice daily versus
ertapenem in cIAI demonstrated clinical cure rates above 90%, including infections
caused by ESBL-producing, levofloxacin and ertapenem-resistant organisms
[115]. This study also displayed good tolerability for eravacycline when compared
with ertapenem. The FDA recently approved IV eravacycline for the treatment of
cIAI, based on the IGNITE 1 and 4 trials showing non-inferiority of eravacycline
compared with ertapenem and meropenem, respectively [26, 115].

Omadacycline
is structurally similar to tetracyclines, but, like eravacycline, overcomes the two
main mechanisms of tetracycline resistance represented by efflux pumps and ribo-
somal protection proteins. Omadacycline is active against MRSA, VRE, ESBL- and
carbapenemase-producing Enterobacteriaceae, MDR Acinetobacter spp., and
Stenotrophomonas maltophilia (Pfaller. Omadacycline (100 mg intravenously
once a day with an option to transition to 200 mg orally once a day) was found
non-inferior compared with linezolid with or without aztreonam for the treatment of
cSSTIs in a Phase 2 trial [87]. Renal adjustments are not necessary during treatment
with omadacyclina [9]. The efficacy of oral formulation in clinical practice is
currently under investigation in a Phase 3 study comparing oral omadacycline with

Table 2 Activity of newly approved antibiotics against MRSA and carbapenem-resistant Gram-
negative bacteria

Drug Spectrum MRSA
Carbapenem-
resistant bacteria

Ceftaroline Gram-positive, non ESBL-producing
Gram-negatives, no P. aeruginosa

Yes No

Ceftazidime/
avibactam

MDR Gram-negatives (no MBLs) No Yes

Ceftobiprole Gram-positive, non ESBL-producing
Gram-negatives

Yes No

Ceftozolane/
tazobactam

Gram-negatives (including MDR
P. aeruginosa; no KPC or MBLs)

No Yes/No

Dalbavancin MDR Gram-positives Yes No

Eravacycline Gram-negative (no Pseudomonas) Yes Yes/No

Meropenem-
vaborbactam

MDR Gram-negative (no MBLs) No Yes

Oritavancin MDR Gram-positive Yes No

Plazomicin MDR Gram-negative including metallo-beta-
lactamase

Yes Yes/No

Telavancin MDR Gram-positive Yes No

Telizolid MDR Gram-positive Yes No

MDR multidrug-resistant, ESBL extended-spectrum beta-lactamase, KPC K. pneumoniae
carbapenemase- producing, MBLs metallo-beta-lactamases
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oral linezolid for the treatment of ABSSTIs (NCT02877927). Furthermore,
omadacycline concentrations in ELF is high [41]. A Phase 3 study comparing
omadacycline (both IV and oral) with moxifloxacin for the treatment of CAP has
been completed (NCT02531438).

Conclusions

Novel compounds characterized by broad-spectrum activity against MDR patho-
gens, including carbapenem-resistant bacteria and MRSA, have been recently
approved or are in advanced stage of development. Furthermore, new molecules
have shown favorable safety profiles in clinical trials and, in some cases, availability
of oral formulations. While the availability of new compounds with activity on
difficult-to-treat bacteria represents a unique opportunity, limited data regarding the
efficacy of these agents in real-world studies have been published so far, and the
costs of new therapies remains high. Best placement in therapy and optimized use of
novel compounds to avoid the development of resistance requires special attention
and further investigations.
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