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Preface

This book dwells with cyber-physical systems’ design and defines digital tools
eventually broadening the scope of application domains of such systems. In this book,
the authors substantiate the scientific, practical, andmethodological approaches to the
modeling and simulation of cyber-physical systems, the design of adaptive opti-
mization algorithms, problem analysis, and data preprocessing. The authors both
analyzed and improved existing approaches to solving problems and demonstrated
new ways by showing their new view on the subject matter. Implemented break-
through systems, models, programs, and methods that could be used in industrial
processes to predict and lead cyber-physical systems’ functions, states, and evolution.

The authors determine key industrial challenges and the main features of
modeling processes. The implementations of the developed prototypes, including
testing in real industries, which have collected and analyzed big data and proved
their effectiveness, are presented.

This book is devoted to the simulation of cyber-physical systems and their
modules based on the concept of a digital twin. In particular, the digital twin
digitally copies physical assets that can be used for various purposes, such as
understanding, predicting, and optimizing system performance to achieve better
results. The authors describe the advanced approaches to the digital design of
production systems, the main features of the design of digital twins, and the use of
various models, methods, and technologies, such as artificial intelligence, neural
networks, for condition assessment, diagnostics, prognostication, and proactive
maintenance of a cyber-physical system.

Edition of the book is dedicated to the 120th Anniversary of Peter the Great
St. Petersburg Polytechnic University and technically supported by the Project
Laboratory of Cyber-Physical Systems of Volgograd State Technical University.

Volgograd, Russia Alla G. Kravets
St. Petersburg, Russia Alexander A. Bolshakov
Volgograd, Russia Maxim V. Shcherbakov
August 2019
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Flow Analysis and Its Applications
for Equipment Design

Vadim Shakhnov, Elena Rezchikova, Lyudmila Zinchenko
and Natalia Sergeeva

Abstract An approach based on flow analysis of matter, energy and information
is discussed. The cognitive approach matter-energy-information allows to analyze
complex systems in different modes, including dynamic situations. It is shown that
flow diagrams are universal, common to many complex technical systems includ-
ing electronic equipment design and technologies, communication systems, and etc.
Restrictions of the proposed method is discussed. It is remarkable that visual ana-
lytics of dynamic process is available using weighted directed graphs. Based on the
available experience, a classification of the concepts of flow analysis of systems is
proposed. The chapter discusses flow analysis practical applications. Finally, con-
clusions are derived.

Keywords Systems · Subsystems · Metasystems · Flows · Transformations of
flows · Flow analysis · Cognitive models

1 Introduction

Design methods are crucial in engineering activities. Many design techniques have
been proposed to formalize innovation and invention processes [1–5]. However, till
now a method that is suitable for any technical problem decision does not exist.

The correct definition for method is discussed [6]. In [6], the following definition
of design method has been given as follows: “a specification of how a specified result
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is to be achieved. This may include specifications of how information is to be shown,
what information is to be used as inputs to the method, what tools are to be used,
what actions are to be performed and how, and how the task should be decomposed
and how actions should be sequenced”.

Therefore, information flow representation and analysis are important in engi-
neering design. In [7], cognitive information flow analysis has been introduced. The
technique exploits both goal-directed task analysis and a modified cognitive work
analysis. Themain focus is on information flows. However, some researchers (Koller,
Hubka et al.) [8, 9] have considered, that three flows (information, energy, matter)
have to be estimated in design process.

In [10], the Information-Matter-Energy model has been proposed. It is important
that information, matter and energy are linked. It is impossible to estimate an element
of the model independently [11].

In the chapter, we discuss the method Cognitive FlowAnalysis that can be applied
for flow analysis of different types of flows: energy, information, and matter. It is
important that different elements of the model have common features and can be
considered using the general method.

The rest of the chapter is structured as follows. The next section reviews the
related works in the field of engineering design. Section 3 presents our cognitive
flow analysis. We discuss its application features for electronic equipment design as
well. Finally, conclusions are derived in Sect. 4.

2 Review of Related Works

Engineering design is an important step in engineering activities. Different discus-
sions about understanding of engineering design as art or as science continue till
now [12]. Some researchers (e.g. Hubka [9]) treat design as a scientific discipline
and seek general methods, while other researchers (e.g. Leyer) argue that designing is
not a scientific activity and creative approaches have to be used [12]. In [13], system
design and creativity were used simultaneously.

In [14], a general approach to engineering design was proposed. The main idea
is that each system contains flows of energy/matter/information and therefore, all
systems can be classified either a system of energy transformation or matter trans-
formation or information transmission. Koller proposed a knowledge base related to
the corresponding functions. However, current systems are much more complex and
combine flows of energy, matter, and information to achieve the required function-
ality. Microelectromechanical systems (MEMs, microsystems) are examples of the
systems [10]. Therefore, a novel approach is required to design the systems.

In [10], the Information-Matter-Energy model for Cognitive Informatics has been
proposed. It is important thatMatter (M) and Energy (E) belong to the physical world
(PW), while Information (I) can be used to model the abstract world (AW). In the
Information-Matter-Energy model [10], the natural world represents a dual world.
The natural world model is given as follows [10]:



Flow Analysis and Its Applications for Equipment Design 5

NW ≡ PW‖AW = F(I, M, E), (1)

where ‖ denoted a parallel relation between two worlds: the physical and the abstract
worlds;

F is a function that determines the natural world.
In [6], the links between I-M-E are given as follows:

I = f1(M), (2)

M = f2(I ), (3)

I = f3(E), (4)

E = f4(I ), (5)

E = f5(M), (6)

M = f6(E). (7)

Wang [10] have used the famous equation proposed by A. Einstein

E = Mc2, (8)

where c is the speed of the light

c = 3 × 108 m/c

for functions f 5 and f 6.
Cognitive information flow analysis [7] integrates goal-directed task analysis and

a modified cognitive work analysis. The first method is able to satisfy dynamic
situation awareness requirements. Cognitive work analysis allows to analysis the
human work. A term information item has been proposed as a discrete data element
abstraction. It is important that the abstraction includes both physical objects and
information reports. The proposed information flow diagrams show the flows of
information through the system. Cognitive information flow analysis is a directed
graph. Its nodes correspond to functions. The four information consumption types are
represented by different edges styles. Edges are shown either solid lines or dashed
lines. A direction of edges is shown either a single solid arrowhead or a double
solid arrowhead. However, energy and matter transformation are not considered.
Therefore, a cognitive approach that can be able to represent flows of energy, matter,
and information simultaneously is useful.
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3 Cognitive Flow Analysis

Cognitive flowanalysis can be applied for different systems.Only time is independent
variable. Cognitive flow analysis is a weighed directed graph

G = (V, E), (9)

where

V is a set of vertices;
E is a set of edges.

Its vertex represents a subsystem or a transformation point. Its edge must have
the source and the drain and represent a flow of energy/matter/information. The edge
weight represents a transformation coefficient. Figure 1 illustrates some particular
cases. Figure 1a shows a linear cognitive flow analysis model for the case of similar
flows. Figure 1b shows a parallel cognitive flow analysis model for the case of similar
flows. Figure 1c demonstrates a model, containing a transformation node. It should
be noted that a color of an edge can be used to distinguish flows of energy, matter,
and information. All models represent a directed graph. The linear model represents
a 2-regular graph. A parallel model represents a union of 2-regular graphs.

In despite of the generality of the proposed method, some restrictions exist. The
method can be applied if:

– the total energy of the system is constant;
– the mass of the system must remain constant;
– flows should be continuous;
– chaotic changes are not allowed;
– transformations between flows should follow the law of conservation of mass and
the law of conservation of energy. The corresponding transformation coefficients
are used.

The general operations that can be used are given as follows:

– discretization of continuous flows;
– division of a single flow to parallel flows;

Fig. 1 Examples of
cognitive flow analysis
models: a a linear flow
analysis model, b a parallel
flow analysis model, c a
transformation node

(a)

(b)

(c)
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– a speed of flow can be changed;
– a direction of flow can be changed.

It should be noted, that in order to avoid energy losses a number of transformation
should be minimal.

An algorithm of cognitive flow analysis application for systematic design is given
as follows.

Step 1. Define all subsystems with flows through the subsystems.
Step 2. Classify types of flows (energy, matter, information).
Step 3. Define subsystems that should be controlled.
Step 4. Define flows that hinder the desired functionality.
Step 5. Transform flows and achieve the functionality.

The electronic equipment design was analyzed using the cognitive flow analysis
method. Table 1 shows energy flows between subsystems.

The corresponding equations are given as follows:

(P1 ⊕ P2)/ω = E1(η1 ⊕ η12 ⊕ η13 ⊕ η14 ⊕ η15) − E2η21

− E3η31 − E4η41 − E5η51;
0 = E2(η2 ⊕ η21 ⊕ η23) − E1η12 − E3η32;
0 = −E1η13 − E2η23 ⊕ E3(η3 ⊕ η31 ⊕ η32 ⊕ η34) − E4η43;
0 = −E1η14 − E3η34 ⊕ E4(η4 ⊕ η41 ⊕ η43 ⊕ η45) − E5η54;
0 = −E1η15 − E4η45 ⊕ E5(η5 ⊕ η51 ⊕ η54). (10)

Table 1 Energy flow analysis in electronic equipment

3D model Energy flows

Energy flow between 2 subsystems

Energy flow between multiple subsystems
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Fig. 2 Examples of
cognitive flow analysis
models

In the general case, the corresponding equations are given as follows:

Ei = f
[
(P1 ⊕ P2); ηi ; ηi j

]; ηi j = f (Ni );

where

Ei is the energy of a subsystem;
Pi is a power of input signal;
ηi is a coefficient of energy losses in the flow;
ηij is a transformation coefficient of flows from ith subsystem to jth subsystem;
Ni is a modal density of ith subsystem.

It is important that Eigen frequencies are important in the analysis. They can be
calculated using CAD tools, e.g. ANSYS [15].

Figure 2 shows the correspondent cognitive flow analysis model for the matter
flow between 2 subsystems.

Figure 3 illustrates the cognitive flow analysis application for 5G communication
networks. Figure 3a shows the base stationwith the active antenna systems and beam-
forming and terminals with the active antenna systems and beamforming. Figure 3b
represents the corresponding cognitive flow analysis model showing the information
I—matter M—information I flows between the base station with active antenna sys-
tems and beamforming and terminals with active antenna systems and beamforming.
The transformation coefficients are calculated using the correspondent circuitry and
antenna patterns [16].

The graph model allows to calculate relations between flows using graph metrics
and compare a role of each vertex in the whole system. It is obvious that the vertex
representing the base station has the highest vertex degree. It should be noted that
the number depend from the mode of the base station exploitations (high density,
low density of rural region [16]).

Figure 4 illustrates matter M—matter M—matter M flows for the case of a radia-
tion shield properties analysis under heavy charges particulars flow. Figure 4a shows
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Fig. 3 Examples of cognitive flow analysis application for the 5G base station with active antenna
systems and beamforming and terminals with active antenna systems and beamforming. a The
5G base station with active antenna systems and beamforming and terminals with active antenna
systems and beamforming, b the cognitive flow analysis model

the simulation results of radiation shield properties. Figure 4b represents the corre-
sponding cognitive flow analysis model for the case of the thickness of the radiation
shield is less than 4.5mm. Figure 4c shows the corresponding cognitive flow analysis
model for the case of the thickness of the radiation shield is more than 4.5 mm.

However, flows of different physics should be calculated separately. Therefore, a
hierarchical and multiphysics approach has to be used. A union of 2-regular graphs
are used for multiphysics applications. A hierarchical approach allows to expand
cognitive flow analysis methods for nanosystems design [17] using multi-level rep-
resentation [18].

The proposed approach can be used for radiation-hardened equipment design
[19]. It should be noted that in the case flow of matter and flow of energy should be
evaluated in the correspondent models.

Finally, our approach is in line with physical effects and the unified theory of
intelligence [20].

The approach simplifies system design and visualize relations between different
subsystems and can be easily applied for a digital twin design [21].
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Fig. 4 Examples of the
cognitive flow analysis
application for radiation
shield properties analysis.
a Aluminum radiation shield
properties under 30 MeV
protons flow, b the cognitive
flow analysis model for the
case of the thickness of the
radiation shield is less than
4.5 mm, c the cognitive flow
analysis model for the case
of the thickness of the
radiation shield is more than
4.5 mm

(a) 

(b) 

(c) 

M M 

M 

4 Conclusion

In the chapter, we have discussed our approach to formalization of engineering
design. Several approaches to engineering design have been discussed in detail.
It was shown that flows of energy, matter, and information have to be considered
simultaneously.

The cognitive flow analysis model based on graph theory has been reviewed. An
application of the method for electronic equipment design is discussed. It is obvious
that visualization of relations between subsystems allow to review the system as the
whole object. The bottlenecks can be defined by a visual control and some design
efforts to modify the bottlenecks can be applied in a scientific manner.

It is remarkable that in despite of differences in physic effects flows of energy,
matter, and information can be managed as an abstract item. Therefore, the infor-
mation item [7] can be expanded as a flow item that can be used in multiphysics
applications.

A visual representation of a graphwithmany vertices is not trivial task. Therefore,
for many subsystems a hierarchical approach is preferable.

These areas will be investigated in our future research.
This work was supported by RFBR 18-29-18043.
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Cyber-Physical Control System
of Hardware-Software Complex
of Anthropomorphous Robot:
Architecture and Models

Mikhail Stepanov, Vyacheslav Musatov, Igor Egorov, Svetlana Pchelintzeva
and Andrey Stepanov

Abstract Autonomous anthropomorphous robots represent complicated hardware-
software complexes designed to functioning in a changing external environment.
Additional features of any particular robot are defined by its scope. Educational
activity imposes tight restrictions to ensure safe work and study environment at an
institution. It is required to solve many different tasks in a real-time mode. The effi-
ciency of their solutions is defined by availability of computing resources, as well
as by thorough organization of the hardware-software complex oriented toward a
specialized class of the autonomous robotics tasks. With this goal in mind, we ana-
lyzed the complex of the tasks for the teaching assistant robot. Among those, one
of the most important was the task of obtaining information about the environment.
We analyzed the task of a trainee status examination and possible ways of its solu-
tion, and offered the architecture of a hardware-software complex of the anthropo-
morphous robot assistant. The set-theoretic model of a hardware-software complex
was constructed. Its use would further allow defining an optimum configuration of
the offered hardware-software complex architecture for anthropomorphous robots.
The distributed computing system of a hardware-software complex for anthropo-
morphous robot assistant facilitated parallel solving of the tasks related to situation
analysis, as well as planning and control of the robot operations.

Keywords Anthropomorphous robotics · Hardware-software complex ·
Set-theoretic model · Brain activity · Digital signals · Pedagogy · Wavelet
analysis · EEG test · Neuroscience · Brain-computer interface

1 Introduction

Currently, educational robotics gains an increasing importance both at a high-school
stage, and in higher education. As for secondary schools, much attention is paid
to inclusive education, specifically to disabled students’ adaptation to studying in
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a mainstream class. Despite some available positive experiences, there are many
children with difficulties to learn in a conventional group owing to specific features
of their physical health or emotional status.

Studies on the autism conducted in 2014 by the group of Christina Kostesku and
Zachary Vorren, published in a Journal of Autism and Developmental Disorders,
showed that children demonstrated a positive feedback to robotic systems, paid more
attention to the robot rather than a person, better performed repetitive tasks with
participation of the robot, while their cognitive abilities were identical no matter
trained by the robot or a person.

On the basis of those results, the following requirements were imposed to teaching
assistant robots:

• Small dimensions: height of the automated robotic complex (ARC) needs to be
about 155 cm, which subconsciously associates ARC with a teenager;

• Compliance of behavioral modification, which represents training challenging
skills (such as speech, game playing, or ability to look in the face) but can be
conducted by ARC;

• Readiness for communication, creation of friendship bonds, and satisfaction of
displayed curiosity;

• Psychologically appropriate design to exclude any possible harm to a child even
in the case of his or her aggressive behavior;

• Ability to react to aggression and other suspicious and potentially harmful actions
from the child, and to inform the operator about those.

We suggest two possible directions of using a hardware-software complex for
anthropomorphous robot assistant.

• First, it is appropriate for work with disabled children. The anthropomorphous
robot can be useful to disabled school students as a teaching assistant. It can be
beneficial both for teaching children with mental retardation and for working with
autistic students, helping to improve their social communication skills. In these
situations, the methods of a biological feedback can be especially helpful. These
methods include analyzing the electroencephalogram (EEG) signals, which helps
specifying an emotional and psychological state of a child, concentration of the
child’s attention via the brain activity analysis in alpha, beta and delta ranges, and
therefore, defining the strategy of operating the robot assistant.

• Another direction includes an android assistance to different age groups. The
android robot can be useful at different stages of school training. For elementary
school students, and for those in the 5th–6th grades, the android robot acts as
an assistant (the so-called “supplementary child sitter”) who would approve and
adjust their behavior on the basis of a biological feedback therapy. Students of the
7th–8th grades belong to the awkward age category when similar system can be
used for identification of their psychosocial and emotional problems, which can
be further adjusted by using the android assistant acting in this case as a “senior
companion”. In high school years, especially at the specialized study schools,
the connection of trainees with a robotic complex is quite possible. For example,
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within the framework of their scientific activity, they can develop original control
algorithms for android robots using brain-computer interface technology.

Thus, a variety of android robot applicability fields necessitates conducting in-
depth studies of the tasks and architecture of anthropomorphous robot assistant
hardware-software complex (ARA HSC) for a teaching professional.

2 Defining Study Task

A distinctive feature of prospective application of the robotics in educational process
is the variety of tasks needed to be solved in a real-time mode.

The goal of our study includes an analysis of tasks, and determination of archi-
tecture and the methods of solving the major problems providing an efficiency of
functioning in a real-time mode. We should specify that our efficiency estimates
are based on conventional criteria of the real-time mode: time of a task solving and
requirements to hardware resources in terms of used memory volume.

3 Tasks and Structure of ARA HSC

The ARA HSC for teaching professionals represents the cyber-physical system
intended for active support of educational process on the basis of assessing an extent
of mastering a training material by means of a solving the following tasks:

• Investigating brain activity patterns of a trainee on the basis of EEG examination;
• Analyzing an emotional status on the basis of recognition of a trainee face video
image;

• Evaluating physical activity of a trainee (movements of a head, hands, fingers,
eyelids and eyes);

• Analyzing written answers of a trainee to educational tasks;
• Assessing speech activity of a trainee (oral answers to educational tasks);
• Measuring an extent of a training material mastering by a trainee on the basis of
solution results’ generalization for the tasks 1–5;

• Evaluating the environment on the basis of video images of a classroom obtained
by ARA video cameras;

• Choosing the standard procedure of ARA actions adequate to a current status for
activating a trainee for a deeper mastering of a training material;

• Planning actions (dialog options, ARAmovement) on activation of a trainee in the
direction of deepening the mastering of a training material taking into account the
current status;

• Planning actions (dialog options, ARA movement) on encouragement of a trainee
taking into account the current status;
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• Planning actions for data treatment of a trainee’s current status taking into account
an availability of unwanted artifacts as a part of the analyzed data set;

• Planning managing impact of the drives of a hardware component of ARA for
implementation of the planned physical activity taking into account safety of inter-
action with subjects and objects of a surrounding situation;

• Controlling the course of implementing ARA planned physical activity and its
adjustment to the status change of a surrounding situation;

• Self-diagnosing ARA subsystems for identifying a possibility of executing the
objectives, or, otherwise, making a transition to a “recovery” status;

• Other tasks arising in the process of expansion of the purposes and opportunities
of ARA HSC.

The provided task list conducted byARAHSC is far from being full. It is also nec-
essary to consider a research scope of ARAHSC under development, and, therefore,
among ARA users, besides those directly participating in educational process, the
following should be taken into account: a teaching professional, computing system
administrator, psychologist (optionally), developers of application software, devel-
opers of the system software, investigators, and methodologists.

Considering rather limited energy resources of autonomous ARA, the tasks
demanding large computing resources for their solution are subject to a transfer
onto the stationary server placed in a close proximity to the classroom. Such place-
ment would allow avoiding big tasks on the traffic. Alternatively, there are well-
known problems of organizing a network interaction between the computing system
of autonomous ARA and a server component of ARA HSC. Consequently, a wide
variety of the problems to be solved requires the distributed organization of the com-
puting environment in ARA HSC. At the present stage of information technology
development, the so-called cloud computing approach is frequently employed in
similar situations [1]. It allows using additional resources located on other servers.

Cloud computing services presume control of the cloud-computing software via
conventional web browsers [1]. Cloud computing is a dynamically developing tech-
nology of information infrastructure use.

The concept of cloud computing includes a set of the following notions [1]:

• Infrastructure as a Service (IaaS) is a computer infrastructure provided, as a rule,
in the form of virtualization. IaaS is the service within the concept of a cloud data
treatment;

• Platform as a Service (PaaS) is an integrated platform for development, expansion,
testing and support of web applications. It is presented in the service form based
on the cloud computing concept;

• Software as a service (SaaS) represents a business model of software licensed
presuming software development and support by the supplier. Customers are given
an opportunity of its paid use, as a rule, by means of the Internet;

• Desktop as a Service (DaaS) is another business model of software licensed use,
which represents slightly improved SaaSmodel, generally assuming simultaneous
use of several services required for comprehensive work.
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Besides above-mentioned cloud computing notions concept, the ideas of Big Data
as a Service (BDaaS) and Everything as a Service (EaaS) are rather widespread.
Both notions show that, by means of a World Wide Web with cloud computing, it
is possible to satisfy any needs for information processing. The latter is a primary
benefit of cloud computing within the IT solutions for the business.

Taking into account our previous experiences, we selected the option of imple-
menting GAMMA-3 system of the automated task solution with cloud computing
use as a basis for developing ARA HSC [2].

The enlarged structure of ARA HSC system of the automated task solution with
use of the cloud computing concept is presented in Fig. 1. In the simplified look,
the offered structure consists of the interconnected system of specialized servers
complemented with the server redirector (proxy server). The purpose of the server
redirector is simplification of the interactions among client applications and cloud
service resources. It is achieved by encapsulation, i.e. by means of concealing infor-
mation from the client on the physical location of the data or the server providing
required services.

For ARAHSC system, it is possible to define the following categories of the users:

• ARA per se making requests to specialized servers for data treatment, action
planning, etc.;

• Teachingprofessionals, setting the tasks forARAHSCat their lessons on execution
and control of implementing the stages of a lesson, assessment of its results,making
the amendments for the course of a lesson, etc.;

• Methodologists developing the techniques of conducting the lessons, creating stan-
dardprocedures for conducting lessons, feedbackprocedures to possible deviations
from the conventional course of the educational process, etc.;

Knowledge base 
server

Data base server Schedule server

task plan

data knowledge

data Application server Procedures

Operations

ScientistsTeachers / methodologists Developers

op
er

at
io

ns

pr
oc

ed
ur

es

Service of solution of 
functional tasks and
control ARA HSC

da
ta

ARA
…

da
tata
sk

s

da
ta

ta
sk

s

ta
sk

s

kn
ow

le
dg

es

op
er

at
io

ns
 p

la
n

Outer hardware

da
ta

Co
nt

ro
l i

ns
tru

ct
io

ns

Fig. 1 The integrated skeleton diagram of the automated solution system of ARA HSC tasks with
a cloud computing use



18 M. Stepanov et al.

• Developers of the application software implementing computing processes on
solving functional tasks;

• Developers of the system software of the bottom level providing interactions with
external equipment (encephalographs, video cameras, microphones, gyroscopes,
accelerometers, moment sensors, encoders, etc.);

• Investigators creating and studying the components of ARA HSC providing pos-
sibilities for solving intellectual tasks;

• Head of development exercising control of the course of executing the project;
• Accidental users (students of higher education institutions enrolled in ARA HSC
project development).

For each user category, we developed customized applications giving the oppor-
tunities corresponding to the category. As the advantages in comparison with local
or intranet options of implementing the automation equipment for solving design
tasks, it is possible to identify:

• Lack of participation need of ultimate users in filling available local automation
equipment with components implementing new methods of the management the-
ory for solving new tasks;

• Lack of constant capacity expansion requirement of thememory devices for place-
ment of increasing design data volumes;

• Reduction of financial expenses due to use of software product rent instead of their
full-cost acquisition;

• Reduction in the total time of solving the tasks of design due to decrease in unpro-
ductive costs of designers’ work hours for execution of unusual work.

The specified effect is achieved due to centralization of support and development
for the automation equipment of a design task solving by the ARA HSC developer.

The proposed implementation option of ARA HSC within the framework of the
cloud computing concept can be referred to the EaaS category. It is defined by the
placement of all project components (data and knowledge, including programs and
functions for solving conventional tasks, as well as formalized models of knowledge
for solving the tasks in a non-procedural setting) in a cloud service. For the purpose
of ensuring confidentiality of information for ARA HSC users, we propose applying
cryptographic protection both in a network interaction and at storage of information
on servers of data and knowledge.

4 Set-Theoretic Model of ARA HSC

Information technology development allows raising the system organization of infor-
mation support for developing management systems to a new level. Among priority
directions [3], top two places are taken by virtualization and cloud computing. The
generalized ARA HSC system structure can be presented in the form:
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S = 〈F, A,G, Rl, T, D, O〉, (1)

where F = { fi } is a set of functional components, A = {ai } is a set of algorithms
of component functioning dim(A) = na ; G = {〈

fi , f j , ri j ( fi , f j )
〉| fi ∈ F, f j ∈

F, ri j ( fi , f j ) = {0|rk}, rk ∈ Rl, nR = dim(Rl), k = 1, nR, i = 1, n f , j = 1, n f
}

is a scheme (graph) of component interrelations; Rl = {r1, r2, . . . , rnR } is a set of
component interrelations for the system; D = {d|d = 〈p, c,m〉 }, d · m ∈ Cnm1 ×
Cnm2 × Cnm3 × Cnm4 , d · c ∈ Cnc1 × Cnc2 × Cnc3 , d · p ∈ {true, f alse} is a set
of types of data information structures used for solving the tasks, where Cx is a
x-dimensional space of complex numbers; P = {pi |pi ∈ {true, f alse}, pi =
f pi (dx , dy)dx , dy ∈ D} is a set of the relations used in settings of the tasks being
solved; O = {o|o = 〈oc, os, or , od〉, os = {d|d ∈ D}, or = {d|d ∈ D}, oc ⊂
{{{d · p}∗}× Rl}, od ⊂ Rl} is a set of actions (operations) used for solving the tasks;
T = {t |t = 〈tS, tR, tD〉}, tS ⊂ D∗, tR ⊂ D∗, tD ⊂ {{{d · p}∗} ∪ Rl}, d ∈ D} is a set
of tasks, where X∗ = X0 ∪ X1 ∪ X2 ∪ . . . ∪ XN ∪ . . ., X0 = ∅, tS = Src(t) are
input data, tR = Rqr(t) are required results, tD = Dmnd(t) are requirements to the
results of a t ∈ T task solution.

For the purpose of optimizing the structure of considered information support
service for the automated task solution, it is necessary to construct mathematical
models and to conductmodeling to identify the systemcharacteristics. It is reasonable
to solve such problems using the methods of the queuing theory [4]. Its tools include
analytical and simulation modelling of queuing systems and networks.

Among the tasks to be solved, there are declarative (non-procedural) tasks, solu-
tion automation of which requires artificial intelligence methods [5]. The cloud
service of the automated solution of intellectual tasks (SITaaS, or “Solving of Intel-
lectual Tasks as a Service”) has the construction tool (planning) [6] for the sequence
of actions (design operations). Execution (for example, with use of the software
“Instrument-3m-I” [7] as environments of actions execution for a tasks solution) of
the latter would lead to obtaining required task results. Not only tasks of data pro-
cessing, but also tasks of actions planning [6] included into tasks area for solving by
ARAHSC. The big share of the tasks solved by PAKRAAT is relatedwith processing
and data analysis about a trainee’s status. Often analysis of EEG [8–11], of physical
activity data [10, 12], of video images streams for assessment of a psychophysical
and emotional status of trainees carry out by artificial neural networks [13–15] as
the fast means of parallel information processing. The corresponding methods are
implemented as procedures and operations (modules) of different hierarchy level of
ARA HSC’ knowledge model. ARA HSC is using cluster of NVIDIA Jetson TX2
for big data processing. High processing rate of information by ARA HSC is the key
to quickly decision making on the basis of objective data.

Set-theoretic SITaaS model is described by the expression:

MSITaaS = 〈D, A, Rl, T, Pl, S, IP, IPl , IS〉,
D = {d|d = 〈p, c,m〉},
d· p ∈ {true, f alse},
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d·c ∈ Cnc1 × Cnc2 × Cnc3 ,

d·m ∈ Cnm1 × Cnm2 × Cnm3 × Cnm4 ,

A = {ai |ai = 〈Cnd(ai ),Src(ai ),Rst(ai ),Dmnd(ai )〉},
∀ai ∈ A{(Cnd(ai ) ∪ Src(ai ) ∪ Rst(ai )) ⊂ D∗},
Cnd(x) ∈ {{d·c} × {r}},
Src(x) ∈ {{d·c} × {d·m}},
Rst(x) ∈ {{d· p} × {d·c} × {d·m} × {r}},
Dmnd(x) ∈ Rl, d ∈ D, r ∈ R,

T =
⎧
⎨

⎩
ti |ti = 〈Src(ti ),Rst(ti )〉, ti ⊆ (

⋃

s j∈S
tasksOf(s j )) ∩ (

⋃

pli∈Pl

tasksOf(pli ))

⎫
⎬

⎭
,

Pl =
{
pli|pli(ti) = {a plij |aPlij ∈ A}, dim(pli)

= n pli ,
⋃

ai j∈pli

Rst(ai j ) ⊇ Rst(ti ),
⋃

ai j∈pli

Src(ai j )\
⋃

ai j∈pli

Rst(ai j ) ⊆ Src(ti )

⎫
⎬

⎭
,

S = {
s j |tasksOf(s j ) ∈ T

}
, ∀pli ∈ Pl

(

Src(ti )−−−−−−−→
Ipl (pli (ti ))

Rst(ti )

)

,

∀ti ∈
⋃

s j∈S
tasksOf(s j )

(

Src(ti ) −−−→
IS(sj)

Rst(ti )

)

,

∀ti (Rst(ti ) ⊂
⋃

a j∈A

Rst(a j ), ti −−−−−−−→
IPl(D,A,Rl)

pli ),

where IP(ti ) is planning of the actions on a ti ∈ T tasks solution, for which, out
of the elements of a a j ∈ A elementary operations set, building the procedure
pl i(ti) = {ai j |ai j ∈ A}, dim(pl i) = ni , j = (1, ni ) is possible, such that the
following conditions are satisfied: ∀a j ∈ pli((∪Src(a j )\ ∪ Rst(a j )) ⊆ Src(ti )),
∀a j ∈ pli((∪Rst, (a j ) ⊇ Rst(ti )); IS(s j ) are the means for task solving of the
software s j ∈ S providing required result Rst(ti ) on the set input data Src(ti ) for all
tasks ti belonging to the class of solvable tasks ti ∈ ⋃

pli∈Pl
taskOf(s j ) of the software

s j ∈ S; IPl(pli ) are the means for executing procedures pli ∈ Pl of a task solution
ti ∈ ⋃

pli∈Pl
tasksOf(pli ) providing required result Rst(ti ) on the set input data Src(ti ).

For implementation specified in the offered IS(s j ) model of means (a cure of
tasks of the s j ∈ S software), IPl(pli ) (means of execution of pli ∈ Pl procedures),
IP(ti ) (means of planning of actions on a ti ∈ T tasks solution) it is supposed to use
modifications of the corresponding subsystems of the INSTRUMENT-3m-I systems
[16] and the GAMMA-3 systems [17, 18]. Modification is caused by need of their
placement for server components of a cloud service.
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The constructed set-theoretic model will be used for carrying out researches by
methods of the queuing theory for the purpose of optimization of components of
system.

5 Design of a Classroom for Correctional Training

Correctional training differs in specific requirements to the conditions of conducting
educational process. In this regard, the schemeof an educational group of two trainees
for correctional training is offered in the Fig. 2.

In Fig. 2, the following components of a robotic system supporting the educational
process of correctional training for two trainees are presented:

• R is a robot assistant of anthropomorphous type;
• the classroom (4 video cameras in the corners, 2 TV sets for reproduction of
educational information, 2 workplaces for trainees, each of which includes a desk,
a chair/armchair, a computer, a frontal video camera with a microphone, an audio
system);

• workplace of the teacher (a desk, a chair/armchair, a computer, a frontal video
camera with a microphone, an audio system);

• workplace of the methodologist (a desk, a chair/armchair, a computer, an audio
system);

• workplace of the administrator of the information system server (a desk, a
chair/armchair, a server computer).

4019,3 мм x 2067,1 мм

4035,2 мм x 2123,8 мм

3323,5 мм x 1944,7 мм

СЕР ВЕР

3301,1 мм x 1931,6 мм

Server
R

Fig. 2 The scheme of a classroom for two trainees for correctional training
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6 Scheme of Component Interactions for Robotic System
Supporting the Correctional Training Educational
Process

The scheme of component interactions for the robotic system supporting the educa-
tional process of correctional training for two trainees is presented in Fig. 3.

Some of the depicted in Fig. 3 includes the following:

• subjects of educational process (teaching professional, methodologist, adminis-
trator, instructor);

• active equipment of a classroom: means of receiving and displaying information
(the encephalograph, the microphone, the video camera, the TV set);

• robot assistant components, managing which is among the functions of the control
system (head, motors of manipulator, pedipulator, range finder, video controller,
gripper).

The control of classroom equipment and robot components, depending on the
current situation, is carried out:

• according to conventional scenarios;
• according to the program (action plan) constructed by the planning server subsys-
tem of ARA HSC (Fig. 1).

Симулятор

Instructor

Administrator

Range finder

 Methodologist

Video controller

Teacher

Pedipulator servo actuator

Video camera

Teacher TV

Manipulator servo actuator ARA head Hand gripper TV2 TV1  Encephalograph Microphone

ARA Control system

ScenarioScenario

Scenario Scenario

Scenario Scenario

Scenario Scenario

Scenario Scenario

ARA HSC Server

Scenario Scenario

Scenario Scenario

Scenario Scenario

Scenario Scenario

Scenario Scenario

Synchroniza on

Fig. 3 Scheme of component interactions for robotic system supporting the correctional training
educational process for two trainees
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7 Conclusion

The study is devoted to the issue of using anthropomorphous robots in education.
The distinctive feature of this field of robotics use is a necessity of a large number
of solutions for computationally difficult tasks in a real-time mode. The hardware-
software complex of anthropomorphous robot assistant (ARA HSC) for a teaching
professional is proposed. The architecture is developed and the set-theoretic model
of ARA HSC is constructed. The scheme of components’ interaction for ARA HSC
is provided.

The developed set-theoretic model ARA HSC will be further used for conducting
the studies using the queuing theory methods for optimizing the architecture and
structure of ARA HSC components.
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Method of the Exoskeleton Assembly
Synthesis on the Base of Anthropometric
Characteristics Analysis
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Abstract The article describes the synthesis module of design solutions for passive
and active exoskeletons, taking into account the anthropometric parameters of the
operator, the requirements and limitations imposed on the exoskeleton. Exoskeletons,
presented on the market of their functional-parametric structure and technical char-
acteristics, are investigated. The method of generating design solutions is considered
by the example of an exoskeleton. An algorithm has been developed for the operator
upper and lower extremities exoskeleton assembly synthesis, taking into account the
anthropometric characteristics, requirements, and limitations of the exoskeleton, and
also developed a system prototype for generating the assembly of the exoskeleton
with regard to the anthropometric characteristics. The system for generating assem-
blies of different types of exoskeletons makes it easy to adapt to emerging markets
and select the most suitable model taking into account various parameters.
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1 Introduction

In biology, the concept of “exoskeleton” is used to denote the external type of skeleton
in some invertebrates. It supports, protects the body of the animal from damage, and
is a mechanical barrier that serves as the first stage of protection against infection
[1–3].

In robotics, the exoskeleton has other functions depending on the field of applica-
tion: medical, military, industrial, and consumer. Despite a sufficient number of the
ongoing development of exoskeletons, information about them is scattered.

The field of exoskeleton systems is constantly evolving. They are also called
“wearable robots” (exoskeleton from the Greek “external skeleton”) because he
repeats the human biomechanics. First, we consider in general what exoskeletons
are [4].

Exoskeletons are wearable devices, i.e. are placed on the user’s body and act
as supporting devices that increase, enhance or restore human performance. In the
human exoskeleton system, part of the functions, for example,maintaining balance, is
left to the person, while the weight of the load or large efforts falls on the exoskeleton
mechanism [5].

Wearable robots are designed to help people with various military, medical, and
industrial purposes [6]. But there are still many problems associated with exoskele-
tons and their orthopedic design, which is constantly being improved. Exoskele-
ton robots are widespread in areas related to rehabilitation, tactile interaction, and
increased human power [7].

The following features and characteristics of the exoskeleton can be distin-
guished [8]. Improving humanproductivity: an exoskeleton should increase the user’s
strength, endurance and/or speed, allowing them to perform tasks that they previ-
ously could not perform. Low resistance: the exoskeleton should not interfere with
the natural movement. Natural interface: the exoskeleton should provide a natural,
intuitive, simple interface, so that the user feels that the exoskeleton is really an exten-
sion of his body, and not something that moves the user. Long life: the exoskeleton
must have a sufficient duration of use between a full charge of the power system and
a quick and easy charge. Convenience: the exoskeleton should be comfortable and
safe to wear and easy to turn on and off.

The mechanical design of the exoskeleton should take into account various design
criteria. Design criteria set forth by researchers from Selcuk University include:

– ergonomic and comfortable design;
– high maneuverability;
– lightweight and durable design;
– adaptability to different users;
– user security.
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The exoskeleton of the lower limbs is a mobile device, worn on a person, which
provides at least part of the energy that is necessary for the movement of the limb.

The synthesis of the exoskeleton, taking into account the anthropometric char-
acteristics of the operator was carried out in [9–12]. However, the works provide
examples of the synthesis of either individual parts of the exoskeleton or individual
mechanisms used in rehabilitation tasks.

2 Description of the Method of Anthropometric
Characteristics Analysis

2.1 Exoskeleton Classification

In recent years, studies of lower limb exoskeletons have become a hot topic. Several
organizations around the world have developed impressive exoskeletons for power,
varying significantly in performance and technology used. Themain use of exoskele-
ton robots in the modern market is focused on rehabilitation services in the field of
medicine - training muscle movements and helping to repair injuries in a more pre-
cise and effective way than was previously possible. They are also used in the army
to combat fatigue and injuries of soldiers in battle. Other exoskeletons may provide
ergonomic support to workers in industry and medicine who perform repetitive or
strenuous work [13].

Exoskeletons can be classified according to the energy source and the principle
of the drive [14–16] or by user interface [17]:

• joystick: for exoskeletons that provide 100% of the energy for the movement
required by the owner. The great advantage of the joystick is that no movements
or nerve functions are required to use the exoskeleton [18];

• buttons or control panels: the exoskeleton is in different programmed modes;
• mind control: using an electrode cap for the skull;
• sensors: modern exoskeleton designs can have up to 40 different built-in sensors
that control rotation, torque, tilt, pressure, and can capture nerve signals in the
hands and feet. An integrated 5 sensor network transmits data back to the micro-
computer to interpret and correct movement [19];

• no control: some passive exoskeletons do not have control buttons or switches.

All classification signs of exoskeleton and types are shown in Fig. 1.
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Fig. 1 Classification of exoskeleton

2.2 Collection of Technical Characteristics and Parameters
of the Existing Exoskeleton

The main parts of the exoskeleton are (Fig. 2):

• the external frame is a rigid, stationary frame of the exoskeleton, made in the
form of a three-dimensional frame structure that defines the space for changing
the position of the orthopedic modules of the internal structure [20];

• the inner frame is a controlled, mobile frame of the exoskeleton, which is kine-
matically connected with the outer one [20];

• a servo drive is any type of mechanical drive (device, working body) that includes
a sensor (position, speed, effort, etc.) and a drive control unit (electronic circuit or
mechanical system of rods) that automatically supports the necessary parameters
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Fig. 2 The main parts of the exoskeleton

on the sensor (and, respectively, on the device) according to a given external value
(the position of the control knob or the numerical value of other systems) [21];

• sensors—a measurement tool designed to generate a signal of measurement infor-
mation in a form convenient for transmission, further transformation, processing
and/or storage, but not amenable to direct perception by an observer [22];

• a battery is a device for storing energy for the purpose of its subsequent use;
• frame system—a system of supporting structure and consisting of a combination
of linear elements [8];

• control system—a system that controls the movement of the exoskeleton;
• an actuator is an engine that is used to move or control the mechanics of a system
[23];

• airmuscles (BM)are devices that contract or stretch under the actionof air pressure.
They represent a hermetic casing in a casing with a braid of inextensible threads
[3].

As part of the work, a model for assembling the basic elements of the exoskeleton
of the lower extremities was developed. The model is parameterized and adapts
to the anthropometric characteristics of the person. Table 1 shows two options for
assembling exoskeleton for two people with different anthropometric characteristics
[24].
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Table 1 Parameterization of the exoskeleton model for different input data

Image

Growth 160 180

Waist girth 65 96

Thigh-length 32 38

Calf length 36 38

Foot length 23 28

Hip girth 43 51

Girth 33 40

2.3 Description of the Design Subsystem with Parameters

The exoskeleton design subsystem is designed to create parametric assemblies of
the exoskeleton of the lower extremities [5]. It is possible to build two types of
exoskeleton: passive and active.

Functions of the subsystem design of the exoskeleton of the lower extremi-
ties (Fig. 3):

– the choice of exoskeleton purpose (in what field of activity it will be used);
– selection of components of the exoskeleton (construction materials, types of actu-
ators, joints, batteries, and control);

– the introduction of measurements of a human operator;
– transfer of exoskeleton parameters to a CAD system for automatic change of
exoskeleton parameters;

– obtaining a personalized assembly of the exoskeleton.
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Fig. 3 Exoskeleton design method

2.4 Designing a Synthesis Module

Patents [17, 20, 22, 25, 26] were found and analyzed to create parametric components
of the assembly of the exoskeleton of the passive and active type. From the drawings
of the patents selected parts. Developed models of parts, details are parameterized in
the Autodesk Inventor. The general synthesis algorithm is presented in Fig. 4. The
algorithm of the processing module is presented in Fig. 5.

Next, the module for generating a parameterized assembly based on its type in
the Autodesk Inventor system was developed (Fig. 6). You need to use Inventor’s
API to design a module for generating a parameterized assembly of an exoskeleton
in Autodesk Inventor.

In order to integrate the operator’s anthropometric parameters processing module
with the parameters of the exoskeleton assembly, a stand-alone EXE program is used,
which runs on its own and connects to the Inventor. This type of program is usually
used when there is a program that has its own interface and does not require the user
to work interactively with Inventor [27, 28].

The parametrization subsystem is part of the exoskeleton design systemand allows
you to customize the exoskeleton model for a given size of a human operator, taking
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Figs. 4–6 (4) A general algorithm for the synthesis of the exoskeleton. (5) Diagram of the module
processing the anthropometric parameters of the operator. (6) Algorithm for generating a parame-
terized assembly of the exoskeleton according to its type in the autodesk inventor system

into account the anthropometric parameters of a person [29]. The subsystem allows
reducing the time spent on inputting the parameters taken into the model.

To link the Inventor with the exoskeleton design subsystem, the Inventor API is
used (Fig. 7).

An API, or application programming interface, is a term used to describe the
functionality of the Inventor graphical editor provided by the program.

Autodesk Inventor is a common CAD system, which means that it is not intended
for any particular industry or is used to model only certain types of products. Having
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Fig. 7 Inventor API
operation diagram

an API allows you to add Inventor-specific functionality that is specific to individual
needs.

The Inventor API is implemented based on COM technology and provides various
ways to access Inventor data using various types of add-in applications (Plug-in
modules).

Components that provide API—Inventor and “Apprentice Server”. Inventor Data
at the base represents Inventor data accessed by parts, assemblies, drawings.

Add-in (DLL), Standalone EXE, Add-in (DLL), VBA, Application represent pro-
grams that are written separately. When one field includes another field, it indicates
that the included field is executed in the same process as the field that includes it.

For example, VBA runs in the same process as an Inventor. A program that runs
in the same process runs much faster than a program that runs “out of process”.

Usually, choosing VBA, guided by the following advantages:

– VBA is a programming environment that is accessible from within Inventor and
is not required to purchase an additional programming language;

– you can implement programs within the document for which processing they are
designed. You can also save programs in separate files so that they can be used in
various documents;

– VBA runs in the same process as Inventor;
– VBA has the same access to all features of the API as any of the other ways to
access the API (with the exception of Add-Ins).

StandaloneEXE is a program that runs independently and connects to the Inventor.
This type of program is usually used when you have a program that uses Inventor but
has its own interface and does not require the user to workwith Inventor interactively.
For example, the program canmonitor new records that will be added to the database.
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When a new entry is created, the program launches Inventor, opens the desired
document and prints it—all without any user interaction.

Apprentice (journeyman) server is a subset of Inventor that does not have a user
interface and runs in one process with another application. The only way to interact
with the Apprentice server is through its API. Apprentice server is much more effi-
cient than using Inventor because, without a user interface, operations are performed
faster. The Apprentice type library contains a limited set of objects supported by the
Inventor type library. Apprentice provides access to the assembly structure, B-Rep
geometry and render styles—read-only. Access to file links, attributes, and document
properties—to read and write.

An Add-In is a special type of add-on application that automatically loads when
Inventor is launched, has high performance and appears to the user as part of the
Inventor. Inventor’s Add-In is a way to connect with Inventor and use its API. With
the help of Add-In applications, you can create commands. The Add-In diagram is
listed twice—as a DLL and as an EXE. DLL applications work in the same process
as Inventor, EXE applications are convenient for debugging.

2.5 Interfaces of the Exoskeleton Design Subsystem

The exoskeleton design subsystem opens separately from Inventor, after launching
the assembly of the exoskeleton on Inventor and mates with it using the Inventor
API. A dialog box is launched in which you can begin work on taking measurements
from a human operator. The subsystem interface consists of five tabs with the help
of which the collected operator parameters are entered (Fig. 5).

The tabs “Belt”, “Hip”, “Drumstick”, “Stop” contain instructions with the image
of individual human limbs with allocated places for taking the size of a person.
Also, on the tabs are fields for entering data obtained from measuring a person. The
minimum and maximum values are indicated, in the range of which the part of the
assembly of the exoskeleton is built. If you enter a value less than the minimum
or greater than the maximum, the program will automatically put the minimum or
maximum value in the input field. There is a button on the tabs, which saves the
entered data in the program and switches to the next tab.

Figure 8 shows the interface tab “Belt” of the exoskeleton design subsystem is
responsible for parametrizing the details of the operator’s back “frame”.

User parameters of the part “Back frame” are changed using the design subsystem
program:

Width of the part—S1—the parameter is changed by the user “1. Hip Girth”;
The part length—D1—is calculated automatically by the design subsystem D1 =
S1/4;
The height of the part—H1—remains unchanged.
The height of the back of the part—HSpin—the parameter is changed by the user
“2. Back height” (Fig. 9).
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Fig. 8 Design subsystem interface “Belt” tab

Fig. 9 Two options for the model belt

The remaining parameters of the part are in the parameters of the Inventor, change
automatically from the introduction of user parameters, see Fig. 10.

Tab “Thigh” is designed to calculate the parameters of the skeleton of the thigh.
Figure 11 shows the interface of the exoskeleton detail design subsystem, the
parametrization of which, as well as in the previous tab, takes into account the
entered parameters with size restrictions to maximum and minimum values.

The informational image shows in what places the hips shouldmeasure the human
operator and how it will be done correctly. The tab shows the permissible maximum
and minimum values.
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Fig. 10 Two variants of the back frame model

Fig. 11 Design subsystem interface “Belt” tab

The user parameters of the “Thigh carcass” part (Fig. 12) are changed using the
design subsystem program:

Thigh-length—divided into two values due to the design features of the part, D1 and
D2, therefore, when getting the value from the “1. Thigh Length”, the D2 parameter
will receive the cell value divided by 3, and the D1 parameter will receive the D2 *
2 cell value;



Method of the Exoskeleton Assembly Synthesis … 37

Fig. 12 Detail “The frame of the thigh” in the assembly and a separate part

The length of the location of the sensors is also divided into two values DKrep and
DKrep2—and get the values according to the formula: DKrep and DKrep2 = (cell
“2. Hip girth”/2 − 50)/2;
The width of the location of the sensors—DKDat—uses the cell “2. Hip Girth”/4;

The remaining parameters of the part are in the parameters of the Inventor, change
automatically from the introduction of user parameters.

The “Shin” interface tab informs that the entered parameters will be sent to cal-
culate the “Shin Frame” detail. This tab can be seen in Fig. 13.

The user parameters of the “Shank skeleton” part (Fig. 14) are changed using the
design subsystem program:

The length of the tibia is divided into two values due to the design feature of the part,
D1 and D2, therefore, when retrieving the value from the “1. Shank length”, the D2
parameter will receive the cell value divided by 3, and the D1 parameter will receive
the D2 * 2 cell value;
The length of the location of the sensors is also divided into two values DKrep and
DKrep2—and get the values according to the formula: DKrep and DKrep2 = (cell
“2. Girth of leg”/2 − 50)/2;
The width of the location of the sensors—DKDat—uses the cell “2. Girth of the
leg”/4;

The remaining parameters of the part are in the parameters of the Inventor, change
automatically from the introduction of user parameters.

The “Foot” tab informs you that the entered parameters will be sent to calculate
the “Frame of the foot” part. This tab can be seen in Fig. 15.

The user parameters of the “Foot skeleton” part (Fig. 16) are changed using the
design subsystem program:
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Fig. 13 Design subsystem interface “Shin” tab

Fig. 14 Detail “The skeleton of the leg” in the assembly and a separate part
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Fig. 15 Design subsystem interface “Foot” tab

Fig. 16 Detail “The skeleton of the leg” in the assembly and a separate part
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The length of the foot—DStop—indicates the values obtained from the cell “1. Foot
length”;
The width of the foot—SStop—indicates the parameters stored in the cell “2. Foot
width”;
Attachment height—DKrep—this parameter is calculated automatically using the
formula DKrep = cell “1. Length of the foot”/2.7.

The final assembly of the exoskeleton of the lower extremities contains 42 com-
ponents, 15 of which are typical elements of drives, fasteners, and hinges.

3 Conclusion

As a result of the work, the following tasks were carried out: a review of exoskeletons
was conducted, a database was formed to select the type and type of exoskeleton, tak-
ing into account the requirements and restrictions of the operator to the exoskeleton;
formed a parameterized library of exoskeleton elements and assembly of exoskele-
ton, taking into account the type; an algorithm for synthesizing the assembly of the
exoskeleton of the upper and lower extremities of the operator, taking into account its
anthropometric characteristics, requirements, and limitations to the exoskeleton, has
been developed; A prototype for generating the assembly of an exoskeleton of human
lower limbs was developed taking into account the anthropometric characteristics of
the operator.

In the future, it is planned to replenish the parameterized libraries of elements
of the exoskeleton and assembly of the exoskeleton of various types, to develop a
prototype for generating the assembly of an exoskeleton suit and to develop a digital
twin of the exoskeleton.

One of the key trends of the last couple of years is the “digital counterpart”.
The advantages of the digital twin are to provide a level of abstraction that will

allow applications to interact with the device or devices in a consistent manner. The
digital twin monitors the life cycle of the device and the data associated with the
device. Digital twins allow you to simulate devices during development, integrate
analytics, machine learning, etc.

Basic concept: monitoring of a physical object is carried out on the basis of a
closed cycle of information exchange between it and its virtual model (thereby the
digital counterpart).

The digital twin can be used as a starting point for a simulation model that may
extrapolate how the system will work in the future. The degree and accuracy of these
simulations can vary depending on the implementation of the simulation and the
desired result.

For example, a CAD drawing package can be used to create a digital model, and
then the process control system will use this model as the basis for the digital twin.
This software can provide a connection between digital twin sensors and controls
with those in the real world.
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On the other hand, if the desired results are related to how strong the part will be
inside the engine, then the relative level of detail should be greater.

The model used in the simulation may have the characteristics added so that
physical modeling is possible. The model may include detailed information about
the virtual materials used in the model, which, in turn, will allow the modeling
software to replicate the response of the model during the simulation.

Models can have different goals, but they can also have general descriptions,
such as information about dimensions, material attributes, etc. Many models can be
used by several applications for different purposes, showing the status of the current
system to simulate a device that has yet to be built [sixteen].

Since the digital twinwill simplify the task of testing, allowing for quick correction
and detection of anomalies, it was decided to further design the digital twin and
develop recommendations for optimizing the operating mode and maintenance of
the exoskeleton.
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Using Special Text Points
in the Recognition of Documents

Oleg A. Slavin

Abstract The chapter develops the concept of a textual key point, the detector
of which is a certain OCR. The descriptor of a textual key point is determined.
Examples of algorithms for analyzing documents, using textual key points, are given.
The chapter deals with the tasks of recognized document classification, localization
of images of recognized documents and comparison of images of documents for
finding differences. The results of the algorithms for the data sets of the documents
of the Russian Federation are given. The proposed methods allow achieving high
accuracy of complexly structured documents analysiswith entering document images
in modern cyber-physical systems based on big data technologies.

Keywords Character recognition · Key point · Textual key point · Document
classification · Document localization

1 Background

Currently, the use of key points allows solving various image processing and recog-
nition problems, such as document classification, search for document fraud, image
normalization and image matching, etc.

A key point is an image point, which differs from points in its locality and satisfies
several conditions:

the locality of a key point must contain essential information that determines its
properties,
noise resistance,
resistance to some transformations (for example, affine transformations or scaling)
[1].
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It is assumed that the key point has an exact mathematical definition that can be
used to analyze the information, extracted from the image.

In work [2], the similar properties of key points are listed:

repeatability—a key point must be in the same place as the image object, despite
changes in the point of view and illumination,
distinctiveness/informativeness—vicinity of key points should differ,
locality—a key point should occupy a small area of the image,
quantity—the number of detected key points must be large enough so that they are
enough to detect objects,
accuracy—the detected key points must be precisely localized both in the original
image and on a different scale.
efficiency—the time of key point detection on the imagemust be valid in time-critical
applications.

To match the key points, the similarity must be measured. The measure should
take values close to zero in the case of comparing two points, defining one spot on the
stage, and large values, when comparing different points of the scene. A descriptor
is also defined—the identifier of the key point used when matching the key points.
The descriptor’s invariance is expected when matching key points with respect to
image transformations. The method of extracting key points from an image is called
a detector.

The detector ensures the invariance of finding the same key points with respect to
image transformations. Corners (a point, the intensity of which varies relative to the
center in the vicinity) or blobs (including the center coordinates, scale, and direction)
are often used as key points of the image. For the key point of the “corner” type, the
following methods of detecting key points are known: Moravek corner detector [3],
Harris corner detector [4, 5], Wang and Brady corner detector [6], SUSAN corner
detector [7]. For such blob key points, the followingmethods for detecting key points
are known: Laplacian of Gaussian (LoG) and differences of Gaussians (DoG).

Due to the library OpenCV project implementation, SURF descriptors are widely
known (uses the Hessian matrix; the image is minimized with sampled second Gaus-
sian derivative filters), SIFT (determined, using the Gaussian difference pyramid),
ASIFT [8, 9] (complements SIFT, simulating two parameters, simulating the camera
optical axis direction).

The analysis of text documents can be based on global text content descriptors
(for example, such as “bag of words” or “vector representation of words” [10]),
which is analyzed by classical classifiers. In [11], an architecture was proposed for
classifying pages in the banking process. Both graphics and text descriptors are used.
Graphics descriptors were calculated, based on the distribution of pixel intensities.
Text descriptors were formed, based on latent semantic analysis for thematic classi-
fication.
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2 Description of the Method of Classification of Recognized
Documents Using Text Key Points

For images of text documents, we define a textual key point, using a descriptor and
a detector. The descriptor of a textual key point is:

(T (W ),m1(W ),m2(W ),m3(W ))

where

– T (W )—the core of a textual key point, which is represented by a sequence of
characters of a word of a certain alphabet;

– m1(W )—a textual key point boundary, consisting of normalized coordinates
m4x1(W ), m4y1(W ), m4x2(W ), m4y2(W ) in the range [0,1];

– m2(W )—case sensitive feature (case sensitive/insensitive), when comparing char-
acters;

– m3(W )—threshold, when comparing two words, t(W ) and Wr . To compare two
words, we used the Levenshtein distance or a simplified function, which considers
only the number of replacements of one character with another. If d(t(W ),Wr) <

m1(W ), the wordWr and textual key pointW are identical, otherwise—different.
In the simplest case, m3(W )—the maximum number of replacements during the
transformation of t(W ) toWr .

A textual key point detector is a process of recognition, using some OCR that
extracts the descriptors of special points when it recognizes a document image.
The term “textual key point” corresponds to the generally accepted concept of a
special (key) point. The above properties of the key points are valid for textual key
points in the case of the ability of modern OCR to compensate for different types of
image distortions. The uniqueness of textual key point descriptors is determined by
the structure of documents (splitting a document into fragments and lines) and the
properties of a natural language (a rare match in documents of two adjacent words).

Furthermore, we consider several applied problems, for the solution of which key
points can be used.

In [12], document classification methods are divided into document structure
analysis methods, text information analysis methods and image analysis methods.
The document structure analysis method is focused on such rigidly structured docu-
ments as questionnaires or invoices, based on the search for static graphic elements
(dividing lines, frames) and static texts.

The authors of the work use image analysis methods to recognize identification
documents, since each class of identification documents usually has a characteristic
graphic structure in the form of unchanged text areas (field labels: first name, last
name, etc.), variable text fields (personal data) and the same background For each
class of identification documents, one model was created. When creating a model,
field boundaries were first determined. Later, outside the boundaries of the fields, key
points are extracted, the presence of which is likely on all document samples. Key
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points were characterized, using descriptors (SIFT, SURF, ORB). When working
with a training set, only key points were saved, corresponding to each training image
of one class. The authors of [12] indicate the advantage of the schemeof such training:
a new model of the document is added independently of the models already created.
The i-th model is denoted by the set Mi of ni key points, where Mi = {Di1, Di2,…,
Di,ni}, and Dij is the set of extracted descriptors for the key point j.

The image classification was made, based on the description of its key points.
It consists of finding a winning class that has the maximum number of key points
that best match the query key points. Image key points were compared with all
studied models, i.e., all models compete in this conformity phase. Sets of mi direct
compliance with the models Mi were constructed. Models were ranked by ratio ri
= |mi |/|Mi |; the model with the highest coefficient argmaxi(ri) corresponded to the
winning class Further, for all models, a reverse comparison was made between the
key points of the models and the key points of the image requested. In this case, the
RANSAC algorithm [13] was used to search for a geometric transformation, which
displays the largest number of pairs of key points and excludes outliers.

The authors of [12] report that there are no publicly available test data sets of
identification documents and describe three of their own data sets for experiments,
which show a classification accuracy of about 95%.

The author developed a similar classification algorithm for business documents
that do not have a rigid structure and are recognized by OCR Tesseract. In addition
to the m1–m3 features, several more features were added.

– m4(W )—word length limit
– m5(W )—a sign of a forbidden word that cannot be put to the document
– m6(W )—limiting the distance between two words.

When comparing the term W with the word Wr , belonging to the recognized
document Dr , the core of the recognized word t(Wr) and the rectangle of the word
F(Wr) are used. Comparison of the termW and thewordWr is based on the following
condition:

d
(
t(W ),Wr

)
< m1(W ) ∧ (

F
(
Wr

) ∩ m4(W ) = F
(
Wr

))
. (1)

where d—the function of the distance between two words. When comparing, in the
case of case insensitive, i.e., with m3(W ) = TRUE both words t(W ) and Wr are
reduced to the same register. The distance between the term W and the word Wr is
defined as d(t(W ),Wr). For the casem5(W )= 0, we define the predicate P(W,Dr)=
1, if the text of the recognized document Dr contains at least one wordWr , identical
to the wordW, which will be denoted asWr ≈ W, and P(W, Dr) = 0 otherwise. The
search for a match between a text key point and a key point in a query document is
carried out by searching thewords of the document, included in theWr ∈T dictionary
and satisfying the condition (1). Several words {Wr} can be found in document Dr ,
corresponding to a single text key point of the model.

Let’s define the allocation of terms as an ordered set of words R = W1,W2,…, for
which the presence of each of the terms in the recognized document Dr is checked:
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P(W1,Dr) ∧ P(W2,Dr) ∧ · · · (2)

and additionally, for each pair of termsWi and Wi+1 condition

rBT(Wi+1,Wi) < m6(W ),

is checked where the function rBT gives is bitermal distance. That is, the parameter
m6(W ) determines the distance between adjacent terms in the allocation.

The fulfillment of conditions (1), (2) determines the predicate of the membership
of the allocation of R to the recognized document Dr : P(R, Dr) = 1. In the general
case, it requires a search of sets identical toW1,W2,… .

The evaluation of the correspondence to the recognized document Dr of the allo-
cation d(R, Dr) is defined as

min(d(W1,Dr), d(W2,Dr), . . .).

We define the combination as the set of allocations S = R1, R2,…, for which the
presence of each of the allocations in the recognized document Tr is checked:

P(R1,Dr) ∧ P(R2,Dr) ∧ · · · (3)

The order of allocation is not important, as the words in the model “bag of words”.
The evaluation of the correspondence to the recognized document Dr of the com-

bination d(S, Dr) is defined as

min(d(R1,Dr), d(R2,Dr), . . .).

Finally, we define the model M as the set of combinations S1, S2, …, for which
the template membership to the recognized document Dr is established by checking
the expression

P(M ,Dr) = P(S1,Dr) ∨ P(S2,Dr) ∨ · · · (4)

The evaluation of the correspondence to the recognized document Dr of the tem-
plate d(S, Dr) is defined as

max(d(S1,Dr), d(S2,Dr), . . .).

In addition to conditions (2), (3), (4), it can be added the check of the hit of words
of allocation, combination or template in a certain frame.

To the existing comparisons of the model M with the recognized document Dr ,
we add tests for the correspondence of some properties of the text (the number of
characters on the page, the number of columns of text) with similar properties of the
template.
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If the set of models M1,…, Mn, is given for n classes, then the task of verifying
the correspondence to the class Mi of the recognized document Dr is resulted in
calculating the distance d(Mi, Dr) and comparing this distance with the previously
known threshold of the distance.

3 Experimental Results of Classification

To classify the flow of documents, consisting of 40 classes, two sets were used:

– T1—a set, consisting of images of documents of medium and poor digitization
quality, selected for the learning stage (1768 pages);

– T2—a set, consisting of images of documents of average digitization quality,
obtained regardless of the training stage (3014 pages).

Two options for the proposed algorithmwere considered. In the first variant, forms
were used that included terms without geometric characteristics, i.e., without frame
m1, in the second—some terms had frames m1. This separation was supposed to
show the difference between the use of known structures that do not have geometric
characteristics and structures that use the geometric characteristics, obtained in the
recognition process.

The classification of a selection of q volume was evaluated by the following
values:

– n1—the number of the first pages of documents that were classified correctly,
– n2—the number of the first pages of documents that were classified incorrectly,
– n3—the number of the first pages of documents that were not classified,
– k1—the number of the not first pages of documents that were not classified,
– k2—the number of the not first pages of documents that were classified incorrectly,

Analysis of classification results was carried out using the following criteria:

– accuracy ac = (n1 + k1)/q,
– the fraction of false classification zPF = (n2)/q,
– the fraction of false the classification zNF = n3/q, where q = (n1 + n2 + n3 + k1

+ k2).

The classifications, obtained by testing algorithm, are shown in Tables 1 and 2.
From the above data, it follows that the described classification method gives

an accuracy of 0.86–0.95, while the false classification does not exceed 0.01; the

Table 1 Experimental results of classification for set T1

n1 n2 n3 k1 k2 ac (%) zPF (%) zNF (%)

Ignore m1 773 21 229 736 9 85.35 1.19 0.51

Use m1 768 13 242 743 2 85.46 0.74 0.11
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Table 2 Experimental results of classification for set T2

n1 n2 n3 k1 k2 ac (%) zPF (%) zNF (%)

Ignore m1 825 13 148 1992 36 93.46 0.43 1.19

Use m1 837 1 148 2027 1 95.02 0.03 0.03

remaining errors relate to the refusals of classification. The proposed method does
not always work, but it rarely offers the wrong class.

The data in Tables 1 and 2 demonstrate an increase in the classification accuracy
and a decrease in the false classification fractions and the classification rejection due
to the use of geometric characteristics. Note that for the T2 set, the fraction of the
zNF false classification decreased by 36 times due to the use of the term frames.

The accuracy of the obtained method is comparable to the accuracy of the algo-
rithms, mentioned above [11, 12].

4 Description of the Method of Localizing a Document
with the Known Structure

Textual key points can be used to localize a document with the known structure. To
localize the document in the image, methods, based on the extraction of boundary
elements, segments and/or lines, can be used. The resulting quadrilateral is formed,
using the detected primitives during traversing the intersection graph [14] or by
searching for alternative solutions, using the system of fines and heuristic simplifica-
tion at different stages. The paper [15] describes the filtering of false correspondences
of local features and checking that the obtained solution is well conditioned, which
allows improving the classification accuracy. The proposed filtering method requires
several samples of each document type. In [12], a generalization of the approach [15]
is proposed, which allows for projective document image distortion. The paper also
presents a filtering method, based on the preselection of a region, containing variable
data and extracting features from these regions. However, the authors of [12] show
that this approach allows not only to determine the document type but also to find
the document boundaries.

The document model with a flexible structure M is described as follows: there is
a set of keywords W and fields for extracting attributes that are grouped into a set
ordered according to the height of the strings:

S1 = {
p11, p12, . . . , p1,k(1)

}
,

S2 = {
p21, p22, . . . , p2,k(2)

}
,

. . .

Si = {
pi1, pi2, . . . , pi,k(i)

}
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Each of the elements pij =
{
xp1ij, yp

1
ij, xp

2
ij, yp

2
ij, tpij

}
can be a word or a field. The

coordinates (rectangle xp1ij, yp
1
ij, xp

2
ij, yp

2
ij) of each element are known in advance.

And the string value tp of each keyword is known.
For a pair of elements p = {

xp1, yp1, xp2, yp2, tp
}

and q ={
xq1, yq1, xq2, yq2, tq

}
define relations:

left(p, q) if xp2 > xq1,

above(p, q) if yp2 < yq1

For a pair of strings St = {pt1, pt2, . . .} and Sr = {pr1, pr2, . . .} define relation:

above (St, Sr) if (∀pt ∈ St,∀pr ∈ Sr) above (pt, pr)

The following relations should be performed in the model:

(∀t, r: t < r) above (St, Sr),

(∀pt ∈ S,∀pr ∈ Sr : t < r) left(pt, pr) (5)

Let us consider an image, part of which is occupied by the document, and set of
recognized words W1, extracted from this image. Assuming that the document is a
knownmodelM, we find a subset of wordsW1 ⊂W that best matches the model, i.e.,
wefind themaximumnumber ofwordsw = {

xw1, yw1, xw2, yw2, tw
} ∈ W1, each of

which is associated with an element of the model p = {
xp1, yp1, xp2, yp2, tp

} ∈ M ,
so that thewords tw and tp are close inmeasured, for example, theLevenshteinmetric.
Moreover, for each pair of words w1, w2∈ W1, relations (5) are fulfilled. Placing the
recognized words requires a search, the peculiarity of which is the elimination of the
conflict outliers of similar words, associated primarily with recognition errors. After
establishing a match between W1 and localization model M (binding model), field
values may be extracted, using the boundaries of the associated keywords.

The sizes of the elements and the distances between the elements are not constant,
for real documents the relations between the corresponding distances can exceed
100%.

The proposed algorithm for extracting attributes from a scanned image of a doc-
ument with a flexible structure is as follows:

– image normalization (transform to the single-channel image, deskew image),
– finding word boundaries usingmorphological operations of erosion and dilatation,
– segmentation of the found words into characters, using artificial neural networks,
– recognition of each found character, using the artificial neural networks,
– control the presence of unique keywords from setW,
– clustering words into strings by the nearest neighbor’s algorithm,
– binding and extracting fields as written above,
– getting results as extracted attributes and document orientation.
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Comparison of the recognized word w =
{
xw1

ij, yw
1
ij, xw

2
ij, yw

2
ij, tw

}
and words

from the model pij =
{
xp1ij, yp

1
ij, xp

2
ij, yp

2
ij, tp

}
must be performed twice, using

two metrics. First is the Levenshtein metric d(tw, tp), using which character
sequences tw1, tw2, . . . , twn, and tp1, tp2, . . . , tpm are compared. The second met-
ric is drev(tw, tp) = d(tp, tw), using which sequences tw1, tw2, . . . , twn and
tpm, tpm−1, . . . , tp1 are compared.

5 Experimental Results of Localizing a Document
with the Known Structure

For the experiment, a dataset from 2000 marked scans of documents with a reso-
lution greater than 1000 × 1500 pixels was prepared: 1000 scans are in the correct
orientation; the rest are their copies, rotated by 180°. The example of the Russian
national structured document dataset (PIT—personal income tax) document with
found fields is presented in Fig. 1. The localization accuracy for this set was more
than 96%; the recognition accuracy was more than 92%.

Textual key points can be used, when comparing two copies of documents to
search for possiblemodifications.Knownmethods show the high quality of document
comparison; for example, the comparison methods, proposed in [16], allow for a test
suite, containing bills and medical extracts (40 original documents and 12 fake), to
find all the fakes, while 30% of the original documents are suspicious. However,
these methods were not tested for documents, printed in Cyrillic, and do not apply to
the search for individual modifications, but to test the hypothesis of fake documents.

The proposed comparison method is based on the coordination of pairs of textual
key points and the subsequent comparison of the word images of one pair. A similar
problem is solved, when coordinating stereo images, using key points [17]. In article
[18], a comparison of two digitized images was proposed, based on the combination
of several methods for comparing word patterns:

Fig. 1 Example of a PIT document and found fields
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– comparison of the cores T (Wt) and T (We) of two textual key points Wt and We,
– comparison of two sets of RFD points, extracted from textual key point boundaries
m1(W ),

– comparison of extended images extracted from textual key point boundaries
m1(W ).

The combination of several methods, proposed in the work, allows solving the
problem of finding inconsistencies between scanned copies of business documents.
Experiments show that the images, scanned with a resolution of 300 dpi, achieved
an accuracy of 90.9%; the completeness was 98.2%; for these images, the error of
2nd kind apply (fn = 0).

The achieved accuracy and completeness are comparable with the comparison
methods, described in [16] and applicable for documents in European languages as
well as technical and patent documents [19] for the design of the cyber-physical
systems.

6 Conclusion

The chapter describes two methods for analyzing complex-structured documents
using special text points obtained using OCR:

– method of classification of recognized documents using text key points;
– method of localizing a document with the known structure.

The proposed methods allow achieving high accuracy of complexly structured
documents analysis when entering document images in frames of modern cyber-
physical systems design based on big data mining technologies.
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Extraction of Cyber-Physical Systems
Inventions’ Structural Elements
of Russian-Language Patents

Sergey S. Vasiliev, Dmitriy M. Korobkin, Alla G. Kravets,
Sergey A. Fomenkov and Sergey G. Kolesnikov

Abstract The chapter presents software for extracting predicate-argument construc-
tions that characterizing the composition of the structural elements of the inventions
from cyber-physics domain and the relationships between them. The extracted struc-
tures reconstruct the component structure of the invention in the form of a net. Such
data is further converted into a domain ontology and used in the field of information
support of automated invention. A new method for extracting structured data from
patents has been proposed taking into account the specificity of the text of patents
and is based on the shallow parsing and segmentation of sentences. The ontology
scheme includes the structural elements of technical objects as the concepts and
the relationship between them, as well as supporting information on the invention.
The results suggest that the proposed approach is promising. A further direction of
research is seen by the authors in improving the existing method for extracting data
and expanding ontology.
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1 Introduction

In recent years software and hardware systems to support the simulation and the
development of complex and interconnected Cyber-Physical Systems have been
gaining momentum. Automated support systems are used to search for new tech-
nical solutions—CAI (Computer-Aided Invention) systems. The success of such
systems largely depends on the completeness of the ontologies of the subject areas
and the fullness of the various knowledge bases that allow generating new technical
solutions. However, data enrichment is often a very laborious process. Therefore, an
active search continues for an effective means of extracting structured data for this
purpose.

The sources of technical information may be a patent array. However, current
approaches to extracting structured data and natural language processing (NLP) tools
are poorly oriented to work on an array of patents. In this regard, it is necessary to
develop new efficient methods for extracting data from patents.

This chapter analyses the application of the current NLP tools and data extraction
approaches in the context of the current task. The chapter offers a new method of
extracting SAO structures and constructing a network of structural elements as part
of solving the problem of information support for the synthesis of new technical
solutions in the cyber-physics domain.

2 Research Background

Various systems [1–4] are known for processing English-language patents, including
the use of the SAO formalism to extract various concepts. In [4], a tree syntax analysis
was applied with a separate identification of the subject, the action and the object
on the base of GATE system, which is poorly suitable for the Russian language. In
[3], the SAO structures are extracted based on the rules using the Stanford parser
software, but there are no ready-made models for the Russian language. Chapters [2,
5] process patents using linguistic markers (specific verbs and nouns) and lexical-
syntactic patterns. The emphasis is mainly on rule-based systems since for statistical
analysis systems a lot of marked-up data is obviously needed.

Considering the system for extracting structured data from Russian-language
texts, the development of Yandex Tomita-parser [6] is most often distinguished.
Despite the expressive power of context-free grammars and the Tomita-parser tool,
the question of organizing the effective extraction of SAO structures from the claims
remains open. Of the available systems of syntactic and semantic-syntactic analy-
sis, for which there is an opportunity to work with the Russian language, we can
distinguish Link Grammar Parser, MaltParser and UFAL UDPipe [7].

Among the available Russian language analyzers can be identified: TreeTagger,
MyStem, TnT, pymorphy2 [8], FreeLing. A number of works [9–11] are devoted
to the comparison of morphological analyzers of the Russian language: TreeTagger
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and Yandex MyStem tool. The full use of the analyzer MyStem is difficult due to
the issuance of grammatical signs in the form of an unordered list of alternatives.
The TreeTagger morphoanalyzer is devoid of such a feature—the grammar is issued
without alternatives. The disadvantage of TreeTagger is that its speed is somewhat
lower than the speed of processing MyStem on large texts.

Having considered certain aspects of the processing of Russian-language texts, we
summarize the problems that arise when extracting structured data (SAO structures)
from texts of Russian-language patents: (a) the claims are written in a specific sub-
language of patents that impede text analysis (specific terminology); (b) the structure
of the claims is poorly suited for parsing by ready-made syntactic analyzers; (c) the
structure of the claims is not fully decomposed by simple heuristics; (d) the available
NLP tools will certainly be mistaken in the analysis, so relying on one tool in the
processing of complex structures is not always rational.

The presented limitations make it difficult to create an efficient data extraction
system from patent claims using publicly available NLP tools (without considering
complex commercial or closed systems).

However, given that the texts of patents are written in a template (not only in
the structure of sections, but also in the structure of phrases), and it is possible to
combine NLP tools for mutual correction of analysis errors; the authors suggest the
following approach to processing the text of the claims, including the steps:

• segmentation of the patent claims based on shallow parsing;
• organization of the extraction of SAO structures based on the valence bond theory;
• post-processing of SAO structures with linking concepts to a common repository.

Themain stages of processing and data flows of the proposed system are presented
in Fig. 1.

Fig. 1 DFD chart of the proposed system
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3 Method Description

The unit of extraction is the predicate-argument construction in the form of the SAO
structure, which semantically describes the structural elements of the device and the
connections between them.

The ultimate goal of extracting data is to build a network of structural elements of
the invention, reflecting the structure of the invention itself. Let us consider in more
detail each of the stages.

3.1 Segmentation of Patent Claims

The purpose of segmentation is to identify the linear structure of the proposal of the
claims for the subsequent extraction of SAO-objects based on the analysis of the
morphological and linear-combinatorial characteristics of the text.

The overall sequence of operations for the segmentation of the claims is repre-
sented by the activity diagram in Fig. 2.

Fig. 2 The segmentation
process of the claims
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1. Text pre-processing includes the following steps:

• deletion of introductory words: “for example”, “at least”, “however”, etc.;
• removal of brackets with all contents: for example, references to figures “(1),
(12)”;

• deletion of the claim number at the beginning of the text (“1. Magnetic gear
…”);

• removal of HTML-tags (<. *?>) in case of reading from XML-documents;
• adding spaces to slashes (to correct the morphology to “and/or”);
• remove multiple spaces and duplicate commas.

2. The process of obtaining initial segments is associated with sequential fragmen-
tation of the text by punctuation marks with auxiliary treatments. A specific
feature of the stage is the final fragmentation based on the results of the syntactic
analysis obtained after using the UDPipe tool. Tokenization is also performed by
this tool.

The division of the text into segments includes the steps:

• dividing the text according to the pattern, “characterized in that”,while the segment
is marked with a conditional part number: (0—all segments belong to one part
(claim without division); 1—a segment of the restrictive part; 2—a segment of the
distinctive part).

• division of the text by a semicolon;
• insertion of surrogate references to formulas and complex tokens (for example, “S

= W = 0.00042λ”) to reduce segmentation errors and morphological analysis;
• obtaining the primary morphology from the UDPipe tool and segmentation by
commas.

3. The next step is the process of correcting morphology. If a segment token refers
to parts of a verb, adjective, or adverb speech, then a part of speech is checked
usingMyStem.Moreover, if the result does not coincide with the initial one, then
the morphological information of the token is updated taking into account the
conversion of tags from MyStem into UDPipe format (CoNLL-U).

4. One of the fundamental stages of segmentation is the determination of the type
of segment. The type of segment allows you to introduce certainty in the use of
certain heuristics processing in the future. This problem is solved in two steps:

• Determining of a segment pattern;
• Determining the type of segment by pattern using a finite statemachine (FSM).

The definition of a segment type by the template is implemented using a FSM.
The principle is to search for elements of the segment template and search for specific
sequences of Part-Of-Speech corresponding to the types of segments.
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5. The main binding mechanism in the Russian language is coordination according
to gender, number, and case. Therefore, the segmentation is carried out on the data
of the extracted morphology, and the task is reduced to finding this agreement
between the words in the sentence. At the same time, segment types limit the set
of binding rules.

3.2 Extracting SAO Primary Structures

The extraction of predicate-argument constructions is based on the results of seg-
mentation and valency of the target verbs. The valence of the verb determines the
number of possible arguments. It is enough to define the “subject” and “object” of
the structure being extracted.

The process of predicate-argument structures extraction in a generalized form is
presented in the activity diagram (see Fig. 3).

When detected in the segment of the target verbs (“contain”, “equip”; “include”,
“have”, “supply”, “enter”, “consist”), the sequence of tokens to the right and left of
the verb extends to the left and right parts, respectively.

The key stage of extraction: the search for the structures of the object and subject
in the selected parts of the segment according to the predicate valencies.

Since the extraction of the subject and the object was carried out successfully, the
formation of the triplet as an SAO object follows; noun groups of the subject and
object are distinguished by labeling without taking into account additional valences.

Let’s explain the presented methodology of SAO extraction on the example of a
phrase: “[gasket] contains [at the other end one element]” (“[ppokladka] codep�it
na [dpygom konce odin �lement]” in Russian):

Subject “gasket”

Action “contains”

Object “at the other end one element” → “one element”

This structure is used as an intermediate form of data processing. In the future, the
primary SAO are subjected to processing aimed at clarifying the structural elements
and linking them together.
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Fig. 3 The general algorithm for extracting SAO structures

3.3 Creation a Net of Relations of Elements of Structures

Creation a net of relationships requires determining the final vertices of the graph,
taking into account the presence of identical concepts, as well as identifying implicit
relations of generic terms between elements.

For further binding of the primary SAO objects, preprocessing is necessary:

• the separation of homogeneous members in the description of structural elements
along the border of the composing union “and” provided it is located between the
labels of the vertices of the noun group.

• generation of the normal form of the actants (in the nominative case) and the
genitive case.

• after preprocessing, the primary SAO object is considered prepared.

To consider the complete structure of the output, take a small fragment of the
text modeling the description of the claims: “Magnetic gearbox, characterized in
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that the hollow cylinders are connected with the rotor of slow rotation and with
the stator, and the magnetic elements of the hollow cylinders have an angular
position”/“Magnitny� pedyktop, otliqa�wi�c� tem, qto polye cilindpy
cv�zany c potopom medlennogo vpaweni� i co ctatopom, a magnitnye
�lementy polyx cilindpov ime�t yglovoe polo�enie” (in Russian).

Primary predicate-argument constructs will be represented by the following SAO
objects.

Prepared SAO-object number 1:

Subject “hollow cylinders” (“polye cilindpy” in Russian)

Action “are connected” (“cv�zanny�” in Russian)

Object “with the rotor of slow rotation and with the stator” (“c potopom medlennogo
vpaweni� i co ctatopom” in Russian)

Prepared SAO-object number 2:

Subject “magnetic elements of the hollow cylinders” (“magnitnye �lementy polyx
cilindpov” in Russian)

Action “have” ("ime�t" in Russian)

Object “an angular position” (“yglovoe polo�enie” in Russian)

The constructed graph is presented in Fig. 4.
From the example, it can be noted that homogeneous members are distinguished

from the object of the bundle SAO No. 1, and the parent relationship of “magnetic
elements” and “hollow cylinders” is expressed by the pseudo-relationship “have”.
In this case, the actant “an angular position” was not added to the output set, since it
falls into the forbidden semantic class of words.

Fig. 4 Constructed graph of
structural elements
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4 Construction of Domain Ontology

The ontology-based patent processing technologies are developing more and more
actively. Thus, in [12], ontology extracted concepts and relationships are used to
improve patent search. In [13] the information extracted from the claims of the
device is stored in an ontological representation and is used for visualization and
processing. In [14] patent information in ontology is formalized with reference to
technological areas. Thus, the ontological representation provides ample opportu-
nities for the implementation of the description, linking and searching for patent
information.

In this chapter, at the initial stage, ontology is considered to a greater extent as
a storage medium. Inventions and connections between them act as concepts. The
designed scheme of the domain ontology is presented in Fig. 5.

The invention (patent document) is assigned the name of the invention, the patent
number, the owner organization and the IPC codes. Additional concepts of the techni-
cal function and the problem solved by the invention are introduced for the subsequent
development of the system.

Relationships between components are specified through the following properties:

• connected_to—connection between elements (verbs “set”, “connect”, “connect”,
etc.);

• contains—indicating the presence of a component (verbs “contain”, “have”, etc.);

Fig. 5 Ontology scheme for storing patent information
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• part_of—an implicit indication of the relationship to the invention;
• parent_for—an indicationof an implicit parental relationship between the elements
(for example, “hollow stator cylinders”).

The ontology graph is described in RDF/XML format. The extracted semantic
structures are embedded in the description of ontologies and are uploaded as an
owl-file. The resulting data can then be loaded into the RDF storage and make the
appropriate SPARQLqueries. The data processing processed by the systemamounted
to 11,200 patent documents.

Further, it is possible to make various requests for information retrieval. An exam-
ple of a simple request for the conclusion of all the components of a given invention
(by the entry of the word “reducer” in the name):

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>
PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>
PREFIX owl: <http://www.w3.org/2002/07/owl#>
PREFIX cad: <http://www.vstu.ru/cad/ontology-of-devices#>
SELECT?device?dev_name?component_name
WHERE {

?device rdf:type cad:Device.
?device cad:concept_name?dev_name.
?device cad:doc_name?doc_name.
?device cad:doc_num?doc_num.
?component cad:part_of?device.
?component cad:concept_name?component_name
FILTER(CONTAINS(STR(?dev_name), “pedyktop”))}

You can see which inventions use the given component or search for the descen-
dants, etc. At the same time, unlike relational databases, the ontological representa-
tion allows you to add descriptive logic and, in general, make more flexible queries
to data.

5 System Evaluation Methodology

The quality of data extraction was assessed for primary SAO objects [14, 15] (i.e.,
excluding post-processing with the separation of homogeneous members and taking
into account the semantic classes of actants). For this purpose, manual marking of
an independent test set was carried out, including the main points of the claims 30
patents. The markup was made taking into account the semantic classes of verbs
introduced into the system, which characterize the target relations between the com-
ponents of the technical object. In this case, it was allowed to add into the system
descriptions (valencies) of previously not encountered target verbs.

Since the unit of extraction is a predicate-argument construct [16], there may be
cases of incomplete extraction of one (or both) of its arguments (due to the erroneous

http://www.w3.org/1999/02/22-rdf-syntax-ns%23
http://www.w3.org/2000/01/rdf-schema%23
http://www.w3.org/2002/07/owl%23
http://www.vstu.ru/cad/ontology-of-devices%23
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identification of the noun group and other reasons). Therefore, two types of evaluation
were introduced: (a) with a rigorous entry of arguments (there must be a complete
occurrence of the selected words); (b) with a lax entry of arguments (only the hit of
the vertex of the noun group is significant).

Example of mild occurrence of arguments: “the second node is connected to
another output of the primary winding”: S—“the second node”, A:—“is connected”,
O—“to output of the primary winding”.

In the noun group of the object, the definition of “another” is omitted, and the
vertex of the nominal group “output” is present. Therefore, according to the evalu-
ation with a rigorous entry, the structure is considered to be incorrectly recognized.
However, by a lax evaluation, the extraction can be considered successful.

The following metrics were used as evaluation metrics: precision, recall, and F1-
measure. A test data set of 30 documents on the basis of manual marking included
318 SAO objects. The results of counting the number of extracted test data set objects
are presented in Table 1 (first row). The design data set (that is, on which the system
was designed) of 14 documents contained 136 recoverable structures. The results of
counting the number of extracted SAO objects of the design data set are presented
in Table 1 (second row).

where Rf—all SAO structures extracted by the system; Rrel_1—relevant SAO
structures with a rigorous entry of the entire noun group in the argument; Rrel_2—
relevant SAO structures taking into account that the vertex of the noun group is in
the argument; Srel—manually selected SAO structures.

The result of the counting of the extraction quality metrics (precision, recall, and
F1-measure) for the test and design data set is presented in Table 2.

According to the results of the evaluation on the test data set, the proposedmethod
allows extracting data with an accuracy of 63%.

The performance indicator was the average patent processing time (reading from
an XML document). The speed of work was determined by the arithmetic average

Table 1 Extracted test data set objects

Parameter Rf Rrel_1 Rrel_2 Srel

Amount 305 198 248 318

Amount 142 118 129 136

Table 2 Metric counting results

Metrics Test data set Design data set

Lax evaluation Rigorous evaluation Lax evaluation Rigorous evaluation

Precision 0.81 0.65 0.91 0.83

Recall 0.78 0.62 0.95 0.87

F1-measure 0.79 0.63 0.93 0.85
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Table 3 The results of the evaluation of the system speed

Program pass Hardware configuration #1
(cluster)

Hardware configuration #2
(PC)

Average processing time (s) 2180 5606.94

Average processing time per
document (s)

0.581 1.49

of the time of three runs on a test data set of 3755 documents without marking for
each hardware configuration (see Table 3).

Patent processing speed is on average less than 1.5 s; which is not difficult for
batch processing.

6 Conclusion

The general task of this research was providing information for new technical solu-
tions synthesis based on the analysis of Russian-language patents. The data source
was the main claim of the device from the patent text. And the object of extraction
was the SAO semantic structures, which characterize the structural elements of a
technical object and the relations between them. The ultimate goal was to build a
graph of structural elements of the device on the selected structures.

The developed method of extracting SAO structures involves two main stages:
segmentation of the sentences of the claims and the extraction of technical imple-
mentations in the form of predicate-argument structures. Segmentation is based on
the derivation of typical structures in the sentence and coordination of dependent
words on cases. The extraction of structural elements of technical objects is based
on a verbs set corresponding to certain semantic classes. After that, the extracted
structural elements are linked to a net, taking into account homogeneous members
and parental relations.

The effectiveness of the method was evaluated with an independent test data set
of patents with a total number of marked SAO structures of 318 elements. The value
of the F1 metric with a rigorous evaluation (full comparison of arguments) and a
lax evaluation (the presence of vertexes of noun groups suffices) was 63% and 79%,
respectively. The average document processing speed was 1.49 s on a laptop with an
average configuration.

The direct analogs of the system for comparison are unknown to the author.
However, given that the accuracy of extracting structured data of similar systems is
75–85%, the results can be considered satisfactory.

The construction of the network of structural elements of a technical object allows
going on to compile the ontology of the subject area and come closer to solving the
problem of information support for new technical solutions synthesis, which is a
further direction of the research.
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The ontology scheme includes the structural elements of technical objects as
concepts and the relationship between them, as well as supporting information on
the invention. The initial content of the ontology is based on the processing of 11,200
patent documents for inventions. The existing scheme already allows to retrieve
useful information about alternatives of structural components and communications
between them. For example, searching for all elements of a structure in a given
invention or tracking relationships. The results suggest that the proposed approach
is promising. A further direction of research is seen by the authors in improving the
existing method for extracting data and expanding ontology.
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Conceptual Approach to Designing
Efficient Cyber-Physical Systems
in the Presence of Uncertainty

A. P. Alekseev

Abstract Cyber-physical systems are one of the most advanced areas of research
technology. However, being distributed systems with a large number of inter-
connected elements, they often pose a challenge for their designers concerning
intra-network control and interaction. The chapter suggests a way to present a cyber-
physical system as a multicommodity network model that demonstrates the dual
character of connections between the elements of the system. The efficiency of such
systems is studied regarding their ability to fulfill the requirements of their elements
in the presence of uncertainty. Using the concept of the difficulty of achieving the
goal, the authors developed an algorithm for analyzing the efficiency of the mul-
ticommodity network. The algorithm can be used to assess the efficiency of the
system functioning in different conditions with different parameters. The suggested
tools help to determine the most efficient version of the system, which can eventually
broaden the scope of application domains of such systems.

Keywords Cyber-physical systems · Efficiency · Difficulty of achieving the goal ·
Multicommodity network

1 Introduction

Cyber-physical systems (CPS) are highly complex mechanisms which involve trans-
disciplinary approaches and effect various aspects of our lives depending on their
application domain. A CPS is characterized by tight integration between physical
and computation processes within it [1, 2]. Examples of CPS include a smart grid,
autonomous automobile systems, automated industrial control systems (Industry 4.0)
[3, 4], process control systems [5], robotics systems, and automatic pilot avionics
[6].

A cyber-physical system is a complex distributed system controlled or monitored
by computer-based algorithms and tightly integrated with the Internet and its users
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[7].We can thus say that cyber-physical systems have a network structure. Due to sev-
eral factors, such as a large number of elements and connections between them, the
need for real-time processing of large amounts of data [8, 9], and the environmental
influence, it becomes necessary to address the problem of the communication net-
work for such complex distributed systems characterized by uncertainty not common
for uniform networks. By now, there have been few studies focusing on intra-network
modeling of such systems, as the emphasis tends to be more on the computational
elements, and less on an intense link between the computational and physical ele-
ments. However, intra-network optimization modeling can significantly enhance the
efficiency of such systems and broaden the scope of their application domains.

2 Modeling a Cyber-Physical System as a Multicommodity
Network

An important thing in designing cyber-physical systems is formalization. When
designing a CPS, structural modeling techniques should be used. Such techniques
involve using graph representation models of complex systems. A CPS model can
be presented as an aggregation of the CPS’s algorithms and structure represented as
graphs with the same vertex set [10]. Let the structure graph be defined as the phys-
ical graph, as it represents the conditional physical infrastructure allowing for the
information flows. The algorithm graph should be then defined as the logical graph
since it represents the structure of the connections between the system’s elements,
namely their mutual requirements for the information flow. The edges of the graph
connect the elements of the system, which pass a flow with specific characteristics
from one to the other. Such pairs of elements are called source-sink pairs. The infor-
mation flows between a source-sink pair of the logical graph can only go through the
channels of the physical infrastructure of the network, i.e. the edges of the physical
graph. The kind of network described above is called a multicommodity network
[11], because flows of different source-sink pairs are not interchangeable since every
information flow is aimed at a specific addressee and cannot be substituted with any
other flow. In fact, information flows between the nods of the logical graph corre-
spond to different types of products, which go along the edges of the physical graph
without interacting.

The requirements set by the source-sink pairs for the flows are estimated using
specific units of measure for each parameter, such as the value of flow, its cost,
etc. The edges of the logical graph are assigned corresponding values in the units
adopted for the flow of a particular source-sink pair. The edges of the physical graph
limit the flows within any source-sink pair that uses this communication channel.
Therefore, every edge is assigned a characteristic measured in the same units as
the requirements of the source-sink pairs. The challenge is to allocate the flows of
the network so that the paths between the source-sink pairs going along the edges
of the physical graph were optimal for each pair of nods of the logical graph [12].
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Optimal allocation will account for the restrictions of both the physical graph (flow
capacity or other parameters) and the logical graph (requirements of the components
of the cyber-physical system).

Sincewedonot knowwhich pairswill be exchangingflows at any specificmoment
in time, we are not able to forecast which flows will be going along each of the edges
of the physical graph at any specific moment in time. We can thus consider two
different situations.

1. Flows of every source-sink pair pass along the network at any moment in time.
This is the maximum flow capacity of the network.

2. Only one flow passes along the network at any moment of time. This helps to
determine the maximum degree to which the requirements of the corresponding
source-sink pair can be met.

Both situations are rare, as it is more likely that a different number of single-
product flows pass through the network at differentmoments. However, their analysis
demonstrates the ability of the system to meet the requirements of the source-sink
pairs, i.e. its ability to function efficiently. Analyzing the first situation, we can assess
the efficiency of the whole system at maximum load, although it does not allow us to
evaluate its ability to meet the requirements of a specific pair. Analyzing the second
situation, we can assess the ability of the system to meet the requirements of every
pair of elements and determine the safety margin in case the requirements or the
system’s capacity change. In this chapter, we will focus primarily on the second
situation.

Limitations and requirements for the flows depend on the characteristics of the
system. Let us consider a basic situation when it is necessary to maximize the flows
between the source-sink pairs. In this case, there are certain requirements for the
flow volume. It is obvious that for each source-sink pair the maximum flow should
be determined, taking into account the network’s flow capacity [13]. The system,
however, may also require to minimize the cost of the flows, as well as to find the
shortest paths, or the minimum-cost maximum flow, etc. In this case, the network’s
edges are assigned other parameters, such as the cost or the length of the path.Wewill
further refer to these parameters as the characteristics of the edges of the network. The
efficiency assessment procedure remains the same. If all the flows meet the logical
requirements of the network’s elements, it is considered acceptable, as it is able to
function efficiently. If the opposite happens, it is either necessary to elaborate on the
network (by improving the parameters of the existing edges or adding new edges to
the physical graph) or to reconsider the conditions for the pairs whose requirements
cannot be fulfilled.

The cyber-physical system represented by the above network model is character-
ized by uncertainties of three types.

The first type concerns the requirements of the source-sink pairs. In this case,
either the decision-making agent is not fully aware of the requirements of the system’s
elements, or there is an objective necessity to increase the requirements (e.g. due to
external factors), which the decision-making agent does not know about beforehand.
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The second type concerns the characteristicsmatrix of the channels of the physical
infrastructure, i.e. the physical graph. We assume that these values will be lower than
those calculated while designing the network. Such uncertainty may result from the
channels of the physical graph being damaged by external factors.

Uncertainty of the third type is caused by factors that are practically impossible
to formalize. Although they do not affect either the characteristics of the edges or
the requirements of the components, the system’s ability to fulfill these requirements
deteriorates.

Uncertainties of all the three types may be either internal or external. However,
external influence is less predictable, which is why we will now focus on this type.
We will further refer to any unpredicted or undesirable event (or a series of events)
that may result in the system’s malfunction as an incident. The degree of influence
of an incident on the system should be referred to as the incident’s gravity. Incident
impacts may vary and effect the characteristics of the edges and the requirements
for the flows between the source-sink pairs. They may also include non-formalized
factors.

A decrease in the characteristics of the edges of the physical graph may be rather
significant and difficult to compensate for. This means that a posteriori reallocation
of flowswill be required. Therefore, wewill consider the problem taking into account
the possibility of optimal allocation of flows after a damaging impact.

In case of uncertainty, when we do not have complete information, we must deter-
mine the guaranteed result, which means that we should expect the worst possible
outcome. The localization of the impact resulting from the incident (edges and/or
pairs subject to the damaging effect) and the way this impact is distributed between
the edges and pairs of the network are considered to be unknown. To assess the
efficiency of the network after the incident, it is necessary to determine the worst
outcome of the incident, i.e. to determine the situation when the characteristics of
the edges deteriorate, the requirements increase, or there are other factors that cause
maximum damage to the network’s functioning. The efficiency of the network is
defined as its ability to fulfill the maximum flow requirements of the source-sink
pairs.

Thus, analyzing the efficiency of a distributed cyber-physical system in the pres-
ence of uncertainty, we can say that a system which is not capable of performing
its functions is not efficient. The most effective way to analyze the efficiency is to
assess the efficiency of the system multiple times changing various parameters of
uncertainty. This will help to establish the dependency between the system’s effi-
ciency and the uncertainty factors. Therefore, modeling different versions of the
cyber-physical system functioning under various conditions enables us to analyze
the system’s efficiency in each situation and compare the results. For illustrative
purposes, it is advisable to make dependency graphs for each version of the system
and compare them afterward.
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3 Evaluation of the Efficiency of the Multicommodity
Network

By efficiency of the multicommodity network representing the cyber-physical sys-
tem, we mean a complex parameter demonstrating how well the network can fulfill
the requirements of the source-sink pairs. In other words, the degree to which the
flows passing through the channels of the physical graph fulfil the requirements of
the elements of the logical graph. The difficulty in fulfilling the requirements grows
parallel to the increase in the requirements and the decrease in the quality of the
flow between the nods of the pair. By the quality of the flow, we mean the degree to
which the flow complies with the required characteristics specific to the network. If
the quality of even a single flow is lower than necessary, it is not possible to meet
the requirements. This dependency may be described by the concept of “difficulty
of achieving the goal” introduced by Russman in [14]. The parameter “difficulty of
achieving the goal” is an integrated characteristic of the quality of an object based
on the ratio of the object’s properties and the requirements for this object set by the
system. These requirements most often depend on the requirements for the whole
system.

Given below is a brief mathematical description of the “difficulty of achieving the
goal” parameter.Aparticular estimate of the difficultydk depends on the requirements
εk for the quality of the k-th object and the value μk of the quality of the k-th object.
In order to determine the function dk we need to determine its properties [15]:

1. If μk > 0 and εk = 0, then dk = 0, i.e. when there are no requirements for the
quality, the difficulty level is minimal.

2. If μk = 1 and μk > εk , then dk = 0, i.e. when the quality of the object is
maximal, the difficulty level is minimal.

3. If εk = μk , then dk = 1, i.e. when the quality of the object complies with the
requirement for the quality, the difficulty level is maximal.

Using the three conditions, we obtained the following formula for assessing the
difficulty of achieving the goal [16]:

dk = εk(1 − μk)

μk(1 − εk)
, (1)

where dk = 0, when εk = μk = 0, and dk = 1, when εk = μk = 1.
Since the quality of any object is a hierarchy of its characteristics, an integrated

estimate of the difficulty of achieving the goal should be the function of scores dk
of separate parameters. Let us assume that there is an object with two characteristics
whose scores the difficulty of achieving the goal are d1 and d2. The overall difficulty
estimate will be determined as D = f (d1, d2).

Russman demonstrated [17] that only one function of two variables meets the
requirements:

D = d1 + d2 − d1d2 = 1 − (1 − d1)(1 − d2) (2)
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When n components of the integrated resource are present, the following formula
is used to calculate the integrated estimate [17, 18]:

D = 1 −
n∏

k=1

(1 − dk) (3)

Flow characteristics of the studied network may vary (the flow value, the cost
of the flow, etc.) both in the measurement units and in application domains. The
flow may also be characterized by several parameters (e.g. minimum-cost maximum
flow), which makes the parameter of the difficulty of achieving the goal a very useful
and flexible tool for assessing the degree to which flow in a multicommodity network
complies with the requirements set by the corresponding source-sink pair.

We shall thus consider the efficiency of the multicommodity network as an inte-
grated estimate of the difficulty of achieving the goal. This value is calculated using
(3), where particular difficulty estimates are determined as the degree of fulfillment
of the requirements of each source-sink pair. The quality of the flow between the
components of the source-sink pair is a certain parameter of the flow (the value, the
cost, etc.), while the requirement for the quality of the flow is the requirement set by
the source-sink pair.

4 An Algorithm for Evaluating the Efficiency
of a Cyber-Physical System in the Presence
of Uncertainty

Before we describe the algorithm for evaluating the efficiency of the cyber-physical
system modeled as a multicommodity flow network, let us introduce a number of
designations. The multicommodity network S = (V, P) is determined by a set
V = {v1, . . . , vn} of nods and P = {p1, . . . , pm} ∈ V × V of source-sink pairs or
edges of the logical graph. Let the corresponding index sets be N = {1, . . . , n} and
M = {1, . . . ,m}, with V = {vi }i∈N and P = {pk}k∈M .

For any vertex v ∈ V let S(v) denote the set of indices of its outgoing edges, and
T (v)—the set of indices of its incoming edges [11]. For each k-th source-sink pair
let us introduce the designation pk = (vsk, vtk), where sk < tk is the vertex, vsk is
the source, and vtk is the sink of the source-sink pair. gk is the flow going from the
source to the sink in every source-sink pair pk ∈ P .

The network has quantitative restrictions determined by the edges of the physical
graph. Let us assume that each edge (vi , v j ) of the network has a certain value ci j ≥ 0,
called the characteristic of the edge (the flow capacity, the cost of the flow, the length
of the path, etc.) and measured in measurement units of the flow the network is
created for. All the edges of the logical graph are assigned values yk ≥ 0, measured
in the measurement units of the flow. These values also pass along the logical edge
of the multicommodity network.
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In order to determine whether the system is acceptable, it is not necessary to
model all the possible allocations of the flows of the physical network. It is enough
to determine the allocations that ensure best possible flows between all the source-
sink pairs. Let us use zk to denote the best of all the possible flows gk . A set of such
flows will then be denoted as Z(c) = {zk}. This flow matrix ensures the maximal
efficiency of the network [19].

Let us assuming that the incident’s gravity is the vector of three variables W =
{β, γ, δ}.

Parameter β denotes the expected increase in the requirements of any source-sink
pair.

Parameter γ denotes the expected deterioration of the characteristics of any edge
of the network.

Parameter δ denotes non-formalized factors and the expected increase in the dif-
ficulty in fulfilling the requirements of any source-sink pair.

Using these designations, we can develop an algorithm for assessing the effective-
ness of the described network. The algorithm is uniform for all the characteristics
of the edges of the physical graph and differs only in the way the matrix Z(c) is
determined.

1. Make the physical and logical graphs of the multicomponent cyber-physical
system based on the model of a multicommodity network using the parameters
of the system and the requirements for them.

2. Assess the best flows between the source-sink pairs, i.e. matrix Z(c). To deter-
mine the matrix, graph theory algorithms corresponding to the flow’s parameters
should be used. Thus, if we need to determine the maximum flow, the maximum
flow computation methods are used, such as the Ford–Fulkerson algorithm, the
Dinic’s algorithm, the Gomory–Hu algorithm, etc.

3. Construct a matrix of the estimates of the difficulty of achieving the goal for
all source-sink pairs. The quality of the obtained flows is evaluated using the
following formula:

μk = zk
Z + Zcorr

, (4)

where Z = max1≤k≤m zk .
Zcorr is a special parameter for potential adjustments of the optimal quality (if no
serious adjustments are required, the recommended value is Z/100).

The next step is to evaluate the requirements for the quality of the flows:

εk = yk
Z + Zcorr

(5)

We should point out that both μ and ε are measured in the interval [0, 1], with
εk ≤ μk∀k for any source-sink par. If this condition is not fulfilled, the combination
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does not conform with the minimal quality requirements. In all the other cases, the
difficulty value is:

dk = εk(1 − μk)/μk(1 − εk) (6)

Let us also introduce weighing coefficients in the range of 0 < αk ≤ 0.1. The
final set of difficulties in fulfilling the requirements of the source-sink pairs is then
determined as

D = {dkαk | dkαk = 1 − (1 − dk)
αk } (7)

The integrated difficulty is determined using the formula:

Dint =
m∑

k=1

dk
αk (8)

This parameter demonstrates the integrated difficulty in fulfilling the requirements
of all source-sink pairs of the network and serves as a criterion for assessing the
system’s efficiency. The higher the difficulty value, the harder it is to meet the mutual
requirements of the system’s elements at the given flow capacity of the network.
When D = 1, the difficulty value is maximal, which means that the system is highly
vulnerable. If any of the values dk is more than 1 (in the case when εk > μk), the
integrated value is also D > 1, which means that the flow between the vertices in
this pair does not meet the requirements and the system does not function efficiently.

4. Estimate the expected incident’s gravity W = {β, γ, δ}. The incident’s gravity
can be determined by solving a number of special problems [17] or using expert
forecasting methods. If the incident’s gravity cannot be determined precisely,
or it is not necessary for the current problem, steps 4 and 5 can be omitted or
performed using a preset gravity value.

5. Calculate thematrixCγ of the expected characteristics of the edges of the physical
graph and vector Y β of the expected increased requirements. The incident’s
gravity was estimated in step 4.

Formulas for calculating new parameters of the network:

cγ

i j = (1 − γ )c0i j (9)

yβ

i j = (1 + β)y0i j (10)

It is now necessary to once more determine the best flows (perform step 2 with
new parameters) and the set of estimates of the difficulty in fulfilling the requirements
of the source-sink pairs (repeat step 3 with a new matrix).

To evaluate the non-formalized factors another parameter δ of the incident’s grav-
ity is used and Dδ is calculated:
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dδ
i j = (1 + δ)d0

i j = 1 − (
1 − di j

)(1+δ)
(11)

The obtained parameter of the integrated estimate reflects the efficiency of the
system after an incident of particular gravity. If the network is still acceptable, the
system is considered efficient enough to resist the impact of the incident of expected
gravity and meet the requirements of all the system’s components.

6. Repeat step 5 gradually increasing the incident’s gravity until the network stops
being acceptable. Thus, the maximum incident’s gravity for the system can be
determined. Efficiency indices and corresponding incident’s gravity values are
marked on a diagram.

7. For a more detailed analysis, repeat step 6 for various incident impacts (with
uncertainties of all the three types). The obtained diagrams will demonstrate
the parametric dependence between the system’s efficiency and the uncertainty
factors.

8. Repeat steps 1–7 for different versions of the network in order to compare several
versions and select the most efficient one.

The described algorithm, therefore, determines theway to design themost efficient
distributed cyber-physical system.

5 Simulation Experiment

The suggested algorithm was tested on the information network of the company
Technopark-V (Voronezh), whose chart is presented in Fig. 1.

The following parameters were determined using the algorithm.

Fig. 1 Chart of information network
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Fig. 2 Diagrams of the dependency of the system’s efficiency on various uncertainty factors

Fig. 3 Summary diagrams of efficiency for both networks

D = 0.767—the integrated efficiency estimation without uncertainties.
D = 0.944—the integrated efficiency estimation after an incident whose parameters
were determined by experts.
Wlim(βlim; γlim; δlim) = (0.18; 0.15; 0.19)—vector of the maximal parameters of
the gravity of the incident after which the system still functions.
(18; 6), (12; 3), (17; 2)—the most vulnerable source-sink pairs. Diagrams demon-
strating the dependency of the system’s efficiency on various uncertainty factors are
presented in Fig. 2.

The analysis of the efficiency of the system allowed us to find the vulnerabilities
and suggest recommendations on improving the network. As a result, a new network
was developed. Summary diagrams of both networks are given in Fig. 3.

The suggested algorithm allows for the development of recommendations for
selecting the most efficient and robust version of the network.

6 Conclusion

The US National Science Foundation (NSF) has identified cyber-physical systems
as a key area of research [20]. Other developed countries, including Germany, Japan,
and China, also consider development and improvement of CPS a highly promising
sphere [21, 22]. However, the application of CPS involves a number of algorithm-
related challenges caused primarily by network issues. Sophisticated tools for
studying complex networks must be used when designing distributed cyber-physical
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systems, as they ensure the highest efficiency of the system. Modeling a cyber-
physical system as a multicommodity network followed by the analysis of its effi-
ciency in the presence of uncertainty allowed us to develop an algorithm for the anal-
ysis of efficiency of such systems based on the concept of difficulty of achieving the
goal. The proposed techniques can be used when designing CPS under uncertainty.
The simulation experiment carried out on an information network of the Technopark-
V company demonstrated the effectiveness of the suggested method for determining
the process of CPS design.
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About Preparation of the Analytical
Platform for Creation
of a Cyber-Physical System of Industrial
Mixture of Loose Components

A. B. Kapranova , I. I. Verloka and D. D. Bahaeva

Abstract The results of the preparation of an analytical platform for building a
cyber-physical system (CPS) for industrial mixing of bulk components in a gravita-
tional apparatus with additional mixing elements are presented. The latter includes
rotating drums with brushes and inclined fender planes. To perform an analysis of
the efficiency of the process of mixing bulk materials with different physical and
mechanical properties in rarefied flows, the author’s models are used. The above ele-
ments of the analytical platform forCPS contribute to the development of engineering
methods for calculating gravity-type mixing equipment.

Keywords Cyber-physical system · Gravity mixer · Loose components · Brush
elements · Distribution functions · Process parameters

1 Introduction

The problem of creation of the cyber-physical system (CPS) for the realization of an
effective mixture of loose components can’t be solved without the formation of the
analytical platform, theoretical bases of the most specified technological process.
Important stages, preceding model operation of the process of mixture of loose
components, identification of its information parameters and the choice of basis
(settlement) variables are. At the same time research of influence of input parameters
of this technological operation as a mechanical process, on its output characteristics
demands the description of mechanics of behavior of firm dispersion mediums in the
displacement volume of the concrete mixer.
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The research of behavior of loose components at their interfusing is of special
interest at a development stage of theoretical bases of projection of mixing equip-
ment for the needs of a wide range of industries and agriculture. One of the ways to
overcome the prerequisites for the segregation effect, characteristic of the operation
modes of many devices of the indicated purpose, is the constructive organization of
crossing of rarefied flows of mixable bulk components in the working volume of
the mixer [1, 2]. At the solution of specific technological objectives, it is required
to consider a complex set of parameters of the studied process to which not only
procedural indicators of operation of interfusing and its design parameters but also
physicomechanical characteristics of loose materials belong. The analysis of the
behavior of loose components in the described conditions often is complicated by
the impossibility of realization of model experiments in connection with toxic prop-
erties of actuation mediums. In this case, it is expedient to select safe substitutes
of compositions of the required mix with similar physicomechanical properties to
perform «tunings» of an engineering methodic of calculation of key parameters of
the mixer. In this time realization of theoretical researches on approbation of such
replacement of toxic substances with model environments by means of the analysis
of the corresponding results of stochastic modeling is required [1].

The significance of the creation of a cyber-physical systemof an industrialmixture
of loose components even more increases in the specified conditions.

2 Analysis of the Fundamental Scheme of the Mixer
of Loose Materials

Brieflywewill stop on the description of the key diagramof the device formechanical
mixture of thefirmdisperse components «1» and«2»with the continuous duty (Fig. 1)
as the operation of hashing which is carried out before achievement of the specified
coefficient of degree of inhomogeneity of the obtainable loose mix. Let the flow of
the loose component «1» be «transporting», and a flow «2»—«key». Let’s allocate
the following main stages of mechanical technological process in the mixer with a
set of design parameters a = {

aj1 = cont
}
, j1 = 1, u1 flows «1» and «2».

• Realization of giving by means of the special device (a batcher or the feeder)
of working materials with a set of input parameters x(t) = {xi(t)}, i = 1, 2
from area of their change of X = {

x−
1 ≤ x1 ≤ x+

1 ; x−
1 ≤ x1 ≤ x+

1

}
. In particular,

mass consumption Qi(t),Q2(t) and mass fractions γi(t), γ2(t) of «1» and «2»
components belong to components of entrance sets for each component.

• An increase in surfaces of shift S components is typical at their turbulent nature
of hashing with a supply of energy of E during mixture. This energy is spent
on the shift of particles with a rupture of intercommunications between them
and also a macrodiffusion process. Therefore, a set of the regime parameters
b = {S,D,E, τS ,} includes the listed indicators of the studied process where
D—is the macrodiffusion coefficient.
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Fig. 1 The fundamental scheme of the device for the mechanical mixture of the firm disperse com-
ponents «1» and «2» with the continuous duty: I and II—zones of driving of flows of «transporting»
and «key» components and their mix, III—the diffusion surface of contact

• Removal (output) from displacement volume of the mixer of the obtained
loose mix with coefficient in inhomogeneity of VC which is characterized by
the following set of output variables y3(t) = {x1(t), x2(t), VC} or y3(t) =
{Qi(t),Q2(t), γi(t), γ2(t), VC} of process of the given set of Y = {

y−
3 ≤ y3 ≤ y+

3

}
.

Thus, the full set of z(t) = {x(t), y(t), a, b} information variables with total num-
ber of w for the continuous mechanical mixing of two firm disperse components «1»
and «2» with the continuous duty consists of several sets: input x(t), output y(t),
constructive a, regime b. Further, there is a question of the division of information
variables into two categories (Fig. 2): settlement zm (basis, defined from the formed

Fig. 2 The conditional scheme of calculation of the technological process by means of information
variables
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mathematical model of the mixture) and design zp (all others from among informa-
tional). As a rule, last

(
zp = zpr + zpo

)
are divided into the regulated zpr parameters

(which set consists of technological and design) and the optimizing zpo parameters.
Variation of the optimizing process parameters within its model allows formu-

lating a problem of optimization. Let’s notice that the calculation of the number
of the projected variables corresponds to the number of degree of freedoms of the
technological process of STP = w − n where n is the number of basic variables.
The existence of a multifactorality directed by such a task significantly complicates
obtaining required optimal values of parameters of the designed device.

However, in practice the considerable accuracy isn’t always required at the assess-
ment of optimal values of parameters of technological process and searching for
effective ranges of change of the specified characteristics is possible. In that case,
restrictions for change of similitude criteria of a technological system (Fig. 2) can
be used. In these conditions searching for limits of variation of effective values of
parameters of the studied technological process within the analytical platform is
carried out. Further, we will pass to the consideration of the formation of the cor-
responding mathematical model of the process of the mixture in the gravitational
mixer with additional mixing elements.

3 Some Features of the Process of Interfusing of Loose
Components in the Gravitational Apparatus

In the device of gravitational type for the increase in the effectiveness of the process
of mixing of the not wetted loose components related to the I–III classes of loose-
ness by Kerr’s technique with particle sizes within 1.5–6.5 × 10−4 m it is offered
to use additional mixing elements. They represent drums with the brush elements
fixed on their surface along circular helixes of the opposite direction from both end
faces of drums. These brushes are applied to the formation of dilute flow from the
mixed loose components which enter from trays of the gravitational device. In works
[3, 4] the specified process for materials with particle sizes of (1.5–4.0) × 10−4 m
of comparable density is investigated. At the same time the key design and regime
parameters of the process of mixing having the most significant impact on the effec-
tiveness of receiving quality mix with a procedural ratio of components 1:10 and
more are revealed. Besides, on the basis of the stochastic approach [1] the conditions
of achievement of this effectiveness [3, 4] confirmed with data of experiments [5]
are theoretically described. Thus, for comparison with earlier received results from
[3, 4] studying of the behavior of the loose components close to the value of density
is of interest:

• in a more expanded range of change of the aggregate size of grains, in that number
up to 6.5 × 10−4 m;

• from toxic substances, the conduct of experimental studies which is difficult.
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Table 1 Physico-mechanical characteristics of bulk components

Name of bulk material, model Bulk density, ×103 kg/m3 Particle size average on
fractions, ×10−4 m

Natural sand GOST 8736-93
[2, 3]

1.525 1.5

Semolina GOST 7022-97 [2, 3] 1.440 4.0

Soda ash granules GOST
5100-85 model A (OKP 21
3111 0200)

1.080 1.75

Elimination of the shallow
crushed stone GOST 8267-93,
model M300

1.600 5.75

Considering a wide range of purpose of the loose mixes received in the grav-
itational device (from food and mineral structures to structural and chemical), as
actuation mediums elimination of the GOST 8267-93 shallow crushed stone model
M300 and the GOST 5100-85 soda ash model A granules (OKP 21 3111 0200) in
addition to earlier considered theGOST8736-93 natural sand and theGOST7022-97
semolina were chosen.

In particular, shallow crushed stone is applied to the production of concrete,
glass, printing materials; soda ash (Na2CO3 sodium carbonate)—for receiving glass,
paper, soap, cast iron, paint and varnish materials, etc. Let’s notice that soda ash is a
substance of the 3rd class of danger according to GOST 12.1.007. Bulk density and
particle sizes of the corresponding loose materials are specified in Table 1.

4 Application of the Stochastic Approach to the Formation
of the Analytical Platform of a Cyber-Physical System
of the Process of Interfusing of Loose Components

The problem of modeling operation of the process of formation of dilute flows of
loose components doesn’t lose the relevance [6, 7] since this process is a component
of many technological operations of chemical technologies [8]. According to the
made analysis of literature sources, it is expedient to carry out the description of
mechanics of behavior of particles of loose material in the formed dilute flows on
the basis of stochastic approach [9, 10] owing to the unpredictability of trajectories
of their driving. At the same time from all variety of the stochastic methods [8, 11–
13] including involved at creation of informational management [14] and cell-like
[15–17] models, descriptions with time series [18] and with the analysis of a power
condition of a single microsystem [19] it is offered to allocate a power way of model
operation.

This choice has a talk a possibility of account in the defined law of distribution
of number of particles in the formed dilute flow in the given parameters of process
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of interfusing of a number of the characteristic factors of driving of particles, for
example, of their rotations, interactions both with mixing elements, and at collisions
among themselves, etc [8, 20, 21]. Application of the specified power way which
was described in the monograph by Klimontovich [9], for the theory of technologi-
cal processes is insufficiently developed [22, 23], however this way is successfully
approved when studying shock interactions in dispersible and film systems [19] and
technological operation of a refinement [24]. According to the stochasticmodel oper-
ation of process of formation of dilute flows of granular environments described in
works [3, 4], the constructed differential distribution function of number of particles
χij

(
αj

)
for loose components i = 1, 2 on the angle αj of spreading the drum with

brushes depending on number of the deformed brush element j = 1, 2, 3 has the
form:

χij
(
αj

) = Kij

{
exp

[
−k4k

2
0

(
αj + ϕij

)2[
μij

(
αsij

)]2
/k1ik2i

]

(
erf

{
μij

(
αsij

) × [
1 + k0k3i

(
αj + ϕij

)]2
/k3i

}

−erf
[
μij

(
αsij

)
/k3i

])}
/
[
μij

(
αsij

)]
(1)

where μij,Kij, kvi, v = 1, 4—the coefficients depending on a set of input data of
model; ϕij, αsij—are the characteristic angles of driving of particles in drum trans-
verse sections for each brush element. Function χij

(
αj

)
in (1) it is received at the

adding Eij—the energy of stochastic driving of a single spherical particle of compo-
nent i= 1, 2 taking into account their headway, the accidental nature of theirmoments
of impulses and elastic interaction with deformable brush element j = 1, 2, 3. At the
same case, the element of a phase space d�ij is defined by polar coordinates of this
particle concerning a spin axis of a rotary drum mixer in the plane of its section for
each deformed brush element

d�if = dvxijdvyij = ω2rijdrijdθij (2)

whereω—an angular velocity of rotation of the drum; rij and θij,—radial and angular
coordinates for points of disruption of loose materials of i = 1, 2. Let’s notice that
(1)—the stationary solution of power representation of the Fokker-Planck equation,
which, in particular, in the presence of macroscale fluctuations of conditions of
particle systems of each component as collisions of their elements, has the following
form

χij = Aijexp
[
−Eij/E0ij + E2

ij/
(
2E2

fij

)]
(3)

where E0ij and Efij—energetic parameters of the model.
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5 Model Results

The received results for function χij
(
αj

)
from expression (1) for the GOST 5100-

85 soda ash model A and elimination of the GOST 8267-93 shallow crushed stone
modelM300 (Table 1) are reflected inFigs. 3 and4 respectively.Besides, the specified
results allowapproving thismodel [3] taking into account collisions betweenparticles
of the mixed components, which dropped by brush elements from screw spiralling
of opposite directions, for a wider class of loose materials, than for considered in
works [3, 4].

The analysis of these results is made depending on major factors revealed in
works [3, 4] having the greatest impact on quality of mix at this stage of the studied
process: angular velocity of rotation of the drum ω; extents of deformation of brush

Fig. 3 Dependences χij = (
αj

)
for number j of the deformed brush element: a, b,—the GOST

5100-85 soda ash model A (i = 1); c, d,—elimination of the GOST 8267-93 shallow crushed stone
model M300 (i = 2); a, c,—χij = (

αj,ω
)
, � = 1.5; b, d—χij = (

αj,�
)
, ω = 52.36 c−1; j = 1 (1);

j = 2 (2); j = 3 (3); hs =1.6 × 10−2 m
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Fig. 4 Dependences �i = (
αj

)
for the GOST 5100-85 soda ash model A (a surface 1; i = 1)

and elimination of the GOST 8267-93 shallow crushed stone model M300 (surface 2; i = 2):
a − �i

(
αj,ω

)
, � = 1, 5;, b—�i

(
αj,�

)
, ω = 52.36 c−1; hs = 1.6 × 10−2 m

elements � (as beater length relations to gap height between a tray of the device and
drum); step of spiralling of brush elements hs. The presented surfaces (Fig. 3a–d)
illustrate providing an estimated condition of effective interfusing in the form of
aspiration to the rapprochement of values of extremums for the angles of scattering
of particles of loose components i = 1, 2 which is very marked observed for case
j = 3 when comparing surfaces 3 in Fig. 3a, c or Fig. 3b, d. Moreover, the type of
these surfaces also aims to coincidence with the mixed granular environments. These
results confirm the conclusions explained inwork [3] for interfusing of other granular
materials—the GOST 8736-93 natural sand and the GOST 7022-97 semolina (see
Table 1; Fig. 4a, b) for the complete differential distribution functions calculated by

�i
(
αj

) =
nb=3∏

j=1

χij
(
αj

)
, (4)

based on (1)–(3).
Comparison of theoretical calculations and the experimental data of dependence

�2
(
αj

)
screening of 8 stone model M300 (i= 2), presented in Fig. 5, has satisfactory

consent with the relative accuracy which isn’t exceeding 10%. Let’s notice that
when carrying out experiences near the rotating drum with the fixed brushes in the
way described earlier the vertical trap with cells for particles of the studied loose
component was established. In comparison with data from work [3] for the specified
workingmaterial the general nature of change of the complete differential distribution
function of number of its particles �2

(
αj

)
remains on the angle of scattering αj from

(4) at formation of a dilute flow owing to interaction with brush elements both for
theoretical experimental data. In Fig. 5 it is more evident, than in Fig. 4, the tendency
to the rapprochement of values of extremums for α1jex and α2jex—the angles of
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Fig. 5 Dependences�i
(
αj

)
:� = 1,5;ω = 52.36 c−1; hs = 1.6× 10−2 m; 1—GOST 5100-85 soda

ash Brand A (i = 1); 2—elimination of the GOST 8267-93 shallow crushed stone model M300
(i = 2); lines—the theory; points are the experimental data for elimination of the GOST 8267-93
shallow crushed stone model M300 (i = 2)

scattering of particles of loose components i = 1, 2 is presented. This trend reflects
a condition of effective interfusing of loose components.

6 Conclusion

So, in the work preparation of an analytical platform for the construction of a cyber-
physical system of industrial mixing of bulk components was carried out. In the
considered example, the following parameters can be chosen as the characteristic
variables of the technological process of mixing bulk materials. Input variables are
x = {xi(t)} = {QVi, nV i}, i = 1, 2 where QVi volumetric costs of each component
are; nV i are their volume fractions, specified by the technological features of the
industrial process. Output variables are y = {yi(t)} = {

QVi, nV i, V tech
Cτ ,�VCτ

}
, i =

1, 2 where V tech
Cτ are routine values of the heterogeneity coefficient at the τ-stage

of mixing, τ = 1, 3; �VCτ are absolute parameter errors V tech
Cτ . The set of regime

parameters is b = {ωτ, ψ1τ } where ωτ is drum rotation speed; ψ1τ is the angle of
the bump to horizontal. As the design parameters can be selected: length, width and
angle of inclination of the tray; length and angle of the bump; width and radius of
the roll; the length, radius and angle of the helical winding of the cylindrical brush
element; the number of brush elements; the distance between the brush elements in
the helical winding. Given that the input parameters are a subset of the output, the
total number of information variables of the process of mixing bulk components in
a gravity mixer is determined by the expression N = Nyi +Nbτ +Naτ. For example,
the basic variables can be the parameters �VCτ = ∣∣V tech

Cτ − V pr
Cτ

∣∣ where V pr
Cτ are
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the calculated values of the inhomogeneity coefficient obtained from the proposed
stochastic mixing model of bulk components and optimizing—total sets of structural
and mode parameters.

The made the stochastic analysis of the behavior of various loose components
at the formation of dilute flows in the gravitational mixer confirms expediency of
application of brush elements and a possibility of realization with their help of the
effective mixing conditions revealed earlier in works [3, 4]. The specified factors
essentially influence the evaluation test of the mix [5] and the formation of an engi-
neering methodology of calculation of design and regime parameters, the designed
new gravitational device. Besides, the expediency of application of power approach
at the stochastic model operation of the process of interfusing of loose components
along with the most widespread informational management [14] and cell-like by
methods [15–17] is illustrated in the analysis of the degree of uniformity of the
received mix. Use of power approach [9] for special purpose calculations [5] in the
field of engineering chemistries can be considered how the development of their
theoretical bases.
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Development of an Automated System
for Monitoring and Diagnostics a Guided
Robotic Vehicle

Alexander Bazhanov , Roman Vashchenko , Vasily Rubanov
and Olga Bazhanova

Abstract This research considers the development of an automated system formon-
itoring and diagnostics of a controlled robotic vehicle. This system is based on an
algorithmic approach performed by creating models in the form of fuzzy behavior
charts. A key feature is the ability to represent a continuous change in time as a set
of modes. While decomposing the diagnostics object (a robotic vehicle), there were
created models of its main nodes in the form of fuzzy behavior charts of the second
rank. For the diagnostics of the selected nodes, there were considered all possible
faults, which also was compared with those ones that can be traced using the created
models. Based on the tables of possible malfunctions of the electric motor, the bat-
tery, and the infrared proximity sensor, there was obtained a list of malfunctions and
abnormal situations that can be organized in the knowledge base structure. Analysis
of fault tables allowed developing the structure of an automated system for moni-
toring and diagnostics of abnormal and emergency situations. The obtained results
(models and algorithms) were used to create a software product.
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1 Introduction

The autonomous robotic vehicle is a device that performs various operations asso-
ciated with spatial movements with loads and is capable of effective behavior in a
changing environment [1–7]. Considering a robotic vehicle as a diagnostics object,
we can say that it is a complex system consisting of a large number of heterogeneous
components and subsystems [8–12].

The state diagnostics of autonomous robots is necessary as it is complex technical
objects, and such an approach is one of the main methods of increasing the efficiency
of their use. The diagnosis objective of the robot state is to identify and alert abnormal
situations and malfunctions in the operation of the main elements and subsystems.
Among these problems, functional diagnostics tasks are of great importance when
monitoring and malfunctions diagnosing are carried out in real-time directly during
the robot operation [13–15].

It is possible to significantly improve the diagnosing quality for such objects as
robots and various vehicles by creating embedded (onboard) diagnostic devices.

Essentially, any diagnosis is a classification: the definition of the object state
from source data (signals from location sensors, control, video surveillance, etc.)
can be considered as a task of classifying depending on the output information
transformation, where the classes are the different states of the same object.

Another possible method for diagnosing the sensors of themobile vehicle is based
on the analysis of mismatch signals arising between physical and virtual sensors
(models of sensor operation).

The most promising direction is the creation of methods based on artificial
intelligence techniques, in particular, diagnostics methods based on artificial neu-
ral networks and fuzzy logic. Thus, in [16] is described the usage of neural network
diagnostics of the robot state according to the integral parameter. At the same time,
it is necessary to note the shortcomings of neural networks application: the lack of
methods for determining the network structure, the number of neurons in the hidden
layer and the parameters of the activation function, the complexity of network train-
ing. A method for diagnosing sensors of mobile vehicles using fuzzy logic methods
is presented in [17].

Given the above, it is proposed to create a diagnostic system that will simplify
a human’s task of tracking the object state. To create such systems, it is advisable
to use the algorithmic approaches, in particular, based on the construction of the
models in the form of fuzzy behavior charts. A feature of this approach is the ability
to represent a continuous in time change of a variable as a set of modes [18, 19].



Development of an Automated System for Monitoring … 95

2 The Selection of Nodes

The development of a system for monitoring and diagnosing abnormal and emer-
gency situations based on fuzzy behavior charts for a controlled vehicle implies the
sequential implementation of the following stages [20–22]:

1. Representation of the control and diagnostics object in the form of nodes (decom-
position).

2. Determination of disturbing factors for each node.
3. Construction of membership functions for each disturbing factor.
4. Composing a rule that is based on fuzzy behavior charts of nodes (FBCN).
5. Composing the failures base on each node.
6. Determination of abnormal situation or malfunction of a specific node, taking

into account the state of the FBCN and the decision-making control formation.

The robotic vehicle is a combination of the control object (robotic trolley) and an
onboard control device. When decomposing a diagnostic object, let us single out:
brushless DC motors built into the wheels, energy elements—batteries, and internal
structure control devices—a controller with electronic interfaces to peripherals, for
which monitoring and diagnostics are carried out by testing.

The node is a part of an automated vehicle. This part corresponds to a specific
output variable and includes all disturbing factors affecting it [23, 24].

There are the following nodes with their output variables highlighted:

1. The wheel.
2. The rechargeable battery.
3. The inductive sensor.
4. The infrared proximity sensor.

For built-in brushless DC motors (Fig. 1), the input variables are a motor voltage
(U), rotor current (A) and the speed of rotation (T ). The output variable is themoment
on the shaft—µ (N m).

For the battery (Fig. 2), the following variables were chosen as input: tempera-
ture (t), rotation speed (T ), battery voltage (U). The output variable is the battery
capacity—C (Ah).

For an analog inductive sensor (Fig. 3), the input variables are a supply voltage
(Usp), temperature (t), current (I), and the output variable is a distance—L (mm).

For the infrared proximity sensor (Fig. 4), the following input variables are taken:

Fig. 1 The node “Wheel”
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Fig. 2 The node “Rechargeable battery”

Fig. 3 The node “Inductive sensor”

Fig. 4 The node “Infrared proximity sensor”

supply voltage (Usp), temperature (t), output voltage (Uout). The output variable is a
distance—L (mm).

3 Identification of Possible Faults for Each Node

There were created models in the form of fuzzy charts of the second rank for the
selected nodes. In order to diagnose the malfunction of the presented nodes, it is
necessary to consider all possible malfunctions, and also to compare them with
those that can be traced using the created models in the form of the fuzzy behavior
chart. The flexibility of this method lies in the fact that with the additional nodes and
disturbing factors, a wider range of faults and abnormal situations can be diagnosed.

All faults for each node were considered and possible faults for diagnostics were
selected.

Table 1 shows a fragment of motor malfunctions for the node “Wheel”.
Here are shown some standard situations and service actions when a malfunction

happens, and the control system can form the suggestion to make the system able to
work with some reduction of its quality by using the knowledge base. For example, if
the motor could not rotate only if the power for it is on, that wheel could be powered
off and let it operate in the freewheel mode with direction correction by the rest of
wheels. Another example is when the motor couldn’t reach the set speed and heats.
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Table 1 Drive malfunctions

Fault type Cause of fault Troubleshooting

When turning on the power,
the rotor (anchor) is still fixed

There is no voltage at the
input terminals of the motor
or it is too low

Check the power supply line,
repair the damage and ensure
that the rated voltage is
applied

When the power is on, the
rotor is still fixed and intense
heating

Bearing is destroyed;
touching the rotor on the
stator; the jammed shaft of
the working mechanism

Disconnect the motor shaft
from the shaft of the
mechanism and turn on the
engine again; if the motor
shaft remains stationary,
remove the motor

Motor stop Voltage disconnected, motor
protection was tripped

Find and eliminate the gap in
the supply circuit, find out the
cause of the protection
operation (motor overload,
the voltage in the network has
changed significantly),
eliminate it and turn on the
motor

The motor does not reach the
required speed, it is
significantly overheated

Motor overloaded
Bearing is out of service

Eliminate overload
Replace bearing

The motor is overheating Motor is overloaded
The mains voltage is out of
limits
The outside temperature is
higher than normal
Motor ventilation is
interrupted (air channels to
the fan are blocked, engine
surface is dirty)

Eliminate the overload
Find out and eliminate the
cause of the voltage deviation
from the nominal
Eliminate the cause and
decrease the temperature to
the acceptable value.
Clean the air supply
ventilating channels to the fan
and clean the rotor surface

The motor is accompanied by
a strong buzz, smoke appears

Turns of some stator winding
coils have a shortcut

Send the motor to repair

The strong vibration of the
motor

The fan wheel of the motor or
another element mounted on
the motor shaft is unbalanced

Eliminate unbalance of the
fan or other element installed
on the motor shaft

The bearing overheats, the
noise is heard in it

Bearing and grease are dirty
Bearing worn
The alignment of the shaft of
the engine and the working
machine is broken

Remove the grease from the
bearing, rinse it and lay down
a new grease, replace the
bearing, align the shafts
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The suggestion could be to decrease the rotation speed to the not critical heating
level or if it is not able then to power off and let it work in the freewheel mode.

3.1 Obtaining Knowledge Base and Identification
of Abnormal and Emergency Situations with the Help
of FBCN

When a table of all possible malfunctions is created for all major modes: the electric
motor, the battery, and the infrared proximity sensor, it is created a list ofmalfunctions
and abnormal situations that can be diagnosed using the suggested approach.

Each malfunction is associated with a state in a fuzzy behavior chart of a node
and using indices, it indicates the terms to which the disturbing factors of a particular
node in a certain state belong.

For the node “Wheel” (Fig. 5):

1. Motor stop—Status 1.
2. Slipping of one or several wheels—Condition 7.
3. The motor does not start—Status 2.
4. The motor does not reach the required speed—State 3.
5. The motor consumes high current during start-up—State 13.
6. The rotation frequency is higher than the nominal—State 6, 7.
7. The rotation frequency is less than the nominal—State 5, 9.

For the “Battery” node (Fig. 6):

1. Electrolyte freezing—Condition 1.
2. The internal circuit of the battery is open—State 2.
3. Fast discharging of the battery—Status 7.

For the “Infrared proximity sensor” node (Fig. 7):

1. The sensor is off—Status 1.
2. The termination of operation during normal operation of the power source—

Status 9.
3. The inaccuracy of data—Status 7.

In this fuzzy behavior chart of the second rank, each position corresponds to a
specific state that represents a specific fault and has a set of three values; this set is
an index of the term belonging to one of n—disturbing influences.

Similar fuzzy behavior charts are constructed for the remaining nodes.



Development of an Automated System for Monitoring … 99

Fig. 5 FBCN mapped to the base of failures for the node “Wheel”

3.2 The Development of the Diagnostic System Structure
for Abnormal and Emergency Situations

Analyzing the fault table, the structure of the system for diagnosing abnormal and
emergency situations in the form can be shown in Fig. 8.

Wireless communication block. Responsible for transferring data from a robotic
vehicle to the system of diagnostics and emergency situations, using LoRa modules.

Input block. Responsible for the processing of input data, that is, the PC records the
received data into the array (the dimension corresponds to the number of disturbing
factors) for further transfer to the main program.
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Fig. 6 FBCN mapped to the base of failures for the node “Battery”

Block of construction the membership functions. After entering the boundaries of
the membership functions via the interface, they will be transferred to the “trimf ”
and “trapmf ” methods together with the disturbing factor. These methods determine
the numerical value of belonging to a particular term with given boundaries. These
methods will be called in the next block.

Block for determining the degree of truth for each term. This block takes one of
the disturbing factors as input, then passes it to membership functions, together with
the boundaries for each of them, and returns the index of the term for which the
degree of accepted membership value is greater than the rest.
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Fig. 7 FBCN mapped to the base of failures for the node “Infrared proximity sensor”

State definition block on FBCN. The block includes an array of Boolean states
and rules for transition from one state to another. After determining the index for
each disturbing factor, the combination of indexes that are used in the transition rules
determines the state on the FBCN.

Knowledge base. It contains a list of faults and abnormal situations.
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Fig. 8 Structure of the system for diagnosing abnormal and emergency situations

Block of abnormal situations definition. It compares the position on the FBCN
with the knowledge base.

The block diagram of the diagnostic system is presented in Fig. 9 and its scheme
of functioning in Fig. 10.

3.3 Software Implementation of the Developed Models
and Algorithms

The Python was chosen as the programming language for creating a software prod-
uct based as the fittest for artificial intelligence objectives. The Python supports
several programming paradigms, including structural, object-oriented, functional,
imperative, and aspect-oriented. The main architectural features are dynamic typing,
automatic memory management, full introspection, an exception handling mecha-
nism, support for multi-thread computing and convenient high-level data structures.
The Python code is organized into functions and classes that can be combined into
modules (which in its turn can be combined into packages).

Development and description of the software interface. The software interface
consists of several windows. Figure 11 represents the main window in which could
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Fig. 9 Block diagram of
functioning the automated
system of monitoring and
diagnosing abnormal and
emergency situations
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Fig. 10 Functioning scheme of system emergency situations diagnostics

be entered the parameters of membership functions for each disturbing factor and
the output of the malfunction of a particular node, as well as possible emergency
situations. In the secondwindow (Fig. 12), themembership functions are constructed
taking into account the data entered in the main window.

Figure 11 shows that the operator has a table for entering values, each element
of which is responsible for a particular node (wheel, infrared sensor, battery) and
its input disturbance factor (temperature, voltage, torque, etc.). Each input field is
responsible for a specific term.

After transferring data to the main program, you can view the status of each
node, as well as see information about possible abnormal or emergency situation by
pressing the button “status”.
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Fig. 11 Main software window

Fig. 12 Membership functions for each disturbing factor
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4 Conclusion

There was developed the structure of an automated system for monitoring and diag-
nostics of a guided robotic vehicle, taking into account previously created models
of nodes in the form of fuzzy behavior charts of the second rank. The research data
allows to identify the area of possible malfunctions for each node and to obtain the
corresponding knowledge base, which allows identifying abnormal and emergency
situations using fuzzy behavior charts. There was created an algorithm for the func-
tioning of the control system for diagnosing emergency situations. The proposed
software was created on the basis of the achieved results. Its interface was also tested
on the real robotic trolley. The overall malfunctions number is about two hundred
and the third quarter of it could be resolved to make the system working without crit-
ical stops. The average quality decreasing level is about 15–18% from the faultless
operation mode.
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About Formation of Elements
of a Cyber-Physical System for Efficient
Throttling of Fluid in an Axial Valve

A. B. Kapranova , A. E. Lebedev, A. M. Melzer and S. V. Neklyudov

Abstract An example of the calculation of an axial valve separator, as one of
the stages of the formation of elements of a cyber-physical system designed for
the effective throttling of a fluid, is performed. The engineering methodology of the
authors for calculating the design parameters of the axial valve with the external
location of the locking part was chosen as the basis. When obtaining the results, the
author’s models are used that describe hydrodynamic cavitation at its initial stage in
a separator of an axial valve.

Keywords Cyber-physical system · Gravity mixer · Bulk components · Brush
elements · Distribution functions · Process parameters

1 Introduction

Analysis of the current state of the problem of designing regulatory equipment for
pipeline systems has revealed a number of difficulties related to the choice of appro-
priate engineering methods, the possibility of upgrading them when changing oper-
ating modes of regulatory devices and adapting to specific operating conditions. At
the same time, the use of ready-made calculated hydrodynamic software products is
insufficient. There is a need for the formation of a special cyber-physical system for
calculating the parameters of the process of throttling the flow of liquid media, which
ensures a decrease in pressure in the pressure pipeline systems due to the flow of fluid
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through the constriction channel. The development of an engineering methodology
for calculating the parameters of pipeline valves requires a preliminary analysis not
only of the hydrodynamic picture of the process of throttling the fluid in the flow
part of the valve, but also of individual elements of this cyber-physical system (CFS)
associatedwith the choice ofmany parameters of the designed technological process.
The decisive role in this is played by the system-structural analysis [1] of the results
of theoretical and experimental studies [2–4]. One should not forget about taking
into account the physical and chemical properties of the working fluid, the degree of
its aggressiveness with respect to the internal surfaces of control valves, the presence
or absence of dispersed inclusions. These issues require the study at each stage of the
formation of the corresponding cyber-physical system for calculating the parameters
of this technological process.

The urgency of designing new regulatory equipment for pipeline systems is con-
firmed by the need to comply with the national valve industry international standards
in the face of fierce competition. At the same time, the problem of reducing the inten-
sity of cavitation phenomena has several directions of the solution, one of which is
the branching of the flow of the working medium [5]. Axial valves for this purpose
use separators with throttling holes. At the same time, due to the design features
of the axial valves, conditions are created for displacing the cavitation bubbles that
form in the zone of the separator axis with their further withdrawal from the working
volume. The description of the conditions of formation of the system of cavitation
bubbles and their further behavior in the flow part of the valve being designed is of
decisive character in the preparation of the analytical platform of the cyber-physical
system. The description of the conditions of formation of the system of cavitation
bubbles and their further behavior in the flow part of the valve being designed is of
decisive character in the preparation of the analytical platform of the cyber-physical
system. Note that the analysis of modern mathematical models for describing the
evolution of cavitation bubbles [2] showed the possibility of using not only two
classical approaches (deterministic [6] and stochastic for nucleation models: homo-
geneous [7, 8], with heterogeneity factor [9, 10], heterogeneous [11–14]), but also
their combined variants [15–19]. In this work, preference is given to the stochastic
method of forming a mathematical model of the formation of cavitation bubbles [20]
in the indicated working volumes [21], which is associated with the necessity of
evaluating the integral characteristics of the ensemble of this macro-cavity system
[22, 23] and modeling the distribution functions of bubbles without postulating this
law.
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2 Features of the Structure of a Cyber-Physical System
for Calculating the Parameters of the Process
of Throttling Fluid Flows

Considering the operation of the regulating device from the standpoint of the process
of throttling of the fluid flow, let us single out the main stages of this technological
operation. At the valve inlet, the working fluid is supplied at a certain value of the
medium velocity w in the pipeline with the specified maximum volumetric flow rate
Q1max and minimum pressure drop �pmin at the fluid temperature t1. It is believed
that the valve should provide the required flow capacity K ′

vy . It is believed that the
valve should provide the required throughput. According to a special definition, the
value K ′

vy corresponds to the volume flow of water at �pmin = 105 Pa.
In the process of reducing the pressure in theworking volume of the valve, vacuum

areas appear and cavities are formed, filled after the formation of spherical bubbles,
subsequently with steam and gas dissolved in a liquid.

Hydrodynamic cavitation is observed, the evolution of which has negative con-
sequences for the physical state of the valve and the mode of its operation. The
presence of a system of cavitation bubbles that are formed requires consideration of
this effect when designing a regulating device. Hydrodynamic cavitation is observed,
the evolution of which has negative consequences for the physical state of the valve
and the mode of its operation. The presence of a system of cavitation bubbles that
are formed requires consideration of this effect when designing a regulating device.

Perform an example of calculating some set of projected parameters of an axial
valve separator with an external location of the locking member [21]. According
to the engineering methodology proposed by the authors for calculating the design
parameters based on the performed theoretical and experimental studies [2–4], the
following numerical values of the mode parameters. Perform an example of calcu-
lating some set of projected parameters of an axial valve separator with an external
location of the lockingmember [21]. According to the engineeringmethodology pro-
posed by the authors for calculating the design parameters based on the performed
theoretical and experimental studies [2–4], the following numerical values of the
mode parameters.

x = {
xk2 = const

} = {
Q1max , δΔPmin , δΔPmax , t1,w

}
, k2 = 1, ρ2 (1)

The output parameter is K ′
vy ,

y = {
yk5

} = {
K ′

vy

}
, k5 = 1, ρ5 (2)

A set of additional characteristics covers the indicators of the physical and chem-
ical properties of the working fluid.

ϕ = {
ϕk3

}
, k3 = 1, ρ3. (3)
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Fig. 1 Schematic diagram of the device for throttling fluid flow

The sets of design parameters of the process of throttling fluid flow in the valve
a = {ak1 = cont}, k1 = 1, ρ1 cover the geometrical parameters of its design. The set
of operational parameters includes b = {

bk4
} = {

xk2 , xk6
}
, k6 = 1, ρ6 where

{
xk6

}

is a set of characteristic parameters of the cavitation system bubbles, for example, the
minimum radius value; the pressure values of the bubble at its center are maximum
and characteristic of the average radius value. The corresponding schematic diagram
is shown in Fig. 1.

A schematic diagram of the calculation of the process of throttling in the valve
using {x, y, a, b}, as a set of input, output, design, and regime parameters is shown
in Fig. 2. Note that this set of z is divided into three conditional groups:

• basic zm (calculated from models taking into account the characteristics of the
properties of the working fluid ϕ from the expression (3));

• project regulated z pr (constructive and technological);
• design optimizing z po (replaced by rational values of z pe within defined effective
ranges of change).

3 Description of the Input Parameters of the Studied
Process

Let the axial control valve with the external location of the locking part has a working
fluid—water. For the flow of water, we specify:

• consumption parameters (the maximum achievable flow rate Q1max = 0.5m3/h);
• limit stresses (minimum pressure drop �pmin = 0.90 kPa);
• physical and mechanical properties (the density ρL = 103 kg/m3; the volume
weight γ = 0.995 g ·s/c is the surface tension coefficient m3; the temperature t1 =
30 ◦C; the kinematic viscosity v1 = 0.81× 10−2 cm2/s; σ = 7.28× 10−4 H/m is
the surface tension coefficient);

• kinematic indicators (the velocity of the fluid in the pipeline w = 0.43m/s).
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Fig. 2 Schematic diagram of the calculation of the process of throttling in the valve using infor-
mation variables

For cavitation bubbles and their internal gas-vapor system, factors are considered
known [2–4]:

• minimum radius rmin = 10−3 m at the maximum pressure in its center pmax =
1.3 × 105 kPa;

• pressure ps = 10−3 Pa in this center with average radius;
• air and steam density ρg = 1.205 kg/m3; ps = 1, 44 × 10−2 kg/m3;
• adiabatic index k = 1.3.

The output design parameters are the main design parameters of a cylindrical
separator with choke holes [21], a shell in the form of a coaxial cylinder external
to the separator, housing elements, as well as a routine value of valve flow capacity
K ′

vy = 6m3/h.

4 An Example of the Calculation of the Projected
Parameters of an Axial Valve Separator with an External
Location of the Locking Part

Let at t1 = 30 ◦C it is required to provide the following limit values for the differential
pressure �pmin:δmin

�pmin
= 0.85 kPa and δmax

�pmin
= 0.92 kPa.

Using the empirical formula from known literature sources [5]
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δmin
Kvy1

= η1Q1max
[
γ /

(
1.02 × 10−5δmax

�pmin

)]1/2
, (4)

for given safety factors η1 = 1.1 i η2 = 1.2 it is possible to calculate the lower limit
of the flow capacity of an axial valve δmin

Kvy1
= 5.89m3/h.

Its upper value δmin
Kvy1

= 6.24m3/h is determined similarly to expression (3), then
the condition is true 5.89 ≤ 6.00 ≤ 6.24. To calculate the diameter of the pipeline
d = 2.03 × 10−2 m, the formula [5] is used

d = 1.88 × 10−2(Q1max/w)1/2, (5)

therefore, the initial approximation for the diameter of the nominal valve passage is
D(0)

y = 2.03 × 10−2 = 0.02m.

Using the last indicator according to the expressions: δ
(0)
2 = 0.1D(0)

y ;

h(0) = δ
(0)
2 /2; D(0)

out = 1.1D(0)
y ; L(0) = 2.2D(0)

out ; d(0)
0 = 0.14; S(0)

ϕ1 =
d(0)
0 ; l(0)0 =

[
3
(
d(0)
0 + S(0)

ϕ1

)
− d(0)

0

]
/3; u(0)

2 = πD(0)
out/

(
2d(0)

0

)
; u(0)

1 =
(
L(0) − l(0)0

)
/
(
l(0)0 + d(0)

0

)
; D(0)

c = D(0)
out + h(0); D(0)

ch2 = 3D(0)
out/2; D

(0)
cas2 = 2D(0)

out

the calculation of values for a set of the desired parameters in the 0-approximation
is carried out.

These parameters include:

• the thickness of the body and separator δ
(0)
2 = 3.0 × 10−3 m and h(0) = 1.5 ×

10−3 m;
• internal D(0)

out = 3.3 × 10−2 m and external D(0)
c = 3.15 × 10−2 m separator

diameters;
• the separator length L(0) = 2.2D(0)

out = 7.26 × 10−2 m;
• the diameter of the throttle holes d(0)

0 = 1.14D(0)
out = 4.62 × 10−3 m;

• the distance between them in the same row on the surface of the separator S(0)
ϕ1 =

4.62 × 10−3 m;
• the distances between these rows l(0)0 = 5.68 × 10−3 m;
• the total number of rows u(0)

2 = [6.49] = 7;
• the number of holes in one row u(0)

1 = [11.23] = 12;
• the external diameter of the internal valve body D(0)

ch2 = 4.95 × 10−2 m;
• outer diameter for the cylindrical parts of the outer body of the axial valve D(0)

cas2 =
6.6 × 10−2 m;

• the v angle of shell bevel (outer movable cylinder) α(0) = 45◦.

The calculation of the critical value of the Reynolds number Rekp = 5209.58
which is included in the condition of the valve-free cavitation mode Rey ≤ Rekp
is performed using the formula obtained using the stochastic model of cavitation
bubble formation at the initial stage of hydrodynamic cavitation [2, 3, 20]
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Rekp = 32ρLkζ1

u(0)
1 h(0)

0

(
D(0)

y

)2[
2
(
L(0) − l(0)0

)
− β

(0)
0

]

{
β

(0)
0

(
d(0)
0

)3[
4a1r4min + ρLkζ1

(
B1 + β

(0)
2

)]} (6)

where the designated coefficients kζ1, a1, B1, β
(0)
0 , β

(0)
2 depend on the design param-

eters of the medium and its physical and mechanical properties.
Note that formula (6) is obtained from the extremum condition for the energy

parameter E02(z), described in [3] by the degree of opening of the axial valve z at the
moment of its full opening (z = 1). Then the calculation of the 1st approximation for
the diameter of the conditional passage D(1)

y = 4.22 × 10−2 m and the limits of its
change δmin

Dy
= 4.19× 10−2 and δmax

Dy
= 4.28× 10−2 can be carried out respectively

by the experimental formulas from [5]

D(1)
y = 3.53Q1max/

(
v1Rekp

)
, (7)

δmax
Dy

=
[
4δmax

Kvy1
ζ

(0)
12

[
z
(
u(0)
2

)]
/
(
5.04 × 104π

)]1/2
(8)

where the values of Q1max , v1 are input parameters of the calculation.

Here is marked ζ
(0)
12

[
z
(
u(0)
2

)]
—the value of the hydraulic resistance coefficient

depending on the degree of opening of the valve z, as a function of u(0)
2 —values of

0 approximation for separator parameter (the number of rows of choke holes on its
surface). Note that the calculation of the value δmin

Dy
is performed similarly to (4).

Due to the non-fulfillment of the condition Rekp ≤ 2×103 from [5], the calculation
of correction factorsψ1 andψ2 for the viscosity of the workingmedium for the limits

of change in valve flow capacity K (2)
vmax ∈

[
δmin
Kvy2

; δmax
Kvy2

]
is not required and you can

proceed to estimate the values of the 1st approximations for the limits of changing the
following design parameters of the separator d(1)

0 j , u(1)
2 j , L

(1)
j , l(1)0 j the values j = 1, 2

correspond to δmin
Dy

, δmax
Dy

to the limits of change of the value D(1)
y (m) according to

(6).
The averaged values ū(1)

2 , d̄(1)
0 , l̄(1)0 , L̄(1) of the required parameters are determined

according to [22]: ū(1)
2 = [7.54] = 7; d̄(1)

0 = 5.05 × 10−3 m; l̄(1)0 = 5.84 × 10−3 m;
L̄(1) = 8.21 × 10−2 m.

Search D̄(1)
out = 4.24 × 10−2 m; S(1)

ϕ̇ = 6.03 × 10−3 m the values of the 1st

approximation for the internal movement of the separator D̄(1)
out and the settings for

S(1)
ϕ1 can be produce using a system of equations. One of them reflects the condition of

the linear profilingof thevalve’s throughput characteristic of the degreeof its opening,
and the second, the extremum condition for the hydraulic resistance coefficient for
the u2 parameter according to [5].

The value of the 2nd approximation for the internal diameter of the separator
D(2)

out = 4.19×10−2 m and the 1st approximation of the bevel angle for the cylindrical
part of the shell α(1) = 44.84◦ are obtained from two consequences for the condition
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of the extremum of the energy parameter according to the degree of valve opening
[4], for example, in the form

α(1) =
{[

β
(1)
0 − 2

(
L̄(1) − l(2)0

)]
+ 2β(1)

0 [θ1 − θ4]
}

[
β

(1)
1

(
2β(1)

0 θ2

)] (9)

where θ1, θ2, θ4 are coefficients depending on the design parameters of the environ-
ment and its physical and mechanical properties, as well as the values β

(0)
0 , β

(0)
1 , β

(0)
2

described earlier in (2).
According to [20], the calculation is performed for the 1st approximations of

the following parameters: δ
(1)
2 = 4.22 × 10−3 m; h(1) = 2.11 × 10−3 m; D(1)

c =
4.13×10−2 m; D(1)

ch2 = 6.25×10−2 m; D(1)
cas2 = 8.69×10−2 m.Having calculated the

value of the hydraulic resistance coefficient according to the formulas ζy

[
z
(
ū(1)
2

)]
=

166.99 proposed in [4], we can proceed to the determination of its critical value
ζ ∗
y from the condition of minimal rmin

sb for the average the ensemble values of the
radius of the cavitation bubble according to [4, 22, 23,], then ζ ∗

y = 1.19 × 10−1.
Checking the condition ζ ∗

y ≤ ζy , which reflects the possible manifestation of the
cavitation effect in the flow part of the valve, allows you to evaluate the critical
parameter kC.max = 0.06 according to the graph kC(ζ ∗

y ) of the cavitation number
[5] dependence ζ ∗

y . Consequently, for a given absolute pressure of the fluid up to
the control valve at its maximum flow, the following values were obtained: critical
(maximum allowable) pressure drop �p∗

max = 0.899 kPa = 9.179× 10−3 kg c/cm2

from the classic formulas [5]

�p∗
max = kC.max(p1 − pH1), (10)

where values are used for absolute pressures p1 for liquids (up to the valve at maxi-
mum flow) and pH1 for saturated steam at a given temperature.

Using the formula of [5]

Kvmax = η12Q1max
(
γ /�p∗

max

)1/2
, (11)

with a safety factor of η12, you can set Kvmax = 5.21m3/h.
Thus, due to the fulfillment of the condition Kvmax ≤ K ′

vy , the following approx-
imations of the axial valve parameters are the sought ones:

• for separator: d̄(1)
0 = 5.05×10−3 m; S(1)

ϕ1 = 6.03×10−3 m; h(1) = 2.11×10−3 m;

ū(0)
1 = 12; ū(1)

2 = 7; l̄(1)0 = 5.84 × 10−3 m; D(2)
out = 4.19 × 10−2 m; D(1)

c =
4.55 × 10−2 m; L̄(1) = 8.21 × 10−2 m;

• for shell: α(1) = 44.84
◦
;

• for housing: D(1)
ch2 = 6.25×10−2 m; D(1)

cas2 = 8.69×10−2 m; δ(1)
2 = 4.22×10−3m.
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5 Main Findings and Results

The choice of the numerical values of the input parameters of the calculation for the
projected cyber-physical system is determined by the physicomechanical properties
of the working fluid and the regulated value of the conditional valve capacity. In this
chapter,water is chosen as theworkingfluid,which is traditional for testing regulating
devices under production conditions. In the general case, a change in the working
fluid is determined by the customer’s regulations and entails a recalculation of the
rational parameters of the regulating device according to the proposed engineering
method.

In particular, according to the proposedmethod, the allowable ranges for changing
the values of the main physicomechanical characteristics of a liquid medium are the
following: ν1 = (0.81–0.85)× 10−2 cm/c for kinematic viscosity and ρ = (1.0–1.2)×
103 kg/m3 for the true density of the liquid. Note that for aggressive media in this
engineering methodology, additional correction factors are required.

Changing the shape of the choke holes of the separator will lead to recalculation
of the diameter of the nominal valve [2, 20]. In the future, this will be reflected
in the assessment of the hydraulic resistance coefficient [3, 4, 23] and the results
of the calculation using formulas (6)–(8) due to changes in the expressions for the
differential distribution functions of the number of bubbles [2] and the opening degree
of the valve [3].

Note that in the presented example, according to the calculations performed, a
double check of the intervals of change in valve capacity is carried out. Initially,
this was caused by the need to check the condition of compliance of the calculated
intervals of change in valve throughput with its prescribed value. Further evaluation
is carried out:

• the diameter of conditional passage in the initial;
• setting 0-approximations for a set of constructive and regime parameters;
• calculation of the critical value of the Reynolds number Rekp for the cavitation
free flow regime;

• calculation of new limits of change in the diameter of the conditional passage;
• a new comparison of the Reynolds number values—calculated and characteristic.

If the calculated value of the Reynolds number is less than or equal to the char-
acteristic value, then the calculation of correction factors for the viscosity of the
working medium is required for the limits of change in valve flow capacity taking
into account the first approximations for the desired parameters.

With the help of the indicated correction factors, new ranges of changes in valve
flow capacity are set, which leads to the need for a new check of compliance of the
obtained limits with the regulated value of flow capacity.
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6 Conclusion

So, when building the engineering methodology for calculating the main
constructive-mode parameters, we used the results of stochastic models of the for-
mation of cavitation bubbles in the flow section of an axial valve proposed by the
authors [2–4, 23]. In particular, we used expressions obtained taking into account the
explicit form of the differential distribution functions of the number of bubbles F1 (ξ)
according to their specific dimensions ξ from [2, 20] and the differential distribution
functions of the number of bubbles F2 (z) according to the degree of valve opening
from [3, 4, 23]. In particular, we used expressions obtained taking into account the
explicit form of the differential distribution functions of the number of bubbles F1(ξ )
according to their specific dimensions ξ from [2, 20] and the differential distribution
functions of the number of bubbles F2(z) according to the degree of valve opening
from [3, 4, 23].

The main distinctive features of the proposed calculation method from previously
known ones are the application of the following provisions of the authors’ stochastic
models:

• relations between the critical value of the Reynolds number Rekp and the desired
valve parameters when analyzing the cavitation free regime of the diameter of the
conditional passage in the initial approximation [23];

• expressions for energy parameters of models [2, 4];
• expressions for calculating the average diameter over the ensemble of the macro-
system of cavitation bubbles in the separator region [22];

• expressions for the hydraulic resistance coefficient in the transition region of the
fluid flow [3].

In addition, it is possible to find not only rational ranges of changes in the projected
parameters of a cyber-physical system but also their optimal values with additional
research into ways of constructing an objective function to solve an optimization
problem.
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A Study of a Trajectory Synthesis
Method for a Cyclic Changeable Target
in an Environment with Periodic
Dynamics of Properties

Dmitrii Motorin , Serge Popov , Vadim Glazunov
and Mikhail Chuvatov

Abstract Trajectory planning in a large dynamic environment is a computationally
complex cyber-physical task. The chapter considers an environment with periodic
dynamics that simulates the rhythm of the day and night. Robots move between two
target points cyclically. To optimize the trajectory planning process, it is possible
to use pre-calculated paths. The pre-calculated state space consists of the planned
paths for environmental states that can be considered static for a given period of
time. The planning of robot movement in such the state space is carried out using
parts of the pre-calculated optimal trajectories for a certain time and criteria for the
transition between them. The method and criteria are studied by simulating the robot
movement on two fundamentally different realistic maps. The method allows to plan
the trajectories asynchronously with the time of the beginning of the movement of
the robot, as well as to estimate the energy costs of overcoming the route.

Keywords Trajectory synthesis · Robot · Dynamic environment · Dynamic
targets · Control · Spatial-situational uncertainty · Cyber-physical system

1 Introduction

Trajectory planning for a robot in an environment with chaotic external effects is
a computationally complex task, which cannot be solved in real time on existing
hardware resources. However, the environment has basically predictable nature, the
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reaction on unplanned events is rarely required. Factory robots are used in the tasks
of automating cyclic human actions that repeated periodically and slightly adjusted
depending on the state of the environment. The real environment is periodic, for
example, the rhythm of day and night, the seasons, the tides and the weather. This
information limits the uncertainty of the environment state.

The trajectory in a dynamic environment can be planned by modifying classical
static algorithms. For example, Dijkstra’s algorithm applied for an unmanned surface
vehicle in a real environment with static and dynamic obstacles, as well as flow on the
surface of the water [1]. Comparison of the algorithm based on D* and the modified
particle swarm optimization method in different dynamic environments shows that
it is more efficient in terms of length and the computation time is the last one [2].
An improved artificial potential field path planning algorithm for unmanned aerial
vehicle tracking the dynamic target in dynamic environment constructs a repulsion
field and effectively solves a local minimum problem in optimization on a general
potential field function,without introducingunexpected collisionswith stochastically
moving obstacles [3]. The considered algorithms work well in environments with
low dynamics.

If we consider the environment as an urban landscape with uncontrolled moving
obstacles, then the speed of the robot’s reaction to external events should be increased.
A trajectory planning algorithm formobile robot navigation in crowded environments
based on the informed optimal rapidly-exploring random tree method. This approach
solves the problem of indecision behavior and saves computational resources, since
the path is rarely computed from scratch, but is continuously updated while the envi-
ronment changes [4]. A modified nearest neighbor based task allocation algorithm
[5] allows distributing goals in a group of agents in a dynamic environment. The
proposed approach can be used in real-time systems. The paper [6] considers two
modules path planning method: the robot uses global information about his environ-
ment and plans the optimal path using genetic algorithms combined with Dijkstra
algorithm through static obstacles. The adaptive formation control of a swarm of
autonomous robots that pass through the obstacles of the dynamic environment to
reach the target position [7] is built based on the change of the desired distance
between the neighboring robots in the swarm.

The dynamic of the environment can have a specific nature, for example, in [8]
collision-free trajectory planning for multiple mobile robots is considered in the
environment with periodic motion obstacles. Cyclic motion takes place in patrolling
and monitoring problems. Patrolling strategies [9] in the realistic static environment
should take into account: uncertainty on action execution, characteristics of the envi-
ronment, closed-loop coordinated behaviors, and realistic simulation environments.
Periodic trajectory optimization method for a mobile sensor performing persistent
monitoring to maintain the uncertainty in the environment at the minimum induces
the periodic Riccati equation [10]. A study of periodic trajectories in simple n-sided
regular polygons environments using a contact sensor and motion primitives is con-
sidered in [11].

The environment in the robot’s control system can be simulated in fundamentally
different mappings. The paper [12] deals with a novel approach to hybrid maps that
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are based on fixed-size interconnected occupancy grids organized in a topological
graph. Building an occupancy grid from a monocular color camera can be realized
by a method for fusion of camera data with data from a rangefinder [13]. Trajectories
can be planned on the incomplete information about the environment, for example,
a global path planning algorithm for an unmanned ground vehicle based on road
map images is presented in [14]. Expansion of this task includes two-level planning
of a global trajectory based on incomplete roadmap data and a local path based on
information from sensors observing the environment [15].

The approach to model the probability of action success as a set of superimposed
periodic processes allows the robot to predict action outcomes in a long-term data
obtained in two real-life offices better than a static model [16]. Trajectory planning
for both single and multiple sensing robots to best estimate a spatial-temporal field in
a dynamic environment uses the Kalman filter and periodic Riccati recursions [17].
A distributed technique that allows a team of robots to plan the deformation of the
boundary shape in order to escort the safe region from one place to a goal is proposed
in [18].

Global motion planning for modular robots with local primitives based on a mod-
ification of rapidly exploring random tree algorithm implements trajectories on real-
istic maps with obstacles [19]. For teleportation of the mobile robot on rough terrain
can be used amethod to evaluate in advance the stability of robots on assumed routes,
and to provide visual information of the stability to the operator [20]. Context-aware
decision support for marine robot’s mission planning within a dynamic environment
[21] allows the setting of various parameters and incorporates them to dynamically
allocate and develop search path planning strategies. Themodel [22] allows reducing
the discrepancies in the forecasting data and in real returns from investment, as well
as optimizing investment strategies by both sides of the investment process. Visual
programming module [23] of the generator allows a user to construct a scheme of
inter-agent collaboration with agents of component-based module set.

This chapter presents a method of trajectory synthesis for robot performing a
cyclic changeable target in the environment with periodic dynamic. The main part of
the method is using pre-calculated optimal trajectories for static states of the realistic
dynamic environment, which planning is computationally difficult, and plan the
transitions between these paths in the process of robot movement.

2 Problem Statement

The problem consists of path planning for robot R cyclic movement between two
given target pointsAR and ZR in a realistic dynamic environment. The environment of
movement E consists of m layers E = {

ε1, . . . , εi ← [
exyi ∈ ζi

]
, . . . , εm

}
marked

up with regular grid with size axb, each cell exyi has a value ζi = [mini , . . . ,maxi ]
from sets of physically possible values in grid coordinates (x, y). The state of the
layers is static for �t, and full time of events’ period is equal to Δt , and then it
starts from the beginning.
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The trajectory of the robot motion is TR = {AR, . . . , ZR}. The robot has a set of
pre-calculated trajectories in the form of state space = {T1,…,T }which are optimal
for the corresponding state  = {E1,…,E } . Multi-criteria algorithm uses for path
planning [24],which is basedon the assessment of energy cost to achieve the goal. The
speed of robot moving V = {v1, . . . , vk} is assumed to be constant and independent
of the state of the environment.

The aim of the method is to synthesize the robot’s trajectory TR for a given period
of time with minimal energy costs based on a known set of optimal paths. The main
complexity is the possibility of the asynchronous start of movement from target
points. Thus, it is possible to plan one cyclic trajectory if the start time is known
and robot motion is synchronized with the period of the environment dynamic. In
this case of any external effects on the robot, its trajectory should be changed to
optimize motion or avoid waiting on the start. Therefore, a distinctive feature of
the proposed approach is the possibility of asynchronous trajectory planning with
minimum additional calculations in case of any external or internal changes in the
system or environment.

3 The Method of Trajectory Synthesis in Environment
with Periodic Dynamic

The method of trajectory planning based on pre-calculated paths is considered to
solve the stated problem. Moving along the paths is optimal for a limited period
of time �t. To overcome the entire route from initial to final point it is necessary
to plan transitions between optimal trajectories from the state space . Transitions
path planning requires fewer computation resources, then planning full trajectory
in a dynamic environment and can be performed during of overcoming the planned
segment of the route. The trajectory is synthesized as follows:

Ti→i+1 = T(Ei)(ti1 . . . ti2) + T(Ei → Ei+1)(ti2 . . . ti3) + T(Ei+1)(ti3 . . . ti4), (1)

where Ti→i+1 is the trajectory of the robot in the time interval from ti to ti+�t ; �t
is the time of conditional static state of the environment; is trajectory of
movement along the optimal path in the state of the environment Ei; T (Ei → Ei+1)

is the transition path between the T (Ei) and T (Ei+1) in statesEi and Ei+1 respectively;
is the robot’s movement trajectory along a path that is not optimal at the

given time, but the best for time ti+1; ti1, ti2, ti3, ti4 are the moments of the time
determined by the transition criteria.

Multiplication of the robot’s movement speed V and time of conditional static
environment �t allows taking into account the time in the form of the path’s length
overcome by the state of the trajectory of the robot. If the transition to the trajectory
T (Ei+1) in the current state of the environment, or what is the same during the time
�t, is impossible, then the trajectory is ignored and made an attempt to go to the next
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path T (Ei+k) during the k1�t , where k is the number of the trajectories impossible
to go through.

Transitions between pre-calculated trajectories are planned according to the rules
set forth in the criteria and corresponding to the constraints of the problem statement.
Criteria are formed according to the following principles: conditional/unconditional
transition between trajectories, a static/dynamic method of evaluating the movement
of a robot. In view of the above, the following three criteria are formulated: a static
unconditional transition criterion, a dynamic unconditional transition criterion, and
a dynamic conditional transition criterion.

4 The Criterions of Trajectory Synthesis

4.1 The Static Unconditional Transition Criterion

Trajectory planning is carried out in accordance with formula 1 and Fig. 1, where the
time of movement along the current optimal trajectory T (Ei) is set as the parameter
�t ′ = (ti1 − ti2), and the remaining �t ′ = (�t−�t ′) is spent on the transition and
movement along the next trajectory: (ti3 − ti2) + (ti4 − ti3). Thus, the criterion is
described as

(ti1 − ti2) + (ti3 − ti2) + (ti4 − ti3) = �t′ + �t′′ = �t.

A graphical representation of the synthesized trajectory is shown in Fig. 1, the
green color indicates the optimal trajectory at the time of motion planning �ti, the
blue color indicates the transition, and the orange color is the optimal trajectory in
the next period of time �ti+1, but overcome in the current one.

The main advantages of the proposed criterion are the speed of decision-making
and the construction of the route. The trajectories constructed on the basis of this
criterionmay not be optimal, however, the application of this approach will be appro-
priate in cases where the adoption of the wrong decision carries less loss than not
making a decision at all. The transition is carried out without any estimates or con-
ditions; the parameter is only the ratio of the desired movement along the current
path, determined empirically in the formulation of the practical problem of robot

T(Ei+1)

T(Ei)
T(Ei→ Ei+1)ti2-ti3

T(Ei)ti1-ti2

T(Ei+1)ti3-ti4

ti1

ti2

ti3

ti4

Fig. 1 Trajectory planning for unconditional transition
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movement. The simplest division is the division by two, as in this case half of the
route will surely be passing along the optimal trajectories.

4.2 The Dynamic Unconditional Transition Criterion

The weak point of the first criterion is the presence of a section T (Ei+1)ti3 − ti4 in
each planned route. To optimize the trajectory, the minimization of this section is
required. This is achieved by maximizing the travel time along the current optimal
trajectory T (Ei). The pathfinding algorithm provides the minimum of the transition
path, to maximize and minimize the rest of the components requires the definition of
the transition time. To determine this time, a distance estimate, such as Manhattan
or Euclidean, is used for a possible transition to an adjacent trajectory from the last
moment. The criterion is presented in the form of a system:

⎧
⎨

⎩

T (Ei )ti1−ti2 → max
T (Ei → Ei+1)ti2−ti3 → min

T (Ei+1)ti3−ti4 → min
.

A feature of the dynamic criterion is the maximization of motion along the section
T (Ei ) = ti1 − ti2, which provides an increase in the time of movement along the
optimal trajectories. This increases the computational complexity used to estimate
and minimize path segments.

4.3 The Dynamic Conditional Transition Criterion

Building routes on the basis of unconditional transition and local data does not allow
to assess the prospect of movement and use all available information. The criterion of
dynamic conditional transition is to estimate the robot’s movement along the current
path without transition and transition to each of the k nearest trajectories during
k1�t. A dynamic criterion is used to construct the estimated trajectories, but with
the addition of the remaining path to the target point. The proposed trajectories take
into account the periodic nature of the dynamics of the environment in assessing
the movement, which allows to realistically predict the parameters of the planned
paths. The graphical representation of the trajectories is shown in Fig. 2, the green
color indicates the current path without transitions, the blue color indicates the tree
of transitions at each possible step, and the orange color is the only transition that
ignores all trajectories except the k-th one.

The criterion is presented in the following form:

min{T(Ei→Ei+i'→…→ Ei+i'')t0-ti'-…-ti''-end | i'=0…k, i''=0…k, i'≥ i'', k ℕ} . (2)
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T(Ei+1)

T(Ei)
T(Ei)t0-end

t0

T(Ei+k)

t1 t2

...

tk

T(Ei→ Ei+1)t0-t1-end

T(Ei→ Ei+...)t0-t1-...-end

T(Ei→ Ei+k)t0-tk-end

...

...

T(Ei→...→Ei+k)t0-...-end

Δt

2 Δt

...

...

Fig. 2 Trajectory planning for conditional transition

The trajectories planned in this way can be represented as a triangular matrix of
size (k + 1)x(k + 1) filled with parameters describing the nature of the obtained
paths. The rows of the generated matrix reflect the following k trajectories for the
robot movement; the columns reflect the depth of the planning and evaluation.

O =

⎡

⎢⎢⎢
⎣

T (Ei )t0−end 0 · · · 0
0 T (Ei → Ei+1)t0−t1−end · · · T (Ei → · · · → Ei+1)t0−···−end
... 0

. . .
...

0 · · · 0 T (Ei → Ei+k)t0−tk−end

⎤

⎥⎥⎥
⎦

.

Searching for the minimum value in the resulting matrix allows choosing the
minimum path of motion on the parameters of the robot autonomy and the number
of pre-calculated paths used. The solution found will be Pareto-efficient if the max-
imum available amount of computing resources is used, determined experimentally
depending on the task performed, and a route with minimal energy costs is chosen
from the set of estimated trajectories.

The peculiarity of the criterion is the possibility of parametric adjustment of the
depth of evaluation of the planned trajectories using the maximum amount of avail-
able information at the minimum cost of computing resources. In the course of tra-
jectory planning, the actual route on k1�t is determined, which allows increasing the
time of autonomous movement in the absence of chaotic changes in the environment.

In the proposed method, the calculations are minimized by reducing the planning
area and minimizing trajectories based on the trajectory planning algorithm, as well
as maximizing motion along the pre-calculated paths from the state space.

The periodicity of the task performed by the robots and the asynchrony with
respect to the time of change of the initial and target position does not allow to
build a trajectory for the entire life of the robot. Therefore, local suboptimal routes
are constructed, in which there is no need to rebuild the entire trajectory with each
change in the environment.
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The proposed criteria for the synthesis of motion trajectories based on the state
space of the optimal paths from the state of the environment allow taking into account
the dynamics of the environment and the limitations of computing resources of
the control object. Unconditional transition criteria use the minimum amount of
information available to the robot, which limits the effectiveness of the solution
but allows to make a decision as quickly as possible. The conditional transition
criterion with a given depth of trajectory estimates allows choosing the solutions
with maximum autonomy of movement and efficiency of the chosen path while
using the maximum amount of information available to the robot.

The expansion of the considered method to determine the optimal speed v of the
route, depending on the conditions of the robot position at the key points at which the
change of the initial A and final Z points is made, can be carried out by simulating the
dynamics of the environment at the preparatory stage. This is done by evaluating the
movement of the robot at different speeds v for each initial time instant. The result
of the simulation will be a set of realizable estimates of energy costs for movement
in the environment at a given speed. The speed with minimal energy costs is optimal
for the selected time of passing the key point. This approach allows choosing the
speed of movement depending on the time of the task change when performing the
task in real conditions.

5 The Study of the Method the Robot’s Trajectories
Synthesis in the Conditions Spatial-Situational
Uncertainty

The feature research of the method the robot’s trajectories synthesis in the conditions
spatial-situational uncertainty is the time and computational complexity evaluation
when performing cyclic tasks with the possibility of preliminary trajectories process-
ing. The robot’s tasks are performing the actions and movements of the same type
between two given points. In case of significant and periodic changes of the envi-
ronment, can be pre-calculate the optimal movement trajectory for the environment
instantaneous state.

In research of the method, the robot’s trajectories synthesis in the conditions
spatial-situational uncertainty the maps of the dynamic environment are generated
and the state spaces of the trajectories of the robots are calculated. The interaction
the robot and the environment G is calculated as sum the energy costs of movement
depending on the height between the points g1 and the driving in the shadow g2, in
this case, g1 � g2, at that a fine on the cost of movement along the illuminated part
of trajectory not impose.

Themainmethod of the realistic landscape create is fractal midpoint displacement
algorithm. The map is marked up a regular grid, so the dimension of the generated
space is 2n + 1, where n is the depth of the fractal recursion. For creating models of
the environment using the template that contains vertices and valleys. This template



A Study of a Trajectory Synthesis Method for a Cyclic … 129

Fig. 3 Model of the realistic environment hill (a) and tunnels (b) and trajectories’ state space
(c) and (d) respectively

was used as input for the fractal algorithm thus determining the overall shape without
disturbing the fractal structure. As a test two different type of terrestrial surface be
generated: hills and tunnels. Each of the tests sites has several simple solutions for
each environments state. On Fig. 3 shows the test sites of each type.

The map contains several layers. The first layer of the landscape is static and
affects the robot energy only as a cumulative linear function of the height when
the robot moving from one point to another. The second layer is the shadow layer,
contains the illuminated and darkened parts of the map, changing over the day. The
robot to avoid shadows asmuch as possible since it to remainwithout energy received
from the sun, but it can nevertheless move in the shadows, but with a fine. Generated
maps are 1025 × 1025 grid points.

The maps in Fig. 3a, b change their state cyclically, imitating the rhythm of day
and night. The robot’s task is to circulate between the points marked on the “S” and
“T” maps, used as starting and target. The points “S” i “T” be used as starting and
target points in calculating the space of robot solutions. The point “* C” denotes the
side of the Sun. Figure 3a shows the map of the hill for trajectory planning. Solutions
are shifted to the left as the shadows lengthen and to the right otherwise. Figure 3b
shows a tunnel map consisting three of the tracks, from the shortest to the longest.
The trajectory optimality depends on the position of the Sun above the horizon.

For each card under given initial and ending conditions the solution spaces are
generated. To construct each trajectory in the solution spaces the algorithm for finding
trajectories on multi-layered maps was used.

The state space is presented as cylinders consisting of trajectories at the corre-
sponding moment of the state of the medium and the position of the light source. The
colors of trajectory indicate the conditional of the environment: day (yellow), night
(blue), twilight (red). Changes trajectories occur only during transitions between
steady states. The choice of paths of movement are most relevant at the moment
steady states change. Figure 3c depicts the state space corresponding to the environ-
ment in Fig. 3a, and the state space in Fig. 3d corresponds to Fig. 3b.

Themovement over these paths optimally for a limited time�t, the rest of the time,
is not. To construct a route near to optimal without to waste computing resources,
criteria for transitions between instantly optimal trajectories are proposed. From the
calculated paths, one can compose the state space shown in Fig. 3c, d. The state space
shows effectivity trajectory in the time.
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Mathematical modeling is used to study the synthesis method of the robot paths in
the conditions of spatial and situational uncertainty in solving cyclic problems. The
pre-calculated paths were analyzed in the course of modeling the work of criteria for
transitions between them. Figure 4 shows the graphs of energy costs on the speed
and time of the beginning of the movement on the hill map along the first optimal
path and when using criteria.

Figure 5 shows the graphs of energy costs on the speed and time of the beginning
of the movement on the map of the tunnels along the first optimal path and using
criteria.

Figures 4a and 5a show experiments without criteria are considered in the 600–
800 and 1000–1200 ranges of visibility of the transition between steady states of
the environment under the conditions of the existing change of position and shape
of shadows on the map. Bursts on these bands are weakly dependent on speed. In
Figs. 4 and 5 similar areas can be noted at high speeds at which it is possible to
overcome the route before significant environmental changes occur. Figures 4b and
5b reflect the use of a static criterion of unconditional transition the effect of which
is satisfactory at high speeds but worsens the results of planning at lower speeds.
Figures 4c and 5c show use of a dynamic unconditional transition is implemented
reduces the energy costs of movement at low speeds but does not effectively solve
the problem of transitions between stable states of the environment. The criterion
of conditional transition with an estimate of the movement along the paths to depth
per unit presented in Figs. 4d and 5d show the best result and do not worsen the
result of planning routes for all speeds and the time of the start of the movement.

(a) (b)  (c) (d)

Fig. 4 The energy costs movement dependencies on the speed and time of the beginning of the
movement for the hill map a without criteria b static criterion c dynamic criterion d evaluation
criterion

(a) (b)  (c) (d)

Fig. 5 The energy costs movement dependencies on the speed and time of the beginning of the
movement for the map of tunnels a without criteria b static criterion c dynamic criterion d evaluation
criterion
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The use of the conditional transition criterion with a larger value of the valuation
moves does not significantly affect the planning results and is similar to Figs. 4d and
5d respectively.

When comparing Figs. 4 and 5 it can be noted that the magnitude of the bursts
at the transition in the range of 600–800 is much higher in the second case, and the
change in the value of the energy costs of the movement depending on the speed and
time is more smooth. This is due to the wide range of transitions on the map of the
hills and the discrete choice of the route in the tunnels. In Figs. 4a–d and 5a–d red
circles indicate the value of the minimum energy costs for the selected time of the
beginning of the movement if the energy costs are the same for several speeds. The
distribution of optimal speeds is similar in all cases. To minimize the energy costs
of the task at a known time of the beginning of the movement of the robot, the speed
of movement is selected.

The histogram of the distribution of deviations of the trajectory from the base
paths calculated for the initial moment for the hill map is shown in Fig. 6a. The
histogram compares the criteria of a static (blue) and dynamic (red) unconditional
transition and a conditional transition with a rating of 1 (green), 5 (turquoise) and 10
(magenta) steps ahead.

The histogram of the distribution of the deviations of the trajectory from the base
paths calculated for the initial moment for the tunnel map is shown in Fig. 6b. The
color scheme is similar to Fig. 6a.

The histogram in Fig. 6a represents the result of applying static and dynamic
un-conditional transition criteria that do not provide a steady improvement in trajec-
tory planning results. The dynamic criterion of unconditional transition on average
worsens the route less often and by a smaller value than the static one. The use of the
criterion for estimating the energy expenditures of a movement with a conditional
transition in the calculations one step forward significantly shifts the histogram to
the left and, when planning 5 or 10 steps forward, improves the trajectory in each
possible case. The conditional transition criterion improves the synthesized route
due to the cut-off of the transitions to energy-intensive trajectories in a period of
high environmental dynamics and low speed of the robot. The results in Fig. 6a con-
firm the conclusions made on the basis of Fig. 4 and supplement with the results of
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Fig. 6 Histogram of the distribution of the deviations of the routes from the basic paths calculated
at the initial point for map hill (a) and tunnels (b)
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experiments the study of the criterion of conditional transitions with an estimate of
5 and 10 steps.

Figure 6b shows using static and dynamic criteria, but when planning routes, the
estimated conditional criterion does not matter the depth of calculations, the result
differs by less than 1% and its use is always better than the initial paths. These results
are based on a large difference in energy costs whenmoving along each of the tunnels
of the map.

The study of the method of synthesis of the paths of the robot in the conditions
of spatial and situational uncertainty was carried out on the basis of two different
maps: hill (Figs. 3a, c, 4a–d and 6a) and the tunnels (Figs. 3b, d, 5a–d and 6b).
Three criteria are analyzed: static unconditional transition, dynamic unconditional
transition, and conditional transition with an estimate of a given number of steps.
The use of unconditional transitions for the map of hills (tunnels) gives an average
reduction in energy costs of achieving the goal by 25% (5%) and 30% (8%) of cases
and an increase of 34% (23%) and 21% (10%) respectively with static and a dynamic
estimate of transition time.When using the in-depth goal energy cost estimate, a fixed
number of steps reduces energy costs by 22% of cases for a hill map and 13% for
a tunnel map. The results are based on the geometry of the environment of robots
using the proposed method allows reducing the energy costs of movement in the
worst conditions.

6 Conclusions

The chapter considers the study of a trajectory synthesis method for a cyclic change-
able target in an environment with periodic dynamics of properties.

Pre-calculated trajectories that are optimal for static states of the environment
allow synthesizing routes that take into account the dynamics of the environment and
respond to asynchronous random events in the process of movement. The proposed
criteria for transitions between pre-calculated trajectories make it possible to plan
paths that are close to optimal from the point of view of energy costs.

Three criteria for the synthesis of cyclic routes of movement along pre-calculated
trajectories that are optimal for static representations of a periodic change in the state
space of the environment are considered. The use of unconditional transition for the
hill map (tunnels) on average reduces the energy costs of achieving the goal by 25%
(5%) and 30% (8%) of cases and increases by 34% (23%) and 21% (10%) with static
and dynamic estimation of transition time, respectively. Estimating the energy costs
of reaching the target in depth a fixed number of steps reduces energy costs in 22%
of cases for a hill map and 13% for a tunnel map. The obtained results reflect the
effectiveness of the method for all cases of traffic planning when using a conditional
transition. The study was conducted on two fundamentally different maps, reflecting
both continuous and discrete transition between optimal trajectories.

In further work, the method is modernized and studied in case of trajectory plan-
ning with random external effects.
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Intellectualization Methods of Population
Algorithms of Global Optimization

Anatoly Karpenko, Taleh Agasiev and Maksim Sakharov

Abstract We consider constrained global optimization algorithms that are adaptive
(self-adaptive) to the optimization problem being solved. We set tasks of paramet-
ric, structural and structural-parametric adaptation of these algorithms. We present
the following methods for synthesis of adaptive algorithms for global optimization:
tuning methods; control methods; self-control methods. We give some examples of
adaptive algorithms and the results of research of their efficiency.

Keywords Global optimization · Meta-optimization · Adaptive algorithms ·
Hybrid algorithms

1 Introduction

Problems of continuous global optimization arise in the fundamental sciences—
physics, chemistry, molecular biology, etc., as well as in many applied sciences.
Frequently, features of such problems are: nonlinearity, non-differentiability, multi-
extremity (multimodality), ravines, noisiness, lack of analytical expression (poor for-
malization) and high computational complexity of objective functions, high dimen-
sionality of the search space, complex topology of the range of acceptable values,
etc. As a rule, there is no a priori information about the specified features of global
optimization problems.

Due to these circumstances, we observe a continuous increase in the complexity
of algorithms for solving such problems, including intellectualization of these algo-
rithms. Thus,modern global optimization algorithmswidely use preliminary analysis
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and processing of problems to solve, including analysis of source data, dimension-
ality reduction of the search space, landscape analysis of the objective function, etc.
[1]. To achieve high efficiency, composite algorithms that combine various “simple”
optimization algorithms are used,—for example, the simulated annealing algorithm
[2], evolutionary algorithms, including genetic ones [3, 4], meta-heuristic algorithms
inspired by nature, such as the particle swarm algorithm [5], the bee swarm algo-
rithm [6], ant colonies [7], etc. For the same reason, preliminary selection (using
meta-optimization methods) of the most efficient optimization algorithm that allows
for peculiarities of the initial optimization problem [8] is widely used. To reduce the
number of objective function evaluations (the number of tests) during the process
of solving the global optimization problem, approximating models of the objective
function (meta-models, surrogate functions) are used [9]. Due to high computational
complexity of objective functions, parallel computing systems of various types are
used—systemswith common and distributedmemory, systems based on graphic pro-
cessor devices, etc. In general, we believe that the general trend is transformation of
global optimization algorithms into intelligent systems (intelligent decision support
systems) [10].

Thus, currently, when developing global optimization algorithms, one should
assume that they will work in uncertain and nonstationary conditions which are
caused, firstly, by uncertainty of the optimization problem being solved, and, sec-
ondly, by uncertainty and nonstationarity of the computing system being used. It
follows that these algorithms must be doubly adaptive: to the optimization problem
and to the computing system. We would like to point out that, generally speaking,
an adaptive system is a system that maintains efficiency when there are unfore-
seen changes in the properties of a controlled object, in control objectives or in the
environment, and this property of the system is provided by changing the operation
algorithm, the behavior program. Systems can be self-adjusting, self-learning and
self-organizing according to the adaptation method used [11]. We believe that adap-
tive algorithms for global optimization are the first step in development of intelligent
algorithms.

An algorithm that adapts to the computer system being used is called an algorithm
that is self-consistent with the architecture of this system. Some aspects of construc-
tion of self-consistent algorithms are considered, for example, in the publication [12].
In this chapter, we limit ourselves to global optimization algorithms that are adaptive
(self-adaptive) to the optimization problem being solved.

Intellectual algorithms for global optimization (I-algorithms) can use classical
trajectory algorithms and population algorithms as basic ones (B-algorithms) when
more than one candidate for solutions simultaneously evolves in the search space
[13]. Unless otherwise specified, by B-algorithms we mean population algorithms
for global optimization.

Traditionally, efficiency of B-algorithms is improved by meta-optimization meth-
ods [14]. If the result is an adaptive algorithm, then we believe it is correct to call this
algorithm intellectualized, but not “meta-optimized”. However, we use some terms
from the theory of meta-optimization in this chapter.
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Fig. 1 Classification of adaptation methods of B-algorithms

Adaptation of the B-algorithm can be realized at two hierarchical levels: at the
level of its free parameters; at the level of the algorithm structure (at the level of
its operators). In accordance with this, we distinguish between parametric adapta-
tion and structural adaptation of B-algorithms. Obviously, adaptation is also possible
simultaneously at the levels of parameters and structure—structural-parametric adap-
tation (Fig. 1). The parameters and/or operators that are varied during the adaptation
process are called the strategy of the B-algorithm.

We distinguish between static and dynamic adaptation. In the case of static adap-
tation, the found “optimal” strategy of the B-algorithm (B-strategy) does not change
during its operation. Dynamic adaptation assumes that the B-strategy is some func-
tion of the iteration t number of this algorithm (program adaptation) or a function of
its state

(
v1(t), . . . , v|V |(t)

) = V (t) = V (positional adaptation).
We define the following classes of synthesis methods for adaptive B-algorithms:

– tuning methods;
– control methods;
– self-control methods.

2 Statement of Adaptation Problems

We consider the basic problem of global constrained optimization (B-problem) of
the form

min
X∈DX

f (X) = f
(
X∗) = f ∗, (1)

where X is the |X |-dimensional vector of variable parameters (dimension of the
problem); DX ⊂ R|X | is the search space; f (X) is the objective function; X∗, f ∗
are the desired optimal vector X and the value of the objective function. The fitness
function of the problem (1) is denoted as ϕ(X).

Characteristics of the B-problem. The result of preliminary estimation of the
properties of the problem q = q(C) is a |C |-dimensional vector of characteristics
C = (

c1, c2, . . . , c|C |
)
of this problem. We distinguish a priori and a posteriori



140 A. Karpenko et al.

characteristics. A priori characteristics of a B-problem directly follows from the
definition of this problem, for example, the dimension |X | of the space of variable
parameters, the indicator of presence or absence of restrictive functions in defining
the DX space, the type of the objective and restrictive functions, the predicted number
of local extrema, etc. A posteriori characteristics of B-problems, as contrasted to a
priori characteristics, require computational cost for preliminary tests of the objective
function in the search space DX for the purpose of subsequent expert and/or automatic
estimation of test results. A posteriori characteristics include, first of all, those of the
objective function of the B-problem (1). Methods for estimating the values of a
posteriori characteristics of the objective function without using expert estimates are
called methods of landscape analysis [15].

Adaptation effectiveness indicators. Adaptation effectiveness criteria are called
effectiveness indicators. Generally speaking, adaptation problems (M-problems) can
be set as multi-indicator problems. We, however, limit ourselves to single-indicator
setting.

The following groups of effectiveness indicators of global optimization algorithms
are distinguished [16]:

1. performance (the number of arithmetic operations in the algorithm; the required
RAM);

2. reliability of the algorithm (estimation of probability of achieving the specified
accuracy of solution for a limited number of tests of the objective function—
success rate; degree of constraint violation);

3. the quality of the computed solution (the best computed value of the objective
function for a specified number of tests; the number of tests performed until the
specified accuracy of the solution is reached).

When solving problems of high computational complexity, the maximum number
of tests of the objective function is oftenfixed, and the best foundvalue of the objective
function is used as an effectiveness indicator.

To estimate the effectiveness of adaptation when solving B-problems of a certain
class, integral estimates of the given indicators are used—for example, their average
estimates. Productivity profiles can be used as integral estimates of effectiveness
[17].

The parametric adaptation problem. The vector
(
p1, . . . , p|B|

) = P of the
free parameters of the B-algorithm a = a(P) is called the B-strategy of the
algorithm a. The set DP of admissible B-strategies defines a set of algorithms
A(P) = {a(P), P ∈ DP}. The parametric adaptation problem is to find an “op-
timal” strategy P∗ of the algorithm a(P) for solving the given B-problem q(C) of
optimization. The effectiveness indicator of B-strategies for the B-problem q(C)

is denoted as e = e(q(C), a(P)) = e(C, P). Thus, we set the (single-indicator)
M-problem of static parametric adaptation in the form of

opt
P∈DP

e(C, P) = e
(
C, P∗) (2)



Intellectualization Methods of Population Algorithms … 141

Similarly, M-problems of program and positional parametric adaptation are,
respectively,

opt
P(t)∈DP (t)

e(C, P(t)) = e
(
C, P∗(t)

)
(3)

opt
P(V )∈DP (V )

e(C, P(V )) = e
(
C, P∗(V )

)
(4)

We note that theM-problems (2)–(4), as well as the B-problem (1), are continuous
constrained optimization problems.

The structural adaptation problem. Let the B-algorithm a = a(O) include a set
of operators oi , i ∈ [1 : |O|], for example, mutation operator, crossing operator,
selection operator, etc., if the matter concerns a genetic algorithm. Suppose that
oi, j , j ∈ [1 : |Oi |] is a set of possible realizations of the operator oi . The set of
admissible implementations of all the |O|-operators of the algorithm a forms a set
of admissible strategies DO = (

oi, ji , i ∈ [1 : |O|], ji ∈ [1 : |Oi |]
)
, which, in turn,

determines the set of B-algorithms A = {a(O)|O ∈ DO}. Using the introduced nota-
tions, by analogy with the M-problems of parametric adaptation (2)–(4) described
above, static and dynamic M-problems of structural adaptation can be set. The only
difference between these sets of problems is that the latter problems are discrete
constrained optimization problems.

The structural-parametric adaptation problem. Suppose that each of the variants
oi, j of the operator Oi has free parameters that form the vector Pi, j ; i ∈ [1 : |O|], j ∈
[1 : |Oi |]. For simplicity,we assume that the dimensions and ranges of allowed values
of all vectors Pi, j are the same and equal |Pi |, DPi respectively, so oi, j = oi, j (Pi ),
Pi ∈ DPi . In the introduced notations, the strategy of the B-algorithm turns out to
be dependent on the vector of parameters P = (Pi , i ∈ [1 : |O|]) and becomes a
structural-parametric strategy of the form O(P), P ∈ DP , whereDP = DP1 ⊕DP2 ⊕
· · ·⊕DP|O| ;⊕—is a symbol of the direct sum of sets. The set of B-algorithms, which
is determined by the specified set of structural-parametric strategies, takes the form
A = {a(O(P))|O ∈ DO ,P ∈ DP}. Using these notations, we can set M-problems
of structural-parametric adaptation of the form (2)–(4) which are problems of mixed
(continuous-integer) programming.

3 Tuning Methods

Tuning methods are based on preliminary analysis by a meta-program (M-program)
of the characteristics C = (

c1, c2, . . . , c|C |
)
of the problem q(C) using landscape

analysis. The M-program uses a database containing a set of B-programs that imple-
ment a certain set of non-adaptive and/or adaptive algorithms A = {ai , i ∈ [1 : |A|]}.
During normal operation, the M-program stores the following data in this database:



142 A. Karpenko et al.

the characteristics vector of the solved B-problem; the algorithm ai j ∈ A by which
the problem was solved; the corresponding estimation of the effectiveness indicator
e
(
C, ai j

)
.

When solving a new B-problem, the M-program (which implements the M-
algorithm) performs the following actions:

1. using the landscape analysis of the problem, it finds its characteristic values C ;
2. in the database it finds characteristics vectors C ′

1, . . . ,C
′
|C ′| close to C (in terms

of a proximity metric);
3. as the “optimal” algorithm, it selects the algorithm ai j

(
C ′
k

)
which provides the

best value of the effectiveness indicator e′ = e
(
ai j

(
C ′)).

It is important that parameter tuning methods allow predicting such effective
strategies of B-algorithms that were not previously used for solving B-problems
of optimization. On the basis of these methods the decision support systems are
developed for optimization algorithms selection and tuning [18, 19].

4 Control Methods

We distinguish the following classes of control methods:

– methods of deterministic control;
– methods based on hybridization of M- and B-algorithms;
– coevolutionary methods.

Methods of deterministic parameter control. For example, in the case of parametric
adaptation, the parameters of the B-algorithm are changed according to the a priori
desired rule (e.g., according to the 1/5 rule by Rechenberg) [20]. Adaptive algorithms
obtained in this way can hardly be classified as intelligent.

Methods of hybridization of M-and B-algorithms. In this case, the M-algorithm
is built over the B-algorithm and uses the data obtained in the process of the latter’s
functioning. The I-algorithm obtained according to such a scheme is a high-level
hybridization by embedding the M- and B-algorithms [21]. Most often, a genetic
algorithm is used as an M-algorithm in this case. For example, there is a research in
which a genetic algorithm is built over the particle swarm algorithm (PSO) which
optimizes free parameters of the B-algorithm of the PSO in the process of solving
the B-problem [22].

Let us explain the essence of hybridization methods by the example of the para-
metric adaptation problem. For the B-algorithm a(P) variable parameters are com-
ponents of the vector X ∈ DX , and the fitness function is ϕ(X). For theM-algorithm,
in this case, the vector of the varied parameters is P ∈ DP , and the fitness function
is the effectiveness indicator e(B).

Since the M-problem in hybridization methods is solved in the process of func-
tioning of the B-algorithm, the indicator e should formalize the current estimation
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of the effectiveness of the B-algorithm. For example, the current convergence rate
of this algorithm (to be maximized) could be such an estimate.

Coevolution methods are based on the use of coevolution of the rivalry type, when
subpopulations differ in search strategies [23]. The idea is that in the process of co-
evolution, more resources get more successful subpopulations, thereby determining
the optimal strategy of the B-algorithm, that is, the M-problem is automatically
solved.

We also consider the essence of the coevolution control methods for the B-
algorithm by the example of the parametric adaptation problem. Let the set DP be
discrete: DP = {Pi , i ∈ [1 : |DP |]}. Let us set up a correspondence of the algorithm
a(P) with a set of subpopulations S = {Si , i ∈ [1 : |S|]} in which the subpopula-
tion Si implements the B-algorithm a(Pi ) (that is, the algorithm with an admissible
strategy Pi ). The M-algorithm implements evolution of subpopulations S. We use
the best current value of the fitness function ϕ(X) achieved by subpopulations S as
an effectiveness indicator for this algorithm.

An important advantage of control methods in comparison with tuning methods
is the fact that the former allow to automatically synthesize dynamic B-strategies.

5 Self-control Methods

For the parametric adaptation problem, the idea of self-control by the B-algorithm is
as follows. The strategy parameters P are included in the vector of variable parame-
ters of the B-problem, thus increasing the dimension of the search space. The same
parameters are included in the fitness function of the I -algorithm, modifying the fit-
ness function of theB-problem.As a result, in the process of the population evolution,
the B-algorithm begins to perform the functions of the M-algorithm [24].

Let a(P) be the consideredB-algorithmwith the strategy P = (
p1, p2, . . . , p|P|

)
.

The vector of variable parameters of the B-problem is X = (
x1, x2, . . . , x|X |

)
, and

the fitness function is ϕ(X). We introduce the (|X | + |P|)-dimensional vector

X̄ = (X, B) = (
x1, x2, . . . , x|X |, p1, p2, . . . , p|P|

)
.

If the genetic algorithm is used as the B-algorithm, the first part of the corre-
sponding multi-chromosome X̄ is called exon, and the second part is called intron
[25].

In the introduced notation, the essence of the self-control method is in the fact
that the population S = (si , i ∈ [1 : |S|]) implements the B-algorithm a(P), using
the vector X̄ as coordinates of its individuals. The first and second parts of this vector
evolve in accordance with the fitness functions ϕ(X) i e(P) correspondingly.
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6 Example 1. Co-evolution Algorithm of the Particle
Swarm Co-PSO

The effectiveness of the particle swarm algorithm (PSO) largely depends on the
values of its free parameters and on the topology of the neighborhood space which
this algorithm uses [26]. The coevolution method can be used both to search for
“optimal” values of free parameters (the parametric adaptation problem) and to find
the “optimal” neighborhood topology (structural adaptation problem) [27, 28].

We consider the adaptive co-evolution algorithmCo-PSO [29] the basic algorithm
of which is the canonical algorithm PSO. The algorithm Co-PSO uses |S| of co-
evolving PSO sub-populations each of which, in general, has its own neighborhood
topology of particles and differs from other sub-populations by values of its free
parameters α, β, γ [27].

Free parameters of theCo-PSOalgorithmare: the resource sizen f—themaximum
allowable number of tests of the objective function; the adaptation interval �; the
penalty value np; the minimum allowable size of the subpopulation |S|min.

The main steps of the Co-PSO algorithm:

– asynchronous independent evolution of subpopulations;
– estimation of effectiveness of subpopulations;
– resource rearrangement between subpopulations;
– migration of the best particles (individuals) of the population.

Let us consider the specific steps for the Co-PSO algorithm.
Estimate of the effectiveness of the subpopulation Si is made on the basis of calcu-

lation of its fitness ei = ei (t) which is a measure of adaptation of the subpopulation
to the B-problem being solved. The fitness value is calculated by the formula

ei (t) =
�−1∑

τ=0

� − τ

τ + 1
di (τ ), i ∈ [1 : |S|], (5)

where di (τ ) = 1, if the subpopulation Si at the iteration t − τ included the best
particle in the entire population, and if not di (τ ) = 0.

Resource rearrangement is made on the basis of adaptation of subpopulations (5).
If the current value of fitness ei is maximal compared to the fitness of the remaining
subpopulations, then this subpopulation is recognized as the winner, and the rest of
the subpopulations—as losers. We rearrange the resource by reducing the size of
each of the losing subpopulations by the penalty value determined by the value np,
and by increasing the size of the winning subpopulation by a number equal to the
sum of the losers’ losses. Thus, the total population size does not change.

If the size of the losing subpopulation Si turns out to be less than the size of the
value |S|min, then on the next interval of adaptation � the size of this subpopulation
will be equal to

∣∣S′
i

∣∣ = max
(
np|Si |, |S|min

)
, i ∈ [1 : |S|].

If the subpopulation Si won on the current adaptation interval, then on the next
interval of adaptation �, its size is determined by the expression
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∣∣S′
i

∣∣ = |Si | +
∑

j

max
(
np

∣∣Sj

∣∣, |S|min
)
, i, j ∈ [1 : |S|], i �= j

Migration of the best particles is carried out according to the following scheme:

(1) particles of all subpopulations are combined into a single array and sorted in
decreasing order of their fitness values;

(2) to each of the subpopulations we transfer from this array the number of particles
proportional to the current size of this subpopulation.

In the paper [29] effectiveness of the Co-PSO algorithm was investigated, in
particular, by the example of the problem of optimal control of a spacecraft during
its descent in the Earth’s atmosphere. In the original statement, the problem is a three-
criterion problem of optimal control of a dynamic system, which is described by a
non-rigid system of four ordinary differential equations. The problem is to determine
the admissible control u∗(τ ) ∈ Du , τ ∈ [

0; τ̂
]
which provides the minimum to

optimality criteria f1(u), f2(u), f3(u) having the meaning of maximum overload,
deviation fromagiven point on theEarth’s surface andmaximumamplitude overload,
respectively.

We use the method of solving the specified multicriteria optimization problem
using additive scalar convolution of its particular optimality criteria (despite the
known disadvantages of this method). The resulting single-criterion optimal control
problem is reduced to the global optimization problem

min
U∈DU

f (U ) = f
(
U ∗), DU = {

U |u j ∈ [
u−; u+]

, j ∈ [1 : |U |]}

as follows:

1. we cover the interval
[
0; τ̂

]
with a uniform mesh with nodes τ j , j ∈ [1 : |U |];

2. at each of the intervals
[
τ j ; τ j+1

]
weapproximate the controlu(τ )with a segment

of a straight line passing through the points
(
τ j , u

(
τ j

))
,
(
τ j+1, u

(
τ j+1

))
;

3. we assume that U = (
u1, u2, . . . , u|U |

)
,

Computational experiments were performed for five subpopulations S1–S5, each
of which has “click-type” neighborhood topology of particles and parameter values
α, β, γ which are randomly uniformly distributed in a given interval. The following
values of free parameters of the Co-PSO algorithm were adopted: population size
|S| = 100; minimum allowable size of the subpopulation |S|min = 4; adaptation
interval � = 9; penalty value np = 0.2. In the process of initialization of the
population all subpopulations get the number of particles equal to 20. The vector
length |U | is equal to 50.

Figure 2 shows dependences of the number |Si | of subpopulations of the Co-PSO
algorithm in the function of the iteration number t . The graph of the function |Si |(t)
of the winning subpopulation S4 is highlighted in red.

Figure 2 shows that after the first adaptation interval, the subpopulation S1
becomes the leader. The winning subpopulation S4 takes the lead after the third
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Fig. 2 The number |Si | of subpopulations in the function of the iteration number: , ,
, , —subpopulations S1–S5, respectively

adaptation interval and maintains its leadership until the end of the iterative process
when the number of particles in it becomes equal to 84.

The diagram of values of free parameters α, β, γ of subpopulations S1−S5 is
shown in Fig. 3. It is noteworthy that the values of these parameters of the winning
subpopulation are closest to their recommended values [30] and are 0.9846, 1.13299,
1.6412, respectively.

It is known that singularity of the dynamic system under consideration is presence
of optimality of so-called zero-overshoot responses in it, when, within the limit,
control switches between its minimum andmaximum allowed values with an infinite

Fig. 3 Values of free parameters of subpopulations of the co-algorithm Co-PSO: �—parameter α;
�—β; �—γ
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frequency [30]. The results of the study show that the Co-PSO co-algorithm provides
amuch better approximation to the specifiedmode than the canonical PSO algorithm.

7 Example 2. Co-evolutionary Multi-memetic Algorithm
M3MEC

Thebase for the adaptive co-evolutional algorithmM3MEC[31] is a hybrid algorithm
basedon the simplemind evolutionary algorithm (SMEC) [32] and themulti-memetic
algorithm [33].

Adaptation in the M3MEC algorithm is performed at two hierarchical levels:

1. at the top level, adaptation is performed by tuning the parameters of the SMEC
algorithms, using the data about the objective function of the B-problem obtained
by landscape analysis methods;

2. at the lower level of the hierarchy, adaptation is performed on the basis of multi-
memetic hybridization of the SMEC algorithm with several local and global
search algorithms (memes).

The upper level of adaptation is static, which allows setting free parameters of
SMEC algorithms before starting to solve the B-problem. The lower level of adap-
tation realizes dynamic adaptation in the process of solving the B-problem.

The main steps of the M3MEC algorithm are:

– landscape analysis;
– tuning the parameters of SMEC algorithms;
– solving the B-problem by hybridization of SMEC and multi-memetic algorithms.

Landscape analysis of the B-problem is performed as follows.

1. We generate N of vectors Xr ∈ DX , r ∈ [1 : N ] whose components are uni-
formly randomly arranged in the area DX .

2. For all vectors Xr , r ∈ [1 : N ] we calculate the corresponding value of the
objective function fr = f (Xr ).

3. We sort the vectors Xr , r ∈ [1 : N ] by increasing values fr and uniformly split
the final set of vectors into |S| of subsets (groups).

4. For each of the groups Gi , i ∈ [1 : |S|] we calculate the value of its diameter
di—the maximum Euclidean distance between any two individuals of this group
(Fig. 4b).

5. Using the least squares method, we approximate dependence of the diameter di
on the number of the group i of linear function:

d̃(i) ≈ bi,1i + bi,0, i ∈ [1 : |S|]. (6)

6. The result of the landscape analysis of the B-problem are the diameters di of the
groups and coefficients bi,1, bi,0 of the approximation (6); i ∈ [1 : |S|].
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Fig. 4 Two-dimensional test composite function№ 1 from the set CEC’14 [34]: a decomposition of
domain DX into subdomains, basing on landscape analysis; b determination of the group diameter

We emphasize that at this stage of theM3MECalgorithm, alongwith the landscape
analysis, the domain DX is decomposed into subdomains. The novelty and originality
of this procedure lies in the fact that decomposition is carried out on the basis of
proximity in the specified subdomains of values of the objective function. The content
of the procedure is illustrated in Fig. 4 (it is assumed that the population S consists
of four subpopulations S1 − S4).

Tuning parameters of SMEC algorithms. The groupsGi , i ∈ [1 : |S|] are assigned
with subpopulations Si , i ∈ [1 : |S|]. The vectors forming the groupsGi , i ∈ [1 : |S|]
are identified with themain individuals of these subpopulations. Basing on the values
d(DX ), di and values of the coefficients bi,2, bi,1, bi,0, we determine the values of
free parameters of the SMEC algorithm for the subpopulation Si ; i ∈ [1 : |S|]. In the
paper [31] a heuristic algorithmwas proposed for determining values of the indicated
free parameters. In the space of these values, the algorithm allocates six domains,
each of which has its own set of values of free parameters of corresponding SMEC
algorithms. Each of these domains, ultimately, is determined by the singularity of
topology of the objective function in the part of the search space where the SMEC
algorithm evolves.

Solving B-problem by amulti-memetic modification of the SMEC algorithm. The
set of available memes is denoted as M = {

m j , j ∈ [1 : |M |]}.
To determine the meme that is the best for a given subpopulation Si , i ∈ [1 : |S|]

at a given step of its evolution t , the M3MEC algorithm uses hyper-heuristics based
on the selection function φ. This function is an additive scalar convolution of three
particular selection functions reflecting various aspects of meme quality:

ϕi
(
m j

) = λi,1 ϕi,1
(
m j

) + λi,2 ϕi,2
(
m j

)

+ λi,3 ϕi,3
(
m j

) → max, i ∈ [1 : |S|], j ∈ [1 : |M |]. (7)
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Here λ1, λ2, λ3 are weight coefficients (free parameters of hyperheuristics).
In the formula (6), the component φi,1

(
m j

)
formalizes the value of relative

improvement of the objective function of the B-problem at the current search point,
reached by the meme m j when used by its subpopulation Si .

The component φi,2
(
m j

)
has the meaning of probability of selecting the meme

m j by the subpopulation Si , regardless of its success. During the initialization of
the algorithm, all the probabilities φi,2

(
m j

)
are identical and equal 1/|M |. During

the evolution of a subpopulation Si , the value φi,2
(
m j

)
increases in proportion to

the number of iterations during which the meme φi,2
(
m j

)
was not used by the given

subpopulation. The component φi,2
(
m j

)
is designed to prevent stagnation of the

computational process with long-term use by the subpopulation of the same meme.
The component φi,3

(
m j

) ∈ [0; 1] allows to include expert knowledge in the
selection process. The component formalizes a priori user’s estimation of the meme
m j success.

Effectiveness of theM3MECalgorithmwas investigated in a significant number of
complex test problems [31]. With the help of this algorithm, according to the scheme
p. 5, two practical significant optimal control problems [35] were also solved:

1. optimal control of vaccination;
2. optimal control of thermally stimulated luminescence of polyarylenephthalides.

8 Conclusion

At present, it is probably early to speak about the extensive use of intelligent
algorithms and systems of global optimization. Such algorithms and programs are
only at the stage of their formation. Therefore, the algorithms presented in the work
should be called intellectualized rather than intellectual. The fundamental quality
of such algorithms is their adaptation to peculiarities of the B-problem of global
optimization without participation of the decision maker.

The chapter does not consider the important class of adaptive B-algorithms—
the class of algorithms that are self-consistent with the architecture of the paral-
lel computing system which is being used. However the algorithms of this class
are known—for example, a modification of the SMEC algorithm discussed above,
which is oriented to loosely coupled computing systems and allows the algorithm to
adapt to this system [36]. There are publications considering automated synthesis of
global optimization algorithms on the basis of PSO which are self-consistent with
the architecture of parallel computing systems based on graphic processor devices.
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Development of Models and Algorithms
for Intellectual Support of Life Cycle
of Chemical Production Equipment

Evgenii Moshev, Valeriy Meshalkin and Makar Romashkin

Abstract The article gives the statement of tasks necessary for automation of pro-
cesses of adoption of intellectual decisions on the integrated logistic support of
chemical production equipment, the solution of which is aimed at creating a cyber-
physical system of the life cycle of the equipment. An example of formalization of
this equipment life cycle with the help of functional modeling methods is given.
There are given the models of knowledge representation about the equipment in
a form of frames, and also—the processes of adoption of intellectual decisions on
integrated logistic support of the equipment in a formof production rules. A heuristic-
computational algorithm that allows automating the determination of classification
characteristics of the equipment according to the degree of danger of the working
substance is presented.

Keywords Cyber-physical system · Integrated logistic support · Frame ·
Production rules · Heuristic-computational algorithm · SADT-model · Functional
model

1 Introduction

To ensure the process of continuous improvement of quality of integrated logistics
support (ILP) of chemical production equipment undermodern reality conditions and
the level of technology development, it is necessary to process a significant amount
of information arising at all stages of the life cycle of this type of equipment with the
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usage of promisingmethods andmechanisms, namely, using cyber-physical systems.
Creation of such a system of the life cycle of chemical production equipment for its
further application in activities of chemical industry enterprises is inextricably linked
with the need to develop models and algorithms with the help of which it is possible
to solve actual ILP problems of this industrial equipment arising at various stages of
its life cycle.

One of the most important tasks of integrated logistics support [1, 2] of industrial
equipment ismodeling of engineers’, technical, organizational and technological pro-
cesses for making intelligent decisions as a necessary condition for computerization.
In accordance with State Standard of the Russian Federation GOST R 53394-2009,
the ILP in the article refers to a set of types of engineering activities carried on
through management, engineering and information technologies that provide a high
level of performance readiness of industrial equipment (in particular by the features
determining readiness of performance, that is, reliability, durability, ability for main-
tenance, serviceability and repair technological effectiveness, etc.) at a simultaneous
reducing operating expenses [3, 4]. ILP of industrial equipment is a complex orga-
nizational and technological process that contains not only a large number of system
interrelationships between different processes for making intelligent decisions but
also special industrial requirements for nomenclature and methods of performing
these ones. Among the ILP processes of chemical production equipment that require
intellectual decision-making, we can distinguish the following:

• determination of features of equipment classification according to the degree of
hazard of the working environment;

• selection and calculation of characteristics of structural elements of the equipment;
• selection and calculation of characteristics of welded and flange joints;
• determination of the characteristics of electric-arc welding and the weight of weld-
ing electrodes;

• formation of a structured list with the equipment data;
• calculation of the frequency spectrum of pressure pulsations generated by piston
compressors in adjacent pipelines;

• determination of characteristics of structural elements of equipment, not included
(missing) in the passport and technical documentation, on the basis of a set of
introduced (known) characteristics;

• verification of the values introduced into the passport and technical documentation
of equipment of chemical production, and their structural elements on conformity
to the requirements of normative and technical documentation.

Currently, the implementation of above processes is carried out mainly manually
or with the help of non-specialized software, which requires significant amounts of
time and involves a large number of errors, presence of which decreases quality of
ILP, and, consequently, leads to reducing profitability indicators and industrial safety
of chemical production.

Preliminary analysis of intellectual decision-making processes for ILP equipment
of chemical production showed that their formalization is impossible without the use
of methods of artificial intellect theory [5, 6] and mathematical modeling.
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Analysis of scientific and technical literature, particularly in the field of aircraft
industry [7], building [8], studies of dynamic equipment [9], engineering [10], pro-
duction planning [11, 12], design of systems and databases [13, 14], as well as
analysis of current software [15–19] did not reveal the models, the algorithms and
the modes of computer program operating that can be used to automation the above
processes for making intelligent decisions on ILP of chemical production equipment.

Based on the above, the purpose of this study was to develop the models and the
algorithms that allow you to automate the fulfillment of processes of making intel-
ligent decisions on ILP for equipment of chemical production. This article presents
only a small part of the results of this work.

To achieve this objective, it was necessary to solve the following tasks:

• to carry out analysis of scientific and technical literature, normative and technical
and operational documentation, as well as the life cycle of chemical production
equipment as an object of modeling;

• to formalize life cycle (LC) of chemical production equipment as a system of
interrelated decision-making processes necessary for effective implementation of
ILP;

• to create models of knowledge representation about the equipment of chemical
production (digital counterparts of equipment);

• to develop models of knowledge representation about the processes by which
decisions are made on ILP equipment of chemical production;

• to develop algorithms that formalize decision-making processes for ILP equipment
of chemical production.

2 Analysis of Scientific and Technical Literature,
Normative-Technical and Operational Documentation,
and Life Cycle of Chemical Production Equipment
as an Object of Modeling

In the process of analyzing a significant amount of scientific and technical litera-
ture, normative and technical and operational documentation, as well as life cycle
processes of equipment of chemical production, the following provisions were estab-
lished:

• presenceof a largenumber of organizational and technological processes for imple-
mentation of which requires intellectual support during each stage of the life cycle
of equipment of chemical production;

• containing a considerable amount of routine operations in many organizational
and technological processes among which we can note a search of normative and
technical data, an implementation of engineering calculations, a fulfillment of
geometric representation of the elements that belong to the equipment of chemical
production, a formation of technical documentation;



156 E. Moshev et al.

• existence of the dependencies between characteristics of structural elements of
equipment of chemical production and working media, which in many cases are
discrete in nature and in general can be described by Eq. (1):

〈
Y f

〉 = (
k f,1, . . . , k f,i , . . . , k f,N

) = FPf , (1)

where
〈
Y f

〉
—a subset of characteristics of structural elements of equipment of chem-

ical production of f-type; f = 1, N f ), N f—a number of types of structural elements
of the equipment; k f,i—i-characteristic of the f-type of the structural element; Pf—a
subset of parameters of the equipment of chemical production and working media
required to determine characteristics of the structural elements of the f-type;

• formalization ofmany procedures formaking intelligent decisions on ILPof equip-
ment of chemical production bymeans ofmodels and algorithms used in the theory
of artificial intellect;

• feasibility of the usage of SADT-models to represent knowledge about organiza-
tional and technological component of decision-making processes;

• the relevance of using frame models to represent knowledge about the equipment
of chemical production and working environment;

• the advisability of the use of production models or of production rules to represent
knowledge about the processes by which decisions on equipment of chemical
products are made [20].

3 Formalization of Life Cycle of Chemical Production
Equipment

Formalization of life cycle of chemical production equipment as a system of inter-
related decision-making processes of ILP was carried out with the help of method-
ology SADT (Structured Analysis & Design Technique), described by David A.
Mark and Clement McGowan in his book “Methodology of the Structures Strength
Analysis and Design SADT”. This methodology widely used in the development of
complex systems is considered in the standards of the IDEF0 family, as an integral
part of CALS technologies and is used in many countries, including Russia, where
it is also known as methodology of functional modeling.

To simplify the overall formalization task, the complete SADT life cycle model
of chemical production equipment was reduced to three conditionally independent
models: a model of designed chemical production equipment, the one of themounted
one and that of an operated one (Fig. 1).

All the designed SADT-models differ with taking into account the complex rela-
tionships both within the stages of the life cycle of chemical production equipment
and between them. With the help of specially developed algorithms, these models
make it possible to carry out complex automation of ILP, as well as to ensure the
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Fig. 1 The diagram of the zero level SADT-model “To execute ILP of the operated chemical
production equipment unit” (CPEU): PD—project documentation; OD—operational documenta-
tion; RTD—regulatory and technical documentation; RD—repair documentation; IED—interactive
electronic documentation; MRO—maintenance and repair; DBMS—database management system

interaction of all the subjects of the life cycle of chemical production equipment in
a single information space. At these models usage the fulfillment of duplicate oper-
ations is eliminated and the speed of data exchange increases that promote quality
improvement and reduction the cost of maintenance and repair of chemical produc-
tion equipment. A complete description of the model shown in Fig. 1 contains 11
diagrams and about 60 functional blocks.

One of the most complex objects of ILP are piston compressors [21], this is
due to physical peculiarities of their work, namely, to the pulsation of the pressure of
compressed gas, that can become a source of increased vibration of pipelines adjacent
to the compressors. Pressure pulsation is an integral feature of piston compressors’
functioning and it is formed due to the periodicity of processes of inlet and outlet of
\compressed gases fromcompressor cylinders.One of theways to reduce the dynamic
impact of gas pressure pulsations on pipelines and on technological equipment that
is adjacent to compressors is the use of buffer tanks and smoothing diaphragms.
Calculation of buffer tanks is a complex engineering and technical task that requires
high qualification of specialists. Based on the above, the authors have also developed
models and algorithms which permit to automate the calculation of buffer capacities
and diaphragms.
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4 Development of Models of Knowledge Representation
About Chemical Production Equipment

An analysis of the equipment and the technological structures of chemical production
shows that it is logical to present knowledge about the chemical production equipment
in a form of interconnected frame models of three types: a general- technical type, a
technical and technological one and a structural one.

A general- technical model is a three-level network of frames and contains a set
of interrelated characteristics necessary for the description of chemical production
equipment as an element of hierarchical structure of an enterprise. A distinction of the
model is that it presents the characteristics of chemical production equipment, taking
into account global points of the junction for a specific technological installation of
coordinate with adjacent equipment and it permits to automate image of technolog-
ical installations of an enterprise in 3D mode as a single structure. As an example,
Fig. 2 presents the first level and a part of the second one of frame-prototype con-
taining the general technical characteristics of the vessel working under pressure as a
type of chemical production equipment. A blank field presented in frame-prototype
(Fig. 2) (Slot) is provided to enable a decision-maker, if it is necessary, to supply the
knowledge about a particular object or expand it.

The model of technical and technological type is a three-level network of frames
and contains a set of interrelated characteristics, for example: pressure and temper-
ature of working environment, test pressure, general passport and technical data,
records of the results of the repairs and of the audits, chemical composition of the
working environment, the group of chemical production equipment according to the
class of hazard. A set of the characteristics contained in the model was determined
by the analysis of scientific and technical literature, normative and technical and
operational documentation, which is formed throughout the life cycle of chemical
production equipment. The characteristics used in this model, as a rule, relate to
the unit of equipment as a whole, are indicated without correlation to the elements
of the structure of chemical production equipment and do not contain information
about its structural design and dimensions. The model of technical and technological
type differs with its taking into consideration the technological structure of chemical
production equipment and also with the requirements of normative and technical
documentation that permits to automate ILP of chemical production equipment, and,
therefore, to increase its quality.

The model of the structural type is a three-level network of frames and contains
a set of characteristics that describe chemical production equipment in a form of
an interconnected and purposeful combination of connected together standard struc-
tural elements (shells, bottoms, flanges, supports, pipes, fittings, transitions, bends),
which is intended to implement the technological processes occurring in chemical
production equipment. In addition to topological and geometric characteristics of
the structural elements, the model contains regulatory and technical requirements
for manufacturing these elements and their weight. The values of the characteristics
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Fig. 2 Frame-prototype “General technical characteristics of the vessel”: Dn—nominal diameter;
Pn—nominal pressure; 1…n—the relationship between structural components of the model

given in the model are used in the formation of drawings, diagrams, forms and speci-
fications of chemical production equipment throughout all the stages of the life cycle.
A distinction of the structural typemodel is that it permits to automate both the image
of the equipment in 3D and 2D modes and the formation of technical documentation
throughout all the stages of the life cycle of chemical production equipment.
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5 Development of Models of Knowledge Representation
About Decision-Making Processes for Integrated
Logistics Support of Chemical Production Equipment

As noted above, production models for representation of knowledge on the processes
for adoption of intellectual decisions were chosen. These models are widely used to
represent knowledge of various objects, including procedural knowledge (heuristics,
normative knowledge) [20]. Development of production models of knowledge rep-
resentation about the processes of intellectual decision-making was carried out by
means of analyzing scientific and technical literature; normative-technical, passport,
operational and repair documentation, aswell as taking into consideration knowledge
of experts of applied field and specificity of the stages of the life cycle of chemical
production equipment. In total, there have been developed over ten production rules
permitting to automate decision-making in determining a group and a category of
chemical production equipment according to the requirements of industrial safety, as
well as the structural characteristics of the elements of chemical production equip-
ment and pipelines, welded and flange connections, elements of fasteners. Models of
representation of knowledge about decision-making processes for integrated logistics
support of chemical production equipment differ in display of system relationships
between regulatory and technical requirements, various characteristics of chemical
production equipment and working environment, which allows to automate selection
and calculation of determined characteristics of chemical production equipment in
accordance with the requirements of normative documents.

Table 1 shows an example of production rules that allow automating the decision-
making processes in determining the characteristics of classification of chemical
production equipment, namely, the type of working environment and the group of
the vessel by hazard class. The following abbreviations and designations of vari-
ables are used in the table: CG, FL, CF—the names of combustible gases, the ones
of flammable liquids and those of combustible liquids respectively, adopted in the

Table 1 An example of a production model of knowledge representation about the type of working
medium and the group of vessels

I Working
environment: SI

Type of work
environment by
hazard class: TsI

Conditions of applicability Group of vessel:
GIOperating

pressure range,
MPa

Operating
temperature
range, °C

Pmin
I Pmax

I tmin
I tmax

I

1 Benzol Second class 0.07 320.1 −273 700 1

2 Butane CG 0.07 320.1 −273 700 1

3 Petrol FL 0.07 320.1 −273 700 1

4 Fuel oil CF 0.07 320.1 −273 700 1

5 Water water 0.07 2.50 −40 400 3
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regulatory and technical literature; Pmin
I , Pmax

I i tmin
I , tmax

I —the boundary standard
values of pressure and temperature of the working environment defining the sphere
of existence of the characteristics sought in the process.

Determining the typeof environment byhazard class is carried out by searching the
array of regulatory attitude RI = (SI , T sI ) the relationship that meets the condition
(SI , T sI ) ∩ S �= ∅ (2),

RI =
{
1, (S = SI )

0
; i f (RI = 1)then(T s = T sI ), (2)

where I = 1, d—an identifier of string in an array of regulatory attitude; d—a
number of strings in an array of regulatory attitude; SI , T sI—the reference values of
component of the working environment and the of working environment by hazard
class in I-relation; S, T s—a given name of the working environment and a sought
value of its type.

The definition of the vessel group is carried out similarly by searching the string
satisfying the condition in an appropriate array of normative reference relations (3),

(T sI , (PI , R2), (tI , R2),GI ) ∩ 〈T s, P, t〉 �= ∅, (3)

where R2—binary ratio, GI—a group of a vessel on the hazard class of the working
environment.

6 Development of Algorithms Formalizing
Decision-Making Processes for Integrated Logistics
Support of Chemical Production Equipment

In development of algorithms that formalize the decision-making processes for ILP
life cycle of chemical production equipment, the methods of discrete, linear, logical
and cyclic programming, the results of system analysis of scientific and technical
literature, normative-technical and passport-technical documentation, as well as the
knowledge of subject area experts [22] were used. In total, more than twenty nec-
essary algorithms have been developed. The algorithms are differed in displaying
the system relationships between heuristic and computational operations within the
ILP procedures, as well as in use of frame and production models of knowledge
representation, which allows automating intellectual decision-making processes for
ILP for chemical industries equipment.

An example of a block diagram of a heuristic-computational algorithm for deter-
mining the characteristics of the classification of chemical production equipment by
hazard class of the working environment is presented in Fig. 3. Following abbrevi-
ations and designations of variables are adopted in the flowchart: PKB—production
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Fig. 3 Block diagram of heuristic-computational algorithm for determining the characteristics of
the classification of chemical production equipment according to the degree of danger of theworking
environment
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knowledge base developed with the help of production models of knowledge repre-
sentation; D—a diameter determining a type of a pipeline; T and K—a type and a
category of a pipeline; Gs—working environment group by hazard class. An algo-
rithm differs in that the given values of characteristics of working environment (S),
pressure (P) and temperature (t), as well as the diameter (D) of the pipeline with
the help of frame and production models of knowledge about the characteristics of
chemical production equipment, permits to automate the definition of the working
environment group; type, group and category of pipelines, aswell as groups of vessels
in accordance with the requirements of regulatory and technical documentation.

7 Conclusion

Themain scientific contribution of thework is representation of the life cycle and ILP
of chemical industries equipment as a single system of interrelated organizational
and technological processes. An applied approach allows not only to improve the
quality of ILP, as an organizational and technological process, but also eliminate
duplication of most processes and the operations performed at all the stages of the
life cycle of chemical production equipment.

As a result of the work with the help of the methods of system analysis there were
developed:

• SADT-life cycle models of chemical production equipment as a system of inter-
related organizational and technological procedures of ILP. The models differ by
taking into account the complex relationships between the procedures for making
intellectual decisions at different stages of life cycle of chemical production equip-
ment and with the help of special models and algorithms they allow to fulfill the
complex automation of ILP, as well as to ensure the interaction of all the subjects
of the life cycle of chemical production equipment in a single information space.

• Framemodels of knowledge representation about chemical production equipment.
The models are distinguished by taking into account the general technical, tech-
nological and structural characteristics of chemical production equipment, which
allows automating: an image of a process facility as a single structure; an image of
equipment units in 3D and 2Dmodes; making intellectual decisions and formation
of technical documentation for ILP of chemical production equipment.

• Production models of knowledge representation on decision-making processes
for integrated logistics support of chemical production equipment, which differ by
display of system interconnections between regulatory and technical requirements,
characteristics of chemical production equipment and working environment that
allows to automate selection and calculation of the required characteristics of
chemical production equipment, in accordancewith the requirements of regulatory
documents.

• Heuristic-computational algorithms which enable to automate decision-making
processes for integrated logistics support of chemical production equipment. The
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algorithms differ by displaying the system relationships between heuristic and
computational operations within the ILP procedures, as well as the use of frame
and production models of knowledge representation, which allows automating
intellectual decision-making processes for ILP of chemical industries equipment.

Developed and described in the article models of knowledge representation, and
heuristic-computational algorithms will allow to carry out complex automation of
many procedures for making intelligent decisions on ILP of chemical industries
equipment. Their inclusion in the systemofmanagement of the cyber-physical system
of the life cycle of chemical production equipment will ensure high quality of ILP
of this equipment, and, consequently, high profitability and industrial safety of the
chemical industry enterprises.
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Simulation of the Multialternativity
Attribute in the Processes of Adaptive
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Abstract This article is devoted to the expansion of the ideas of evolutionary cyber-
netics to the problems of cyber-physical systems design. The main objective of such
design is to reproduce the ability of an adaptive evolution that is proper to biological
systems in the cyber-physical systems. This ability specific to biologic systems pro-
vides their sustainable development in a wide range of criteria of their functioning.
More and more, the principle of variety of the processes running simultaneously
in a complex system becomes the principal mechanism of realization of adaptive
evolution. Mathematical representation and the analysis are made of this mechanism
of variety in biological structures of various level of complexity. For pre-biological
structures, the evolutionary value ofmultialternativity is explained in the processes of
their streamlining and self-copying. Evolutionary models of the elementary macro-
molecules–quasitypes and the model of a syser with linked matrixes are investigated.
It is shown below that the emergence and stable existence of pre-biological struc-
tures are possible as a result of a variety of the results of copying providing the cross
mutational streams as well as the general evolutionary progress of population in
general. As a model of the population evolution, its formal representation is offered
as the discrete uniform Markov’s process altering its state under the influence of
complementary streams of events in the external environment and accumulation of
a gene pool. For a vector of probabilities of these states the differential equation of
Kolmogorov was composed hence, its solution gave the chance to obtain a quanti-
tative assessment of a genetic variety’s role as an emergency condition of either the
evolution of biological population or its degeneration. The conclusion is made about
the significance of the property of multialternativity as the mechanism of realization
of the general cybernetic principles of creation the cyber-physical systems.
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1 Introduction

Generally, the cyber-physical system can be considered as a large-scale distributed
control system in which the physical and computing components function in sig-
nificantly various temporary and spatial dimensions. The distinctive feature of such
systems is the variety of behavioral strategy of each component and their close inter-
action for the purpose of performance of system-wide function [1, 2].

The definition of a cyber-physical system given above indicates the direct analogy
of the principles of its construction and functioning with biological systems whereas
their unique property is the ability to adaptive evolution. This ability provides bio-
logical systems gives them a possibility of steady functioning and development in
the changing environmental conditions.

As soon as this analogy exists, it allows using the laws of biological evolution
in the design of highly reliable and effective cyber-physical systems, including the
prevention critical situations in them which may lead to undesirable consequences.

Such design assumes the process of simulation, the development of models of
evolutionary processes in biosystems [3–6]. Creation of these models will undoubt-
edly allow first to study and then to reproduce the mechanisms and properties of
these processes in the cyber-physical systems [7].

The subject of this work is the property is multialternativity of evolutionary pro-
cess of biosystems [8–12]. The particular mechanisms of realization of the attribute
of a variety are offered to comprise the principles of modularity, variety, and division
of functions, multileveled of structure and functioning of systems [13].

Recognition of an evolutionary role of the multialternativity principles is not yet
supported adequately with the mathematical analysis of an influence of this mech-
anism on the adaptive properties of biological objects [14–16]. The results of this
analysis are given below for both the processes of the evolution of the pre-biological
structure preceding the emergence of life and for the higher, genetic level of evolution
which determines the processes and the development of species in populations.

2 Models of Evolution of Pre-biological Structures

The most recent idea that the process of emergence of life is actually the process of
streamlining and self-copying of the considerably stable molecular elements—the
replicators [17–19]. Let’s consider the role of multialternativity in this process.

Here is the investigation of the model of pre-biological evolution of macro-
molecules, or the model of quasitypes [18]:

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

ẋi =
(

wi −
n∑

j=1

(
wjxj

)
)

xi;
n∑

j=1
xj = 1; i = 1, n

, (1)
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Fig. 1 a Process of unstable evolution (1) for a population consisting of five elements with the
respective frequencies of occurrence x1, …, x5; b Formation of a population with a stable variety
(2) of the competing elements with the frequencies of occurrence x1, …, x5

wherewi—is the fitness degree (selective value) of amacromolecule of i type; xi—the
frequency of occurrence of the i type molecules in a population;∑n

j=1 (wjxj)—an average selective value of all types of molecules; n—a total number
of various types of molecules in a population.

The evolution process obtained using this model is shown in Fig. 1a, it demon-
strates that the type of molecules possessing the fitness degree above average value
forces out all other types up to their full extinction. In case of adverse changes of
the environment the death of the dominating species means the completion of an
evolution and loss of the initial set of macromolecules considered above.

Now we enter are components into the Eq. (1), these components∑n
j

(
ψijxj

)
describing by means of ψij coefficients the mutational streams in each i

type applied from the molecules of other types j �= i [18–20]:
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⎤
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⎦xi +
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j=1
j �=i

(ψijxj). (2)

At the same time even at small values of mutational streams the process of self-
copying undergoes the qualitative changes (Fig. 1b).

In Fig. 1b that has been obtained for an extremely small value of the mutations
parameter ψij = 0.001 it is shown that the process of evolution proceeds with a
certain distribution of the concentrations of all initial species and the formation of
their stable variety of composition. This distributed result received the name of a
quasispecies containing the evolutionarily stable variety of macromolecules with a
relatively close organization.
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Thus, as early as at the level of elementary macromolecules the variety in the
results of copying caused by its minor mutations provides the progress of the evolu-
tionary process, being, i.e. the necessary condition of the pre-biological organization.

Let’s now consider the more complex model of pre-biological evolution, namely,
the model of sysers containing in its own structure the elements of biological
organisms: a polynucleotide macromolecule (matrix) storing the information of the
structure, the enzymes (catalysts) of translation providing the synthesis of macro-
molecule’s construction elements according to this information, and the replication
enzymes performing the self-copying functions [20–22].

The process of macromolecules’ self-reproduction as a result of a mutual inter-
action of the specified elements is described by the equations:

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

ẋi = xi
n∑

j=1
(ajyj) − xi

n∑

k=1
xk

n∑

j=1
(ajyj);

ẏi = xi
n∑

j=1
(bjzj) − yi · 2

n∑

k=1
xk

n∑

j=1
(bjzj);

żi = xi
n∑

j=1
(bjzj) − zi · 2

n∑

k=1
xk

n∑

j=1
(bjzj),

(3)

where: xi, zi, yi—are the concentrations of nucleotidematrixes, enzymesof broadcast-
ing and enzymes of replication, respectively, in the i type syser, said concentrations
are subject to the conditions of constancy of their total amount.∑n

i=1 xi = 1,
∑n

i=1 (yi + zi) = 1; ai—the coefficients reflecting the speed of syn-
thesis of matrixes, and bj—is the speed of synthesis of the yj and zj enzymes.

The numerical solution of a system of the Eq. (3) confirms the lack of evolutionary
changes, i.e., the initial concentrations of matrixes do not change.

The reason is the homogeneity of a molecular population. Homogeneity of a
population results in its evolutionary stagnation.

Complication of the model (3) with the spatial division of sysers, which means
their placements in the phase-isolated clusters called the coacervates, where each
coacervate is the concentrate of sizers of only one particular type, thus making it
possible with a coacervate viewed separately to rewrite the Eq. (3) as:

⎧
⎪⎨

⎪⎩

ẋ = ayx − x(ayx + bzx + dzx);
ẏ = bzx − y(ayx + bzx + dzx);
ż = dzx − z(ayx + bzx + dzx),

(4)

where the coefficients a, b, d characterizing the synthesis speeds are individual for
each coacervate. The competition between coacervates is described by the equations:

v̇i =
⎛

⎝wi −
n∑

j=1

(wjvj)

⎞

⎠vi, (5)
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Fig. 2 a Emergence of the competition and natural selection as a result of the transition from
homogeneous fermental environment to the selective synthesis (5); b Formation of a population
with a stable variety of the competing elements with v frequencies by way of mutational streams
introduction into (5)

in which vi—is a share of the i type coacervates in their total
∑n

i=1 vi = 1; wi =
aiyixi + bizixi + dizixi—the coefficient characterizing the average speed of synthesis
of the i type coacervates, and

∑n
j=1 (wjvj)—the average speed of synthesis of all n

types of coacervates.
The result of the solution of (4), (5) is shown in Fig. 2a and it indicates the emer-

gence of a natural selection of the most adapted types of matrixes, whereas at the
same time, owing to the dominating synthesis of macromolecules of one type, a
stable evolutionary process of all set of coacervates is not launched. However, the
introduction in (5) of minor cross mutational streams ψij = 0.001 gives a chance to
receive the evolution process which is stable against the changes of external condi-
tions (timepoint t = 1000 in Fig. 2b), i.e., here the result received in the analysis of
quasitypes is confirmed: the evolutionary process is stable due to the mutations of
the selective value of macromolecules.

Thus, the analysis of models of a pre-biological stage of life evolution shows that
an emergence and a stable existence of themacromolecules capable to self-replication
requires the existence of a number of interconnected conditions:

• the existence of a certain variety of the competing types ofmacromolecules, includ-
ing those with a comparatively similar structure;

• intermolecular selectivity (differentiation) of adaptive and replicative mechanisms
of molecules of different types;

• compatibility of existence of macromolecules’ modifications, providing the cross
mutational streams and the general evolutionary progress of a population in general
when certain advantages of one element of a population are used by all other
elements.
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3 Models of a Population-Type Evolution

As Let’s pass to the analysis of an attribute of multialternativity on higher, molecular
and genetic levels of evolution defining the processes of emergence and development
of species in a populations [23, 24].

An empirically established necessity of the genetic variety of populations for their
stable existence is fixed formally in M. Eigen’s model [18]:

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

ẋi =
(

wi −
n∑

j=1

(
wjxj

)
)

xi;
n∑

j=1
xj = 1; i = 1, n

, (6)

where xi—is a relative share of the i genotype in a population; wi—a measure of
fitness of the i genotype to the existence in the environment.

If the enter average value of a measure of fitness w̄ is taken in consideration, then:

n∑

i=1

wixi = w̄, (7)

we can have the expression for the speed of its change:

˙̄w =
n∑

i=1

wiẋi =
n∑

i=1

wi(wi − w̄)xi. (8)

Taking in account ratio (7) we rewrite (8) as:

˙̄w =
(

n∑

i=1

xiw
2
i

)

− w̄2, (9)

from which it follows that for the whole population in general the speed of change of
fitness is proportional to its dispersion, i.e. homogeneous populations in the genetic
relation concede in their competitive fight to those populations which comprising
significantly the genotypes differing by their fitness. This conclusion is known as
Fischer’s theorem [17].

However it should be noted that the proof of this theorem stated in (6)–(9) results
from the assumption of a static condition of a population at which the variety n of its
genotypes is constant. This condition of biological system leads to the fact that, as a
result of an unlimited variety of changes of the external environment, the adaptation
of genetic resources of a population which «compensates» these changes shall be
gradually reduced.Thedescribed situation corresponds to the evolutionary stagnation
of a population and its subsequent inevitable degeneration, therefore it does not
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describe real attributes of biosystems. Therefore, model (6) does not correspond to
the objective of the research of an evolutionary process [25–27].

For the purpose of elimination of the specified shortcomings of model (6) it is
offered to present the process of a populational evolution in the form of the discrete
Markov process containing the Sij, i = 0, 1, 2…; j = 0, 1, 2…, N − 1, N conditions,
including:

• S0,0—the absorbing state designating a degenerate population with zero quantity
of individuals n(t) and zero probability of an exit of the population from this state;

• Si,1,…, Si,N—conditions of a population that are characterized by the boundlessly
growing variety of the i genotypes and the simultaneous growth of the volume of a
population which, in turn, is limited by the available food resources to some final
number of individuals n = 1, …, N.

Let’s enter the following parameters to the description of the process: parameter η

of the intensity of population’s growth, parameter λ specifying the intensity of the
stream of changes of the external environment and the intensity n·μ of the accu-
mulation of genetic changes in a population which resists to the stream mentioned
here.

The graph corresponding to Markov’s model of a population evolution process
described above is shown in Fig. 3.

The qualitative analysis of Fig. 3 shows that the population size decreases when
the intensity of accumulation of genetic changes n·μ concedes to the intensity of a
stream of changes λ of the external environment.

To make a quantitative assessment of this conclusion we use the circumstance
stating that the intensity of genetic changes μ is much more than the intensity of
population growthη (assuming that each individual in any population contains at least
several thousands of genes participating in the mutational changes). This conclusion
gives an opportunity to pass to the one-dimensional model of the considered process
(Fig. 4) specifying:
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Fig. 3 Evolutionary process graph in the population with a final number of individuals N
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Fig. 4 The one-dimensional
graph of the evolutionary
process in a population
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• S0—the absorbing state designating a degenerate population with zero quantity
of individuals n(t) = 0 and zero probability of an exit of the population from this
state;

• S1,…, SN—the states which characterize the growing number n characterizing the
size of a population and the corresponding growth of the variety of genotypes i;

• SN+1,…—the states characterizing a population with maximum value of its size n
=N. At the same time the accumulation of changes in a gene pool the intensityN ·μ,
which is necessary for the «compensation» of changes of the external environment
shall be continued without any limits.

For the model shown in Fig. 4 we have an opportunity to work out the differential
equation of Kolmogorov for the probabilities P(t) = [p0(t) p1(t) p2(t) . . .] of the
emergence of the corresponding conditions S0, S1, S2, . . .:

dP(t)

dt
= P(t) · �, (10)

where �—is an infinitesimal matrix of a species:

� =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0 0 0 0 0 · · ·
λ −(λ + μ) μ 0 0 · · ·
...

...
...

...
... · · ·

0 0 λ −(λ + N · μ) N · μ · · ·
0 0 0 λ −(λ + N · μ) · · ·
...

...
...

...
...

. . .

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

. (11)

The solution of the system (10) can be obtained in general as:

P(t) = P(0)e�t, (12)

including all initial parameters of model shown in Fig. 4 and being convenient for
the numerical analysis.
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Fig. 5 Dependence of a
probability p0 of the
population degeneration on
the intensity of a stream of
genetic changes
accumulation and on the
stream of external events
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A research of evolutionary process was conducted for the following numerical
values of its parameters: population volume N = 50; intensity of a gene pool stream
of changes μ = 1; intensity of a stream of changes of the external environment λ

= 25; matrix size [�] = 500 × 500 corresponds to the volume of the population
genotype it is deliberately chosen bigger than the population volume N = 50 which
corresponds to actual ratios in real biosystems.

Figure 5 shows the change of probability p0 of the emergence of an absorbing
condition S0, i.e. the process of degeneration of a population depending on its initial
size ninit and limited in this case from 0 to 50.

Analysing Fig. 5we can establish that the initial population size viewed separately
is not the defining factor for its successful development: the decisive impact is exerted
by the ratio of a total intensity of a stream of genetic changes ninit · μ in a population
and the intensity λ of the events in the external environment. It is obvious that as
soon as the volume of population of the boundary value N is achieved, the existence
of a biosystem can continue as endlessly when the relation N·μ/λ is considerably
large.

Figure 6 illustrate the changes in a populations with various initial size:

• at ninit = 40 the size of a population grows up to the maximum value N = 50,
which is followed by the unlimited growth of its genetic conditions S—from
smaller numbers to big ones 60…70….80…100…;

• at ninit = 10 the changes of a population have an opposite focus, viz., the transition
from the condition S10 to the states with lower number S8…S6…S1 and, at last,
there is a genetic conditions S0 with the probability p0 = 1, corresponding to the
degeneration of a population.

These obtained results mean that the reliable (in probabilistic sense) maintenance
of an evolutionary process in a system is possible at the considerable acceleration
of growth of its gene pool in comparison with the speed of change of environmental
conditions (in the reviewed example approximately doubled excess is required).
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Fig. 6 a Growth of population and its gene pool with an initial number ninit = 40; b Degeneration
of a population with an initial number of ninit = 10

Possible growth of population size accompanying this process makes a positive
impact on the growth rate of a gene pool. This fact is usually interpreted as an
existence of a critical population size, i.e., the lower bound of the number of its
individuals required for its evolution.

It should be noted that in the J. von Neumann’s theory of artificial self-replicating
systems similar idea of critical complexity is used, the «non-return point» of the
automatic machine designating the boundary level of system’s complexity below
which it is doomed to degradation.

The analogies noted above indicate a cybernetic community of the principles of
multialternativity that are carried out both in live and in lifeless structures.

Special attention should be paid to the important and oftenmissed attribute of evo-
lutionary process which is essentially defining the possibility of genetic alternatives’
accumulation and, as a result, a possibility of natural selection of the best adapted
genetic alternatives. This attribute consists in the discretization of the inherited signs
following, in turn, from the discretization of genetic structures. Dawkins [28] comes
to the conclusion that discretization of gene forms determines its high stability, i.e.,
its evolutionary «immortality».

An attribute of discretization of genetic structures is generalized now to the prin-
ciple of the block-and-modular organization and the evolution of molecular and
genetic systems according to which the evolution of biological formations of any
degree of complexity results from the combination of already existing, stably func-
tioning blocks-modules of the lower level of complexity [29].
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4 Conclusion

The comparison of structure and functioning of cyber-physical and biological sys-
tems indicates the direct analogy of these processes of adaptive evolution in them.

The analysis of mathematical models of adaptive evolution of pre-biological and
population biosystems given above makes it possible to establish that one of the
fundamental mechanisms of this evolution is the multialternativity.

At a pre-biological stage of emergence of life this mechanism is expressed in
the cross mutational variations of selective value of the macromolecules excluding
a complete dominance of only one type of them i.e. providing a mutual but also
the competing existence of various types of macromolecules. In the homogeneous
environment a stable replication of these molecules becomes impossible.

For biosystems at the level of populations the determining condition of the evolu-
tion is a growth of the genetic variety of a populationwith the growth speed exceeding
the speed of a stream of critical events in the external environment. The violation of
this condition caused, for example, by the decreasing population size below some
critical value, leads to its degeneration.

Thus, the evolutionary principles of multialternativity are the component of the
general cybernetic principles of the creation of cyber-physical systems providing the
unique adaptive opportunities to these systems similar to live biosystems.
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Abstract This chapter covers the method of experimental data analysis and pro-
cessing in cyber-physical systems for medical monitoring, control of manufacturing
processes andmanagement of industrial facilities. The suggestedmethods are used to
developmathematicalmodels of dynamic systemswith stochastic properties forman-
aging complex structural subsystems of cyber-physical systems. The most important
computational stage of the simulation is thereat the identification of multimodal (in
general) densities of the random variable distribution. A matrix conditioning anal-
ysis is herein suggested with minimizing relevant functionals of the identification
problem. For the method of identifying multimodal densities of random variable
distribution a matrix condition analysis is suggested with minimizing the relevant
functionals of the problem. It is shown that under ill-conditioning of the equiva-
lent system of equations an algorithm for regularization of solutions is needed. The
regularization of the basic method for identifying distribution densities based on
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1 Statement of the Problem

This chapter is concerned with the study of a universal method for identifying distri-
bution densities of stochastic characteristics and its modification under regulariza-
tion conditions. Regularization algorithms and methods are universal and applicable
to the study of complex structures with random properties (technology, medicine,
biology).

Cyber-physical systems (CPS) are in this regard of particular interest including
subsystems described by stochastic characteristics. Nonlinear dynamic properties of
similar structures, their evolution in terms of random processes and stochastic vari-
ables manifest themselves as complex (non-Gaussian, multimodal) distributions to
be subject to correct identification [1, 2]. Experimental information for this procedure
is usually provided by various sensors including those of the so-called “intellectual
nature”.

Such information on the law of characteristics distribution may further be used
to simulate a mathematical stochastic model for a local control object of a CPS
subsystem. The CPS global characteristics may also be identified during the control
process by the proposed method just in near real-time for solving any system-wide
problems. The considered approach at the level of algorithms and programs has
a modular, universal character. It is easily integrated into existing cyber-physical
systems. For example, it may be used to create an experimental-mathematical model
of the human gastrointestinal tract functioning when analyzing EGEG signals [1], to
develop systems for monitoring of critically important parameters of glass melting
furnaces or vibration stability of aircraft engines during their testing and operation.

The considered methods for identification of distributions are being continuously
evolved, improved. In particular, it is suggested to complete the method for iden-
tifying multimodal densities of random variable distribution [1–3] with a matrix
conditioning analysis while minimizing basic functionals with algorithmic integra-
tion of a solution regularization module there into (in case of ill-conditioning of a
problem).

As shown by computational experiments, some peculiarities in the singular spec-
trum of matrices of equations equivalent to minimized functionals may cause inad-
missible distortions of solutions.

Any probable ill-conditioning of matrices may result in unstable and erroneous
decisions making the procedure of restituting the random values distribution law to
be incorrect. Such peculiarities include the cases when a rapid decrease in singular
values to the level of 10−12 and below is noted in the singular matrix spectrum.
Furthermore, such instability may be caused by the assignment of an unreasonably
large number of steps in minimizing the functional.

When regularizing problems of identifying the random values distribution laws,
it is suggested to apply the classical RR-algorithm (epsilon-structuring).

The RR-algorithm is a version of the Tikhonov regularization method. In general,
this is an algorithm for solving one-dimensional inverse problems based on the
regularization method for Fredholm integral equations of the 1st kind.
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The Tikhonov regularization method [4] consists in the reduction of an integral
equation to a system of linear algebraic equations the solution thereof is sought under
restriction to the solution norm value. The selection of the restriction value depending
on the perturbation value is a major problem in the regularization method [5–12].
The desired solution for an integral equation is represented as a piecewise constant
function, i.e. vector ϕ, which coordinates are values of function ϕ(t) at n points on
the segment [a, b].

Using the numerical integration formula the integral equation is replaced by the
systemof equationsRϕ ≈ y, whereR is a relevantmatrix of size lxn, y is a vector com-
posed of l independent measurements of the observed function. Many publications
are devoted to solving unstable systems of algebraic equations with approximately
specified right-hand sides; in particular, there should be noted [13–15].

Since the RR-algorithm (ridge regression-algorithm) is methodologically most
developed as a stochastic regularization method (within the framework of a multidi-
mensional linear regression problem), the choice of this regularization method as a
more common one (as compared to the classical Tikhonov regularization algorithm)
is regarded to be reasonable and correct [16].

In future chapters, there will also be studied some original and modified methods
for the regularization of singular decompositions in solving ill-conditioned systems
of linear equations taking into account the above features. These approaches are
implemented in the form of algorithms and software (MATLAB) for the method of
identifying multimodal densities of random variables distribution.

2 Method of Solving the Problem

So, when minimizing the functional, it is necessary to solve the system of equa-
tions under constraint conditions [17] ‖ϕ‖2 = ∑n

i=1
ϕ2
i ≤ r2, that is equivalent to

minimizing the smoothing functional

Mα(ϕ) = ‖y − Rϕ‖2 +α ‖ϕ‖2,

where α is the constraint-compliant regularization parameter (Lagrange multiplier).
In terms of matrix operators, a regularized normal system is solved

(
RT R + αE

)
ϕ = RT y (1)

The RR-algorithm consists of the following steps:

1. ε—net is introduced in the system solution space, which consists of the following
vectors

V =
n∑

j=1

ε μ j

λ j
ψ j
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whereλ j andψ j arematrix eigenvalues and eigenvectorsRTR,μ j are random integral
values, ε is a scalar parameter assigning a step to ε-net.

2. With a fixed value of the parameter α, the normal system (1) is solved, ε-net node
is sought closest to the solution found for ϕα .

3. Further, the quality of the ϕα solution is assessedwith fixed α, which is composed
of the following two constituents: the estimate of the mean risk functional value
achieved on the vector Vα (the closest node of ε-net) plus the estimate of a change
in the value of the same function in the transition fromϕα toVα. The final estimate
[17] takes the form

J (α) =
⎡

⎣
1
l ‖y − R Vα‖2

1 −
√[

k
(
ln l

k + 1
) − ln η

]/
l

⎤

⎦

∞

+1

l
‖R(Vα −ϕα)‖2 ,

where 1 − η is the likelihood of this estimate validity, k is the number of linearly
independent nodes of ε-net satisfying the condition ‖V ‖ ≤ ‖ϕα‖.

The regularization parameter value α and the constraint valuer is determined by
theminimization of the estimate of J (α) forα and ε, thereunder the resulting solution
ϕα is optimal for a specified experimental data volume.

It is important to note that the RR-algorithm plots for regression problems ridge
estimateswhich are shifted but bestwith respect to the standardmean square deviation
(with some constraints by the value of an input data error) than the least-squares
method in the classical formulation [17]. These estimates are more stable than least-
squares estimates since the reduction in error variance caused thereby is more than
it is required for the compensation of offset entered.

The author’s modification of this algorithm is suggested in this chapter using the
MATLAB package, namely:

– the replacement of the algorithm for finding eigenvalues and eigenfunctions
(implemented through the standard EIGEN procedure in the FORTRAN system)
by the MATLAB package algorithm for computations by means of orthogonal
similar transformations with a matrix in the upper Hessenberg form and using the
QR-algorithm of Francis and Kublanovskaya;

– the replacement of the algorithm for solving the regularized SLAE (1) to find ϕα

with the transformation to a triangular form by the algorithm for system matrix
pseudo-inversion using the SVD decomposition;

– the generalization of the classical RR-algorithmwith the scalar parameter of global
regularization to a local version (this is amajor distinctive feature), thenα becomes
a random vector of a relevant dimension (n) with various components.

In the first two options, we get more economical and fast-acting algorithms to
simplify the software design procedure and also have the possibility to control the
stability of solutions.

In the latter case, a new original regularization option is suggested, when the
found optimal value α∗ serves as a scale factor to specify n samples of a uniformly
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distributed randomvariable on the segment [0, 1]. In this case at each step of the cycle,
the arrangement of the random vector projections in descending order is performed
and local regularization parameters are formed, the maximum component thereof is
approximately equal to (but does not exceed) α∗.

Further, this vector shall be substituted into (1) (where matrix “castling move” of
α and E has been made) to find a locally regularized solution for ϕ∗

α and to calculate
the empirical risk value on the resulting solution:

.1 2

ϕα
∗= −RyI lэ (2)

The stochastically optimal solution of system (1) shall be finally determined by
minimization (2). An approach associated with the simulation of disturbances and
the analysis of the subsequent reaction of a structure or a system is widely used
in computational practice. These methods are based on the classical Monte Carlo
algorithms and their current modifications [18].

To verify the work of the RR-algorithm and regularization programs, the solutions
of test SLAEs were performed with rectangular matrices of higher dimensionality.
The maximum matrix size was (315 × 190). As a test, there was studied the integral
equation solution using random-noise distorted measurements of the right-hand side
[17].

The integral equation algebraization reduces to a system with the number of
equations M= 210, number of unknowns K= 126. Matrix elements were calculated
by the following formula

A(I, J ) = [0.164 ∗ (I − 1) − 0 ∗ 328 ∗ (J − 1)]+;
I = 1, . . . , 210; J = 1, . . . , 126;
[. . .]+ = {x, x ≥ 0; 0, x < 0}. (3)

All non-zero matrix elements lie below the main “quasi-diagonal”, matrix A is
extremely ill-conditioned, rank (A) = 105, cond (A) = Inf (an infinitude in MAT-
LAB). Some results of solutions of SLAEs with matrix A (210 × 126) are shown in
Fig. 1.

Note that for version (b) the optimal regularization parameter α = 0.005, the dis-
crepancy with the optimal regularization parameter is d = 4.2549e−005. In version
(c) the perturbation level for each of six projections is ~7%, α = 0.50, d = 0.0025;
for (d) α = 0.05, d = 1.863e−004. The calculation time of a regularized solution
for each version is no more than 1.3 s.

As we can see in the Fig. 1 in the test example the “exact” solution has a locally
smooth but “impulse” form. The number of sign variations reaches six. Such prob-
lems are quite difficult for the correct solution recovery under conditions of right-
side projection distortion [19–22]. The suggested algorithms demonstrate sufficiently
high efficiency and speed.
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Fig. 1 Verification of the RR-algorithm for regularizing solutions of SLAEs with matrix A (210 ×
126): a the graphic chart for projections of the right-side unperturbed vector Y on the segment [0,
2π]; b the graphic chart for projections of the SLAEs solution in case of no Y perturbation; c the
solution for deterministic distortion of six projections of Y; d the solution for a random perturbation
of all projections of Y (the normal interference distribution law with zero mean and m.s.d. equal to
0.001); on the x-axis for (b–d)—solution projections readings

3 Algorithms and Singularities of Problem Solution
for RR-Algorithm Modification

The original regularization version, when the found optimal α∗ value serves as a
large-scale factor in the formation of local regularization parameters, has passed
testing on very complex examples.

Computational experiments in solving SLAEs with an approximately specified
right sideshow that this algorithm is not always effective. Thehigh algorithmaccuracy
is limited by the structure of the singular spectrum of SLAE matrices as well as by
the conditioning number (not more than 1012). Based on the accumulated experience
the author suggests for complex problems a more perfect algorithm (in the general
case of vectorial one) of RR-regularization.

The essence thereof is as follows. The stage is preservedwhen local regularization
parameters are formed and their maximum component is approximately equal to
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α∗. A situation may herewith occur when the “tail” of the regularization vector
contains, just by chance, too small parameters. The procedure of “cutting off” these
parameters founds the basis for a new algorithm. The randomness of the α∗ value
is simultaneously taken into account, which is determined by the random nature of
vector y of system R ϕ ≈ y (measurement errors or a parametric uncertainty factor
in the experiment).

To this end, the found optimal α∗ value enters the “stochastic cycle” (of 50–100
iterations) for multiple calculations of:

1. local regularization parameters (uniform distribution);
2. a solution of the relevant regularized SLAE;
3. finding the empirical risk value I�—formula (2);
4. determining a super-optimal vector of regularization parameters.

At each step of the cycle, firstly, a vector of local regularization parameters is
calculated; secondly, to the α∗ value, a proportionally small random variable is added
distributed according to the normal law with small variance and zero means. For
example, α∗ = 0.500, CL (i) = α∗ + 0.015 ∗ randn. Where CL(i) is the i-th
threshold value of regularization parameters, σ = 0.015—m.s.d. of perturbation.
Further, all local regularization parameters smaller than CL(i) shall be replaced by
this computed constant. The algorithm performs this operation at each step of the
stochastic cycle. The selection of the optimal regularization vector occurs as before
in minimizing the functional (2).

Thus, a stochastically stable and super-optimal solution is chosen: there are no
too small incidental values of local parameters. The level of smallness in replaced
parameters depends on the initial singular spectrum of a matrix. In fact, in the final
local parameters there is a combination of the following two distributions and two
versions:

– the uniform distribution for the “upper” parameters, when CL (i) is smaller than
α∗ and the “Gaussian threshold” for the “lower” parameters, i.e.CL(i) has the nor-
mal distribution and determines the constant, which replaces small regularization
parameters;

– when the random (Gaussian) valueCL(i) is higher thanα∗, we have one global con-
stant of the regularization parameter (the vector shifts to a super-optimal scalar).

The new algorithm of the vector RR-regularization has passed multiple tests on a
set of test problems of higher complexity, proved the high efficiency and computa-
tional accuracy for extremely ill-conditioned systems of equations. This algorithm is
recommended formatrices with conditioning number cond (A) > 1012 at significantly
higher levels of interference for the right side of the SLAE.

Many numerical results described below illustrate the new algorithm and its supe-
riority as compared to theSLAEsolution algorithmby the classicalTikhonovmethod.

We describe now the “technology” and stages of the proposed super-optimal
algorithm on the example of the above problem of solving an integral equation using
random-interference distorted measurements on the right-hand side. The algorithm
is implemented in MATLAB.
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The complicated system A x = Y is solved with the number of equations M
= 315 and number of unknowns K = 190. Matrix A elements are calculated by
formula (3) with I = 1, …, 315; J = 1, …, 190. The right side, as before, is assigned
by the expression Y = Y0 = sin4(x/2), 0 ≤ x ≤ 2π . Matrix A is extremely
ill-conditioned, rank (A) = 157, cond (A) = Inf.

Some results of solutions for SLAE with matrix A (315 × 190) are shown in
Figs. 2, 3, 4, 5 and 6. The initial perturbation for Y is thereat an interference with
a normal distribution law—zero mean and s.m.d. equal to 0.003 (i.e. Y = Y0 +
0.003*randn). The interference level is here three times higher than for the problem
with A (210 × 126).

Fig. 2 Verification of algorithms when solving SLAEs with matrix A (315 × 190): a the graphic
chart of the SLAE solution by the SVD algorithm in case of no Y perturbation; b “scalar” regularized
RR-solution with the initial perturbation of all Y projections; on the abscissa axis—readings of
solution projections

Fig. 3 RR-algorithm for vector regularization of solutions of SLAEs with matrix A (315 × 190):
a the graphic chart of regularized local parameters with the initial Y perturbation—the optimiza-
tion in the cycle by the classical Tikhonov functional; b the graphic chart of the super-optimal
regularization vector found by the minimum of the functional I�; CLOPT = 0.687
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Fig. 4 Regularized solutions of the modified RR-algorithm for SLAEs with matrix A (315 ×
190)—(test perturbation Y = Y0+ 0.005 * randn): a for local regularization parameters (Fig. 3a)—
optimization in the stochastic cycle by theTikhonov smoothing functional;bwhen the supra-optimal
vector of regularization parameters (Fig. 3b) found on the minimum of the functional (f.2)

Fig. 5 Verification of solutions of SLAEs with matrix A (315 × 190): a the graphic chart of the
SLAEs solution by the standard SVD algorithm without regularization—the initial perturbation
level of Y; b the identified distribution density of CL values in a cycle of 100 iterations for the
supra-optimal RR-regularization algorithm

Vectors of regularized parameters found as a result of optimizations (according
to A. N. Tikhonov and the super-optimal RR-algorithm) are used for solutions of
SLAEs with other perturbation levels, for example, Y = Y0 + 0.005 * randn. In this
case, the quality of the synthesized regularization algorithm is verified on random
independent variations. It is assumed that the test interference levels may exceed the
initial level.

We comment now on the results of a computational experiment, compare them to
the method of obtaining normal pseudo-solutions of SLAE (the method of singular
decompositions). Figure 2a represents such a solution for an exactly defined right part
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Fig. 6 Verification of the EC algorithm in solving SLAEs with matrix A (315× 190): a the graphic
chart for values of the Tikhonov functional when solving the SLAE—the initial perturbation level of
Y ); b the graphic chart for the system solution at the minimum of the classical Tikhonov functional

of the test system. Due to the primary regularization of the singular decomposition,
we have a smooth nearly ideal solution.

Figure 2b depicts a graph of a “scalar” regularized RR-solution for optimal α∗ =
0.500. Note that the initial α value was assigned to be equal to 5.0; the final one to
be equal to 1.10–4; the scale multiplier was equal to 0.10.

Figures 3b and 4b illustrate the choice of the best regularization parameters and
the super-optimal solution byminimizing the empirical risk functional using formula
(2).

For example,—(Figs. 3a and 4a) show versions of choice for the classical
Tikhonov smoothing functional.

With a specific interference level (0.003 * randn) the optimal regularization vector
shall be a particular case, which is a global parameter. For small interferences, the
algorithm provides the limiting properties of the regularization principle.

Numerous tests show that the proposed super-optimal RR-algorithm surpasses
the classical method.

Figure 5a shows the SLAEsolution using the standard SVDalgorithm (MATLAB)
with the initial perturbation level of Y. The saw-tooth “spread” of solutions even
with weak perturbations makes it impossible to use the SVD algorithm without
regularization.

The method for identifying the laws of random variables distribution elaborated
by the author of this chapter enables to restore the distribution density for CL values
in an iterative cycle of 100 steps (Fig. 5b), thus, confirming the correctness of the
suggested algorithm and its modifications.

Figure 6 provides the perception of what solution may be obtained if in the RR-
algorithm the ϕα solution quality and the Lagrange multiplier are assessed not by
the functional J (α) but by the classical Tikhonov smoothing functional [4]. The
minimum of this function is either weakly expressed in the case of small values
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of the regularization constant or there is an asymptotically slow decrease of the
functional Mα(ϕ) = ‖y − Rϕ‖2 +α ‖ϕ‖2.

It is seen that the suggested versions of theRR-algorithmmodifications surpass the
classical methods. If necessary, the modified solutions of the RR-algorithm may be
supplemented with a smoothing procedure of the arithmetic average of two adjacent
values. The total calculation time of the results given is no more than 10 s.

Regularization software modules are built into the basic module for identifying
random distribution densities in order to improve the operational reliability under
conditions when it is a priori known that a complex structure is identified with many
extremes of the multimodal distribution.

The elaborated algorithms are used in higher intricate applied problems. In par-
ticular, in restoring the distribution density of pore sizes in polymer membranes
when studying the morphology of their surfaces by atomic force microscopy method
(AFM) using the SPM-9700 scanning probe microscope (Shimadzu, Japan). Based
on the proposed method, algorithms and programs, the results obtained confirm the
multimodal density of the distribution of pore sizes and depth profiles.

The maximum scanning field of a microscope is an area of 30 × 30 μm in size.
The characteristic geometric dimensions of polymer membranes measured by the
AFM method are 3–10 μm, the pore sizes are several orders smaller. The obtained
results are stated in detail in the author’s dissertation thesis.

In biomedicine, the considered method has shown high-resolution properties by
the example of monitoring and stochastic analysis of EGEG signals from the actual
clinical practice [1]. The identification of local signal sections has revealed the uni-
versal characteristics of fractional Brownian processes—the multimodal distribution
of their parameters.

And multimodal stochastic characteristics contain information about the non-
equilibrium, non-linear dynamics of the state of the body organs and systems. In
this case, based on the density of local sections of the process there are calculated
moment functions, entropy characteristics, the studied therapy process is monitored
and expert health management systems are formed.

4 Results and Conclusions

The classical RR-regularization method is modified and implemented in the MAT-
LAB package, evaluated in test problems of relatively high dimensionality (matrices
of several hundred lines and columns).

It is shown that to obtain stable solutions with minimizing the basic functionals
(at the stage of solving the SLAEs), the algorithm regularization is required.

The regularization of the basic method for identifying distribution densities based
on the RR-algorithm was proposed and validated.

The classical RR-algorithm is developed within the framework of the original
author’s methods for vector regularization versions.
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Computational experiments in solving SLAEswithmatrices having a conditional-
ity number of 1012 or more confirmed the effectiveness of regularization algorithms.

The proposed approaches are important for the RR-algorithm development in
local regularization under conditions of giving a priori information about the type of
the identified distribution law and its structural features [23].

The scope of application for the developed regularization methods and programs
covers flying object control systems (spacecraft, aeronautics), the regulation and
control of complex technological processes, the monitoring of medical parameters,
the analysis of operators of singular decompositions andmultidimensional data arrays
of computational mathematics [1–3].
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Outlier Detection in Predictive Analytics
for Energy Equipment

Alexander Andryushin, Ivan Shcherbatov, Nina Dolbikova,
Anna Kuznetsova and Grigory Tsurikov

Abstract The method of data preprocessing used to predict the technical condition
of power equipment is described. Preprocessing implemented using neural networks
allows us to identify and eliminate outliers in the investigated data. An example
illustrating the proposedmethod of processing big data using bagged trees algorithm,
support vector machines and artificial neural networks is shown.

Keywords Predictive analytics system · Energy · Data preprocessing · Neural
network · Bagged trees · Support vector machines

1 Background

At present, the organization of repairs of energy equipment in its actual state is an
extremely urgent task [1]. In this regard, there is the task of forecasting the technical
condition of energy equipment for the timely implementation ofmeasures tomaintain
it in proper technical condition. The construction of an accurate prediction of the
time of failure of equipment (failure) will allow planning appropriate measures and
resources (financial, human, materials and machinery) to bring a specific piece of
equipment to the proper technical condition [2]. For forecasting, characteristics based
on expert knowledge formulated during the operation of equipment by heuristics
and the assumption that the dynamics of changes in a number of parameters indicate
equipment failure with a certain certainty after a certain time interval is mainly
used. Such systems are called predictive systems. Predictive analytics systems are
increasingly used in various fields due to the increasing capabilities of computer
technology for the software implementation of mathematical methods for processing
large data arrays. Big data are often not homogeneous [3]. Therefore, methods for
processing big data (Big Data) [4] and predictive analytics systems are inextricably
linked.
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In this study, big datawill be understood as unstructured telemetry information tied
to real-time readings and coming from ASKUE-level and SCADA systems, as well
as accounting systems (for example, fixing defects, diagnostic results, etc.), MES
(Manufacturing Execution System), ERP (Enterprise Resource Planning,), EAM
(Enterprise Asset Management) [5]. Big data and opportunities for their processing
should provide the power industry with a qualitative leap forward in the near future
[6]. In fact, the ability to process large data (along with the use of data from highly
qualified experts) can become one of the competitive advantages of a modern energy
enterprise. For most predictive analytics systems, the following structure is charac-
teristic [7]: data import into the system; data conversion and preparation; clustering to
identify the data that then enter the predictive (predictive) model; prediction of trends
and failures based on a predictive model. Predictive analytics systems and big data
processing methods are part of the technological basis of the industrial revolution or
Industry 4.0 [8].

In the predictive analytics systems, various methods are used to obtain and predict
the technical condition: the k-means algorithm and the auto-regression model for
predicting parameter values [8]; machine learning systems based on artificial neural
networks (INS) [9]; multi-agent approach [10]; deep learning methods [11] and
others.

2 General Scheme of Data Processing

The quality of solving problems with the use of SPA predictive analytic systems
in the energy sector and the efficiency of functioning of other enterprise systems
using forecast data depends on the processing of data that is implemented in modern
predictive analytic systems technological equipment for energy enterprises (Fig. 1).

The collection of large data is fraught with difficulties since they come from
various lower-level systems, for example, SCADA and/or AMR systems, as well as
higher levels, such as PLM, MES, EAM. At the same time, the data itself is non-
uniform, has different types, the structure of transmission and methods of storage.
One of the key subtasks for obtaining a forecast of the technical condition and other

Fig. 1 Processes of
processing big data in
predictive analytics systems

DATA
COLLECTION

DATA
PREPROCESSING

PREDICTIVE
MODEL

RELIABILITY
FORECAST
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indicators characterizing the operation of energy equipment in various modes should
actually be solved using the Industrial Internet of Things technology (IIoT) [12] and
goes beyond the scope of this work.

For the purpose of making predictions based on retrospective data, machine learn-
ing systems based on artificial neural networks (INS) can be used [13].

The methodology IDARTS (Intelligent Data Analysis and Real-Time Supervi-
sion) uses solutions based on knowledge and rules used for making decisions, iden-
tifying faults, potential deviations and other events that are critical for equipment
operation [10]. The practical implementation of IDARTS is a multi-agent system
where there are a number of agents who are responsible for monitoring equipment,
monitoring subsystems combining several pieces of equipment, etc. Agents are used,
for example, also in [9].

Methods of deep learning, for example, multilayered neural networks of various
types can be used to monitor operating conditions, identify incipient defects, diag-
nose root causes of failures [14], diagnose and classify equipment faults [15]. The
work [3] also discusses the need to form an intelligent maintenance strategy, which
will determine the current state of the equipment during its operation to predict the
maintenance activities. It is noted that a general recurrent neural network can be
used to predict the propagation of defects and estimate the remaining service life of
elements and subsystems.

In this case, the key subtask is data preprocessing, the purpose of which is to
obtain a general set of data as the basis for the synthesis or correction of a predictive
model and a forecast. The incoming data should be filtered out of outliers, noise, and
errors, as well as tied to the real time scale.

There are variousmethods and algorithms of emissions (and anomalies in general)
searching that can be used in the predictive analytics systems of energy industry
enterprises. These methods include:

– iterative methods or methods of convex hulls constructing [16], which eliminate
the need to fit a specific type of distribution (the constructed convex hull is removed
from consideration because the points that belong to it are considered emissions).
The complexity of these methods exceeds the rest;

– metric methods (for example, the LOC—Local Outlier Factor method [17]) are
based on the estimated distance of the sample element froma subset of the elements
closest to it. These methods do not work well with samples that simultaneously
contain two regions—a dense arrangement of parameter values and a rarefaction
region [18];

– clustering—splitting into clusters can be a way to isolate anomalies, in the sense
that outliers will belong to a small cluster that contains few values [19];

– spectral decomposition [18] uses the principal component analysis method (PCA)
and splits the set of parameter values into subsets of normal, anomalous values
and a subset of noise;

– classification considered in this paper allows us to assign measurements to one of
two classes (in the simplest case)—normal and anomalous values, and preliminary
information (i.e. training set) about the outliers is needed to construct a classifier
[20].
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Data preprocessing is important for obtaining a good forecast. For example, we
will demonstrate the implementation of the data emission search, as one of the stages
of data preprocessing necessary for predicting the combined-cycle power.

3 Method of Outlier Detection

As a baseline for predicting the power of theCCGT, the dependence of the total power
of the steamandgas turbines on the following indicators is used: ambient temperature,
pressure in the steam turbine condenser, relative humidity and atmospheric pressure.
The listed parameters are presented in the form of 9586 averaged per hour values
measured during the six years of the station operation at full load (from 2006 to
2011).

To build a regression model, it is necessary to exclude outliers from the data set,
i.e. items that are significantly different from the rest. Subsequently, data outliers
should be classified into data obtained as a result of unreliability of meter readings
and anomalies.

The described problemof detecting outliers of datawas solved, like a classification
problem, by applying the following machine learning algorithms: ANN algorithms;
decision trees begging algorithm; support vector algorithm (SVM).

Initially, a sample of the data needed to train the classification model was made.
To determine the composition of the sample was carried out correlation analysis
(Fig. 2).

It can be seen from the figure that the ambient air temperature and pressure in
the turbine condenser have the greatest effect on the power values: the correlation
coefficients are 0.95 and 0.87, respectively. Thus, having excluded from the study
information on atmospheric pressure and relative humidity of the air, the composition
of the training sample was determined. In addition, for learning, after presenting the
data in three-dimensional space, 100 elements were selected, among which it was
visually easy to determine the values of the parameters, markedly different from the
others.

The resulting dataset was labeled using the GOST R ISO 16269-4-2017 method-
ology as follows: power indicators, defined as outliers, were marked with 1; all other
values are marked with 0.

The feasibility of using the GOST methodology is that it is based on international
ISO standards used to search for outliers. The essence of this technique is to present
the available power versus temperature and pressure as linear regression and further
search for outliers by components Y, X1, and X2, where Y is the power value, X1 is
the ambient temperature X2 is the pressure in the steam turbine condenser.

Potential outliers for Y are determined by finding the studentized error and com-
paring it with the Student’s t distribution with the following parameters: confidence
level 0.995; the number of degrees of freedom k = n− p− 2, where n is the number
of elements in the sample, p is the number of variables affecting the values of Y.



Outlier Detection in Predictive Analytics for Energy Equipment 197

Fig. 2 Correlation analysis of investigated parameters

The potential outliers for components X are found by determining the parameter
h, which characterizes the distance between the value taken by the random variable
X at the i-th point and the arithmetic average of all n values taken by X. The sample
element is considered an outlier if the value of this parameter is less than the result
of the expression h ≤ 2 ∗ (p + 1)/n.

To establish the fact that potential outliers are real, the following values are deter-
mined: Cook distance; DFFITS indicator. Cook’s distance is subsequently compared
with the F-distribution indicator, characterized by parameters: a 50% level percentile,
a p + 1 value, a n – p − 1 value. In turn, the indicator DFFITS is compared with the
result of the expression 2 ∗ √

(p + 1)/n.
Another method for determining emissions, approved by the ISO standard, is the

method of determining the distance of Mahalanobis. This distance characterizes the
location of the studied element from the data set relative to the average value of the
set.

To determine the distance of Mahalanobis, initially, it is necessary to make a
p-dimensional vector X, consisting of observations: X = (

X1,X2,X3 . . . ,Xp
)T
.

The following actions determine the matrix of mean values for each observation:
M = (

M1,M2,M3 . . . ,Mp
)T
, and the covariance matrix, � of size p × p. Thus, the

required distance: MD = √
(X − M)T ∗ �−1 ∗ (X − M).
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It should be noted that to obtain a more accurate result, the estimates of M
and � must be determined using the method of the minimal determinant of
covariance. That is, the vector of average values and the covariance matrix are
determined not by the entire set of observations, but only by its specific part h,
which gives the covariance matrix determinant the smallest value. In this case,
the Mahalanobis distance is converted into the so-called robust distance: DR =√

(X − MMCD)T ∗ ∑−1
MCD ∗(X − MMCD), which is subsequently compared with the

expression:
√

ℵ2
0.995,p, where ℵ2

0.995,p is the percentile of the level of 99.5% of the

chi-square distribution with p degrees of freedom. If the resulting distance exceeds
this criterion, then the data element belongs to the outliers; otherwise, the element is
considered normal.

When using the described methods on identical samples, the result was the same,
i.e. among the 100 elements studied, 9 elements were defined as outliers, the rest
belonged to the set of normal values.

When solving theproblem, severalmachine learning algorithmswere used.Briefly
describe the principle of operation of each of them.

Initially, the decision bagged trees algorithmwas applied. This algorithm is a set of
algorithms: bootstrap aggregation (bagging) algorithm and decision tree algorithm.
The main learning algorithm is the decision trees algorithm.

The principle of operation of this algorithm is to build a classification tree, which
is used as a decision support tool [21]. At the nodes of the tree are signs that determine
the value of the objective function. The objective function in the problem in question
provides the answer: is this element of the sample an outlier or not. Its values, 0 or
1, are written on the leaves of the tree. The remaining nodes of the decision tree are
attributes that differentiate possible classification paths. For correct classification,
it is necessary to sequentially pass the decision tree to the leaves and obtain the
corresponding value of the objective function [22]. This will allow you to identify
a specific sample element as an outlier, or refer it to the set of normal values used,
subsequently, to create a predictive model.

An additional algorithm in the presented set ofmethods that are needed to improve
the accuracy of classification is bootsrap-aggregation (bagging). This algorithm ran-
domly varies the training sample and allows you to build several different decision
trees.

After that, certain weights are assigned to each value of the objective function and
the so-called voting between trees is performed. The results obtained, as a result, are
averaged, and the classification accuracy is improved.

4 Implementation and Results

When working on a training set, the accuracy of the algorithm was 92%, that is, 2
outliers from 9 and 90 normal elements from 90 were correctly identified (Fig. 3). In
addition, the resulting classification model was tested on a control sample consisting
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Fig. 3 The result of bagged
trees algorithm

of fifty elements. As a result of testing, the algorithm made 6% errors, i.e. correctly
classified 47 elements.

Also, to solve the problem, an SVM (support vector machine) algorithm with a
polynomial kernel function was used [23]. The essence of this method consists in the
separation of two classes, in this task: outliers and normal values, using a hyperplane.
Those vectors thatmost closely lie to the hyperplane and contribute to its construction
are support vectors. In general, if there is a training sample

{(
x1, y1

)
, . . . ,

(
xm, ym

)}
,

xi ∈ Rn, yi ∈ {0, 1}, then the classifying function F(x) = sign(〈w, x〉 + b) is built,
where w is the normal vector to the separating hyperplanes, b—auxiliary vector.
Thus, if the value of the function F(x)= 1, then the element is classified as an outlier.
In the case of F(x) = 0, the element refers to the set of normal values. In this case,
when solving the classification problem, it is necessary to choose such values of the
vectors w and b so that the distance from the hyperplane to each class is maximum.

However, the above classifying function is used in the case when two classes can
be divided linearly. In the framework of the task under consideration, the class of
outliers and the class of normal elements cannot be linearly separated, they have the
so-called linear inseparability. To solve this problem, it is necessary to transfer all
elements of the training sample to the space X of a higher dimension, where this
sample will be linearly separable. In this case, you must enter the kernel function:
k
(
x, x′) = 〈

ϕ(x),ϕ
(
x′)〉, which will display the data in a higher dimension [24].

In this problem, the polynomial form of the kernel function is used: k
(
x, x′) =

(〈
x, x′〉 + const

)d
. Thus, the classifying function dividing the data into outliers and

normal elements take the form: F(x) = sign(〈w,ϕ(x)〉 + b). The accuracy of the
support vector algorithmwas 88% on the training set. In this case, as shown in Fig. 4,
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Fig. 4 The results of SVM
algorithm

the number of correctly defined normal elements was 85 of 90, and the number of
correctly defined outliers was 3 of 9. Similar accuracy was obtained when testing the
algorithm on a test sample.

Finally, the problem was solved using the artificial neural network (ANN) algo-
rithm [25]. For outliers classification, a neural network of direct propagation without
feedback was configured (a multilayer perceptron with the number of neurons in the
hidden layer equal to 800). This architecture of the ANN was obtained in the course
of preliminary studies. A training samplewas sent to theANN input, then, in a hidden
layer, each element was assigned a certain weight and the incoming information was
processed, after which the classification data was sent to the network output. In the
event that any error was detected at the output of the network, weights were adjusted
and then the final answer was compiled.

As a result of the neural network operation, all outliers were correctly identified,
i.e. classification accuracy was 100%. In Table 1 shows a fragment of a table with the
results of the neural network on the test sample. In Fig. 5 a diagram with the results
of the work of the ANN on a set of training and test samples is shown. As you can
see, among the one hundred sampling elements, 9% of the outliers are determined
correctly, the remaining 90% of non-outliers data are also correctly identified. The
total accuracy, in the end, was 100%.
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Table 1 Identification of emissions using a neural network

Ambient
temperature
(°C)

Pressure in the
steam turbine
condenser (kPa)

Electric power
(MW)

Identification of
emissions by
ISO

Emission
identification
with neural
networks

8.34 4.077 480.48 0 0.0001

23.64 5.849 445.75 0 0.0005

29.74 5.69 438.76 1 0.9983

19.07 4.969 453.09 0 0.0003

11.8 4.066 464.43 0 0.0044

13.97 3.916 470.96 0 0.0067

22.1 7.129 442.35 0 0.0023

14.47 4.176 464 0 0.0002

31.25 6.951 428.77 0 0.0006

6.77 3.818 484.31 0 0.0045

29.3 7.004 426.25 1 0.9924

Fig. 5 The result of neural
network algorithm
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5 Conclusion

Thus, it can be concluded that to improve the efficiency of forecasting the parameters,
modes and technical conditions of power engineering equipment in the implementa-
tion of predictive analytics systems, it is advisable to use neural network algorithms
for searching and eliminating outliers in data. At the same time, it is worth noting that
a quick and efficient method for determining emissions is a classification in which
a training sample can be quickly organized using algorithms based on international
standards. As a further direction of work, it is necessary to indicate the synthesis
of algorithms for predicting the values of the current parameters characterizing the
modes of operation of power engineering equipment.
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Ontology-Based Model of User Activity
Data for Cyber-Physical Systems

Tatiana Shulga , Alexander Sytnik , Nikita Danilov
and Denis Palashevskii

Abstract The chapter focuses on the issue of modeling of user interaction with the
graphical interface of cyber-physical systems. The primary subject of the presented
study is users activity data, that is the user’s actions with system graphical interface
and their characteristics. This data is collected during the process of software testing
or experimental operation. An overview of existing ontologies of domain «Informa-
tion Systems Graphic Interface» is given. We propose an open model of user activity
data in the form of ontology based on the OWL 2 DL language. The main classes,
properties, and axioms of this model are covered in the report. This model differs
from the other existing ontologies in that it is focused on user activity data rather than
the interface and its elements. In addition, it is based on description logic SHOIQ
(D), whichmakes it possible to draw logical conclusions in the process of analysis by
experts of the system usability. We also present the structure of software developed
for user activity data collection which allows filling the ontology with specific data
on the user experience with the interface. As an example, we describe possible tasks
where the model and collected data can be used.
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1 Introduction

An essential step in the development of cyber-physical systems is the process of
evaluating the system for usability for the end user. Usability, according to ISO
9241-11:2018 [1], is the extent to which a system, product or service can be used
by specified users to achieve specified goals with effectiveness, efficiency, and sat-
isfaction in a specified context of use. Evaluation of the usability of the developed
system is mostly performed during the testing process or trial operation and consists
of two stages. The first stage aims at collecting data in the process of interaction
with the graphical interface of the system. This data includes actions performed by
users (mouse cursor movements, mouse button clicks, keyboard keys presses, and
so forth) and detailed characteristics of these actions (cursor coordinates, frequency
of presses, used keys). Such data is indicated by the well-established term “user
activity” [2–4]. The second stage is the analysis of this data by an expert in order to
identify problems regarding usability.

Ontologies have been proposed as models describing the process of user interac-
tion with the graphical interface of the system in recent years [5]. A brief overview of
some of those models is given in this chapter. In this chapter, ontology is defined as
a formal model of knowledge representation in a certain domain. The main elements
of ontologies are classes (basic concepts, entities), properties (connections between
concepts, predicates) and axioms (constraints on relationships between classes and
properties) [6]. The trends in knowledge engineering field suggest that web ontolo-
gies, as models of knowledge representation, have several advantages [7, 8]. They
are published on the web using standard languages, which significantly expands the
scope of their application and simplifies the process of appropriation and integration
of knowledge. In addition, ontologies are easily extensible. Any researcher may not
only freely use the model but also, if necessary, extend and modify it to fit his needs.

The de facto standard for representing ontologies on the web (that is, ensuring
their openness) is the languages and formats offered by the W3C. In particular, the
most popular language for representing ontologies isOWL2 language. This language
relies on the description logic, which allows for any ontology using the language to
utilize existing reasoners and tools.

In this chapter, we propose an open model of user activity data in the form of
an ontology-based precisely on the OWL 2 DL language. At the same time, we are
developing a model using the SHOIQ (D) description logic. It makes it possible to
build logical conclusions when conducting a broad class of studies by experts who
are involved in the problems of analysis of the activity of users of cyber-physical
systems.
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2 User Interface Ontologies Overview

We analyzed several ontologies describing the user interface and user interactions
with it [9–13]. We will dwell on the description of the most comprehensive and
significant of them.

Timothy John Berners-Lee, an English scientist, one of the creators of the world
wide web, the author of the concept of the semantic web proposed the User Interface
model (UI) [9]. The ontology is considerably simple (24 classes, 27 properties, and
4 individuals), but it includes important basic concepts from the domain of user
interfaces, such as Form, Field, and so on. The ontology representation in the form
of a graph is shown in Fig. 1.

Valeria Gribova in her chapter “The ontology model Graphical user interface”,
published in 2005 [10], proposed a much more complicated model, since the main
purpose of its use is the development of a declarative user interface model based
on universal standards of ontologies and the following automatic generation of exe-
cutable interface code. To describe the user interface model, she developed a detailed
ontology model “graphical user interface,” which describes the interface elements,
their properties and the relationship with each other to establish a dialog based on
screen forms with the user. The underlying general ontology includes more than 50
classes, where each class contain 10 or more properties. Among the various types of
visual tools of a graphical user interface (GUI), there are twomain groups—windows
and window controls, and three additional groups—control panels, window menus,
and auxiliary tools. A fragment of the model is presented in Fig. 2.

Fig. 1 Fragment of the ontology “User Interface”
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Fig. 2 Fragment of the hierarchy of elements of the GUI

Back in 1997, researchers Ann Blandford and Thomas Green suggested an onto-
logical model for creating sketches (Ontological Sketch Models, OSM) [11]. They
set a goal to develop an approach to evaluating the usability of software, which would
be based on the theoretical results of research of scientific communities but could be
used by design teams in the industry. Using the described approach, the expert forms
a structured, but a simple representation of the analyzed software based on a simpli-
fied model of ontology. The ontology of OSM covers three aspects of system design:
entities (eng. Entities), actions (eng. Actions), relationships (eng. Relationships).

Entity is a concept or object that the user needs to know (character, word, para-
graph, column width) and which has the following properties:

– Attributes. These are additional characteristics that an entity has. For example, a
symbol has a font, size;

– Accessibility; the level of understanding the user, device or system level and com-
mon;

– Relevance is the significance of an entity concerning a specific area or device. For
example, the word is relevant to the writing area of the text, and the scrollbar is
relevant to the text editor;
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– Visibility determines if a user can see an entity, whether it exists conditionally or
transparently;

– Disguise defines whether the entity has a clear name or symbol.

Action is what the user can do. An action has the following properties:

– Name of the action;
– The entities which the action is performed on;
– The effect, obtained after committing the action;
– Context which is miscellaneous contextual information.

Relationship describes a connection between entities. It has the following prop-
erties:

– Type of relationship. For example: “consists of,” “affects,” “restrict” or any other;
– Entities that are connected with each other by the relationship.

Therefore, most of the existing ontologies, and, in particular, those that were
described above, are models of the user interface or ways of user interaction with
the interface. But they are not suitable for accumulating user activity information
for the purpose of its following analysis. Besides, well-known ontologies do not
use descriptive logic, which does not allow these models to be used to form logical
conclusions in the course of conducting usability research.

3 User Activity Ontology

The main object of research in assessing the process of user interaction with the
graphical user interface of cyber-physical systems, including ease of use, is the so-
called user activity. User activity refers to actions performed by a user in the process
of interacting with the graphical interface of the system and characteristics of these
actions. Based on the analysis of existing standards in the sphere of usability (for
example, [1]), we have formalized the concepts of the subject area, identified the
classes required for presenting user activity data and the relationships between them.
The following is the description of the main classes of the proposed ontology.

Session class describes the period during which the user actively interacts with
the system. A session is determined by the time of the beginning and end of the time
interval, which is described by the hasStartDateTime and hasEndDateTime
properties, respectively. All events and other necessary information are being saved
during an active session.

The Device class describes the device on which the session was performed. A
session is bound with the device by the wasPerformedOn property; in turn, the
device is connected with the sessions launched on it by the wasUsedIn property.
The class is designed to store only necessary information about the physical device,
like, for example, the device name, which can be set with the property hasName.
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The user who performed the session is described by the corresponding User
class. Like the Device class, the User class stores the minimal essential infor-
mation about who executed the session. This information, in particular, includes the
user’s name, defined by the hasName property. The session is associated with the
user who performed it by the wasPerformedBy property. The user’s sessions are
encompassed under the performed property.

The base Event class is used to store information about the concrete actions
of the user in the graphical interface of the program system. The hasDateTime
property defines the time of each event.

To determine the kind of the event, the model implements a set of subclasses of
the Event class. At the top level of this classes hierarchy, the Event class is subdivided
into subclasses Action (ActionEvent) and Command (CommandEvent).

The subclasses of the ActionEvent class represent basic types of user action
events that come from mechanical operations of the user in the interface, like for
example, cursor movements, clicks, key presses, or interactions with a touch screen.
At the same time, these actions are not necessarily associated with the functions of
the cyber-physical system.

This way, the KeyboardActionEvent subclass is used to describe the inter-
action with a keyboard, as well as any other device that relies on the use of keys and
buttons. An additional subclass of TypeKeyboardActionEvent is introduced
to specify text input events.

For systems, interaction with which is built on the use of a pointer (cursor) in
combination with a computer mouse, trackpad, trackball, and other devices, there
is a general MouseActionEvent subclass. Its subclasses represent the common
types of events associated with the use of this method of interaction. In particular, the
ClickMouseActionEvent subclass describes a button press event (click). The
SingleClickMouserEvent and DoubleClickMouseEvent subclasses are
separated and describe single and double clicks, respectively, as the most common
variations of this type of events. The MoveMouseActionEvent class describes
pointer movement.

In the dedicated TouchActionEvent subclass there are the events that
are related to the usage of a touchscreen. The TapTouchActionEvent sub-
class describes the user touching a touchscreen surface, which is substantially
similar to the ClickMouseActionEvent event. Subclasses of this event
are SingleTapTouchActionEvent, DoubleTapTouchActionEvent,
LongTapTouchActionEvent, HoldTapTouchActionEvent. They
describe different options for tapping which are: quick single tap, double tap, long
tap, and touch and holds, respectively.

The SwipeTouchActionEvent subclass describes user interactions with an
interface when a user moves one or multiple fingers across the screen.

The CommandEvent subclass describes a command (GOST 34.320-96) which
is a user action intended for interacting with the functions of the cyber-physical
system.

The complete hierarchy of events types in the model is shown on Fig. 3.
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Fig. 3 Hierarchy of events types

We also have introduced new concepts such as Region which is a piece of the
user interface (for example, the entire window, or its particular part) and region
Variation. The definition of variations is necessary when analyzing an adap-
tive user interface when the appearance and functionality of a region are changing
depending on its size. For example, large buttons with detailed labels can be replaced
by smaller buttons with icons and with no labels. The variation is defined by a com-
bination of the width and height parameters of the image, or their ranges. This is
done using the data properties hasWidth, hasHeight, and also hasMinWidth,
hasMaxWidth, hasMinHeight, hasMaxHeight. The variation is associated
with the region by the isContainedIn property. All variations of the region are
determined by the contains property.

All events are associated with the region of the user interface in which they were
executed and the variation that was active at the time of the event occurrence of the
property isContainedIn. The collection of Variation events is determined by the
contains property. In addition, the hasInRegionX, hasInRegionY properties
are defined, which allows specifying the coordinate of the point in the variation of
the region (Fig. 4) where the action was performed. This is used for events related
to the pointer and the touch screen.

In total, we have identified 28 concepts, 27 connections between the concepts and
47 restrictions imposed on the common use of concepts and connections between
them (for example, Session wasPerformedBy exactly 1 User, which
means “A session can only be performed by one user”).
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Fig. 4 An example of variation of the region

On the basis of introduced formalized concepts an open datamodel of user activity
has been developed in the form of terminology using the SHOIQ (D) description
logic:

K = {C, R, T Box, RBox, D}

where C = {Ci }—a set of concepts (terms) of the subject area, for example:
Session, Device, User, etc.; R = {ri }—a set of domain roles (relationships
between concepts), for example: hasName, contains, etc.; TBox—a terminol-
ogy of concepts, a set of terminological axioms of the formC � D orC ≡ D, where
C and D are arbitrary concepts; RBox—a terminology of roles, i.e. set of termino-
logical axioms of the form R � S or Tr(R), where R and S are arbitrary roles and
D—the set of domains (data types) corresponding to the one defined by the W3C in
the XML Schema Definition Language (XSD).

The model is also presented in the form of the ontology using the language OWL
2 DL, which is based on description logic. The significance of this way of repre-
sentations is that ontologies published on the web in standard formats simplify the
process of distributing knowledge and reusing it. In addition, ontologies are clear to
read, since they can be visualized in the form of graph (Fig. 5). Classes (concepts)
are displayed as graph vertices, and the links between them (roles) are shown as arcs.
This ontology is explained in more details in [14].

Fig. 5 The main classes of the ontology
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Description logic allows us to apply the ontology (knowledge base) for a logical
analysis during the usability research conducted by experts. Let’s assume that we
have the logical concept “Did user X used the command Y?”. In order to verify if the
concept is valid, it is required to run the following expression in the given knowledge
base.

∃X∃Y User(X) ∧ Command(Y) ∧ ∃s. performed(X, s) ∧ ∃e. contains(s, e)
∧ ∃e. isCommand(e,Y)

The developed model is open and easy to extend or modify for representing
specific user activity data required by the experts during the process of solving a
wide range of tasks of analyzing user interaction with the system through a graphical
user interface. The collection of this data can be performed by the developers of any
system automatically by embedding special modules in the software for recording
user activity.

4 An Example of Software for Populating the Ontology

An example of such a module is the specialized application developed by the authors
[15]. It consists of two main parts: the module for data collection and the module for
data visualization and analysis

The main functions of the complex:

– data collection of user activity with the module that can be embedded in any
software based on the .NET platform;

– visualization of activity data in the form of heat maps, with the ability to customize
parameters (color scheme (palette); the radius of the circle; intersection distance);

– search for consecutive patterns of user activity and the calculation of the values
of their support, with the ability to customize parameters (classification function,
maximum pattern length).

Thus, the expert receives a toolkit that allows him to identify problems of the
user interface quickly and more thoroughly. The program complex consists of three
modules (Fig. 6).

– User Activity Client Library (UACL) is a software module for collecting user
activity data that is being embedded in the software in which data is to be collected.

– User Activity Data (UAD) are XML files generated by the UACL module during
application operation and activity data collection.

– User Activity Viewer (UAV) is a program for downloading, visualizing and ana-
lyzing user activity data.

This software solutionwas developed for use in graphical applications on the .NET
Framework. WPF (Windows Presentation Foundation) applications are supported.
Data collection module is a .NET Framework library named UserActivity.CL.WPF.
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Fig. 6 Component diagram
of the development software
complex

Data visualization and analysis module is a graphical WPF application which is
intended for reading data fromUADXMLfiles with it further visualization and anal-
ysis. It supports two ways of representing events which are events list and heatmap.
It is also capable of search for repetitive event patterns in users’ actions.

5 Approbation of the Model

The proposed model was tested in solving two types of problems: the production of
heat maps of user activity [16], and search for repetitive patterns of user activity [17].
In solving the latter task, in addition to the proposedmodel, themethods of intellectual
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analysis of associative rules and sequential patterns [18] were used, which allowed
experts to detect previously unknown patterns of user interaction with information
systems at lower time costs.

The developed model can be used for cyber-physical systems of various classes,
for example, for conducting experiments related to the graphics interface of modern
aircraft control systems. The actions of the pilot in the process of controlling the
aircraft or its onboard equipment are divided into certain phases. In general, it is the
detection and recognition of information, the evaluation of the situation, decision-
making, the implementationof actions.At all stages of this process, errors are possible
due to various factors of an objective and subjective nature, which require subsequent
correction. An example is a situation when the pilot has the intention to request a
map of the terrain at a specific scale to assess the situation. The pilot executes the
corresponding command, but makes an error and gets the wrong scale of the map.

To adjust the scale, the pilot needs to spend additional time resources to execute
another commandwith increased attention. Since we are talking about the interaction
of the user with the graphical interface and the execution of commands, the algo-
rithm for finding repetitive activity patterns allows experts to detect such patterns of
frequent and fast map switching. It can be argued that a change in the information
management system can reduce the time costs for the pilot to obtain the necessary
information, which may affect the outcome of a critical situation, as the crew has
more time to analyze the situation and make a right decision.

6 Conclusion

A data model in the domain of software user activity is proposed. Formalization of
the concepts of the subject area has been done. Classes that are necessary for the
presentation of user activity data and properties representing relationships between
them have been defined. The proposed model can be used to collect user activity
data and further analysis of this data by experts, as well as for automated analysis
using description logic. Approbation was performed on two types of tasks related to
the analysis of user activity, involving the use of software built on top of the model.
The advantage of the proposed model is its extensibility; any expert can add the
classes or properties he needs to work more efficiently. Authors express willingness
to cooperate in order to expand and refine the existing model.

The results of the work were used when performing research in the project part
of the state assignment of the Ministry of Education and Science of the Russian
Federation in the field of scientific activity—taskNo. 9.2108.2017/PC “Development
and experimental development of theoretical bases for the use of complexes with
unmanned aerial vehicles up to 500 kgwhen performing search and rescue operations
on the water”.
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Selection of Components of a Composite
Material Under Fuzzy Information
Conditions

I. V. Germashev , M. A. Kharitonov , E. V. Derbisher and V. E. Derbisher

Abstract The task of selecting components of a composite material from an indef-
inite set in the system “polymer matrix + filler + ingredients” is considered. The
initial information is fuzzy, therefore the formalization of the initial data and further
analysis were carried out using fuzzy numbers. At the first stage, a parametric space
is formed, describing the composite material as a multicomponent physical system.
Then, the index of compliance of each system parameter with the specified physi-
comechanical requirements was calculated, which made it possible to go over to the
relative dimensionless real values characterizing each component of the composite
material. The standard weighted voting procedure was used as an aggregate function.
The obtained numerical values reflect an integral measure of the conformity of the
ingredient as a component of the designed composite material. The results of theoret-
ical analysis expand and complement the mathematic support of profiled intelligent
decision support systems in the scientific and technical activities of the construc-
tor and technologist when modeling technical objects in conditions of uncertainties,
including linguistic ones. The chapter provides a general and particular solution.
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1 Introduction

Let us give a rationale for the problem. At present, fillers and modifying additives
are widely used for the ingredient control of the properties of a composite material
(CM) in the presence of a basic high-molecular matrix. Essentially high-molecular
compounds as individual substances are not recycled today—they are used to pre-
pare process mixtures. This particularly applies to multi-component CM of complex
composition. At the same time, the goals of directional, operational, economical reg-
ulation and optimization as the composition of the “polymer matrix (up to 100%) +
filler (0–95%) + additives (0–45%)” and processing technology are pursued, and a
wide range of operational characteristics [1, 2].

The solution of the multifactor task of optimizing the composition of CM, which
is fuzzy in its essence, today should be based on the “composition–property–quality–
application” dependence and provide for the choice of a certain amount and compo-
sition of ingredients with the necessary technical functions. Modern sets of ingredi-
ents today are represented very widely, so the design result is ambiguous engineering
solutions.

From the standpoint of the theory, raw CM, in other words, mixtures, should
be considered as complex multifactorial, multi-component physical systems (PS), in
which the composition, physico-chemical structure of PC and the interaction between
ingredients and the polymer matrix, depend not only on their nature but also from the
technological processes of their processing. They are difficult to give to theoretical
multifactorial modeling and identification and forecasting. Here the research tool is
the methods of system analysis.

It is clear that materials produced on the basis of polymers also fall into this circle
and are complex heterogeneous systems, which, according to processing technology
and structural features, can be divided according to established views [3, 4] about
the following groups:

– fiber-filled;
– dispersion-filled;
– with interpenetrating structures of continuous phases;
– mixed;
– volumetric (“3D”);
– layered (“2D”);

Taking into account the special modern scientific and technical and consumer
interest in nanotechnology, we separately distinguish CM of composition “polymer
matrix–additive (filler)”, which use 2D and 3D nano-substances—graphene, carbon
nanotubes and similar fillers-ingredients. They make it possible to obtain CM with
a number of unique properties [5, 6].

In thiswork, thefillers are not considered in detail—their range is relatively limited
and in this part there is a detailed set of theoretical and practical developments [7–
10]. Another thing is supplements. Today, their diversity, offered by the chemical
industry and under development, is very large and constantly growing [5, 11, 12].
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Superconcentrates, for example, are widely represented (2–5% of the mass of the
polymer matrix) [13, 14]. However, the number of problems associated with their
properties and the properties of a PC as a system object operating under conditions
of uncertainty also grows.

In general, PC additives on the production market can be divided into two classes:
technological (processing) and modifying (functional) related to the operation of the
polymer product. Let us note the main most common goals of their use in PC [15–17]
(the most relevant for modern conditions in bold type):

– generation and satisfaction of new needs of society;
– technology optimization;
– giving specific effects;
– durability extension (weather resistance, hydro resistance, frost resistance, crack
resistance, fatigue, chemical resistance, etc.);

– increase fire resistance;
– the expansion of the intervals of physico-mechanical characteristics;
– expansion of technical and ergonomic functions;
– regulation of shrinkage;
– improvement of surface properties;
– improvement of environmental friendliness;
– improvement of aesthetic properties;
– acceleration of drying and a set of normalized properties;
– saving resources.

The most important technical functions of additives with an indication of the
approximate content (without detail) are presented in Table 1.

The formation of a complete and relevant recipewith regard to the above goals and
properties has the feature that, for example, the virtual (pre-project) composition of
the CM, like the real one, is also amulti-component andmulti-factor complex system
with an uncertain number and quality of connections which is incomplete in nature

Table 1 Types of additives in
the PC

S. No. Technical function of the additive Content, mass %

1 Flame retardants 0–3.0

2 Antiseptics 0–2.0

3 Antistatic 0–3.0

4 Inhibitors 0–2.0

5 Dyes (pigments) 0–2.0

6 Hardeners 0–10.0

7 Plasticizers 0–45.0

8 Rheological 0–3.0

9 Lubrication 0–2.0

10 Stabilizers 0.1–5.0

11 Other 0–5.0
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and requires engineering support in technology for the implementation of the full
algorithm “CM design—practice” by means of consistent design and experimental
work. This, in addition to the above, may be the definition of additional conditions,
the nature of the co-ingredients, their concentration, technological and operational
characteristics, etc.

In connectionwith the above, let us point out that themanagement of the properties
of CM for creating new competitive technologies is possible only in a combination of
theoretical and empirical methods, while taking into account the multi-componentity
of CM and the variety of technologies for its processing, the following vectors of
design work are possible:

– pre-experimental heuristic identificationofCMas a systemand analysis ofmaterial
properties;

– design of the polymer matrix and its production technology (polymerization, poly-
condensation, modification, crystallization, structuring, etc.).

– the choice of composition and structure by varying the ingredients;
– regulation of technical functions and concentration of ingredients, taking into
account the interests of society.

The proposed route for developing a current CM in these conditions is shown in
Fig. 1.

Here, the ever-increasing complexity of CM with the intention of eliminating the
existing and emerging disadvantages, inaccuracies in the formulation of the tasks
themselves and the goals of their solution, some unstable properties of the polymer
matrices themselves and especially the ingredients, is of great importance. Today,
only the number of types of additives in the composition of the CM can be more than
thirty [18]. In this connection, in this area there are many questions and complex
decision-making problems under uncertainty [19].

Taking into account the basic concept of this work, let us point out that the current
stage in world practice in solving theoretical problems in the field of designing CM to
support decision making increasingly uses mathematical models and methods aimed
at structuring and summarizing the initial data to identify patterns of behavior for
systems under certain constraints and optimization of control actions. These models,
in turn, serve as mathematical support for information systems used by specialists in
planning, designing, and optimizing technological systems in the broad sense. One
of the options for identifying the properties of a CM involves solving a mathematical
programming problem, in which the consumer quality of a CM is the target criterion.

In this context, the management of QM properties can be differentiated according
to the following directions:

– variation of goals;
– variation of consumer functions;
– choice of polymer matrix;
– the choice of the physicochemical nature and quantity of ingredients;
– variation of the composition;
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– variation of technology;
– variation of operating conditions.

Certain achievements are on each segment.
One of the actively developing in this and other similar areas where multicompo-

nent systems are used is the use of fuzzy mathematics and its methods to formalize
the problem and data in terms of the mathematical model being developed. Here,
relatively recently [20], new opportunities have opened up for solving the problems
of PSmanagement. Thus, the foregoing shows the relevance of the theoretical choice
of both a separate and a set of CM ingredients to create the optimal composition.

2 Problem Statement

We formulate the problem of choosing the ingredient CM in general. Let there be
some polymer to create the material and product. It is necessary to identify the active
additives included in its composition in such a way as to affect the manifestation
of the x1, x2, …, xm of certain properties of Q1, Q2, …, Qm, respectively to the
properties shown in this composition. Moreover, the parameters x1, x2, …, xm will
be normalized in such a way that a change in property leads to a purposeful change
in the corresponding parameter.

Let here be a set of functional additives A1, A2, …, An, and each of them in a
certain way affects some of the specified properties. This influence will be described
by the formula x ′

i j = ai j x j , where i = 1, …, n is the number of the additive, n is
their amount, j = 1, …, m is the number of CM property, m is the number of CM
properties, aij is the coefficient of influence of the additive Ai on the jth property of
CM, xj is the manifestation of the jth property of the composition before adding the
additive to its composition, x ′

i j is the manifestation of the jth properties of the PC
after the introduction in the composition of CM additives Ai. In this case, we have

x ′
i j

x j
− 1 = ai j − 1 = qi j ,

where qij is the reduced coefficient of the impact of the additive Ai on the jth property
of CM,which, with a negative effect, takes negative values, andwith a positive effect,
takes positive values.

When modifying CM with a set of additives, we obtain

q j = x ′
j

x j
− 1, (1)

where qj is a certain reduced coefficient describing the cumulative effect of all addi-
tives on the jth property, x ′

j is the manifestation of the property Qj after modifying
with the complex of additives A1, A2, …, An, j = 1, …, m.
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In the context of solving this problem, we note that modern theoretical and exper-
imental achievements in the physicochemical chemistry of polymer composite mate-
rials (PCM) do not yet allow determining qj for an arbitrary set of additives. This
process is carried out by empirical methods so far and only for a specific composition
of CM with a specific polymer matrix. In the present case, the task is to identify the
qj estimate, which allows at least an approximate assessment of the cumulative effect
on the polymer and PCM of the additive set in the selected composition, that is, it is
conceptually necessary to give a theoretical assessment of the effect of the complex
(set) of additives A1, A2, …, An on the totality of q1, q2, …, qm.

If, for the evaluation of (1), we assume that the maximum possible cumulative
effect is the sum of the possible technical effects of the actions of additives,

q j ≤
n∑

i=1

qi j = q̄ j , (2)

where q̄ j = ∑n
i=1 qi j is the upper limit of the possible cumulative effect, j = 1, …,

m.
On the other hand, assuming that each additive does not affect the action of the

others, we obtain

q j ≥ 1

n

n∑

i=1

qi j = q
j
. (3)

Estimates (2) and (3) require an additional agreement that the complex of additives
is formed in such a way as not to impair the cumulative effect, i.e.

0 ≤ q
j
≤ q̄ j .

Thus, the cumulative effect of the additive complex can be described by a fuzzy
number [20]:

q̂ j (x j ) = exp(− (x j−q̃ j)
2

δ2j
ln 2), q̃ j =

q̄ j + q
j

2
, δ j =

q̄ j − q
j

2
. (4)

The task of optimizing the influence of the concentration of additives on the
properties of the polymer composition is reduced to the problem of fuzzy quadratic
programming

r(ĉ) = 1

2
ĉT Dĉ + lT ĉ → max

ĉi
,

n∑

i=1

ĉi ≤ p̂, ĉi ≤ p̂max
i , ĉi ≥ p̂min

i , i = 1, n,

(5)
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where r
(
ĉ
)
is the function of the level of influence of additives on the polymer com-

position, ĉT Dĉ is the negative definite quadratic form, l is the parameter determined
experimentally for the polymer matrix, ĉi is the concentration of additive Ai, p̂ is the
limit concentration of all additives in the polymer composition, p̂max

i is the maxi-

mum concentration of additive Ai, p̂min
i is the minimum concentration of additive

Ai required to obtain the physical reaction of the material.

3 An Example of Solving the Problem

Let us give an example of calculating the level of influence of additives on the
polymer composition. Let the composition of the polymer composition, consisting
of a polymer matrix and four additives, be given. Moreover, the influence of each
of the additives on the property of the polymer composition, which is expressed by
dependencies

q̂i j = −hi ĉ
2
i + li ĉi ,

where h = (−1;−0.5;−1.5;−1.05), l = (0.25; 1.25; 0.375; 0.5). In the context of the
proposed model, we obtain that dii = hi, dij = 0, with i �= j, i = 1, …, 4, j = 1, …,
4.Then we obtain

D =

⎛

⎜⎜⎝

−1 0 0 0
0 −0.5 0 0
0 0 −1.5 0
0 0 0 −1.05

⎞

⎟⎟⎠,

p̂min(x) = exp(−
(
x−pmin

i

)2

0.41 ln 2),
pmin = (0.01; 0.001; 0.03; 0.007)T ,

p̂max(x) = exp(−
(
x−pmax

i

)2

1.31 ln 2),
pmax = (0.14; 0.15; 0.1; 0.2)T .

(6)

In this case, it is assumed that the total share of additives cannot exceed 50%, i.e.
p = 0.5.

Conducting defuzzification of the components of the problem (5), we obtain the
problem of quadratic programming

r(c) = 1

2
cT Dc + lT c → max

ci
,

n∑

i=1

ci ≤ p, ci ≤ pmax
i , ci ≥ pmin

i , i = 1, n.

(7)

To find a solution to the quadratic programming problem, we use the Kuhn-
Tucker theorem [21]. We create the Lagrange function for the problem of quadratic
programming (7)
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L(c, λ) =
n∑

k=1

n∑

j=1

dkj ckc j +
n∑

j=1

l j c j + λi (p
min
i − ci ) + λn+1(p −

n∑

i=1

ci ). (8)

In our case, the objective function and the constraints of problem (7) are con-
tinuously differentiable functions with respect to the variable ci (i = 1, …, n + 1),
therefore the Kuhn-Tucker theorem can be supplemented with analytic expressions
determining the necessary and sufficient conditions for the existence the saddle point
of the Lagrange function for problem (7), that is, if the Lagrange function (8) has
a saddle point (c0; λ0) = (c01, …, c0n; λ01, …, λ0n), then at this point there are the
following ratios

∂L(c0, λ0)

∂c j
≤ 0, c0j

∂L(c0, λ0)

∂c j
= 0, c0j ≥ 0, j = 1, n, (9)

∂L(c0, λ0)

∂λi
≥ 0, λ0

i

∂L(c0, λ0)

∂λi
= 0, λ0

i ≥ 0, i = 1, n + 1. (10)

Introducing additional nonnegative variables yj (j = 1,…, n) and zi (i = 1, …, n
+ 1), converting inequalities (9)–(10) into equalities, as well as artificial variables
xi (i = 1, …, n + 1) in (10), necessary for the existence of a nonnegative basis, we
have

∂L(c0, λ0)

∂c j
+ y j = 0, c0j

∂L(c0, λ0)

∂c j
= 0, c0j ≥ 0, y j ≥ 0, j = 1, n, (11)

∂L(c0, λ0)

∂λi
− zi + xi = 0, λ0i

∂L(c0, λ0)

∂λi
= 0, λ0i ≥ 0, zi ≥ 0, xi ≥ 0, i = 1, n + 1. (12)

Thus, in order to find a solution to problem (7), it is necessary to determine a
non-negative solution to the system of linear Eqs. (11)–(12), which is equivalent to
solving a linear programming problem

G(x) = −
n+1∑

i=1

Mi xi → max
xi

,

∂L(c0, λ0)

∂c j
+ y j = 0, c0j y j = 0,

∂L(c0, λ0)

∂λi
− zi + xi = 0, λ0

i zi = 0,

c0j ≥ 0, y j ≥ 0, j = 1, n, λ0
i ≥ 0, zi ≥ 0, xi ≥ 0, i = 1, n + 1. (13)

where Mi > > 1.
Solving the linear programming problem (13) by the simplex method with an

artificial basis, we obtain the optimal composition of the composition

c∗ = (0.05; 0.15; 0.1; 0.2)T , r(c) = 0.301.
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This result suggests that, by varying the concentration of additives, while leaving
their composition unchanged, it turns out that the greatest effect will be achieved
when the concentration of the first additive is 5%, the second additive is 15%, the
third additive is 10%, the fourth additive is 20%.

4 Conclusion

The proposed strategy for choosing an additive in fuzzy conditions can be algo-
rithmized as a mathematical model and used to substantiate decision making when
choosing CM compositions based on varying ingredients from the available sets
(resources) in order to achieve the maximum possible PCM consumer quality level
under specific conditions.
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Abstract The article analyzes the current trends of digitalization for large inno-
vative industrial production, which are international, large-capacity, distributed in
different geographical locations and having several production lines at each plant.
Such trends of digitalization as predictive analytics and 6 sigmamethodology, which
includes Ishikawa diagram and DMAIC (definition, measure, analysis, improve-
ment, control) cycle, are considered. The novelty of the work lies in the application
of methods and technologies of intellectual analysis of large industrial data for pro-
duction of polymeric films and in the application of mathematical models that allow
online calculation of uncontrolled consumer characteristics of products (thickness,
color of polymeric films) and integrate them into one single system of data mining.
Developed software solution includes visualization unit, forecast unit, statistical data
analysis unit. Software solution allows us: determine the types of films with the best
yield; check the production data for normalcy; calculate process capability index;
calculate key performance indicators. Application and testing of the big data analysis
system on the example of large industrial Corporation Kloeckner Pentaplast proved
its efficiency.
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1 Introduction

Productions of polymer films are modern, international, the innovation and are char-
acterized by multiassortment, large capacity; continuity; a large number of data
sources (about 35 plants with several production lines on each of them); a large num-
ber of different data storages (BDE, Business Warehouse, SAP, OCS) which need
to be integrated among themselves; a large number of administrative and production
personnel (6300 employees making decisions); in the large volume of the accumu-
lated expert industrial information (one billion records); large number of controlled
information (>250 sensors); the total production of equal 1000000 tons of polymeric
products a year [1, 2]. The analysis of industrial productions showed that they are
characterized: imbalance of classes for the reason that defects on production arise sel-
dom; a complexity and existence of system communications which describe poorly
formalized information systems and difficult application entities of management that
leads to considerable complication of rules of creation of the formalized information
and analytical models describing patterns in data [3–5].

Polymer films found broad application in different areas: in food industry, in
medicine and in electronics. Themost important consumer characteristics of polymer
films are: color; width; film thickness; shrinkage value; existence of black points;
existence of destructive (brown) bands; existence of inclusions of unfused polymer;
existence of the modifier, cracks (the burst air bubbles) [3, 6]. On process, there
are indicators, which can lead to an abnormal emergency situation on an object—
reduction of material in a gap between rolls, break of a film [7]. Depending on a
scope, different requirements to consumer characteristics of a film are imposed to
polymeric filmmaterials (film thickness in the range from 25 to 1200μm, filmwidth
in the range from 100 to 2500 mm).

Digital transformation of the industrial industry consists of 4 stages:

1. Introduction of automated control systems for internal processes of the enterprise
(SAP system).

2. Creation of services for cloud computing.
3. Introduction of systems for the analysis of trends and forecasting of data.
4. Introduction of systems for training in precedents (machine learning).

At the current stage digital transformation is at the 4th stage and is planned to
complete digitalization by 2020. Introduction of systems for training in precedents
consists of 4 under stages: creation of storages of data; to create the module of
visualization of data; to increase productivity by means of innovative methods of
machine learning and to connect business processes with artificial intelligence.

Task of control for production personnel is search of values of the operating
influences and factors of production which provide implementation of requirements
to consumer characteristics of a polymeric film.

The purpose of work is development of a program complex which with use of
methods of machine learning, methods of the statistical analysis will allow to find set
of the operating influences and factors which provide performance of preset values
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of consumer characteristics of a polymeric film and to visualize set of characteristics
of industrial production in a form, ergonomic for administrative and production
personnel.

For the solution of objectives the methodology six sigma allowing to improve the
existing processes bymethods is used: DMAIC (Define,Measure, Analyze, Improve,
Control), Isikava’s chart, calculation of key performance indicators of process and
calculation of indexes of reproducibility of process.

2 The Formalized Description of Polymeric Film
Production Process Materials

The formalized description of polymeric film production process materials (see
Fig. 1) can be submitted as P(t) = {X(t), U(t), Y 1(t), Y 2(t), where: X(t)—vector of
input variables; U(t)—vector of the operating influences; Y 1(t)—consumer charac-
teristics which are controlled automatically; Y 2(t)—consumer characteristics which
are calculated by mathematical models}; X(t) = {Pt(t)—type of a polymeric film,
C(t)—component composition of raw materials, Cf (t)—equipment configuration;
Xf (t)—vector of criteria for comparison of samples of films}; U(t)= {UpE(t)—vec-
tor of the operating impacts of work of an extruder;UpC(t)—vector of the operating
impacts of work of a calender; UpR(t)—vector of the operating influences of the
pulling device}, where t = t1–tadjusted .

The vector of input variables includes: P(t) = {n(t)—flow index of the polymer;
μ—viscosity of polymer, Pa s; α(t)—relative change of the size of a film, calculated

Fig. 1 Description of polymeric film production process
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as an equation root; G0(t)—module of elasticity of material} S(t) = {M(t)—com-
position weight};Cf (t) {Ln—line number} Xf (t)= {Tqe(t)—requirements for com-
posite uniformity of the extrudate; Tqk(t)—requirements to dimensional quality of
a film and to quality of a surface of a film (lack of defects: black points, destructive
strips, inclusions of unfused polymer etc.)}.

Vector of the operating impacts of work of an extruder consists of S(t)—speed of
rotation of the screw, turns/min; V (t)—Rotating speed of a spiral in a boot funnel,
turns/min; Ts(t)—screw temperature, °C; Th(t)—temperature of heaters, °C, Tb(t)—
case temperature.

The vector of the operating impacts of work of a four-roll calender includes:
TW (t)—temperature of rolls, °C; ToW (t)—torque of rolls, N m, Pbend(t)—bend
pressure, Pa; Poffset(t)—shift pressure, Pa.

Vector of the operating influences of the pulling device: Ttor—temperature of the
pulling devices, °C; Totor(t)—torque of the pulling devices, N m; Tpr(t)—temper-
ature of clamping rollers, °C; Topr(t)—torque of clamping rollers, N m; Tcr(t)—
temperature of the cooling rollers, °C; Tocr(t)—torque of the cooling rollers, N m;
Tsr(t)—temperature of the tempering rolls, °C; Tosr(t)—torque of the tempering
rolls, N m; Tt(t)—temperature of tension rollers, °C.

Y 1(t)= {Blp(t)—quantity of black points on the set surface area;Hel(t)—gelik on
10 m2; Air(t)—burst air bubbles on the set surface area;Dest(t)—destructive, brown
strips on the set surface area; Inc(t)—inclusions of unfused polymer, on the set
surface area; Fib(t)—fibers, on the set surface area; Th1(t)—film thickness, mkm}.
Y 2(t) = {Shr(t)—shrinkage size; Lc(t), ac(t), bc(t)—rated color coordinates of a
finished product; Th2(t)—film thickness, mkm}.

The program complex allows solving the following problems:

1. Using control maps of Shukhart, indexes of a reproducibility of process, and the
rule of 3 sigma of normal distribution of a random variable to find and the oper-
ating influences, which provide the set requirements to consumer characteristics
Y 1,adj1 Y 1i(t) Y 1,adj2, where t = t1−t2 [8, 9].

2. Forecasting of output parameters Y 1,i(t) at the set input parameters X(t) and the
operating influences U(t) in the period of time from t2 to t3.

3. To issue recommendations about the operating influences in case of a deviation
from the set requirements to consumer characteristics Y 1,adj1 < Y 1i(t) < Y 1,adj2.

4. Display of multidimensional data X(t), U(t) ∈ RN on the plane z(t)∈R2 in the
period of time from t1 to t2 [10].

3 Functional Structure of a Program Complex for Quality
Control of Polymeric Materials

The program complex (see Fig. 2) includes the following components: informa-
tion support (database of production design characteristics of process, database of
parameters of the equipment, database of parameters of material, base of production
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Fig. 2 Functional structure of a program complex for quality control of polymeric materials

data, and knowledge base of emergency situations); subsystem of data visualization
[10–15]; module of editing databases and knowledge; subsystem of control and fore-
casting of quality of polymer films; subsystem of forming of estimated figures of
merit of a polymer film.

Testing of operability of the software product happened according to industrial
data of the plants of Russia and Germany: for a month of production which contained
500 thousand various data on 250 process parameters on shrinkage (rated size) and
black points.

Themodule of verification of industrial data onnormal distribution (seeFig. 3)was
tested [16–19]. In case data submit to normal distribution, then for the analysis of data
linear algorithms (linear regression, a method of basic vectors, etc.) were used. If the
hypothesis of compliance of distribution of probability of result of measurements
to the normal law is rejected, then either nonlinear algorithms are used or robust
methods of processing of industrial data are applied.
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Fig. 3 Function of density of probability for an yield in %

In addition, indexes of reproducibility of process (see Fig. 4) are calculated and
by means of a multiple linear regression (see Fig. 5) managing influences which
had the greatest impact on consumer properties are defined[20–25]. According to
a multiple linear regression the most significant technological parameters for black
points are rotating speed of the screw in an extruder, material feed speed in a funnel,
high temperature of mix that completely matches expert data.

Testing proved operability of a system of the analysis of big data on production
of polymeric films.

Fig. 4 Interface of work of a subsystem of calculation of indexes of reproducibility of process
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Fig. 5 Search of the most significant process parameters for use of multiple linear regression

4 Conclusion

The program complex, algorithms, which were developed, allow predicting the best
supplier of polymeric materials, to visualize data in an ergonomic form, to predict
consumer qualities of a polymeric film and to issue recommendations about elimi-
nation of emergencies. Use of the developed software product allows increasing the
professional level of administrative and production personnel of production.

The software product underwent successful approbation on production of poly-
meric film materials of the plants of Russia and Germany. The program complex has
adaptive flexible architecture thanks to which expansion of its functionality due to
development and connection of additional program modules is supported.
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Algorithm for Calculating the Reliability
of Chemical-Engineering Systems Using
the Logical-and-Probabilistic Method
in MATLAB

Anastasiya Zakharova, Tatiana Savitskaya and Alexander Egorov

Abstract An algorithm for calculating the reliability using the logical-and-
probabilistic method was developed in the MATLAB software package. An algo-
rithm is applicable for inclusion in the module of a cyber-physical system for design
and optimization of the chemical-engineering systems reliability. The accuracy of
the algorithm was checked for systems of varying complexity with number of ele-
ments from 5 to 10. An example of program calculations is also presented. Using the
developed algorithm, the reliability of the hydrotreating unit of a catalytic reforming
unit under uncertainty was calculated.

Keywords Reliability of technical-engineering systems · Standard software
package · Probability of no-failure operation · The logical and probabilistic
method · Chemical-engineering system

1 Introduction

Nowadays the actual issue is the introduction of cyber-physical systems in the man-
ufacturing sector [1, 2]. One of the key tasks in the design of such systems is the
development of a module for the assessment and optimization of the reliability of
complex production systems for the rational distribution of resources, ensuring timely
maintenance and safe operation of equipment.

Evaluation of the reliability of complex production systems is an important sci-
entific direction of rational allocation of resources in chemical-engineering systems
design, ensuring timely maintenance and safe operation of equipment.
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Scientific studies of technical systems reliability are associated with the devel-
opment of reliability assessment methods, the study of the physics of failures, and
the development of design reliability methods. The methods of the theory of ran-
dom processes, the theory of expert estimates (heuristic prediction), decomposition
(equivalent), logical-and-probabilistic, asymptotic, analytical-statistical methods are
used to calculate the reliability indices of technical systems. In practice, the methods
of simulation and statistical modeling (Monte-Carlomethod) are used.Mathematical
methods of reliability theory have particular importance since they allow to take into
account the specifics of the occurrence and elimination of failures. This specificity
is related to the fact that in order to solve reliability problems, understanding of the
statistics of failures and those physical, chemical and mechanical processes that lead
to changes in the initial indicators of the quality of machines and their elements are
necessary. These processes, obeying certain physical laws, have a stochastic nature.
Time functions and laws of failure physics are the basis for solving themain problems
of reliability [3–16].

Mathematical models for assessing the reliability of chemical-engineering sys-
tems differ in structure and implementation complexity. Their comparative analysis
allows you to choose the most appropriate method depending on the life cycle and
technological structure [17].

2 The Initial Mathematical Formulation of System
and Research Methodologies

One of the research tasks was to check the capabilities and usability of standard soft-
ware for mathematical computation used in solving problems of reliability analysis
and chemical-engineering systems [18–20].

In order to assess the reliability of recoverable and non-recoverable chemical-
engineering systems with different types of redundancy, several functions for relia-
bility calculation were created in the MATLAB software package [21], which allows
an analysis of complex structures without the help of specialized software. In the
course of this study, the algorithm for calculating the reliability of the chemical-
engineering system (CES) using a logical-probabilistic method was developed for
MATLAB.

The logical-probabilistic method for calculating the reliability indicators of a
chemical-engineering system is a method based on the description of a mathematical
model of a system by functions of logic algebra (FLA), i.e. functions that take only
two values, 0 or 1, and are defined by different sets of binary arguments, which
can also be only in two incompatible states 0 or 1 [22]. When solving problems
of reliability using the general logical-probabilistic method (GLPM), the following
steps can be distinguished [23]:
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– representation of the system as a finite number of H elements i = 1,2,…,H, ele-
ments each of which is represented in the reliability model as a simple event
with two possible states x̃i = {xi , x̄i } and specific probabilistic parameters pi (t),
the probability of the element’s failure-free operation, or qi (t) = 1 − pi (t)—the
probability of element failure;

– determination of logical conditions for the output functions of each element of the
system ỹi = {yi , ȳi }

– a logically rigorous verbal and graphical (analytical) description of the set X of
individual elements of the system and the set of conditions Y of their system
functions, which together G(X, Y) form a special functional integrity scheme of
the system in question;

– logically rigorous description and specification of the logical criteria of the func-
tioning of the system (1) for the implementation of the main functions and/or the
occurrence of hazardous states of the system with the help of individual or group
output (integrative) functions;

YF = YF ({ỹi }, i = 1, 2, . . . , N ) (1)

– logical modeling, which consists of constructing a logical function of the system
operability (2)

YF = YF ({x̃i }, i = 1, 2, . . . , H) (2)

Logical modeling allows to determine all combinations of states of elements
x̃i , i = 1, 2, . . . , H in which and only in which the system implements its output
function F;

– probabilisticmodeling, drafting of a polynomial of the calculated probability func-
tion (3), which allows analytically strict determining the law of distribution of the
system uptime time for the implementation of the output function F, given by the
logical criterion of operation.

PF ({pi (t), qi (t)}, i = 1, 2, . . . , H ; t) (3)

The advantages of this method are that it can be used to calculate various complex
structures of equipment connection, for example, bridge connection or functional
redundancy, and it is applicable to any laws of probability distributions of trouble-
free operation.

The main disadvantage of the method, the cumbersome transformations of FLA
for complex systems, is leveled by software implementation.

Required initial data:
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Table 1 Source matrix describing the structure of a system with bridge link (CTS)

i j

1 2 3 4 5

1 0 0 0 0 0

2 0 0 0 0 0

3 1 0 0 0 1

4 0 1 0 0 1

5 1 1 0 0 0

Fig. 1 A system with a
bridge link of elements

– the matrix describing the structure of the system (CTS);
– vector of probabilities of failure-free operation of system elements (p).

The square matrix of the structure based on the representation of the system in
the form of an oriented graph of the “Tree” type. The numbers of the elements from
which the material flow exits are located horizontally; located vertically—numbers
of the elements into which the material flow enters, i.e. if the flow of matter leaves
the jth element and enters the ith element, then CTS (i, j) = 1, otherwise—0, where
j is the number of the matrix column, i is the row number.

Below presented an example of the initial matrix (Table 1) describing the structure
for a system with a bridge connection of the elements presented in Fig. 1.

The algorithm is written in the MATLAB language. Consists of the following
steps: (Fig. 2)

1. With the help of FLA, matrix A is generated of all possible states of the system.
The number of columns of the matrix is determined by the number of elements
of the system, the number of rows, l—the number of combinations of the states
of the elements, ranging from the case when all elements are in a state of failure
(null row of the matrix) to the operability of all the elements (full row of the
matrix).

2. Thematrix of theCTS structure determines the vectors of input (input) and output
(output) elements. The input vector consists of the null row numbers of the CTS
matrix, and the output consists of the null column numbers.

3. Next, for each row of the matrix A, the state of the entire system is determined
(0 is inoperable, 1 is healthy, functional). The result is written in vector B.

4. Heren is the counter by rowsof thematrixA,m is the counter by input_new vector,
which is formed from the operable input elements in a given set of equipment
states, b is the system state for this case (vector B element), r is the counter by
rows of the CTS_new matrix.
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Fig. 2 System availability determining the algorithm for each set of possible states of elements

5. After vector B is generated, all rows for which the corresponding element of
vector B is 0 are deleted from matrix A.

6. In the resulting array, the zero values are replaced by the expression (1− pi), and
the units are replaced by pi.

7. The multiplication of the elements of the matrix is calculated line by line.
8. Further, all elements of the vector fromp. 6 are summarized. The resulting amount

is a probability distribution of trouble-free operation for the system.
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Figure 4 shows an example of the calculation of the probability distribution of
a trouble-free system of 6 elements, shown in Fig. 3, where element 2 performs
functional redundancy of elements 1 and 3. On the interface (Fig. 4), the source data
on the left shows a list of variables involved in the calculation (upper right corner). In
the lower right corner, a call of LPM calculation function showed. In the upper right
corner showing the initial data (matrix describing the structure of the CES system
and the probability vector of the failure-free operation of the elements of the system
p). In the variable ans passed the result of the calculation.

The dimension of the CTS matrix is 6 × 6, the dimension of the state matrix A
64 × 6, the vector of input elements input = {1,2,3}, the vector of output elements
output = {4, 5, 6}, the number of possible working states (B (n) = 1) 42 out of 64
possible.

Figure 5 shows a fragment of the program code with reference to the recursive
function SysPerformDet in MATLAB to calculate the state vector of system B (point
3 of the algorithm described above).

The following is a summary of the calculation result of the program in abbreviated
form (Fig. 6), which consists of the time and date of the start of the calculation, input
data, vectors of input (input) and output (output) elements, state matrix CTS A
and result vector B. The log is saved in a separate text file with the format name
“LPM_27-Apr-2019.txt”.

Fig. 3 The CES scheme with functional redundancy

Fig. 4 An example of the reliability probability calculation of the 6 elements systemwith functional
redundancy using MATLAB
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Fig. 5 The fragment of the
program code and the
recursive function
SysPerformDet in MATLAB
to calculate the state vector
of the system B
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Fig. 6 The protocol of the
calculation result of system
reliability probability

3 Interpretation and Discussion of Research Results

The algorithm has been tested on CES systems of varying complexity from 5 to
10 elements (Table 2). For testing, structures with a series-parallel connection, a
functional reserve, bridge connections and a combination of these options were con-
sidered. The initial data were taken from the failure rate of the standard equipment
[17].

For the calculation of reliability using the developed algorithm, the hydrotreating
unit of the catalytic reforming unit LCH-35-11/1000 was considered.

When studying the reliability of CES, there may be uncertainty, for example, in
choosing the method of decomposing the structure of CES into various subsystems,
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Table 2 Summary table of the results of testing the algorithm on the CES schemes of varying
complexity

Structure type The size of
the states
matrix A

Vectors
input/output

Number of
operable
states (B(n)
= 1)

32 × 5 {1,2}/{3,4} 16

128 × 7 {1,2,4,5}/{7} 49

32 × 5 {1,2,3}/{4,5} 19

64 × 6 {1,2,3}/{4,5,6} 42

1024 × 10 {1,2}/{9,10} 181

256 × 8 {1,2}/{7,8} 48

and in the assumptions in the interaction of subsystems, there may be alternative
decomposition options.

Figure 7 shows the flowchart. To calculate the unit reliability under conditions of
uncertainty, produced a decomposition of the structure in two ways (Figs. 8 and 9).

In the first variant (Fig. 8), the technological chain from the X-101 air cooler to the
C-109 separator was presented as a separate unit (Mixing Point) in the technological
chain from the H-101/1.2 pumps to the R-101 reactor. The reverse flow from the
R-101 reactor to the T-101/1-4 heat exchangers was neglected since it does not affect
the reliability indices of the entire system.

In the second variant (Fig. 9), the decompositions presented the entire system
sequentially, while the P-101 hydrotreating furnace and the R-101 reactor were
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Fig. 7 Flowchart of the hydrotreating unit

Fig. 8 1st option decomposition

moved to the beginning of the scheme since the order of the devices when calculating
the serial connection does not affect the overall system reliability indicator.

Calculations of the system reliability probability were made on a time interval
from 0 to 8760 h (1 year) with a step of 365 h. For calculations, the failure rates of
the apparatus from Table 3 were used [17].

Figure 10 shows the result of the calculations. The values of reliability with differ-
ent methods of decomposition were almost the same. However, from a technological
point of view, the first version of the decomposition is more correct.
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Fig. 9 2nd version of decomposition

Table 3 Values of reliability
indicators of hydrotreating
unit

Equipment identification Failure rate (λ × 10−5), h−1

Raw material pump H-101/1.2 33

Hydrotreating heat exchanger
T-101/1-4

4

Hydrotreating furnace P-101 41

Hydrotreating reactor R-101 11

Hydrogenate air cooler X-101 17.2

Hydrogenate refrigerator
X-105

5

Hydrogenated separator C-101 12.5

Reception separator
PK-101/1.2 C-108

12.5

Piston compressor PK-101/1.2 13.2

Hydrogen-gas air cooler X-109 17.2

Discharge separator
PK-101/1.2 C-109

12.5

4 Conclusion

In the course of the study, an algorithm was developed and implemented for cal-
culating the reliability of CES using a logical-probabilistic method. Confirmed the
possibility of using the MATLAB PC to calculate the reliability of production sys-
tems. Its only drawback is the need to represent the structure of the CES in a matrix
form.
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Fig. 10 Schedule of
changes in the system of the
reliability probability for
5 months with different
decomposition options

The developed algorithm is used in conducting scientific research and laboratory
work for bachelors and masters in the disciplines of “Fundamentals of the reliability
of technical systems” and “Computer systems for designing chemical production”.
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Assessment of the State of Production
System Components for Digital Twins
Technology

T. I. Buldakova and S. I. Suyatinov

Abstract The problem of assessment of the state of production systems is consid-
ered. The chapter is suggested applying the technology of digital twins to solve the
problem of diagnosing and predicting the state of the components of the production
system. The hierarchical structure of modern production is described, as well as the
interaction of the production system and its digital twin. The correspondence of the
system components and models of their state assessment is indicated. Methods and
tools for assessing the state of the components of different hierarchical levels of the
production system representation are proposed. As an example, the assessment of
the state of stamp-tool production is considered and the models for assessing the
state of its components for the digital twin are given. Also, a criterion and method
for assessing the state of the upper organizational and technical level of this system
are proposed.

Keywords Cyber-physical system · Production element · State assessment ·
Model · Digital twin

1 Introduction

An assessment of the state of the production system for the purpose of diagnosing
it is an important and crucial task. In the process of its solution, they reveal, ana-
lyze and evaluate the level of efficiency and development of its various components
(equipment, technology, personnel, resources, etc.). The problem is that production
is a hierarchical structure, each level of which has its own specifics. At the same
time, components of each level contribute to ensuring trouble-free and uninterrupted
operation of the entire production. For the diagnosis of different types of components
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apply their methods and approaches. The methods of technical diagnostics applied
to the lower hierarchical level have the most development [1–3].

There are three main types of technical diagnostics: (1) planned diagnostics—
periodic testing of equipment performance according to a predetermined schedule;
(2) unscheduled, emergency diagnostics—identifying the causes and conditions that
caused the faults, andmaking informeddecisions to eliminate them; (3)monitoring—
recognition of the current technical condition of the equipment to predict possible
failures. Regardless of what type of diagnosis is implemented, methods and means
of its implementation are necessary. Moreover, at present, they are one of the most
important factors for increasing the efficiency of using equipment, mechanisms, and
machines in the industry [4–6].

At the same time, the problem of assessing the state of upper levels of the pro-
duction system, in the process of their continuous monitoring, remains relevant.

2 Purpose of Research

The tasks of monitoring and assessing the state of production are particularly rel-
evant for cyber-physical systems. Being fundamentally distributed, such systems
are characterized by a high saturation of sensors and actuators, providing automatic
operation of production facilities, minimizingmaintenance personnel and visual con-
trol of equipment operation, especially at lower hierarchical levels of the production
process [7–10].

At the same time, despite the high level of automation of information processing
and management decision-making, an important element in cyber-physical systems
remains a person who makes important decisions at various hierarchical levels of
production [11–13]. At the dispatch level, the state of a human operator largely deter-
mines the quality indicators of the production process. The staff of the upper orga-
nizational and technical level ensures uninterrupted logistical support. For assessing
the state of the entire enterprise, it is necessary to monitor the functional state of the
upper organizational and technical level.

Currently, the problems of monitoring and predicting the state of the components
of the production system can be successfully solved within the concept of digital
twins. The concept is based on the technology of mathematical modeling of business
processes of a production system and, in particular, the model of the dynamics of
executive bodies, including the human operator. The concept of digital twins is a log-
ical continuation of the development of CALS technologies, mathematical modeling
and diagnostic models [14–16]. The technical realization of the digital twin became
possible due to the development of computer technology, the Internet and wireless
sensors.

This study aims to analyze the hierarchical levels of the production system, based
on the requirements of assessing its state in the process of monitoring, as well as the
development of criteria andmethods for assessing the state of the upper organizational
and technical level.
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3 Representation Levels of the Production System

In themodern production system, it is possible to distinguish several hierarchical lev-
els corresponding to various types of system components. The lower level includes
production equipment (machine tools, mechanisms, machine equipment, and other
production components), that process raw materials into the finished product fol-
lowing the technological route. At the middle level, we will include workers who
support production processes, including the human operator, who manages complex
equipment. The upper level of the production system is usually the level of manage-
ment personnel who make the most responsible decisions on the material, technical
and personnel support of production.

The structure of the system “real production—digital twin” is shown in Fig. 1.
For simplicity, the division into levels is made on information types and not on the

Fig. 1 Interaction of production system and digital twin
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types of system components. Therefore, production is represented by a two-level
hierarchical system, where the human operator is included in the lower production
level.

The upper level of the production system is the organizational and technical level,
the level of managerial personnel. Information on this level in the form of planning
tasks, specifications, technological maps, standards, and other similar documentation
is transmitted to the database (DB) of the digital twin. The lower level represents
the sequence of production element (PE), processing raw materials into the finished
product in accordance with the technological route. In this case, a human operator
(HO) is included in the control loop at the lower level.

The state of production elements is estimated on the basis of signals recorded by
various sensors S1, . . . , S1n . To assess the state of a human operator, biosignal sensors
(BSS) of various physiological nature are used. Measuring information recorded by
sensors is transmitted via communication channels to a computer center, where a
digital twin is implemented in the form of assessed by a virtual physiological image
of a person (VPIP) [17–19].

From the point of view of technical implementation, the digital twin is a structured
set of data and algorithms that allow one to programmatically simulate the state
and behavior of the production system and its components under various external
and internal influences. Therefore, using digital twin technology for diagnostics the
production system, models are created for each hierarchical level, allowing the state
assessment of the corresponding components.

On Fig. 2 there is the hierarchical structure of the representation of the production
system components and models for assessing the state of its components for the
digital twin technology.

Next, as a production system, we consider stamp-tool production (STP) (Fig. 3).
We will highlight the main components responsible for the passage of the order for
the manufacture of technical equipment and tools (TET).

Fig. 2 Compliance of system components and its models
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Fig. 3 The interaction of components STP

These include: planning and production bureau (PPB); planning and dispatch
bureau (PDB); technology regulation bureau (TRB); bureau of technical supervi-
sion; bookkeeping; bureau of external relations (BER); bureau of instrumental house
(BIH)—warehouses; quality control department and masters of production sites;
technologists and designers engaged in coding cutting tools, stamps and their com-
ponents.

Since it is impossible to operate personal computers under industrial production
conditions, thenmodernized terminalsBDTK8901 (recorders) are used for operating
data collection. The terminals, that control by a server on the Unix platform, are
located directly in the workshop near the machines and production equipment.
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Data from registrars arrive at the Unix server and are written to the intermediate
database, fromwhere they are read programmatically into a common database. Thus,
the automated management system of the supply and production of TET allows in
real time to collect and process the necessary information, and also to control the
presence of the tool in all departments of the enterprise, as well as the passage of
orders for its purchase and/or production.

4 Approaches for Assessing the State of Components
of the Production System

At present, effective methods and means of assessing the working capacity of the
production system under consideration at the lower (third) hierarchical level have
been developed. Assessment of the state and diagnostics of operability can be per-
formed in various ways, for example, using information-control and test benches
based on SCADA technologies [20, 21]. An example of a diagnostic bench complex
based on LabView is shown (Fig. 4). The complex can be used for diagnostics of
machine tool elements.

This standwas used to diagnose the spindle feed-in grindingmachines of the AGL
series. The algorithm is worked out using LabVIEW software and a NI cRIO-9014
microcontroller with a real-time OS developed by National Instruments.

Assessment of the state and diagnosis of the system at the second level is primarily
carried out to determine the performance of the person making decisions on the
control of complex equipment and machinery. In such a high-tech environment,
human interaction with information technology systems is becoming more complex
and diverse, which creates a significant load on the operator and can lead to erroneous

Fig. 4 Diagnostic bench complex
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reactions in the control loop. Moreover, the activity of a human operator operating
a complex device or equipment is characterized by high psycho-emotional stress,
which can also have a negative impact on its performance. Therefore, in cyber-
physical systems, it is necessary to constantly monitor the state of not only the
technical means and equipment but also the human state.

Issues related to the assessment of the state of a human operator were studied in
detail by the authors, for example, in [18, 19, 22, 23].

The first, upper level, associated with organizational and technical management,
has a significant impact on the functioning of the entire production system. At this
level, the most responsible decisions are made to ensure a clear and uninterrupted
operation of the system. Therefore, criteria and methods are needed to assess the
state of this level of management.

The production structure includes units of different types that are directly or indi-
rectly related to each other. These various divisions and their relationships determine
the complexity of the system. Various methods for estimating the complexity of pro-
duction are known [24, 25]. Among them, the most generalized complexity estimate
is entropy.

Existing approaches to the entropy estimation of production complexity are
mainly used to assess the complexity of the equipment used. This assessment makes
it possible to simplify production chains and reduce costs accordingly.

In [26], the entropy indicator is used to assess problems with the execution of
orders caused by changes in customer requirements and the corresponding increase
in the complexity of production. At the same time, the complexity of order execution
is determined by the deviation of the planned deliveries from the deliveries modified
by the customer. Note that the entropy complexity indicator can also be interpreted as
an indicator of system organization, which can be used to assess its state. Therefore, it
is proposed to accept the deviation from the planned indicators as initial information
for assessing the state of the production system.

Then, to assess the functional state of the upper organizational and technical level
of the cyber-physical system, an entropy indicator can be used, which is calculated
based on the possible states of the production system. If the production operates in
accordance with the planned tasks, then this state of the system corresponds to a
certain indicator of organization. Various production disruptions lead to changes in
interconnections and intensification of material and information flows. As a result,
the entropy indicator of complexity increases, which indicates the occurrence of
problems in the organization of production.

Consider the example of the production of cutting tools. Suppose that according
to the plan it is necessary to manufacture n j cutters in a day, where j denotes the
number of the day of the planning period, and in fact, m j cutters are made in a day.
Then the daily deviations from the norm will be d j = n j −m j . In this case, the value
of d j is an indicator of the state of the organizational and technical system in the
manufacture of cutting tools. Then N deviation ranges of d j are set and a histogram
showing the probability of falling into each range is plotted. The entropy indicator
is calculated by the known formula:
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H(D) = −
N∑

i=1

p(di ) log2 p(di ). (1)

Here H(D) is an indicator of the organization of the system in the production of
cutting tools; p(di) is the probability of hitting the deviations in the range i.

For a comprehensive assessment of the state of the organizational and technical
system, it is necessary to take into account all material and information flows [27].
Then we get

H� = −
M∑

i=1

Ni∑

j=1

pi j log2 pi j . (2)

Here H� is an indicator of system organization; pi j is probability that the resource i,
(i = 1, . . . ,M), is in the state j, (j = 1, . . . ,Ni); M is number of resources (flows);
Ni is the number of possible states for the resource i.

The advantage of the proposed criterion and method for assessing the state of the
upper organizational and technical level is the availability of initial information, the
ability to identify the most responsible and/or problematic production areas in the
monitoring process.

5 Conclusion

Thus, a characteristic feature of cyber-physical systems is information monitoring
and assessment of the state of production components of all hierarchical levels. The
use of digital twin technology allows you to more effectively assess the state of the
production system components.

Methods of diagnostics of the machine park, based on mathematical models of
physical processes implemented in digital twins, have received themost development.
Although methods of assessing the state of a human operator have a long history,
they are still at the research stage. Methods and criteria for assessing the state of the
organizational and technical system are at the stage of the problem statement and the
choice of mathematical support. The proposed method of state estimation based on
the entropy criterion is very promising, given its advantages.

Further research should be directed to the study of alternative options for assess-
ing the state of the production system components. The final stage should be the
development of a methodology for integrated assessment of the state of production
systems.
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Proactive and Predictive Maintenance
of Cyber-Physical Systems

Maxim V. Shcherbakov , Artem V. Glotov and Sergey V. Cheremisinov

Abstract The following chapter describes a concept model for proactive decision
support system based on (real-time) predictive analytics and designed for mainte-
nance of cyber-physical systems (CPSs) in order to optimize its downtime. This
concept later is referred to as proactive and predictive maintenance decision support
systems or P2M for short. The concept is based on (i) the axioms of predictive deci-
sions making, (ii) the proactive computing principles and (iii) models and methods
for intelligent data processing. The aforementioned concept extends an idea of data-
driven intelligent systems by using two approaches. The first approach implements
predictive analytics, i.e. detection of a pre-failure event (called a proactive event) over
a certain time period. This approach is based on the sequence of the following oper-
ational processes: to detect–to predict–to decide–to act. The second approach helps
to automate maintenance decisions, which allows to exclude operational roles and
move to supervisory level positions in the operational management structure. The
concept includes the following primary components: ontology, a data warehouse
(data lake), data factory as a set of data processing methods, flexible pipelines for
data handling and processing and business processes with predictive decision logic
for cyber-physical systems maintenance. This concept model is considered as the
platform for the design of cyber-physical asset performance management systems.
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Predictive maintenance
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1 Introduction

Many enterprises strive to improve their business by optimizing their equipment,
one of the best strategies is to decrease the cost of maintenance and prolong its
lifetime. Such a reduction to the cost of maintenance is reflected in the product or
service prices for consumers. We can distinguish equipment maintenance in the two
following categories/types: “reactive maintenance”—is when the failure has already
happened and is pending to be fixed, “preventive equipment maintenance”—the
pre-failure event has been detected and requires immediate attention and “predictive
equipment maintenance”—is when predictive algorithms determine the optimal time
for maintenance in order from occurring to prevent pre-failure events. The predictive
maintenance is a very promising approach for equipment lifetime optimization, in
the current age of digitalization of manufacturing and production.

In essence, the main idea behind such practice is to predict and perform mainte-
nance before a pre-failure event can be registered. The two main goals in predictive
maintenance are to identify pre-failure events and to design amaintenance strategy in
advance. Predictive maintenance is rapidly gaining traction in the big world of indus-
try 4.0, where an IoT platform serves as a monitoring and decision-making system.
Moreover, these systems including hardware and software over IoT platform and are
considered as cyber-physical systems (here and after CPS). Typically, the pipeline of
predictivemaintenance contains the following components: component for acquiring
data, data preprocessing component, component for input features definition, fitting
predictive models and implementing models in production for everyday usage. In
general, the predictive maintenance system uses a specific set of algorithms. This
set is designed based on dynamic data of a system and its environment. If it is not
possible to obtain results from dynamic data, we can use historical events of systems
failure to construct statistical models such as “survival model”. If there are data sets
that contain both dynamic data and historical data of failures, we can use machine
learning techniques to approximate the remaining lifetime. Lastly, we can consider
“reliability analysis” based on degradation models [1].

As mentioned above, there are two critical challenges in preventive maintenance
of cyber-physical systems. The first is a subject of interest in predictive analytics, it
is how to detect a pre-failure event or in other words how to derive life expectancy
of equipment from dynamic/historical data. The second critical challenge is how to
cut the cost of ownership by defining the optimal maintenance strategy. Both critical
points are examined in the new intelligent decision support systems also known as
proactive decision support systems (PDSS). The concept of PDSS consists of two
components. Thefirst component is a system that implements the predictive analytics,
i.e. detection of a pre-failure event (called a proactive event) over a certain time
period or forecasting horizon. The component is based on the following sequence
of operations: to detect–to predict–to decide–to act. The second component helps
to automate maintenance decisions, which allows to exclude operational roles and
leave only supervisory level positions in operational management structure [2].
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Recent research and reports show that data-driven techniques help to improve
manufacturing, but sometimes it is possible to enrich current approaches by accurate
mathematical models [3, 4]. A model with a high level of adequacy is called digital
twins (white box) can be combined with data-driven techniques (black box) to obtain
a promising approach for predictive maintenance domain. The main contribution of
this chapter is a new conceptual model for proactive and predictive maintenance of
cyber-physical systems (P2M model). In summary, a concept of proactive decision
support system in enterprise machinery gives way for data-driven intelligent systems
by utilizing two primary approaches. First is predictive analytics that can be used
in the detection of the pre-failure event and is based on digital twins concept; and
second, a decision strategy generation and evaluation that is based on proactive and/or
automated maintenance.

2 Background

Detecting and predicting equipment failures is not that new for an enterprise. The
issue of detecting and predicting equipment failures was always considered as an
essential part of an asset performance management that is based on reliability (also
known as risk conditionmanagement). The theoretical basis for the reliability theory,
do offer a clear mathematical apparatus by using an assumption about reliability
function and a priori parameters. Therefore, the challenge is to create new approaches
that are applicable for cyber-physical systems.

In the frameworkof the concept of Industry 4.0, the technologies of data collecting,
and data processing brought a new perspective to asset performancemanagement [3–
5]. Coupled with new technologies, open data sets were published that enable the
creation of new prediction models for equipment state and health detecting. One of
such models was published by NASA and is about open data failures in the engine
turbines [6]. Typically, the task was reduced to the exploratory time series analysis
and forecasting [7–10]. It was also considered as a regression or classification task
where linear and non-linear models might be applied. However, the development of
the neural network approaches [11] and the boosting approaches has made it possible
to obtain more accurate results that surpass those obtained by other methods [12].

The main issue of published approaches is that they were tested on the ‘clear’ data
samples, in other words, the data with a sufficient number of labeled observations
and events indicating failure or pre-failure state. In practice, however, there are a
set of essential limitations that are imposed on a given data. The first limitation of
the data quality is due to the physical and data transferring aspects. The second
limitation relates to the frequency of data intervals during the process itself. E.g. the
observation might be made only during a certain time interval. Often the changes in
the load on the equipment or the behavior of the system in an operating environment
will lead to a distortion in the collected data at the time of the measurement. The third
limitation is associated with an imbalance in data sampling. The majority class that
represents a normal function of the system, has much more observations than that of
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the minority class which contains observations with failures. Under such conditions,
the application of classical approaches, based on data analysis or the combined
theoretical principles of the theory of reliability with statistical data processing,
might be ineffective.

The books Goodfellow and Bengio [13], Deng and Yu [14], and the review chap-
ters Schmidhuber [14] and LeCun [15] discuss the basic principles of deep neural
networks. The main area of application for deep neural networks in the aspect of the
synthesis is an image synthesis and sequence analysis (text or speech). The develop-
ment of neural network processing technologies (seq 2seq) has recently undergone
a significant change. For example, the latest architecture from Google Brain called
the Universal Transformers has already established itself as an effective tool for
sequence analysis [16]. This technology is based on pervasive attention approach that
has expanded traditional encoder-decoder architectures [17, 18]. Also, the semantic
sequence analysis may be considered as a solution for predictive failure modelling.

Traditionally, the decision-making models and methods are based on rational
(multi-criteria) choice and/or optimal solution that is derived from relevant alterna-
tives and is used as an algorithmic base for a decision support system [19]. Above
approaches are associated with the standard decision-making scheme: identifying
and describing the problem, setting a task with possible alternatives, finding and
executing solutions. However, decision-making approaches are rarely used in enter-
prise information systems. This creates a divide between rational decision-making
procedure implementation and existing business processes [20, 21]. Among scien-
tific discussions in the field of decision support systems, there is an open issue on
combining the formal models of business processes (in the BPMN notation), and
the decision-making process in the DMN notation and its relation to data relevant
sources. Such setup creates the need for automated decision-making (with-out human
intervention) but bound by a strict and fully defined scheme.

Based on the analysis of the literature and technical reports, the following trends
can be defined as current research directions in the field of intellectual decision-
making support [2, 22]:

• The trend of increasing efficiency of ubiquitous data-collecting technologies, lead-
ing to an increase in the amount of heterogeneous data.

– Growth in the mobile traffic data indicates an increase in the number of portable
data collection and transmission devices.

– The transition from the Internet of Things (IoT) to the Internet of Everything
(IoE).

• The trend in the reduction of the development prices for artificial intelligence tech-
nologies (commodity), and consequential integration of AI solutions into business
enterprises.

• The trend to replace human decision-making functions by Intelligent software
(transfer of human functions to the supervisory level) based on the implementation
of Smart Advisor technologies and data mining technologies.
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• The tendency to integrate the physical world (offline) and the virtual world
(digital technologies) hence the transition to cyber-physical systems.

• The transition from the current level into the level of preventive decisions (pre-
dictive analytics) and predictive models control.

As a result, a new generation of decision support systems, using proactive com-
puting, should be considered as a promising technological step forward.

Proactive computing is the title of the chapter by David Tennenhouse, in which
he described the idea of “transferring” a human from an operational control level
(or human-centered) to a super-system (human as a supervisor), thereby having a
positive effect on the efficiency and speed of management [2]. Three principles of
proactive computations can be affirmed.

– The first principle is called “get physical”, it is an integration of components
between real (physical) and virtual worlds.

– The second principle is about the connection between the large number of com-
puters embedded in various environments and is referred to as “get connected”.

– The third “get real” principle, is the principle of overcoming the limits in the speed
of decision-making and is inherently dependent on the abilities of a person.

In order to achieve an effective design for the new type of decision-making sys-
tems, it is necessary to answer the following fundamental questions:

1. How to describe a domain or build a semantic model of a domain? The model
should include three things that are coherent with principles of system engineer-
ing: the description for the system-of-interest, usage system, and the enabling
system.

2. How to collect, store and analyze unstructured data for proactive and predictive
decision making?

3. How to build CPS identification models (digital twins) with minimal human
involvement?

4. How to generate, how to evaluate and how to choose the optimal maintenance
action or proactive and predictive decision making?

3 A Conceptual Model

The proposed conceptual model inherently combines two main notions of computa-
tion, predictive and proactive ideas. The first idea utilizes forecasting techniques in
order to perform predictive maintenance support decisions. The second one focuses
on proactive decision making, e.g. minimizing the intervention of human in regu-
lar (typical) decision-making processes. A model is a basic concept for a proactive
and predictive decision system utilized for asset performance management. Here and
after we will use a new definition ‘cyber-physical asset performance management’ as
an extended asset performance management technology, in order to enable greater
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utilization and longer lifetime of cyber-physical systems. The following essential
components are included in the conceptual model:

P2M =< O, D, DF, FP, BDP, V F, T S > (1)

Here O is an ontology of managed cyber-physical system and its environment also,
a matrix of requirements and constraints for the cyber-physical system (this matrix
is used in the design phase). The D is a data warehouse such as data-lake, which
stores both raw data and structured data with metadata. This also includes the tools
for data gathering, the pre-processing and quality evaluation of data. The DF stands
for data factory and is a set of programming implementation of algorithms for data
processing, it includes the unifiedAPI for flexible usage. The FP stands for a flexible
pipeline of data processing, according to proactive and predictive maintenance. The
BDP is a set of business decision processes represented by BMPN diagrams and
extendedwith decision-makingprocedures that are interlinkedwith components from
the D component. The V F is a set of verification methods with asset performance
management estimators over the observed life cycle. The T S is a representation of
the related technology stack.

3.1 Ontology Design

The ontology is a formal representation of a domain as a set of entities and relation-
ships in the domain, the domain its structure and semantic. Typically, the ontology
might be represented according to the following model:

O = <C,A, R, T, F, D> (2)

HereC is a set of classes (entities), A is a set of attributes of entities and relationships,
R—relations between entities, T is a set of data types, F is a set of constraints for
entities, attributes, and relationships, D is a set of relationships instances. Among the
basic requirement for an ontology design process,we include the following additional
principles.

1. The ontology should include instances of objects (e.g. CPS), stakeholders (which
are interested in CPS operation), as well as processes over the whole life cycle.

2. It is reasonable to define the following logic levels of system representation:
lower level, a CPS component level; the intermediate level, a cyber-physical
system itself; the upper level: the system of systems.

3. The hierarchy of concepts and the relationships between the concepts should
include:

a. Concepts of goals and key performance indicators (indicators of the technical
condition of CPS, indicators of technical and economic efficiency of CPS);

b. Concepts of stakeholders;
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c. Object (CPS) and context concepts;
d. concepts of predictive maintenance decision making processes over the life

cycle of CPS;
e. Concepts describing the components of a proactive and predictive mainte-

nance system;
f. Concepts of guidelines and requirements for further integration and usage.

4. The concepts in group “Objects” must be considered according to the system
engineering approaches [23]. Models are built for a system including the system-
of-interests, the enabling system, the usage system, and the systems in the oper-
ational environment, in each level of representation.

5. It is necessary to define the links between concepts with data sources, which
determine requirements for data sources, predictive data analysis models and the
technological stack of proactive and predictive maintenance [24].

The ontology is developed in accordance with the ontology engineering method-
ology [25, 26]. This said methodology includes the steps proposed by Sure et al.: (1)
Feasibility Study, (2) Kickoff, (3) Refinement, (4) Evaluation, (5) Application and
Evolution [27, 28]. Table 1 contains the main ontological concepts (classes) in the
proposed conceptual model for predictive and proactive maintenance.

As the ontology can be composed in Protégé, the outputXMLfile can be converted
to JSONfile. The JSONfile can be used as a blueprint for data storing. Figure 1 shows
an example of such blueprint.

Table 1 The main concepts of the ontology

Classes Description

Objectives A class designed to describe the performance indicators of cyber-physical
systems. It includes subclasses: a class of technical condition indicators (health
index); class of indicators of technical and economic efficiency

Stakeholders The concept includes the classes of main stakeholders related to CPS
operation. It is important to note the list of stakeholders in its entirety

Objects A class describing objects: the system of interest (CPS), the supporting system,
the usage system, the systems in the operational environment

Processes A class describing the main processes in the framework of risk-oriented
management. The class has subclasses: the process of monitoring and
evaluating the health index; the process of forecasting health index of CPS; the
risk assessment process; the ownership cost estimation process; scenarios
development process for types of technical impact selection

Infrastructure A class designed to represent components of a platform (system) for
risk-oriented management. Subclasses: components; data sources; software
implementation of models and data processing methods; methods of predictive
analytics; pipelines of data processing; typical technical solutions (data
processing pipelines)

Tutorials A class that characterizes the tutorial of implementing proactive and predictive
maintenance for cyber-physical systems
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Fig. 1 An example of a JSON file describing CPS for further management

Since the proactive and predictivemaintenance of CPS is based on data processing
technologies, the ‘infrastructure’ component of ontology is the core of the P2M
conceptual model. Table 2 contains the main classes of the concept ‘Infrastructure’.

3.2 Data Collecting and Storing: A Data Lake Concept

Data volume and variety are core characteristics of CPS. These parameters are con-
sidered to be the basic requirements for proactive and predictive maintenance and
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Table 2 Main classes of the concept ‘Infrastructure’

Classes Description

Data source The parent class for representation of data sources

Method Parental class, that characterizes the data processing methods for predictive and
proactive maintenance

Architecture Parent class that characterizes the components of the proactive and predictive
management system. It includes subclasses corresponding to the levels of
architecture: the level of data collection, the level of real-time data-processing
streams, the level of data and metadata storage, the level of data batch
processing, the level of predictive and proactive analytics, the level of decision
support and representation level

Interface Parent class that defines interfaces and protocols for communication among data
transfer subsystems (JSON, OWL, XML, OPC)

are in the framework of data-lake technology. This approach for data storage archi-
tectural design combines raw data warehouse and structured data storage. Also, it
contains data processing methods and techniques as ETL components [29].

The essential methods and techniques can be viewed in the list below.

1. Methods for heterogeneous data collection and data quality assessment according
to different types of observed systems, e.g. CPS, the enabling systems, the usage
systems, and others.

2. The distributed heterogeneous data storage. This allows storing both raw hetero-
geneous and structured data according to a predetermined data scheme.

3. The method for heterogeneous data stream collection and preprocessing. The
data stream handling allows to covert data stream into a proper data scheme for
further efficient analysis.

4. The data quality criteria and associated methods for assessing the data. The fol-
lowing groups of criteria can be defined: semantic, syntactic, temporal and prag-
matic. These criteria allow to evaluate how the data can be used tomake decisions
in predictive maintenance. A method for assessing data quality is applied that
differs in using metadata interpretation and allows to formally describe the qual-
ity of data in the form of data quality certificates, which are later used to make
decisions on further data usage.

3.3 Processes

Given the general idea of asset management performance, the development of the
predictive maintenance for CPS should be based on the following sequence:

1. Determine the context of where an asset or CPS is operating at. The required asset
functions and its standards of performance (context and functions) are clearly
defined.
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2. Determine what is a functional failure for each asset.
3. Determine the reasons that can cause functional failures (types of failures).
4. Determine what will happen as a result of the failure (consequences of failure).
5. Determine the critical impact of a failure.
6. Determine what needs to be done to predict or prevent the failure (scheduled,

preventive or predictive actions and their frequencies).
7. Determine which methods for preventive or predictive actions are effective and

need to be applied.

When the new cyber-physical system or technological equipment (as a functional
unit) is deployed, the formalization process of CPS is performed [30]. The following
steps are the part of the process:

• Create a list of primary characteristics of a CPS or its functional unit.
• Identify relevant sensors in the data acquisition system.
• Determine the conditions for controlled and emergency shutdown of CPS. The
process of CPS monitoring and diagnostics contains the following operations:

• Get the data on main CPS characteristic values and related values of the systems
in the operational environment.

• Obtain a data chunk containing the characteristics of the system in use, and values
of characteristics of systems in the operational environment.

• Identify potential failures.

– Determine the time for potential failure occurrence.
– Determine what kind of functional failure is responsible.
– Determine potential failure causes.
– Notify the user about the results of monitoring.

The process of CPS assessing and predicting technical condition should include
the steps listed below:

– Obtain historical data of CPS operation from inception till the present time.
– Calculate reliability indicators. Calculate the remainder of the equipment’s life-
time. Estimate the time of actual failure occurrence. Determine what functional
failures may occur. Determine the potential causes of failure.

– Calculate the technical condition index (the health index) based on indicators of
reliability values.

– Notify the user about the results of the performed calculation of the technical
condition index (TCI).

The process of assessing risks and consequences because of functional failure is:

– Set the time bound.
– Determine the consequences of a functional failure.
– Determine the severity of said consequences.
– Perform risk computations while considering planned and predictivemaintenance.

The decision-making process for the implementation of technical repercussions
to ensure the reliability of CPS:



Proactive and Predictive Maintenance of Cyber-Physical Systems 273

– Create preventive actions to eliminate the causes of a potential nonconformity or
other undesirable events that may lead to failure.

– Create predictive action scenarios for monitoring asset status and predicting the
need for preventive action or corrective action.

– Create scenarios of predictive actions formonitoring an asset status and forecasting
the need for preventive or corrective activity.

– Determine the possible technical effects and their frequency (preventive action or
corrective action).

– Perform risk calculation by taking into account various scenarios of application
of preventive action or corrective action.

The final process performs monitoring of maintenance implementation and anal-
ysis of the results of performed maintenance.

3.4 Infrastructure

Infrastructure is a set of joined components for application of proactive and pre-
dictive maintenance of CPS that are based on data processing. As proactive and
predictive maintenance of cyber-physical systems is reliant on different methods,
the Infrastructure can include various software implementing algorithms.

1. Evaluating the reliability algorithms based on empirical laws of failure distribu-
tion and manufacturer’s information about the system’s reliability. The empirical
laws of “time-to-failure” distribution are documented in machinery passport and
allow for failure-risk assessment.

2. The algorithms of CPS ranked according to the probability of failure.
3. The algorithms for prediction of the CPS (or its components) dynamic char-

acteristics under specified operating conditions are based on diagnostic results
and continuous monitoring. Prediction methods may use sequence-to-sequence
approaches, recurrent neural networks, LSTM or time series analysis methods
[31].

4. The anomaly detection algorithms based on [32]:

a. classification using supervised learning methods;
b. clustering using unsupervised learning methods for similarity check of ref-

erence data profile and real data profile.

Building the model to detect proactive nonconformities is based on the predictive
model control approach. It also combines the use of predictive dynamic character-
istics of the target system and identification of relative anomalies. In case the CPS
has an acceptable mathematical model (or digital twin) it is possible to apply an
algorithm to detect the difference between real and modeled data.



274 M. V. Shcherbakov et al.

3.5 Data Processing Pipelines

Before implementing the system based on the P2M concept, models and methods
must be implemented within the framework of predictive analysis techniques. We
define the following groups of approach:

1. methods to evaluate reliability indicators;
2. potential failures identification;
3. outstanding effective lifetime estimate;
4. generating rundowns containing maintenance actions.

For every method, a pipeline needs to be created as a sequence of data processing
operations. To ensure proper data transferring, interfaces are developed according to
the low coupling principle. Methods for reliability index evaluation should meet the
following requirements:

– The method of computing the reliability index should be based on, analyzing the
deviation trend between actual profile values and mathematical model (or digital
twin) profile that is obtained over the given time period.

– The calculation of the reliability index should be carried out autonomously. (with-
out human intervention).

– The method should be implemented as a software package with API, for further
deployment into the predictive maintenance decision making process.

The method should be based on, analyzing the deviation trend between actual
profile values and mathematical model (or digital twin) profile that is obtained over
the given time period.

The method should define:

– the potential failure occurrence timestamp;
– estimated probability of potential failure;
– the type/class of potential failure;
– a list and interpretation of nonconformities (symptoms) which characterize a
potential functional failure;

– P–F interval parameters for potential failure;
– a list of reasons for potential failure ranked by probability.

Besides, the methods stated above have possible modifications that can be used.

1. A method for the identification of potential failures based on rules (performance
standard).

2. A method for identification of potential failures based on analyzing the changes
in the basic characteristics and predefined rules.

3. A method for identification of potential failures based on trend analysis of devi-
ation between actual values and values calculated using the mathematical model
(digital twin).

4. A method for identification of potential failures based on failures classification
algorithms.
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5. A method for identification of potential failures based on anomaly detection
approach.

A method for generating maintenance actions should include the following oper-
ations:

– Create a list of control parameters.
– Create a list of planned work and their frequencies.
– Create a list of preventive actions to eliminate the cause of a potential nonconfor-
mity or other undesirable potential events;

– Create a list of predictive actions formonitoring the state of the CPS and predicting
the need for preventive or corrective action;

– Identify possible technical impacts and their frequency (planned preventive, pre-
ventive action or corrective action);

– Calculate the cost of possible technical actions and their impact on the system;
– Calculate the risk by considering various scenarios based on technical outcomes.

4 Implementation

The presented concept serves as a theoretical footing for a proactive performance
management CPS design. According to the concept, the proactive system should
consist of the following subsystems or levels:

1. A subsystem for collecting data from a cyber-physical system and its environ-
ment. The subsystem connects directly to CPS to collect data via protocols, e.g.
OPC Open Platform Communications protocol or APIs. The subsystem may
have different data collectors implemented that are responsible for collecting
data from specific data sources.

2. A subsystem for real-time data streamprocessing. The subsystem that is designed
for real-time data streams processing that is being received from data collection
subsystems. Also, this subsystem is responsible for generating metadata, modi-
fying the data according to setup and writing to data storage (data lake).

3. Data and metadata storage subsystem. The subsystem is designed for distributed
storage of raw data, structured data, and metadata. It also provides access to data
backup and restore.

4. Subsystemdata factory. The subsystem consists of packages, implementingmod-
els and methods of statistical and intelligent data processing (package library),
as well as machine learning packages.

5. Data processing pipelines subsystem. The subsystem is designed according to
requirements of proactive and predictive analytics subsystems. Data processing
pipelines subsystem includes components assembled in a pipeline with a clear
interface for data transfer.
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6. Proactive and predictive maintenance decision-making subsystem. The subsys-
tem is designed to identify potential failures in CPS operation based on predic-
tive analysis techniques and to generate action in order to mitigate the risk. The
subsystem uses data factory and data processing pipelines for calculating and
forecasting technical conditions.

7. GUI subsystem. The subsystem is designed to visualize the results using the
graphic user interface.

8. Administration subsystem. The subsystem is intended for administration of
described above subsystems.

The architecture should be built in independent modules format to allow for seam-
less integration and deployment.Moreover, the architecture should be built according
to thematurity of enterprises to deploy proactive and preventivemaintenance systems
[33, 34].

5 Conclusions

The presented P2M concept model helps to design the proactive and predictive main-
tenance system in order to reduce the cost of ownership for the cyber-physical system
in an enterprise. A proactive approach can be considered as a preliminary step for
self-adjusting or self-maintenance of a cyber-physical system where human inter-
vention still exists but is on the supervisory level of management.

The P2M model is considered as an invariant to technological implementation
with common interfaces for data transferring between components. This concept is
used to creating a prototype of the predictive maintenance decision-making system
in gas turbine performance management for better reliability.
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Conceptual Approach to Building
a Digital Twin of the Production System

S. I. Suyatinov

Abstract The digital twin is an important component of the cyber-physical system.
This new structure of the production system was the result of the development of
information technology. The article shows that, despite the long history and success in
the development of production information systems, the concept of building digital
twins of production systems is at an early stage. One of the problems in creating
digital twins is the need for integration and joint processing of a large amount of
heterogeneous information. It is shown that the problem of reflecting the current
state of the production system is in many ways similar to the problem of the internal
representation of the surroundingworld in living systems. It is proposed to choose the
theory of the levels of the physiologist N. A. Bernstein as the basis of the conceptual
approach to the development of digital twins. The mechanisms of forming models of
the external world at every level are outlined. A description of the hierarchical system
for processing different types of information andobtaining an invariant representation
of the external world are presented. The principles of constructing a virtual image
in the organization of motor activity are formulated. The implementation of these
principles when building a digital twin of the production process will improve the
efficiency of integration methods and joint processing of information.

Keywords Cyber-physical system · Production element · Central nervous system ·
Virtual image · Big data · Digital twin

1 Introduction

The continuous process of computerization of production, begun in the middle of the
last century, has now acquired new opportunities in the field of scientific research.
This is the so-called NBIC technology. The technological paradigm of the NBIC
is based on the fundamental laws inherent in living systems, and is a synthesis of
nano-, bio-, informational, and cognitive technologies [1, 2]. Microminiaturization
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of sensors and calculators, as well as information and communication technologies
allow recording, transmitting and processing large amounts of information about
the smallest details of the production process, accumulating and storing information
about products throughout the entire life cycle. Increased computing power, as well
as intelligent methods for processing large volumes of information, allowed for real-
time control of all hierarchical levels of the production system.

These technological advances formed the basis of the fourth industrial revolution
(Industry 4.0). In accordance with the concept of Industry 4.0, enterprises are built
on the principle of cyber-physical systems, and the cornerstone of the new industrial
concept is the inclusion in the production system of its virtual image in the form
of mathematical models [3–6]. The principal feature of the virtual image of the
industrial system is its dynamics, i.e. change its state in the rhythm of the production
process. That is why the system of numerical simulation of the production process
using input measurement information has been called the “digital twin”. The digital
twin allows not only to monitor the current state of production, but also to predict its
future state.

2 Digital Twin in the Structure of Cyber-Physical System

Currently, there is a methodology for constructing a digital twin of a product. The
concept of designing digital twins of production systems is at an initial stage. There-
fore, the development of approaches to the synthesis of the structure and algorithmic
filling of the digital twin is an important problem.

The idea of building a digital twin has a long history. The starting point can be
considered the emergence of automated process control systems (APCS) [7]. The
development of these systems proceeded along the path of improving the services
presented, expanding the range of their application, selecting and standardizing the
best solutions. So there were the methodologies realized in the form of the standard-
ized business processes providing information support of administrative decisions at
different hierarchical levels of the organization of production [8–11].

In general, production information systems can be divided into three categories.
The first is computer-aided design (CAD) systems that allow you to create digi-
tal models of designed objects. A feature of these systems is the ability to explore
the properties of the designed product, using various options (visual, mathemat-
ical, schematic) of its virtual image. This also includes (often used in conjunction
with CAD-systems) engineering calculation automation systems (CAE systems) and
automation systems for preparing programs formachine tools with numerical control
(CAM systems).

Information systems of the second category are designed to control the equipment.
These includeCNCdirect digital control systems,which allow rapid re-adjustment of
machine equipment to increase production flexibility, and PHM systems designed to
predict the status and control equipment operability. PHM-systems use information
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from sensors installed directly on the equipment, as well as models of the equipment
under test.

The third category includes systems that allow to automate the management of
information flows of organizational and technical services and strategicmanagement.
Themain information systems formanaging the production activities of an enterprise
are MES (corporate production management systems), ERP (automation of enter-
prise resource planning) and CRM (customer relationship management system). The
strategic management services the OLAP system—a set of technologies for the rapid
processing of information, including the dynamic construction of reports in various
sections, data analysis, monitoring and forecasting of key business indicators used
to analyze and make management decisions.

Figure 1 shows the hierarchical structure of information support for production
management. Information support is carried out at all stages of the production pro-
cess, starting from the design stage. The special integration role of the PLM-system
should be noted. It provides the interaction of various automated systems (CAD/CAE,
CNC, PHM, ERP, CRM and others) in a single information space.

A distinctive feature of the considered information structure is its ability to gener-
ate a large flow of heterogeneous information, which, however, is used fragmentarily
within a certain stage of the life cycle and within its hierarchical level. Figuratively
speaking, the waste information remains in dead storage.

Production is most efficiently managed using digital twin technology. In essence,
digital twin is a structured information that changes in pace and in accordance with

Fig. 1 Information support of production management
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changes in the production system itself. The basis of the digital twin technology
is a half-a-bit simulation using information (signals) about the current state of the
system.

Figure 2 shows the structure of the “production—digital twin” system. The man-
agement personnel of top-level use information management systems in their activ-
ities. At the lower production level, with the help of sensors D1, …, Dn, measuring
information is collected about the operation of equipment—production elements
PE1, …, PEn. The digital twin is represented by a set of models. The database
(DB) of the digital twin stores information in the form of planned targets, technical
specifications, technological maps, standards and other similar documentation.

In the analysis and forecasting block, the entire array of available data is processed
with specific goals. We will single out the main ones: diagnostics of the state of the
production process, identification of “narrow” places; assessment of the state of the

Fig. 2 Production system and its digital twin
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equipment in order to organize repair according to the actual state; forecast of the state
of the production process under the influence of disturbing factors and re-profiling.

It should be noted that, despite the transparency of the ideas of building a digital
twin, their practical implementation is a complex scientific and technical problem.
In the first place, this is due to the need to structure large volumes of heterogeneous
information, identify the patterns hidden in them and make management decisions.
In this regard, it is of interest to have a successful experience in solving similar
problems in other areas.

3 Virtual Image in Biological Systems

It is rightly believed that biology is the source of fruitful systemic ideas. In this case,
we take into account the fact that all life exists due to the mechanism of internal
reflection of the real world. Based on this, we consider the mechanisms of creating
the virtual images in biological systems. The existence of an internal model (image)
of the outside world is a necessary condition for the survival of a living organism.

In a living organism, the nervous system is a tool for the formation, preservation
and use of a model of the external world. In the process of evolution of living
matter improved mechanisms for the formation and use of internal reflection of the
external world. In the most perfect form, these mechanisms are implemented in
the central nervous system (CNS) of a person. In a simplified form, the process of
forming and using the model of the outside world can be represented as follows. The
process is implemented using the main functional ability of the brain to memorize
and predict [12–14]. Using all the available information, the central nervous system
in the learning process builds and remembers many virtual models corresponding
to different situations, different states of the organism itself and the outside world.
Only the best models are remembered.

In the future, faced with the current effects of the environment, the CNS selects
the model that best suits the specific case. This model determines human behavior.
Thus, for a given purpose of behavior in the CNS formed a program of action and
create a model of “how it should be”. The model, in particular, predicts the reaction
of the senses in the implementation of the program. Then the predicted values are
compared with signals from receptors and corrective actions are formed. Thus, we
see an analogy with the functions of the digital twin, for example, in the problems
of monitoring the state of the equipment. Having studied the available details of
the described generalized mechanism, it is possible to use the best solutions in the
construction of digital twins of technical systems.

For a number of reasons, these mechanisms are revealed in the most accessible
formwhen studying the process of controlling themovement of a personby the central
nervous system.Themechanismsof formation anduse of virtual images in theCNSof
a person in the organization of movement were studied by Russian neurophysiologist
N. A. Bernstein [15, 16]. According to Bernstein, for the implementation of any form
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ofmovement (from the simplest form to complex forms), an action program is created
in the human CNS, which is a virtual image of a specific behavior (movement).

A virtual image or behavior model is formed in the CNS in the learning process,
which is carried out in several stages. Initially, the external and internal motion
pattern is formed from the signals of various sensors. At the same time, a person
learns to re-encode, according to Bernstein, afferent signals into effector commands.
The accumulation of a “re-encryption dictionary” is one of the most important events
of this period. In essence, the “re-encryption dictionary” is the set of models from
which a virtual image (action program) of the required movement is subsequently
formed. A large number of repetitions of the elements of the movement allows you
to find models (“re-encryption”) that provide the desired response in response to any
deviations in any type of movement.

In the case of the digital twin, the “action program” is a production cycle developed
on the basis of previously accumulated engineering knowledge. “Re-encryption dic-
tionary” is a model of the stages of the production process, and “corrective actions”
is a model of regulation in case of deviation of organizational and technological
indicators.

In accordance with Bernstein’s theory of sensory corrections, the brain not only
sends a specific command to the muscles to perform anymovement, but also receives
signals from the peripheral sense organs about the results achieved and, on their basis,
gives new corrective commands. Thus, there is a process of building movements in
which there is not only direct but also continuous feedback between the brain and
the executive organs. The entire system forms a closed loop of interactions, known
as the Bernstein Ring. The general scheme of the ring is shown in Fig. 3.

The Ring includes motor “exits” (effector), sensory “inputs” (receptor), object of
subject action, block of re-encryption, generator of a target program, setting driver
and device for comparison. The successive stages of complexmovement are recorded
in program. At any given moment, some of its particular stage, or element, is being
worked out, and the corresponding private program descends into the setting device.
From the setting device, the signal Sw is fed to the comparison device. A feedback
signal Iw arrives at the same block from the receptor informing about the state of
the object. In the comparison device, these signals are compared, and at the output
of it, signal �w is obtained, i.e. mismatch signals between the required Sw and the
actual Iw. They get to the re-encryption unit, where correction signals come from,
and through intermediate instances (regulator) they get to the effector.

The result of any complex movement depends not only on the actual control
signals, but also on a number of additional factors. Disturbing effectsmake deviations
in the planned course of movement, and do not give into preliminary accounting.
Therefore, the mechanism of movement is a continuous process of comparing the
position and state of the organism with its virtual image.

At the same time, motion control has a multi-level nature, organized on the prin-
ciple of multi-loop feedback. The predicted values of the receptor signals for the
implementation of specified behavior models and the actual outputs of the receptor
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Fig. 3 Bernstein Ring

field at all levels are compared. Thus, multi-model, multi-scale control is imple-
mented. Here it should be noted the special importance Bernstein’s theory of move-
ments construction levels for understanding the structure of the virtual image and the
mechanisms of processing a large number of heterogeneous information [17–19].

The essence of the theory is that, depending on the source of feedback signals
and the content of information (whether they report the degree of muscle tension or
relative position of body parts), afferent signals come to different sensory centers of
the brain and accordingly switch to motor paths at different levels.

Each level has specific, peculiar only to it, motor manifestations. Each level has
its own class of movements. The scientist singled out five levels, denoting them
with letters: A, B, C, D, and E. Levels differ in the degree of detail of the motion
representation. Intra-level and inter-level interaction is based on the Bernstein Rings
principle.

Level A receives signals from muscle proprioceptors, which report the degree
of muscle tension, as well as from organs of equilibrium. At level B, signals that
report the mutual position and movement of body parts are mainly processed. This
is the level of analysis of the state “in the space of the body.” Level C receives all
information about the external space; it builds movements adapted to space-time
properties (to form, position, length, weight, time, etc.). Level D is a cortical, higher
level of abstraction. It does not set specific movements, but sets a specific result of
movement. Level E sets the meaning or purpose of the movement.
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Thus, the biological virtual image has a hierarchical structure.
The models of each level are associated with the corresponding sensory fields,

differing in the degree of abstraction and detail of motion fragments. Such a structure
allows us to assign a sequential set of models and corresponding corrections to them
in accordancewith a complexmovement, represented as a sequential implementation
of the simplest elements. In this case, the separation of models by levels allows you
to combine models of different detail and abstraction in one image. The hierarchical
mechanism of interaction of a virtual image of a human motor reaction is shown in
Fig. 4.

Such a structure allows us to put in accordance with the complex movement,
presented in the form of a consistent implementation of the simplest elements, the
subsequent set of models and their corresponding corrections.

For objective reasons, Bernstein N. A. described the functions of levels D and E
located in the cortex in the most general form. It should be noted that the analysis
of the functioning of the brain are certain hypotheses. Their accuracy is based on
the results of numerous studies. From the standpoint of modern data, the cerebral
cortex (neocortex) has a structural-functional organization, similar to the considered
multi-level model. Functionally, the organization of the neocortex is in the form of
a “sectoral” hierarchy.

Fig. 4 The interaction of man and his virtual image in the process of organizing movement
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Fig. 5 Multilevel architecture of presentation and processing of information in the neocortex

There are zones of visual, auditory, motor and other perceptions and information
processing. Each of these zones has a hierarchical structure. The neurons of the
lower level fix individual, particular elements of the image. At the next level, a more
generalized image is constructed from particular elements. In this case, a common
characteristic of generalized images is their relative invariance to changes in the
particular elements of the underlying images. This is how the parts roll up and the
formation of a generalized image with the basic properties for this level. Figure 5
shows the simplified architecture of representation and inter-sensory information
processing in the neocortex.

The figure shows the next important detail. Numerous studies have established
that the levels of “sectoral” zones are interconnected by direct and feedback links.
This allows you to form polysensory cyberneticmodels at different levels, integrating
heterogeneous information. In addition, interzone communications allow producing
intersensory forecasts.

Currently, the structure and principles of motion control in biological systems are
reflected in technical systems with intellectual properties [20–23].

4 Principles of Building a Digital Twin

The analysis of the mechanisms for forming the internal reflection of the external
world allowsus to formulate the followingbasic principles of the conceptual approach
to building a digital twin of the production system:

• Hierarchical structure of digital twin production system;
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• The presence of amultichannel information system (sensory fields) for monitoring
the external environment and the internal state of the system;

• Multiscale representation of the virtual model: the behavior program (functioning
model) has a hierarchical structure containing consistent submodels of varying
degrees of detail and abstract representation, which are implemented in the form
of cybernetic models of the “input-output” type and are focused on the appropriate
levels;

• Invariant representation of the external environment and motor activity;
• Permanent learning of the system in order to improve the adequacy of the model
and improve their own behavior;

• Multimodel reflection of the outside world: as a result of training, each level has
its own multi-sensor model;

• Subordination and levelmatching: the top-levelmodel selects one of several lower-
level models;

• Multi-circuit control: achieving a complete goal is equivalent to achieving a set of
sub-goals at each hierarchical level;

• Availability of mechanisms for predicting changes in the external world, own
behavior and also advanced control.

The stated principles can serve as a conceptual basis for the construction of applied
systems using the elements of intellectual control inherent in living organisms.

5 Conclusion

In the process of evolution, nature created and perfected themechanisms of reflection
of the external world in the form of an internal image. The formation and preservation
of the internal image is carried out using neural network structures. The hierarchical
organization and inter-level relationships of these structures provide the formation
of multisensor models and an invariant representation of the image at various levels.
The analysis of themechanisms of formation of the internal image in the organization
of the movement made it possible to formulate nine principles of organization of the
virtual image. The stated principles can serve as a basis for creating an effective
structure of the digital twin.
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Deep Neural Networks Application
in Models with Complex Technological
Objects

Valeriy Meshalkin, Andrey Puchkov, Maksim Dli and Yekaterina Lobaneva

Abstract A method for creation of computer models in complex multiply con-
nected technological objects based on the application of machine learning methods
is described. For technological information processing hierarchical neural network
structure integrated into cyber-physical systems of control is developed. It allows to
monitor an object condition and forecast its development trends. A description for
the algorithm and program, which performs the proposed method of model building,
is given.

Keywords Cyber-physical systems ·Machine learning · Program models · Deep
neural networks · Computer vision

1 Problem Statement

The number of information channels in automated process control system (APCS)
increases due to the raise of the complexity in the technological process under control,
which requires the application of a new paradigm when creating complex control
systems, such as a cyber-physical system (CPS) [1]. This system is characterized by
the use of multidisciplinary approaches in its operation as well as Big Data methods
caused by the increase in APCS complexity [2–4].
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Therefore, a distinctive feature for a number of manufactures is their long ser-
vice life which leads to the use of outdated technological solutions. Their change is
impossible without a general modernization of production. Modernization in its turn
involves significant financial expenditure because of downtime as well.

An alternative direction of modernization is reengineering of the information sup-
port for technological process by improving the systems for collecting and processing
technological information, their duration and the volume distribution in the entire
physical process, which is typical for CPS, the use of modern state diagnostics and
control algorithms. This procedure has less financial and time expenditures compared
with equipmentmodernization. Thus, the direction to improve control andmeasuring
infrastructure of APCS, based on modern achievements of information technologies,
presents and actual research problem which solution can bring tangible advantages
for enterprises in a short period.

2 Background and Methods

The proposed methods are based on machine learning [5]. Deep learning using con-
volutional neural networks (CNN) is among itsmethodswhich finedwide application
in solving real problems. High results, shown by CNN when recognizing images,
lead to a great spectrum of their applications in the subject fields where there is an
opportunity to reformulate the initial problem for the task of images recognition.
These fields include medicine [6, 7], social engineering [8], text processing [9], ges-
ture recognition [10], automatic identification of vehicles in coating production line
based on computer vision [11], vehicles identification in a tunnel surveillance control
system [12], cracks recognition in concrete [13] etc. The abovementioned list shows,
that CNN can be a universal tool for problem solution of data deep analysis too.

The proposed approach for developing a model of complex technological pro-
cesses is based on the implementation of CNN ensemble connected to the analysis
of data in different points of technological process with subsequent processing of
the obtained results of the neural classification in the analytical block. In addition to
spatial partitioning of industrial zones the processing is discretized according time,
it helps to monitor the processes dynamics.

There is a great diversity of buildings and CNN ensembles work interpretation
[14], they are widely used in medical applications, in systems of biometric data
control, people activity [15–18], but there is practically no works on generalized
modeling and diagnostics of technological processes.

Control technical areas, where CNN is supposed to be used, can contain data of
various format data sources. In addition to places with evident presence of video
streams, for example[19, in Russian], other forms of signals can be also processed,
including in-plant noise control, using various methods of sound waves conversion
[20].

The enlarged structure of the proposed model of a complex technological process
based on the application of deep neural networks is shown in Fig. 1.
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Fig. 1 The structure for the information processing model in CPS

The general algorithmic structure of the proposed model for technological infor-
mation processing in CPS is as follows. It is supposed, that control and measuring
information from technological zones (zone 1, …, d) is presented by multichannel
sets of data for each zone. Through the commuter this information is fed to the out-
put of local CNN ensemble which, for each zone, is formed taking into account the
form of data representation in information channels and requirements of their further
analysis which is carried out in the group of zone analyzers (analyzer 1, …, d). From
the zone analyzers output information goes to neural network output (CNN_out)
which carries out the estimation and forecast for the state of the entire technological
process.
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The algorithm for processing information is as follows. Denote the interval of
discretization for information channel kzd in technological zone d by �tzdi = tzdi –
tzdi-1. At t

zd
i and tzdi–1 moments channel commutator kzd is closed and the image of the

technological parameter under control is supplied to CNN input. The technological
parameter under control is denoted by Pzd. The interval value of discretization �tzdi
is calculated by a particular analyzer with regard to Kotelnikov theorem (it is also
known as Nyquist–Shannon theorem) [21].

CNN of information channel kzd recognizes an image on the introduced time step.
This procedure consists in forming output vector V kzd

i with dimension corresponding
the number of classes n_CL_kzd for each channel:

V kzd
i =

(
V kzd
i,1 , V kzd

i,2 , . . . , V kzd
i,n_CL_kzd

)T
(1)

It is supposed, that the architecture of the output CNN layer is formed in the way
the elements of vector (1) contain values from 0 to 1. It characterizes the degree
of neural network confidence in parameter Pzd controlled according to the image
belonging to a particular class at moment tzdi .

CNN application for information channel kzd is carried out through the whole
technological process, but all this time can be divided into fragmentswith Ti. duration
given as initial data for the algorithm operation. Fragments with Ti. duration are
identified by the requirements for the periodicity of information flow into APCS.
Thus, the matrix of results classification is processed in particular counting analyzers
iT and becomes available to the moment Ti:

MVkzd
iT

=
⎛
⎜⎝

V kzd
1,1 , V kzd

1,2 , . . . , V kzd
1,n_CL_kzd

. . .

V kzd
iT ,1, V kzd

iT ,2, . . . , V kzd
iT ,n_CL_kzd

⎞
⎟⎠

T

(2)

The obtained set (2) contains the data about CNN confidence dynamics in clas-
sification results and can be used when making control decisions in APCS. For this
purpose the relation matrix of elements increments (2) to the given discretization
�tzdi interval is:

DV kzd
iT

=

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

V
kzd
2,1 −V

kzd
1,1

�t zdi
. . .

V
kzd
iT ,1−V

kzd
T i−1,1

�t zdi
V

kzd
2,2 −V

kzd
1,2

�t zdi
. . .

V
kzd
iT ,2−V

kzd
T i−1,2

�t zdi
. . . . . . . . .

V
kzd
2,n_CL_kzd−V

kzd
1,n_CL_kzd

�t zdi
. . .

V
kzd
iT ,n_CL_kzd−V

kzd
T i−1,n_CL_kzd

�t zdi

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

(3)

For the purpose to simplify the notation denote matrix (3) elements as dvi,j. Their
sense load can be interpreted as analogue of derivatives for continuous functions
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because they reflect the change of neural confidence in image belonging to a particular
class.

The rate of change, in this case it is element dvi,j value, can be used for the forecast
of the technological process development. For this purpose matrixes of type (3) are
calculated for all measuring channels and all technological zones.

The formation of an output tensor for CNN_out, based on the fragment in iT
timing, is performed by the combination of matrix (3) for all channels and zones

T RiT =
(
DV kz1

iT
DV kzd

iT
. . . DV kz2

iT

)
(4)

It should be noted, that the number of classes for various information channels
and various technological zones can be different (see Fig. 1), therefore, matrix (3)
dimension in a general case is different. The number of lines in (3) for all zones is
equal as it is determined by the number of counting for discrete time i= 1, 2, …, iT.
The number of columns for matrix TRit is determined by the number of information
channels in each zone, the number of classes identified for each channel and is equal
to (kz1 · n_CL_kz1) + (kz2 · n_CL_kz2) + ··· + (kzd · n_CL_kzd).

When input tensor TRit is formed, the multi-stage preprocessing of data ends
to ensure the work of output neural network (preprocessing for local CNN was not
described as it is not of special interest in this work). Then, it remains to determine
the hypotheses space for CNN_out as the application of deep learning deletes the
need for construction features to replace complex, contradictory and heavy conveyors
with simple learning models which area usually built with the use of several tensor
operations [4].

Tensor TRit is formed on the basis of data on the transformation dynamics of class
membership for information channels parameters reflected in matrix (3). Thus, when
forming the space of hypotheses good results to forecast the state of a technological
process, values of any parameters for a finished product can be expected with the
help CNN_out.

3 Application and Results

To test the proposed model for processing information in CPS of a complex techno-
logical process control, a simulation experiment to recognize aluminum alloy ingots
images was carried out to determine their aggregate state. The aggregate state is
estimated according to the image of a surface observing through a viewing window
fitted on the furnace door [19, in Russian]. The received image is shown in Fig. 2 in
its left part. For the application under study the general scheme is presented in Fig. 1.

The image for a working surface of aluminum ingots forming by a video camera,
has a resolution of 640× 480 (Fig. 3a). If this resolution is left and used as an example
at input of CNN, then the process of learning requires more time considering that
the numbers of such examples will be several thousand. Therefore, the dimension of
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conclusion

Fig. 2 The structure for processing of melting zone images

Fig. 3 Melting surface images

an initial image is programmatically reduced to 90× 90. In addition, it is taken into
account, that the melting zone is lighted by an electric arc, so the image brightness
can fluctuate when the supply voltage changes in a circuit. To reduce the influence
of this factor brightness was normalized (Fig. 3b).

The existing methods of visual identification for aggregate state of a substance
(method of triangulation, burstmode, areamethod) analyze the changes of the surface
image area for a melting metal in a three-dimensional space, but not the area of the
surface for remelting ingots.

The proposed method for control of an aggregate state based on the deep neural
networks also analyzes the three-dimensional surface of ingots. It is ensured by the
fact, that the analysis of the melting process in images matrix is characterized by
the changes of rises heights in histogram (Fig. 3c) which is taken into account by
the neural network when forming the answer. One example from the learning set is
a tensor of the second order, the totality of such examples forms the tensor of the
third order which is fed to the output of CNN1,1. Temporal discretization interval
of a video sequence coming from the video camera focused on the bars surfaces is
taken equal to one second. Free Video to JPG Converter was used to take shots from
the video. To enlarge the number of learning examples the augmentation procedure
was applied. During this procedure shifts, zooming, rotations, mirror reflection were
implemented for the initial image.
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Table 1 Melting time
distribution into classes

Class number Aggregate state Time span, s

1 Solid 0–269

2 Initial transition 270–279

3 Final transition 280–289

4 Liquid 290–300

The time for melting of an aluminum bars lot is approximately 300 s, but it
was divided into intervals corresponding different classes identified by CNN1,1 (see
Table 1).

The software model for the technological process (aluminum bars melting) under
study implementing the recognition of aggregate state transition was performed in
Python 3.6 language. IDE Spyder from Anaconda (version for Linux) was chosen as
the development environment. Convolutional neural networks were developed using
specialized Keras library, which is a superstructure above the tensor computation
framework TensorFlow [22, 23].

CNN1,1 containing seven alternating convolutional layers and subsampling and
one output fully connected layer with four outputs (according to the numbers of
recognizable classes), was implemented in the software. The learning sample has a
size of 2000 examples (400 examples are from the testing sample).

The analysis of the results for the software work, presented in the upper graph of
Fig. 4, shows that within one run at CNN1,1 outputs the dynamics of classification
during melting process is visible.

The final results of classification can be obtained if the choice of CNN1,1 output
according to the majority principle is made at every second counting. At multiple
run the number of classes, as it is shown in the graph at the bottom of Fig. 4, are
correctly recognized by CNN1,1 neural network, unstable recognition is occurred
only in the zone of transition from one class to the other one. This circumstance
can be explained by the complexity of detection for difference in the surfaces on the
junction of classes, in addition the relative length of unstable time intervals is not
long.

To forecast the dynamics of the process development matrix (3) is calculated,
the number of which forms the initial data for CNN_out working. The results of
the obtaining images for two melting’s are presented in Fig. 5. Figure 5 shows that
for different processes of aluminum bars melting the image is different, this is the
evidence of possibility to use the methods of texture recognition in CNN_out block
to forecast the process development. In this study the experiment to calculate the
dynamics was not carried out, but it is planned for further work.

CNN learning was performed on GeForce GTX 1060 video card installed on
Asus FX502VM notebook with CPU IntelCore i7-7700HQ. The process control
was exercised with the help of TensorBoard which allows to visualize the current
accuracy and learning error.
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Fig. 4 Image recognition results

Fig. 5 Matrix dynamics process visualization
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4 Conclusion

As a result of the conducted study for the possibility of using deep neural networks
as a part of a cyber-physical system of complex technological objects control the
following results were obtained:

1. The algorithmic structure for the model of processing information coming from
different technological zones of the integrated multi-stage technological process
based on the convolutional neural networks ensemble implementation is devel-
oped.

2. The results of model experiment for recognition of aluminum aggregate state
based on the proposed algorithm are given. The results show that the algorithm,
based on the convolutional neural networks, solves the task for classification of
metal aggregate state well, excepting some zones in the transition regions from
one class to the other one.

3. The method to follow up the dynamics in technological process based on the
formation of matrix values changes at the output of the convolutional network,
performing the classification for technological process conditions and its further
visualization for output convolution neural network recognition is proposed.

Acknowledgements The reported study was funded by RFBR according to the research project
№ 19-01-00425
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Intelligent Technologies
in the Diagnostics Using Object’s Visual
Images

Sergey Orlov and Roman Girin

Abstract The problem of complex industrial equipment diagnostics using images
in different spectral ranges is considered. An intelligent method for technical states
classification according to images of a control object is proposed. Considered a
neural network analyzer designed as a two-branch neural network. Convolutional
neural network processes simultaneously three object’s images obtained in the visual,
ultraviolet and infrared bands. The properties of the dataset for learning the neural
network are investigated using the dimensionality reduction methods. Examples of
the developed method and the neural network analyzer application for monitoring
various industrial facilities are given.

Keywords Technical diagnostics · Artificial neural network · Deep learning ·
Infrared thermography · Ultraviolet light inspection

1 Background

The complexity of industrial equipment and increased requirements for reliability
pose the on-line diagnostic task based on the analysis of a large number of monitored
parameters. However, traditional methods aimed at measuring a limited set of signals
and their subsequent analysis often do not allow to detect the rapid development of
failures and emergency situations. Nowadays, measurement methods and devices
allow you to record significant amounts of information about an object, for example,
controlled object images in different spectral ranges: visible, infrared (IR) [1, 2] and
ultraviolet light (UV) [3].

In the electronic component testing, the LOC-in Thermography is used [4]. To do
this, the object under investigation is affected by low frequency thermal waves and
the response is measured on the surface. LOC-in Thermography method increases
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on the order of the thermal imager sensitivity, making it easier to identify small areas
with a slight overheating.

Another new method for electronic device inspection use Raman IR-
Thermography [5, 6]. But in this case there is a problem of operational analysis
and decision making, as the operator, or analyst does not have time to evaluate such
a large volume of video data.

The authors develop an approach associated with intellectualization the process
of analyzing information about the object technical states [7, 8]. This approach is
based on the use the artificial neural networks (ANN) for processing the received
information in real time. A fundamental property of ANN in this case is the ability
of the neural network deep learning [9, 10]. For this, high-performance computing
resources are used. Then, a trained neural networkmay be implemented as a program
running on relatively simple computer.

The article is devoted to the study of the intellectual method of diagnosis and to
the use the image neural network analyzer in various spectral ranges.

2 Problem of the Technical Object’s Diagnostics by Their
Images in Various Spectral Ranges

Themostwidely usedmethods are found in infrared thermography, and they are often
used in conjunction with the object visible images analysis. In industrial diagnostics
also usedUV control [3], which is focused primarily on the discovery the phenomena
associated with the electrostatic field, creepage, corona and arc discharges in high
voltage equipment. Joint processing of all three types of images was restrained by
the lack of effective methods and means of automatic analysis.

The authors propose to perform the processing of a complex image as a whole,
which includes three components: visible, infrared and ultraviolet.

Another problem, in most cases, is due to the absence of a representative dataset
of actually measured images in different ranges. This is due to the fact that in the
practice of diagnosing many objects the measurement databases were not used and
the results of previous tests were not generalized. To solve this problem, we propose
in the preliminary stage of neural networks learning to use mathematical models of
controlled objects. On the basis of such models, simplified images set is formed that
adequately represent the object.

Denote the sets of model images: RM
1 (x, y)—visible images, RM

2 (x, y)—ultra-
violet images, RM

3 (x, y)—infrared images (thermograms), x, y—coordinates of the
observed surface of the monitored object. Joint analysis of images by a group of
experts makes it possible to form classes of the object’s technical states, correspond-
ing to certain defects, failures or emergency conditions. For controlled object we
denote the set Dk, k = 0, K of possible states. This set includes K inoperable states,
corresponding to classified failures, and one D0 state for normal operation of the
equipment.
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In addition, each class will correspond to a subset of model images:

V M
k (x, y) = {{RM

1 j (x, y)}, {RM
2 j (x, y)}, {RM

3 j (x, y)}}, j ∈ Jk,

where Jk—an index set of model images corresponding to the inoperable state k.
It should be noted that in the general case the classification problem in this formu-

lation is an incorrect inverse problem. In order to achieve one-to-one correspondence
between model types of images and the status of the controlled object it is proposed
to analyze the surface video images simultaneously with the set S (t) of addition-
ally measured parameters. As a rule, it is possible to measure some subset of object
parameters using built-in measurement channels.

The classDk is determinedby the set of images in different spectra and additionally
calculated object parameters:

Dk : {(Rk
1 j , R

k
2 j , R

k
3 j , S

k
i ) ∈ � ∧ (Ek = 1)}, j ∈ Jk, i ∈ Ik,

where

Ik an index set of parameters corresponding to the inoperable state k,
� domain of parameters in case of failure,
Ek expert opinion on the compliance of specified images and additional parameters

to the k-th failure type

It is required to find the neural network operator Nk, which establishes the rela-
tionship between the vector Dk and measured vector DM.

Then the cooperative processing of complex model images and the S vector in the
neural network regularizes the inverse classification problem based on information
on additional parameters.

Thus, the set of classes of complex model images is formed in the database of the
diagnostics system.

3 Intelligent Diagnostic Method Using the Artificial Neural
Networks

The proposed intelligent method of improving the classification accuracy in the
diagnosis is implemented through three basic procedures:

1. The complex model images are constructed, supplemented by a set of the object
measured parameters to obtain an exact concordance with faults, as well as the
formation a diagnostics knowledge base.

2. Using the neural network analyzer in the diagnostic system in the form of a two-
branch neural network (2BNN) consisting of a deep convolutional network for
image processing and a fully connected neural network for processing additional
object parameters.
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3. Training 2BNN with a complex model image dataset and further performing the
classification of the technical states in the diagnostic process for decision making
about maintenance service.

More detailed actions to be taken in the implementation of the proposed method
are disclosed below:

1. For a certain class of controlled objects on the basis of mathematical models, the
construction of two-dimensional computational images corresponding to various
technical states of the object is performed. Together with the selected limited set
of measured values of the object parameters, they form a set of complex model
images.

2. On the resulting set, subsets of variable design images and measured parameters
are built, covering possible deviations of the monitored object’s states from the
nominal values and characterizing faults.

3. The diagnostic knowledge base is formed containing complex model image set.
4. A neural network analyzer is introduced into the diagnostic system structure. It

is a two-branch multilayer neural network for processing images and a vector of
additionally measured parameter values.

5. Network 2BNN is being trained on a complex model image dataset from the
knowledge base. To verify the learning quality and the efficiency of the chosen
structure of the diagnostic system, a multidimensional analysis of the object’s
state classification is performed.

6. The diagnostic system performs the procedure of measuring real images of the
surface and real additional parameters of the object under test.

7. The measured real multispectral image of the object is fed to the convolutional
network input (the main branch in the 2BNN), and the additionally measured
parameters are fed to the inputs of a fully connected network (auxiliary branch
in the 2BNN).

8. As a result, the neural network analyzer performs the classification of object
technical states and the type of failure is determined. Then the DSS makes a
conclusion about the possibility of its further operation.

9. According to the results of images measurements, the complex model images
correction can be performed, or real images are added to the dataset for retraining.

The intelligent diagnostic system structure using a neural network analyzer is
shown in Fig. 1.

The measuring system MS registers a three-part video stream: images in the vis-
ible, ultraviolet and infrared ranges. In addition, the MS registers additional object
parameters S (t). The neural network analyzer processes the time series of addition-
ally measured parameters. Thus, the result of the object technical state classification
appears at the analyzer output. The decision support system DSS generates object
modes control signals and, under certain conditions, initiates the correction of math-
ematical models to retrain the neural network.
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Fig. 1 Intelligent diagnostic system using images analysis

4 Neural Network Analyzer

The diagnostic system uses a neural network analyzer, which is a two-branch neural
network 2BNN consisting of a convolutional branch and an auxiliary branch made
as a fully connected network (Fig. 2).

The main branch is the deep convolutional neural network ANN 1 which built
according to some architectural principles proposed by LeCun [11] also combines

Fig. 2 General scheme of neural network analyzer 2BNN
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some feature introduced by Krizhevsky in [12]. The neural network analyzer imple-
ments the sparsity of synaptic connections in the same way as proposed in [10]. In
this way, a selection of different features map subsets is performed at the entrance to
the second convolutional layer. As for the convolutional layers neurons, each of them
is fully connected to the perceptual field input of the convolutional layer. The neural
network uses batch normalization which was first introduced Joffe and Szegedy in
[13].

The networkANN1 consists of several convolutional layers combined into a feed-
forward neural network. Such networks are well treated multidimensional signals.
The input of the ANN 1 receives three images, which are analyzed simultaneously,
as a complex multi-layered image. As proposed in the developed method, additional
parameters S (t) are analyzed that are fed to the auxiliary branch ANN 2. The ANN
2 is formed as a fully connected perceptron. The output vectors �1 and �2 are the
input signals for the last layer of the neural network analyzer. On this layer, this
vectors merge, normalize and form the output vector �3 = (D0, D1, …, DK ), whose
components are probabilities of the classified technical states.

The detailed structure of the neural network analyzer 2BNN is shown in Fig. 3.
The complex image supplied to the first convolutional layer is an array of 225 ×
225 × 5, where 5 is the depth of the entire array. This depth is determined from the
following considerations. Three images are received at the input, while the visible
image is a color RGB image with a depth of 3. The infrared image has a depth
of 1, since the thermal imager transmits an array of measured surface temperature
points in the format “Radiometric JPEG” with 14-bit encoding. The UV image is a
monochrome image in the CCIR standard; the image depth is also equal to 1.

The receptive field size for the first convolutional layer is 11 × 11. The first layer
neurons extract certain “features” from the complex image. The number of features
maps after the first layer is taken equal to 9. The output signal of the first convolutional
layer is transmitted to the layer that performs the selection of the maximum value
from the receptive field (Max pooling layer). The receptive field size of this layer is
4 × 4 pixels and the stride is 3 pixels. The output signal of this layer is transmitted
to the input of another convolutional layer, the receptive field size of which is 5 ×

Fig. 3 The detailed structure of the 2BNN
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5 pixels and the stride is 1 pixel. The number of feature map generated by this layer
is 19. The second Max pooling layer with receptive field 4 × 4 prepares data for the
third convolutional layer with receptive field 6 × 6. Since the input signal size of
the third layer coincides in size its receptive field, the third layer is essentially fully
connected and the length of its output vector is 120.

The ANN 2 branch processes data on the additionally measured parameters S (t)
in parallel. To do this, the fully connected layer is used. The combination of the output
signals of both branches occurs on the Y-junction layer. The output normalization
is performed on the interval [0, 1] in the neurons final layer. This neural network
analyzer classifies five states: operable D0 and four inoperable D1, D2, D3, D4.

5 The Training of Neural Network Analyzer

The training dataset is prepared as follows:

– a complex model image set is being formed, possibly supplemented with real
images obtained earlier;

– experts classify the resulting of image set in accordance with recognizable tech-
nical states;

– the process of neural network learning is carried out using the method of error
back propagation.

The quality of the learning is crucial for efficient operation of the neural network
analyzer and all diagnostic system in general [14, 15]. The use of model images in
ANN learning instead of real images leads to a method error δM in determining the
object technical states. The main factors affecting its value are:

– the computational method error for solving the mathematical model equations, as
well as the discretization and rounding errors,

– variability of the object design parameters,
– influence of the neural network architecture,
– influence of the data processed by the neural network,
– the method and neural network training parameters.

The relative method error δM is defined as:

δM =
√

δ2Str + δ2D + δ2Tr ,

where

δStr method error determined by the ANN structure,
δD the error determinedby the noise in the input data of the neural network analyzer,
δTr the error determined by the neural network learning method.

Let us estimate the error of data noise. The type of data and the algorithm used
to generalize them are important for machine learning. By noise we shall mean the



308 S. Orlov and R. Girin

presence of any region in the n-dimensional sign space of the dataset, where there are
complex images of several classes simultaneously, inseparable by the hyperplane.
The location of the dataset element in this space is determined by the attribute values
to which the additionally recorded parameters correspond, as well as the features
extracted from the images by the convolutional network. The feature space dimension
is determined by the output vector length and is equal to 122.

Analyzing the data in the dataset, we can determine the proportion of the images
that are in noisy areas. This makes it possible to estimate the accuracy threshold of an
ANN trained in such a dataset, since images related to noise are likely to introduce
an error into the neural network operation. To estimate the dataset and separation of
individual noisy areas the Dimensionality Reduction methods have been used [16,
17]. Three dimensionality reduction techniques were used: Principal Component
Analysis (PCA), Multidimensional Scaling (MDS), t-Distributed Stochastic Neigh-
bor Embedding (t-SNE) [18]. Figure 4 shows the results of the dataset dimension
reducing in the diagrams for the five technical states classes. Charts are built using
the tools Skikit-learn [19].

Fig. 4 Diagrams for five classes: a PCA chart; b MDS chart; c t-SNE chart
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6 Implementation and Results

The developed intellectualization method and neural network analyzer were used in
a number of the technical diagnostic systems.

1. The photosensitive matrix chip diagnosis. Monitoring was carried out by chip’s
surface thermograms with simultaneous measurement of a number of electrical
signals. The use of a neural network analyzer for the classification of failures
according to thermograms made it possible to increase accuracy up to 97.5% and
reduce data processing time by 20% due to the technical states analysis in real
time.

2. Catenary of contact wire monitoring. The control is performed in the move-
ment of the computerized track-test car. The diagnostic system used the thermal
imager Micro Epsilon TIM600 and ultraviolet camera CoroCAM 6D. The ther-
mal imager registers the thermal field of the high voltage equipment and the
ultraviolet camera registers corona and arc discharges on the catenary equip-
ment. The classification accuracy was obtained at 98% with a reduction in data
processing time up to 30%.

3. Rail track monitoring. In the computerized track-test car there is a system for
obtaining railroad bed video images using four video cameras. The neural net-
work analyzer was used when rail fastenings have been monitored, an example
of which is shown in Fig. 5.

Dataset was composed the rail fastenings images in good condition and the miss-
ing rail fastenings. It was analyzed by dimension reduction to identify distinguishing
features. Then the input of the learned neural network received images which grad-
ually closed black rectangle considered most characteristic for fastening elements.
Similar experiments are often referred to as the “occlusion test” [20]. According to
the neural network processing results can be seen, which elements of the image are
making the greatest contribution in favor of a classification outcome. An example of
model images for the described experiment is shown in Fig. 6.

Figure 7 shows over each image the vector of values obtained at the neural network
analyzer outputs. The first element of the vector is the probability of the rails fastening
presence on the image, the second element is the probability of the rails fastening
absence.

The diagrams presented in Fig. 8 show that the classes considered in this task are

Fig. 5 Rail fastening
images: a railway bed
without fastening, b rail
fastening is operable
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Fig. 6 Images of rails with closed elements on the images: a the original image

Fig. 7 Classification results of modified images

Fig. 8 Dimensionality reduction diagrams: a PCA; b t-SNE

separable in the dataset space.
This justifies the possibility of the neural network analyzer learning to solve the

classification problem. The relative number of images that fall into common areas for
classes does not exceed 1%. The neural network analyzer was trained on a dataset of
50,000 images, 25,000 in each of two classes: serviceable rail fastenings and missing
rail fastenings. The convoluted neural network with a learning rate of 0.00005 and a
number of epochs equal to 100 achieved a classification accuracy of 90%.
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7 Conclusion

Intelligent technologies allow improving the accuracy of detecting faulty states and
reducing the processing time of control data. The obvious advantage is the possibility
to obtain a new quality of diagnosis through the rapid analysis the large amount of
information contained in the images of the different spectral ranges. The development
of modern neurochips [21] opens up new possibilities for building miniature parallel
computing structures for the neural networks implementation. In this case, they can
be installed on air drone to monitor the extended objects, such as railways, oil and
gas pipelines and high-voltage power transmission lines.
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Modeling Cyber-Physical System Object
in State Space (on the Example of Paver)

Andrey Prokopev , Zhasurbek Nabizhanov, Vladimir Ivanchura
and Rurik Emelyanov

Abstract We has considered results of theoretical description of the cyber-physical
system object’s model—asphalt paver with a compacting working body of increased
efficiency based on the state spacemethod are considered. Theworking body includes
a tamper, screed and pressure bar. The mathematical model of the process of interac-
tion of the object with the compacting road-building material takes into account the
masses of themain structural elements of theworking body and pavement.A rheolog-
ical model of a viscoelastic Kelvin–Voight body is using to describe the compacted
material. Suitability of developed mathematical model experimentally confirmed by
simulation modelling of the system using program MATLAB/Simulink.

Keywords Cyber-physical system · Paver ·Working body · Process of
compaction · Road construction mixture · Rheological model · State space

1 Introduction

Innovative advances in the information technologies field predetermine the exten-
sion of cyber-physical system (CPS) to the most directions of human activities,
which are formed at the interface of the internet, things and services [1]. Internet
of Things technology is the technological base of the cyber-physical system [2].
Examples of modern scientific and technical development are cyber-physical sys-
tem road construction’s control, intelligent construction, intelligent compaction (IC)
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[3, 4], continuous compaction control (CCC) [5, 6], intelligent neural network sys-
tem of automated control of vibratory roller [7, 8], unmanned vibration rollers [9,
10], automated road construction kit “paver–vibratory rollers” [11]. Improving the
CPS objects—vibratory rollers, asphalt pavers, is an important scientific direction
[12–15].

As it is known [16], cybernetic physics investigates physical systems by cybernetic
methods. The design task of GPS objects begins with choosing models of control
object and control’s aim. Input and output of the system are given in cybernetic
models, because of the essential role in the formation of feedback coupling [16].
GPS project effectiveness depends on the quality of the simulatedmodel of processes
[16]. Thus, simulated models of GPS objects, which based on modern software,
have special meaning. For example, software package MATLAB/Simulink makes
the possible implementation of technology of model-based design, and the creation
of the hybrid model consisted of the computer model and real physical objects.

The article is concerned with the theoretical description of the cybernetic system
object—asphalt paver’s with a working body of increased efficiency. The result of the
working process implementation paver is preliminarily compacted smooth asphalt
surface with a specific profile. Theoretical investigations of compaction of different
road construction materials (ground coat and asphalt mixes) are considered and
provided bymanyRussian [17] and foreign scientists [18–23]. Limitations of existing
mathematical models of an investigated process are computational problems in the
design of control systems, in the investigation of the dynamic model, to which the
considered model is related.

It is recommended that the state space method should be used in order to fix
those limitations and efficiency enhancement of theoretical investigation of control
object based onmodern softwareMATLAB, this method allows realize clear formal-
ization and automation of computational procedure [24]. Description of systems in
state space allows finding and investigating such features, which could be hidden in
the case of using classical methods for frequency response analysis and description
of terms “input–output”. Matrix notation, which is used in the state space method,
has the advantage at the numerical solution, moreover explicitness of mathematical
formulation and solutions itself are not getting worse even for MIMO-systems (Mul-
tiple Inputs Multiple Outputs), which describe the behavior of complex production
package [25].

2 The Mathematical Formulation of the Problem

Several flavors of paver working bodies are known [26]. The working body of
improved efficiency,which consists of such compacting devices as tamper—finishing
plate—pressure bar, is taken for investigation. The process of mixture compaction
carried out with continuous contact of plate andmixture.Mixture compaction is char-
acterized by distortion of a mix by tamper with kinematic gear (primary compaction
is achieved in 4–6 actions), by finishing and pressure bar.
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Finishing plate ensures the improvement of road surface structure and fixing real-
ized degree of surface compaction. Being static finishing platemake vibratory actions
using tight coupling with a tamper. The parametric value of vibrations depends on
tamper weight and vibrational frequency. Pressing plate creates periodic impulse
loading with a frequency of 50–70 Hz and pressure in hydraulic system loading of
5–15 Pa [26].

Frequency, amplitude, velocity, acceleration are primary dynamic parameters of
vibrations of compacting devices and compacted areas particles. Vibration amplitude
of any compactor depends on stress-strain properties of compacted material and can
be changed in the process of its compaction [27].

Following assumptions were made during the preparation of the mathematical
model of the compaction process:

1. structural elements of the machine have infinite stiffness;
2. working body operates in shock-free mode;
3. compacted layer possesses viscoelastic properties;
4. viscoelastic properties of vibration damper are linear;
5. vertical component of vibration is considered only;
6. inertial properties of the compacted medium are taken into account.

The scheme of the dynamic model of the mixture compaction process by paver
working body is in Fig. 1.

On the scheme, Fig. 1, the following notations are used: m1—finishing plate
weight, kg; m2—pressure bar weight, kg; m3—tamper weight, kg; m4—mixture
weight under tamper, kg; m5—mixture weight under vibrating plate, kg; k5—coef-
ficient of elastic resistance of compacted mixture under plate, N/m; c1—damping
coefficient of compacted mixture under plate, Ns/m; k2—coefficient of elastic resis-
tance of vibrator buffer, N/m; c2—damping coefficient of vibrator buffer, Ns/m;
k3—coefficient of elastic resistance of compacted mixture under tamping beam,

Fig. 1 Thedynamicmodel ofmixture compaction process bypaverworking body (tamper, finishing
plate, one pressure bar)
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N/m; c3—damping coefficient of compacted mixture under tamping beam, Ns/m;
y1, y2, y3—movement of working body elements, consequently, m.

As follows from the analysis of mixture compaction process by paver work-
ing body (Fig. 1), on the ground of Newton’s second law, the mathematical model
of vibrating system “tamper—finishing plate—pressure bar—mixture” was made,
which shows simultaneously both vibration dynamics of constructional element and
rheological properties of mixture compacted.

Differential equations of tamper motion

(m2 + m4) · ÿ2 + c2 · ẏ2 + k2 · y2 = F2 + m4 · g, (1)

where, F2—the power of tamper pusher, N.
Taking into account the relative motion concept, we will receive an additional

equation

y2 = y1 + e · sin(ω2 · t), (2)

where e—excentricity radius of tamper, m; ω2—angular frequency of revolution of
tamper gear, rad/s.

Putting up Eq. (2) to Eq. (1) with transformations, we will receive the following
equation

F2 = (m2 + m4) · ÿ1 + c2 · ẏ1 + k2 · y1 − (m2 + m4) · e · ω2
2 · sin(ω2 · t)

+ k2 · e · sin(ω2 · t) + c2 · e · ω2 · sin(ω2 · t + π/2) − m4 · g. (3)

Differential equations of motion of finishing plate

(m1 + m5) · ÿ1 + (c1 + c13) · ẏ1 − c13 · ẏ3 − k1 · y1 − k13 · y3
= −F3 − F2 + (m1 + m5) · g. (4)

Putting up Eq. (3) to Eq. (4), we will receive the following equation

(m1 + m2 + m4 + m5) · ÿ1 + (c1 + c2 + c13) · ẏ1 − c13 · ẏ3
+ (k1 + k2 + k13) · y1 − k13 · y3 = −F3

+ ((m2 + m4) · e · ω2
2 − k2 · e) · sin(ω2 · t)

− c2 · e · ω2 · sin(ω2 · t + π/2) + (m1 + m4 + m5) · g. (5)

A differential equation, which describes themotion of pressure bar duringmixture
compaction

(m3 + m6) · ÿ3 − c13 · ẏ1 + (c3 + c13) · ẏ3
− k13 · y1 + (k3 + k13) · y3 = F3 + (m3 + m6) · g, (6)
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where F3—the power of hydraulic exciter affecting pressure bur, N.
Themathematicalmodel of investigation object was found during transformations

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(m1 + m2 + m4 + m5) · ÿ1 + (c1 + c2 + c13) · ẏ1 − c13 · ẏ3
+(k1 + k2 + k13) · y1 − k13 · y3 = −F3

+((m2 + m4) · e · ω2
2 − k2 · e) · sin(ω2 · t)

−c2 · e · ω2 · sin(ω2 · t + π/2) + (m1 + m4 + m5) · g;
(m3 + m6) · ÿ3 − c13 · ẏ1 + (c3 + c13) · ẏ3 − k13 · y1
+(k3 + k13) · y3 = F3 + (m3 + m6) · g.

(7)

3 The Mathematical Model in the State Space

The state-space method allows to present control system (7) as follows [24, 27]:

ẋ(t) = A(t) · x(t) + B(t) · u(t); (8)

y(t) = C(t) · x(t) + D(t) · u(t), (9)

where, x(t)—state vector of dimension (n × 1), which elements are state vari-
ables of systems of nth-order, x(t) = [x1(t), x2(t), . . . , xn(t)]

T ; y(t)—output vec-
tor of dimension (p × 1), which elements are response variables of the system,
y(t) = [

y1(t), y2(t), . . . , yp(t)
]T
; u(t)—input vector of dimension (r × 1), which

elements are input variables of the system, u(t) = [u1(t), u2(t), . . . , ur (t)]
T ; A(t)—

the coefficientmatrix of the system (n×n); B(t)—inputmatrix (n×m);C(t)—output
matrix (p× n), here p—output value number; D(t)—detour matrix (p×m), which
define direct dependence of output on input.

For further transformations, the equation system was led to the following form

ÿ1 =

⎡

⎣
−(c1 + c2 + c13) · ẏ1 + c13 · ẏ3 + (k1 + k2 + k13) · y1
+k13 · y3 − F3 + ((m2 + m4) · e · ω2

2 − k2 · e) · sin(ω2 · t)
+c2 · e · ω2 · sin(ω2 · t + π/2) + (m1 + m4 + m5) · g

⎤

⎦

m1 + m2 + m4 + m5
;

ÿ3 =

[
c13 · ẏ1 − (c3 + c13) · ẏ3 + k13 · y1 − (k3 + k13) · y3
+F3 + (m3 + m6) · g

]

m3 + m6
. (10)

The movement and speed of the compacting devices uniquely determine the state
of the object. We introduce the designations of the state variables of the object: x1—
vertical movement of finishing plate, x1 = y1; x2—the velocity of vertical movement
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of finishing plate, x2 = ẏ1; x3—the vertical movement of the pressure bar, x3 = y3;
x4—the velocity of vertical movement of the pressure bar, x4 = ẏ3.

To simplify the study of the object model, the system of Eq. (10), taking into
account the accepted designations, is reduced to a system of differential equations
in the normal form of Cauchy

x2 = ẏ1;

ẋ2 =

⎡

⎢
⎢
⎣

−(c1 + c2 + c13) · x2 + c13 · x4 + (k1 + k2 + k13) · x1
+k13 · x3 − F3

+((m2 + m4) · e · ω2
2 − k2 · e) · sin(ω2 · t)

+c2 · e · ω2 · sin(ω2 · t + π/2) + (m1 + m4 + m5) · g

⎤

⎥
⎥
⎦

m1 + m2 + m4 + m5
;

x4 = ẏ3;

ẋ4 =

[
c13 · x2 − (c3 + c13) · x4 + k13 · x1 − (k3 + k13) · x3
+F3 + (m3 + m6) · g

]

m3 + m6
. (11)

Moving state variables to the appropriate vector andmatrix produces the following
results. Model of the process under study in the state space, in vector-matrix form

ẋ(t) = A(t) · x(t) + B(t) · u(t);

the coefficient matrix of the system A(t)

A(t) =

⎡

⎢
⎢
⎣

0 1 0 0
− k1+k2+k13

K − c1+c2+c13
K

k13
K

c13
K

0 0 0 1
k13

m3+m6

c13
m3+m6

− k3+k13
m3+m6

− c3+c13
m3+m6

⎤

⎥
⎥
⎦;

here K = m1 + m2 + m4 + m5; input matrix B(t)

B(t) =

⎡

⎢
⎢
⎢
⎣

0 0
1

m1+m2+m4+m5
0

0 0
0 1

m3+m6

⎤

⎥
⎥
⎥
⎦
;

y(t) = C(t) · x(t) + D(t) · u(t);

output matrix C(t)
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C(t) =

⎡

⎢
⎢
⎣

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

⎤

⎥
⎥
⎦;

input vector u(t)

u(t) =
⎡

⎣
−F3 + ((m2 + m4) · e · ω2

2 − k2 · e) · sin(ω2 · t)
−c2 · e · ω2 · sin(ω2 · t + π/2) + (m1 + m4 + m5) · g
F3 + (m3 + m6) · g

⎤

⎦.

Matrix D(t) usually equal to zero, as in physical systems, all channels between
inputs and outputs typically have dynamic links [28].

4 Investigation of the Mathematical Model

The simulated model was developed on the language MATLAB/Simulink, Fig. 2,
to estimate mathematical model adequacy of mixture compaction process by paver
working body.

For the computer experiment of the investigated process, the initial data from the
scientific publication are used [27]

k1 = 4 × 106 N/m; k2 = 8.5 × 105 N/m; k3 = 8.5 × 106 N/m;
k13 = 1.1 × 107 N/m; c1 = 3200N · s/m; c2 = 1200N · s/m; c3 = 1200N · s/m;
c13 = 1200N · s/m; m = 21.6 kg; m1 = 682 kg; m2 = 71.3 kg; m3 = 250 kg;

Fig. 2 Simulated model on the language MATLAB/Simulink
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m4 = 0.1 · m2; m5 = 0.2 · m1; m6 = 0.2 · m3; r = 0.03m; e = 0.006m;
f2 = 15Hz; f3 = 25Hz; F3 = 9000N.

As a result of computer modeling, the parameters of the working process of
the finishing plate and the pressure bar are obtained when compacting the mixture:
displacement; velocity; acceleration (Fig. 3, Fig. 4).

The obtained dependences of the transition process correspond to the nature of
the vibrating process. The results have similar values to those published in the article
[27]. The acceleration amplitude of the finishing plate corresponds to the real data,
taking into account the given conditions of the working process. These acceleration
amplitudes of the finishing plate, after applying the spectral analysis method, can be
used for continuous compaction control.

Transfer-function identification of control object.

Fig. 3 The characteristic curve of vibrating process parameters of paver finishing plate

Fig. 4 The characteristic curve of vibrating process parameters of the pressing plate
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The task of determining the transfer function (TF) is performed for the research
of the mathematical model with the use of block modeling software. As a result of
MATLAB commands implementation, we received the transfer function of the input
with the controlled variable is the angular frequency of vibration.

The transfer function of the controlled variable—a movement of finishing plate

W (s) = 0.001115 · s2 + 0.00892 · s + 72.48

s4 + 14.24 · s3 + 8.272 · 104 · s2 + 4.491 · 105 · s + 6.99 · 108 ;

the transfer function of the controlled variable—velocity of the finishing plate

W (s) = 0.001115 · s3 + 0.00892 · s2 + 72.48 · s
s4 + 14.24 · s3 + 8.272 × 104 · s2 + 4.491 × 105 · s + 6.99 × 108

.

The obtained TF correspond strictly to the correct form since the degree of the
numerator is less than the degree of the denominator. In further investigations when
designing the controller, it is necessary to take into account the high order of the
mathematical model of the control object.

5 Conclusion

A mathematical model of the object of the cyber-physical system in the state space
– asphalt paver with a working body of increased efficiency is obtained. An exper-
imental check of its operability is executed. The models of the transfer functions
at the input with the controlled variable are determined. Transfer functions have a
fourth-order, which complicates the task of designing the control system regulator.

The results of the work are the stage of research work in the field of design of the
cyber-physical system of road construction works.
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Abstract The correctness of athlete’s behavior can be controlled by health care
cyber-physical system containing distributed (mobile) sensors and intelligent data
processing. Such cyber-physical systems determine a concrete set of events, such as
jumps or falls and identify events parameters, e.g. height and duration. The proposed
accelerometer data based cyber-physical system differs from existed ones by an
originalmethod for detection of various types of athlete’s behavior.Aproposed cyber-
physical system contains on three modules: the data acquisition module, the data
processing module and the processed data visualization module. A method for jump
recognition is based on high frequency accelerometer data. The system is developed
using Android Studio, R Studio development environments. The results provided
by accelerometer data based cyber-physical system might be used for coaches and
doctor in sports medicine for decisions regarding the optimal load in future training
sessions. Use cases including different experimental setup shows the efficiency of
the proposed system.
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1 Introduction

Basically, a cyber-physical system (CPS) created for improvement production in
different domains via combination of physical and informational elements. The CPS
contains on computing elements for interacting sensors which monitor cyber and
physical components and actuators in operational environment. CPSs use sensors
to collect data about environment to gain a deeper knowledge of the environment,
which enables a more accurate actuation [1].

Recently, the usage of CPS is dramatically increasing in different domains. For
example, more health care systems are created as CPS to get more benefits for an
end-user. These systems can improve remote monitoring of physical parameters of
patients in real time to reduce the need for hospitalization or to improve care for the
disabled and the elderly. Also CPS systems are used to study the functions of the
human body, improve the exchange of real-time information between equipment,
control systems and improve the efficiency of these processes due to the automatic
monitoring and control of the entire process [2–6].

Sports achievements and health of people involved in sports directly depend on
the improvement of training methods and the development of knowledge about the
physical abilities of a person. An analysis of the biomechanical structure of the
athlete’s motor actions will enable further progress in its technical and physical
training.

The contribution of the chapter is an accelerometer data based cyber-physical
systemwhich differs from existed ones by an original method for detection of various
types of athlete’s behavior. The system is developed using Android Studio, R Studio
development environments for high frequency data analysis.

2 Background

Modern trends in the development and use of cyber-physical health monitoring sys-
tems have been investigated in many chapters [7–11].

The biomechanical structure of human movements when playing sports in three-
dimensional space and the asymmetry of movements is considered in [12].

On this basis the method of assessing the degree of tension and non-relaxation
of skeletal muscles, which allows you to classify the basic and special exercises of
athletes on the speed-strength parameters, was proposed.

To determine the characteristics of the device in space, in most cases the
accelerometer, compass and gyroscope are used, often installed on modern devices.
Compass and gyroscope do not allow to detect movement, but provide an opportunity
to determine the orientation and tilt of the device in space. Changing the position of
the device is carried out using an accelerometer [13, 14].

The works also confirm the possibility of assessing and further analyzing human
physical activity using data obtained from an accelerometer [15–17].
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The available devices that collect data on the human physical activity in space are
primarily smartphones on the Android OS [18]. Android OS applications, such as
GPS-based pilots for GPS pilots [19], barometer-based SyPressure Pro (Barometer)
[20], Altimeter–Altimeter [21], and altimeters of varying degrees of accuracy [22],
allow you to determine the height of the device seas, but do it with insufficient
accuracy (>10 cm). Further, additional information processing is required to obtain
the height of the jump.

Devices such as a WOO-tracker [23] or Vert [24] vertical jump gauge allow you
to determine the jump height, but do not count the number of jumps and have a high
cost, being separate devices.

3 A Cyber-Physical System

The cyber-physical system processes data obtained from different sources and based
on existing approaches [25, 26] it is advisable to distinguish three modules: the data
acquisition module, the data processing module and the processed data visualization
module.

Human interaction with the system takes place with the modules of data acquisi-
tion and visualization of the processed data.

The data acquisition module saves the structured data from the accelerometer of
the phone to a file. When receiving data from the accelerometer, a string is formed
that contains the following data, separated by the symbol ‘!’:

• acceleration along the axis OX
• acceleration along the OY axis
• acceleration along the OZ axis
• Timestamp

Example: “9.811235! 0.0! 0.0! 12”
The data processing module is developed in the R programming language. The

module is divided into two parts:

• jump definition
• jump height determination

The output of this module is a file containing the height of each jump and the
timestamp of the landing.

The data visualization module receives a file from the data processing module as
input and builds a histogram of heights from the data from the file.

Data acquisition from the accelerometer and visualization of the processed data
is used to receive data for further processing, with which the user has direct contact
(installed on the athlete’s mobile device running the Android OS). Also, this program
receives the processed data from the cloud storage and presents them in the form
of a histogram. Data processing is performed by the program on the cloud storage.
The processing program is implemented in the programming language R. Figure 1
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shows a cyber-physical system scenario for assessing the intensity of training based
on accelerometer data.

Pseudocode jump recognition:

1. Download the file “FILE” with the original data;
2. Convert “FILE” to table “df” with four fields: “X”, “Y”, “Z”, “Timestamp”;
3. Define the vector “LIST”:

3.1. For each vector “X”, “Y”, “Z”:
3.1.1. Find the mean value of the vector;
3.1.2. If the mean value of the vector is 9.81 ± 2:

3.1.2.1. Assign this vector to the “LIST” vector;

4. Define the vector “A”:

4.1. For each value in the “LIST” vector:
4.1.1. If the value is 9.81 ± 0.5:

4.1.1.1. Add a value to the vector “A”;

5. Determine the vector “MAX” containing the indices of all peaks of the vector
“LIST”:

5.1. Create a vector “sign”;
5.2. For each “i” value of the vector “LIST”:

5.2.1. Find the difference sign “i + 1” and “i” values of the vector
“LIST”;

5.2.2. Add the result to the sign vector;
5.2.3. Increase the value of “i” by 2;

5.3. For each “i” value of the vector “sign”:
5.3.1. If “i” value is greater than “i + 1”

5.3.1.1. Add the value of the vector “LIST” with the index “i” to
the vector “MAX”;

5.3.2. Increase “i” by 2;

6. Create a table “JUMPS”, consisting of two fields: “start”, “end”;
7. Define the “JUMPS” table:

7.1. For each “i” value of the vector “MAX”:
7.1.1. The value with the index “i” is added to the “start” field of the

table “JUMPS”;
7.1.2. The value with the index “i + 1” is added to the “end” field of the

table “JUMPS”;
7.1.3. Increase the value of “i” by 2;

8. For each row of the table “JUMPS” calculate the height of the jump:

8.1. Assign “START” the index of the first value from the “LIST” vector
nearest to the acceleration of free fall to the right of the “start” of the
“JUMPS” table;
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Fig. 1 A cyber-physical system scenario for assessing the intensity of training based on accelerom-
eter data

8.2. Assign the “END” index of the first value from the “LIST” vector nearest
to the acceleration of free fall to the right of the “end” of the “JUMPS”
table;

8.3. Calculate the time “time” from “START” to “END”;
8.4. Calculate the average acceleration “a” from “START” to “END”;
8.5. Calculate the height “h” by applying the formula “h” = “a” * “t” ˆ 2/2;
8.6. Add jump height to the “HEIGHTS” list;

9. Create a new “OUTPUT” file;
10. Write the vector values “HEIGHTS” to the file.

4 Results and Discussion

To confirm the effectiveness of the system, the following series of experiments were
carried out.

Experiment 1. Identification of the jump by counting the acceleration maxima
(Fig. 2).

Hypothesis. During the jump, the athlete’s body experiences two overloads. The
first—at the time of acceleration of the body for separation from the floor. The
second—at the time of landing and stabilization. Thus, the number of jumps can be
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Fig. 2 Schedule experiment 1. The dependence of the acceleration on time for 100 jumps athlete,
where x-axe represents timestamps and y-axe represents acceleration

calculated by the following formula N/2, where N is the number of maxima along
the entire acceleration graph.

Input data. File with 100 jumps athlete.
Result. 384 local maximawere found. Using the hypothesis of the first experiment

we get 192 jumps.
Conclusion. In the calculation of the maxima fall noise maxima that need to be

cut off.
Experiment 2. Removing noise to determine maxima (Fig. 3).
Hypothesis. The average acceleration of the processed data vector is equal to

the free fall acceleration rounded to hundredths. The maxima that fall within the
segment (9.81 ± 3) m/s2 will be considered noise and not taken into account in the
calculations.

Input data. Acceleration data file 100 athlete jumps.
Result. 384 local maxima were found. Applying the hypotheses of the first and

second experiments, we obtain 292 local maxima and 146 jumps.
Conclusion. From the acceleration graph, it is clear that somemaxima were found

incorrectly. It is necessary to expand the search range of the maximum.
Experiment 3. Increasing the time range of the search maxima (Figs. 4, 5).
Hypothesis. The program code of the maximum search involves editing the max-

imum search range to determine them along the graph. If you increase the range, you
can achieve a more accurate determination of the necessary maxima.

Input: Acceleration data file 100 athlete jumps.
Result. Found 116 local maxima. Applying the hypotheses of the first and second

experiments, we obtain 101 local maxima and 50 jumps.
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Fig. 3 Schedule of experiment 2. The dependence of the acceleration on time for 100 jumps athlete,
where x-axe represents timestamps and y-axe represents acceleration

Fig. 4 Experiment Graph 2. Time interval from 15 to 20 s, where x-axe represents timestamps and
y-axe represents acceleration
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Fig. 5 Schedule of experiment 3. The dependence of the acceleration on time for 100 jumps athlete,
where x-axe represents timestamps and y-axe represents acceleration

Conclusion. The theoretical assumption of the first experiment requires adjust-
ment. New data needed for the experiment.

Experiment 4. The use of new input data (Fig. 6).
Hypothesis. In the input file of experiments 1–3, data were recorded where the

athlete performed jumps continuously, so at the moment when an overload occurred
on landing, the athlete continued to experience it during the acceleration for the next
jump. Thus, the number of jumps is equal to N − 1 jumps, where N is the total
number of maxima of the section of the graph, where jumps take place continuously.

Input data: a file in which the data recorded acceleration 10 jumps. The athlete
made 7 separate jumps with breaks between each about 0.5 s, then made 3 jumps in
a row.

Result. Found 18 highs. 14 of them belong to seven jumps (perfect with a break),
and the remaining 4 belong to three jumps (perfect without stopping). Using the
hypothesis of this experiment, we obtain the calculation:

(14/2) + (4 − 1) = 7 + 3 = 10 jumps.

Conclusion. When counting jumps, it is necessary to separate areas where jumps
are performed continuously and areas where an athlete has time to stabilize between
two jumps (there is a break between jumps for more than 0.5 s).

Determining the height of jumps (Fig. 7).
To determine the height of the jump, we use the kinematic formula for uniformly

accelerated motion, taking into account the average acceleration calculated by the
selected time range:
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Fig. 6 Schedule experiment 4. The dependence of the acceleration on time for 10 jumps athlete,
where x-axe represents timestamps and y-axe represents acceleration

Fig. 7 Graph height of 100
jumps

h = 〈a〉t2
2

Therefore, we need to find the average acceleration (<a>) and the time of the jump
(t). For this we need to find the pivot points: the starting point of the jump and the
landing point.
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5 Conclusion

The correctness of athlete’s behavior can be controlled by health care cyber-physical
system containing distributed (mobile) sensors and intelligent data processing. Such
cyber-physical systems determine a concrete set of events, such as jumps or falls and
identify events parameters, e.g. height and duration.

The proposed accelerometer data based cyber-physical systemdiffers fromexisted
ones by an original method for detection of various types of athlete’s behaviour. The
system is developed using Android Studio, R Studio development environments. The
results provided by accelerometer data based cyber-physical system might be used
for coaches and doctor in sports medicine for decisions regarding the optimal load
in future training sessions. Also this approach can be used for proactive decision
support systems based on data stream analysis [27].
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Assembly and Service Robotic Space
Module. Mathematical Model
of the Reduced System

Pavel P. Belonozhko

Abstract Despite the significant achievements of the last decades in the field of
space robotics, the task of automated Assembly and maintenance of large space
objects continues to be relevant. At the same time, it is advisable to consider the
set of serviced facilities and maintenance facilities of robotics in the future as a
single cyber-physical system. Its key element is the assembly and service robotic
space module (ASRSM). An important feature of the ASRSM as an element of
the cyber-physical system is the potential variety of possible modes of controlled
motion. The mentioned feature is of fundamental importance in the development of
a complex of Autonomous robotic means interacting with a complex technical object
in extreme conditions. The study of the characteristics of dynamic regimes ASRSM
is advantageously carried out with the use of model problems involving the study
of simplified models with the subsequent generalization of the results. It provides
both theoretical and practical interest to mechanical design scheme ASRSM of the
“movable base—massless single-stage handling mechanism payload”. It is shown
that in the absence of external forces, a nonlinear oscillatory system with one degree
of freedomcan be put in correspondencewith this system.This system is described by
an independent Routh equation, and, in accordance with the terminology adopted in
analytical mechanics, is called reduced. Themethodical features of the mathematical
description of the reduced system for the model problem are considered. It is shown
that the Routh function considered as the Lagrange function of the reduced system
can be excluded from the term corresponding to zero gyroscopic force and being a
full derivative in time from some function of positional velocity and coordinate. In
the absence of a control moment, an integral of energy can be written in the hinge,
which has the form of the sum of the kinetic and potential energy of the reduced
system, and determines the family of phase trajectories of the system’s own motions.
The considered problem is of both applied and methodological interest. Qualitative
generalization of the obtained results in the case of spatial reduced systems with
several degrees of freedom is relevant from the point of view of using their own
inertial motions in the construction of control.
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Keywords Assembly and service robotic space modules · Proper inertial motion
by degree of freedom of manipulator · Reduced system · Routh equation ·
Reduced system · Routh equation · Lagrange function · Phase portrait

1 Introduction

Robotic assembly and maintenance of large space objects is one of the promising
areas of development of both space technology and space robotics [1–19]. For Fig. 1
as an example, the use of an autonomous grouping of assembly and service robotic
space modules for the assembly of a large-size space object is presented [3].

Management of such assembly and service group of robots assumes a significant
amount of sensor data processed in real-time mode; intensive interaction between
physical and computational processes; use of current information about the state of
the system to optimize control processes.

Thus, the combination of mounted and operated by advanced space infrastructure
and set of supporting tools for space robotics (Fig. 1) naturally regarded as a single
cyber-physical system.

Fig. 1 1—large-size space object, assembled with the help of autonomous grouping of assembly
and service robotic space modules [3]
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2 Assembly and Service Robotic Space Module
as an Element of Cyber-Physical System

As noted in the introduction, the concept of assembly and service autonomic robotic
space modules (ASRSM), carrying out the capture of fragments of the assembled
structure, delivering them to the Assembly site and installing them in the normal
positionwith the help of themanipulator Fig. 1. Important design features of ASRSM
[1]:

– the presence of a movable base;
– the presence of one or more manipulators.

Today there is an experience of experimental orbital testings of such devices
(ETS-VII, Orbital Express).

Can be allocated to different modes of functioning of Autonomous ro-botirovna
space module [1]: the controlled movement of a module without a load; the module
docking to the base station or themounting structurewithout the use of amanipulator,
docking module to the base station or Monti-financed project design by using the
manipulator; a grip manipulator mounted relative to the base station unit; the capture
of the manipulator in inertial free space of the block; the controlled movement of a
module with a load held by the manipulator; controlled the movement of goods by
means of a manipulator; controlled movement of the module with the load fixed on
the base; connection of the unit to the mounted structure.

Taking into account the variety of possiblemodes ofmovement, an important prin-
ciple of the organization of the movement of robots—ensuring compliance with the
free and forced movements of the manipulator-is relevant in relation to the ASRSM.

3 Model Problem

Consider the flat motion of a system of two solids: the space module 1 (base) and the
movable load 2, connected by an ideal single-stage massless manipulator (Fig. 2).

Masses of bodies 1 and 2—m1 and m2 respectively, J1 and J2—moments of
body inertia 1 and 2 in respect to the centers of mass C1 and C2, l1 and l2—distance
between centers ofmass and a joint. Themotion is viewed in respect to the nonrotating
coordinate system XCY originating in the system’s center of mass C , which will
be inertial should there be no external forces and moments applied to the system.
Position relative to XCY is defined by angle ϕ1, which describes absolute motion
of the platform, and joint angle q, which describes motion of the load in respect to
the platform (Fig. 1). Control moment is applied to the joint bounding platform and
load M .

Kinetic energy of the system

T = T (ϕ̇1, q̇, q) = 1

2
aϕ̇1 ϕ̇

2
1 + aϕ̇1q̇ ϕ̇1q̇ + 1

2
aq̇ q̇

2, (1)
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Fig. 2 2—the system: space module—the manipulator moves the load

where

aϕ̇1 = aϕ̇1(q) = J1 + J2 + m̃l21 + m̃l22 + 2m̃l1l1 cos q,

aϕ̇1q̇ = aϕ̇1q̇(q) = J2 + m̃l22 + m̃l1l1 cos q,

aq̇ = aq̇(q) = J2 + m̃l22 ,

m̃ = m1m2

m1 + m2
. (2)

The point is the derivative of time t.
Let the forces and moments external to the system be absent. Then the coordinate

q is positional, and the coordinate ϕ1 is cyclic, and the cyclic integral takes place

∂T

∂ϕ̇1
= aϕ̇1 ϕ̇1 + aϕ̇1q̇ q̇ = K = const, (3)

reflecting the fact of constancy of the kinetic moment of the system K in the absence
of external moments.

Express ϕ̇1 from (3)

ϕ̇1 = fϕ̇1 = fϕ̇1(q̇, q, K ) = −aϕ̇1q̇

aϕ̇1

q̇ + 1

aϕ̇1

K . (4)

Substitute (4) into (1)

T ∗ = T ∗(q̇, q, K ) = T (ϕ̇1, q̇, q)|ϕ̇1= fϕ̇1

= 1

2
aϕ̇1 f

2
ϕ̇1

+ aϕ̇1q̇ fϕ̇1 q̇ + 1

2
aq̇ q̇

2. (5)
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4 The Routh Function of the Original System
and the Lagrange Function of the Reduced System

Let’s write down the Routh function

R = R(q̇, q, K ) = T ∗(q̇, q, K ) − fϕ̇1(q̇, q, K ) · K , (6)

R = 1

2

(
aq̇ − a2ϕ̇1q̇

aϕ̇1

)
q̇2 + aϕ̇1q̇

aϕ̇1

Kq̇ − 1

2

1

aϕ̇1

K 2. (7)

We assume that the Routh function (7) is a Lagrange function of some reduced
mechanical system with one degree of freedom. The positional coordinate q of the
original system is the generalized coordinate of the reduced system. The independent
equation of dynamics of the controlled relative motion of the initial system is the
Routh equation for the reduced system

d

dt

(
∂R

∂q̇

)
− ∂R

∂q
= M. (8)

Thus, in the task of controlling the movement of cargo relative to the base, the
above system can be considered as an object of control. For a qualitative analysis
of the eigen dynamics of the reduced system, we analyze the structure of the Routh
function.

Let’s write (7) taking into account designations (2)

R = R(q̇, q, K ) = 1

2
q̇2

(
J1 + m̃l21

)(
J2 + m̃l22

) − m̃2l21l
2
2 cos

2 q(
J1 + J2 + m̃l21 + m̃l22 + 2m̃l1l2 cos q

)
+ q̇K

(
J2 + m̃l22 + m̃l1l2 cos q

)
(
J1 + J2 + m̃l21 + m̃l22 + 2m̃l1l2 cos q

)
− 1

2
K 2 1(

J1 + J2 + m̃l21 + m̃l22 + 2m̃l1l2 cos q
) . (9)

We introduce notations for the terms of the right part (7)

R2 = 1

2

(
aq̇ − a2ϕ̇1q̇

aϕ̇1

)
q̇2, R1 = aϕ̇1q̇

aϕ̇1

Kq̇, R0 = −1

2

1

aϕ̇1

K 2. (10)

We introduce also an auxiliary designation

α1 = J1 + m̃l21 ,

α2 = J2 + m̃l22
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β = m̃l1l2. (11)

Then the term R1 included in the Routh function can be represented as

R1 = q̇K
α2 + β cos q

α1 + α2 + 2β cos q
. (12)

Integrate the right side (12)

FR1(t) =
∫

q̇K
α2 + β cos q

α1 + α2 + 2β cos q
dt = 1

2
K

∫
α2 − α1 + α1 + α2 + 2β cos q

α1 + α2 + 2β cos q
dq

= 1

2
qK + 1

2
K

∫
α2 − α1

α1 + α2 + 2β cos q
dq. (13)

The integration constant in (13) is omitted. Use the substitution

tg
q

2
= z. (14)

Then

cos q = 1 − z2

1 + z2
, dq = 2

1 + z2
dz. (15)

We have for the second term of the right part (13)

1

2
K

∫
α2 − α1

α1 + α2 + 2β cos q
dq = 1

2
K

∫
α2 − α1

α1 + α2 + 2β 1−z2
1+z2

2

1 + z2
dz

= K
∫

α2 − α1

(α1 + α2)
(
1 + z2

) + 2β
(
1 − z2

)dz
= K

∫
α2 − α1

(α1 + α2 + 2β) + (α1 + α2 − 2β)z2
dz

= K
α2 − α1

α1 + α2 − 2β

∫
1

z2 + α1+α2+2β
α1+α2−2β

dz. (16)

We introduce the notation for the obviously positive expression in the denominator
of the integrand

a2 = α1 + α2 + 2β

α1 + α2 − 2β
= J1 + J2 + m̃(l1 + l2)

2

J1 + J2 + m̃(l1 − l2)
2 . (17)

We also denote

b = α2 − α1

α1 + α2 − 2β
= J2 + m̃l22 − J1 − m̃l21

J1 + J2 + m̃(l1 − l2)
2 . (18)
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Then the integral (16) is

K
α2 − α1

α1 + α2 − 2β

∫
1

z2 + α1+α2+2β
α1+α2−2β

dz = Kb
∫

dz

z2 + a2
= K

b

a
arctg

z

a
. (19)

Given (19), the function (13) takes the form

FR1 = FR1(q(t)) = FR1(t) = 1

2
Kq(t) + K

b

a
arctg

(
tg q(t)

2

a

)
+ CR1 , (20)

where CR1 is a constant of integration. Thus, the term R1 functions Routh is the full
time derivative of function (20)

R1 = d

dt
FR1 , (21)

and can be omitted, since the Lagrange function of the mechanical system is deter-
mined to the full time derivative of some function [20].

Then the Lagrange function of the reduced system can be written as

LR = 1

2
q̇2

(
J1 + m̃l21

)(
J2 + m̃l22

) − m̃2l21l
2
2 cos

2 q(
J1 + J2 + m̃l21 + m̃l22 + 2m̃l1l2 cos q

)
− 1

2
K 2 1(

J1 + J2 + m̃l21 + m̃l22 + 2m̃l1l2 cos q
) . (22)

We modify the Lagrange function (22) by adding to it a constant TK defined by
the expression

TK = 1

2
K 2 1(

J1 + J2 + m̃l21 + m̃l22 + 2m̃l1l2
) . (23)

Get

L∗
R = LR + TK = 1

2
q̇2

(
J1 + m̃l21

)(
J2 + m̃l22

) − m̃2l21l
2
2 cos

2 q(
J1 + J2 + m̃l21 + m̃l22 + 2m̃l1l2 cos q

)
− 1

2
K 2 1(

J1 + J2 + m̃l21 + m̃l22 + 2m̃l1l2 cos q
)

+ 1

2
K 2 1(

J1 + J2 + m̃l21 + m̃l22 + 2m̃l1l2
) . (24)

The modified Lagrange function (24) is the difference between the kinetic and
potential energy of the reduced system [16, 18, 19]
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L∗
R = Ek − Ep,

Ek = 1

2
q̇2

(
J1 + m̃l21

)(
J2 + m̃l22

) − m̃2l21l
2
2 cos

2 q(
J1 + J2 + m̃l21 + m̃l22 + 2m̃l1l2 cos q

) ,

Ep = 1

2
K 2 1(

J1 + J2 + m̃l21 + m̃l22 + 2m̃l1l2 cos q
)

− 1

2
K 2 1(

J1 + J2 + m̃l21 + m̃l22 + 2m̃l1l2
) . (25)

5 Equation of Dynamics of the Reduced System

The equation of dynamics of the reduced system is written in the form

d

dt

(
∂L∗

R

∂q̇

)
− ∂L∗

R

∂q
= M. (26)

Substituting (25) in (26), we obtain

q̈

(
J1 + m̃l21

)(
J2 + m̃l22

) − m̃2l21l
2
2 cos

2 q(
J1 + J2 + m̃l21 + m̃l22 + 2m̃l1l2 cos q

)
+ q̇2 m̃l1l2 sin q

(
J1 + m̃l21 + m̃l1l2 cos q

)(
J2 + m̃l22 + m̃l1l2 cos q

)
(
J1 + J2 + m̃l21 + m̃l22 + 2m̃l1l2 cos q

)2
+ K 2 m̃l1l2 sin q(

J1 + J2 + m̃l21 + m̃l22 + 2m̃l1l2 cos q
)2 = M. (27)

From (27) it is easy to see that the reduced system is a nonlinear oscillatory system.
The minimum potential energy Ep of the reduced system occurs when q = 0 (the
hinge is located on a straight line passing through the centers of mass of bodies),
this position of the system is the “lower” position of stable equilibrium in which
the potential energy is zero, the total energy is kinetic Ek . The maximum potential
energy Ep of the reduced system takes place at q = π , this position of the system is
the “upper” position of the unstable equilibrium in which the kinetic energy is zero,
the total energy is equal to the potential energy.

In the absence of control action in the hinge (M = 0) there are own ballistic
movements of the reduced system. Setting the values of the coordinate q(0) and
velocity q̇(0) at the initial time in accordance with (25) is determined by the value
of the total energy Ek + Ep of the reduced system M = 0, due to the condition
remaining constant. In this case, there is an energy integral, which is an equation of
a family of phase trajectories.
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Fig. 3 3—phase portrait of
the equation of natural
motions of the reduced
system

Ek + Ep = const. (28)

A general view of the phase portrait is shown in Fig. 3.
As shown in Fig. 3, two kinds of ownmovements can be distinguished: oscillations

and circulations. The corresponding groups of phase trajectories are separated by a
separatrix. The value of the total energy of the reduced system corresponds to the
simulation movement along the separatrix

Epmax = 1

2
K 2 1(

J1 + J2 + m̃l21 + m̃l22 + 2m̃l1l2
)

− 1

2
K 2 1(

J1 + J2 + m̃l21 + m̃l22 + 2m̃l1l2
) , (29)

equal to the maximum possible value of potential energy in the “upper” position of
unstable equilibrium.

6 Conclusion

According to the results of the analysis of trends in the development of space robotics,
the actual problem of automated assembly of large-size space objects with the help
of assembly and service robotic space modules is highlighted. It is shown that the
set of serviced space objects and serving ASRSM is a cyber-physical system.
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By the example of the plane motion of the system of two hinged bodies it is shown
that when controlling the movement of the payload relative to the space module, the
nonlinear oscillatory system can be considered as the control object.

The use of proper motions of the reduced system in the synthesis of control in
some cases may be appropriate [18, 19, 21]. In particular, the case of impulse control
with subsequent free movement along the “ballistic” trajectory is possible.
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