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Abstract. Predicting stock prices accurately is a key goal of investors in the
stock market. Unfortunately, stock prices are constantly changing and affected
by many factors, making the process of predicting them a challenging task. This
paper describes a method to build models for predicting stock prices using long
short-term memory network (LSTM). The LSTM-based model, which we call
dynamic LSTM, is initially built and continuously retrained using newly aug-
mented data to predict future stock prices. We evaluate the proposed method
using data sets of four stocks. The results show that the proposed method
outperforms others in predicting stock prices based on different performance
metrics.
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1 Introduction

Predicting stock prices is one of the most complex financial problems because there are
many surrounding factors that directly affect the price fluctuation of the stock market.
On the one hand, several authors argue that future stock prices are impossible to
predict. Malkiel and Fama show that all new information is reflected on the stock price
without delay, and thus, future stock price movement is not dependent on past and
present information [1]. On the other hand, technical analysts argue that it is possible to
capture important information about stock growth or decline according to information
gathered from the historical stock data. Hence, if moving trends of a stock for a period
can be captured, its prices are predictable.

In addition, Kai et al. have shown that the evolution of the stock market is directly
affected by many factors such as: general economic conditions, political events, cor-
porate policies, commodity price index, bank rate, exchange rate, investor expectations,
other stock market movements, and investor sentiment [2].

Different models have been explored to use past stock values including Moving
Average (MA), Exponential Smoothing, Exponential Moving Average (EMA),
Autoregressive Integrated Moving Average (ARIMA) [3], and Vector Autoregression
(VA). These models are used to find signals for future values of the target stock [4].

Recently with the development of large data processing capabilities based on
upgraded hardware, scientists have developed several stock prediction models using
approaches such as Artificial Neural Networks (ANN), fuzzy logic, and Genetic
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Algorithms (GA) [5]. One application of deep learning for stock prediction is the time-
series prediction, which predicts the future value of a stock at a certain time. Prediction
can be mainly classified as short-term (prediction for stock prices in seconds, minutes,
and days ahead) and long-term (prediction for more than one year or beyond) [6].

In previous studies on ANN, indicators for stock prices are computed to capture
temporal information or patterns and then used as input features for ANN [7–11]. Chen
et al. investigated an LSTM-based model to predict stock prices on the Chinese stock
market [12], suggesting that this model has the potential to predicting stock prices as it
leads to improvements in stock prediction accuracy. Nelson et al. developed an LSTM-
based method to predict stock prices and evaluated it with baseline methods such as
random forest, multi-layer perceptron, and pseudo-random models [13]. They show
that the LSTM-based model generates comparatively favorable predictions. Li et al.
investigated the use of investor sentiment extracted forum posts as an input for a
network along with historical market data to predict CSI300 (China Securities Index
300) and sentiment [14]. They show that the other model trained with numerical data
and textual representations produced higher profits than did the model trained with only
numerical data [15].

Several the recent development in the analysis of time-series involved the use of
deep neural networks such as Convolution Neural Network (CNN), Recurrent Neural
Network (RNN), and LSTM networks [16, 17]. Previous studies used LSTM-based
models to predict stock prices [15, 18]. However, this prediction model, which we call
static LSTM, is built using a fixed training data to predict test data, and the models are
not retrained when new data is available. Thus, such models may not capture the most
recent information existing in the new data to predict a stock’s prices.

In this study, we proposed a method, which is called dynamic LSTM, to predict
stock prices using LSTM by continuously augmenting the most recent data to the
LSTM network to predict new prices. By this, the LSTM network is continuously
updated with new actual stock prices to predict the future ones. We evaluate the method
on the data set collected from the Apple (AAPL) stock prices during a 10-year period,
General Electric (GA), China Petroleum & Chemical Corporation (SNP), and Face-
book (FB) during a 5-year period. The results show that the proposed method out-
performs others similar methods including the static LSTM method in predicting
closing prices of the four stocks based on different performance metrics.

2 Long Short-Term Memory Network

LSTM was first introduced in 1997 to address several problems in previous networks
such as the absence of notion of order of time in Feed Forward Neural Networks
(FFNN) [19] and the vanishing gradient problem in RNN. This problem occurs when
the gradient becomes smaller with each layer and turns out to be too small to have any
effect in the deepest layers. The memory cell in LSTM allows to have a continuous
gradient flow that helps address this vanishing gradient problem. A LSTM model can
have one or many LSTM hidden layers. An LSTM network can be considered an
enhanced version of RNN. RNN allows information to persist in the network by
making use of feedback loop.
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As shown in Fig. 1, in an LSTM network, current inputs and previously learned
inputs are taken into consideration. An LSTM network consists of units called Memory
cell unit or memory cell in the place of hidden layers. These cells have three gates
including input gate, forget gate, output gate. These gates in an LSTM cell regulates the
cell ability to add or remove information from cell state. Through memory cells and
gates, an LSTM network can learn long-term dependencies. Recent studies investigated
the use of LSTM networks to learn and capture temporal patterns for time-series
analyses [20–22].

3 LSTM-Based Stock Price Prediction Methods

In this section, we describe the methods for constructing LSTM networks to predict
stock prices. The methods consist of basic steps such as data collection and prepro-
cessing, model building and training, and evaluation of prediction from the LSTM
models.

The first part of our method is like the LSTM model for predicting stock prices
proposed in [15]. The second part involves training the LSTM model with new actual
stock prices. This part enables the model to capture the trend of the data in the closest
time to the predicted time. Each of these steps is explained in these sections.

For the experiment purpose, closing prices of daily trading data are predicted.
Flowcharts of the steps involved in predicting stock prices using LSTM models are
shown in Fig. 2.

3.1 Model Flowcharts

Two methods are investigated in this study, the static and the dynamic models. The
static model is not rebuilt when the stock price of the recently predicted date is
available while the dynamic model is rebuilt using the stock price of the recently

Fig. 1. An LSTM unit [23]
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predicted date. The flowcharts of two models shown in Fig. 2 consist of three phases
(data collection, data processing, and evaluation) with the dynamic model having an
additional phase (rebuilding model).

• Data Collection: this phase is focused on retrieving and achieving data from
sources such as Yahoo! Finance.

• Data Preprocessing: a linear transformation is applied to normalize the closing
price and obtain the values between 0 and 1 for faster computation. The data is then
converted into a matrix to which the sliding window approach is applied. The
sliding window approach uses a window of n trading days of which the first n-1
days are used as input, and the last day (the nth day in the window) is used as output
for the LSTM network. The window is then moved forward one day, and the input
and output for the network are determined accordingly.

• Evaluation: when the training step is completed, the resulted models are used to
generate predictions for the test set. The models are then evaluated using four
performance measures which are defined in Sect. 4.4.

• Rebuilding Model: the recently predicted date’s stock price will be added to the
training set to rebuild the model.

(a) Static LSTM method (b) Dynamic LSTM method

Fig. 2. Flowcharts of the static and dynamic LSTM methods
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4 Experimental Design

4.1 Dataset Preparation and Preprocessing

The stock data is collected automatically from Yahoo! Finance [24]. For a given stock
collected, each data point consists of the date collected, trade volume, opening, closing,
high, low, and adjusted closing prices. In this study, the closing price is used
for prediction, and the sliding window approach is used for training the neural
networks [18].

We collect and use data from four stocks listed in the NASDAQ stock market [25],
including Apple (stock symbol AAPL), General Electric (GE), China Petroleum &
Chemical Corporation (SNP), and Facebook (FB). For AAPL, the dates collected range
from 05/21/2009 to 05/20/2019 (about 10 years) or 2511 data points each presenting a
working day. The data of Apple stock prices is represented in Fig. 3 with the x-axis
showing the number of trading days and the y-axis showing the closing price. For GE,
SNP, and FB, the stock data is collected from 05/21/2014 to 05/20/2019 (5 years).

A linear transformation is applied to the stock price to normalize the value to the
range between 0 and 1. The data is then converted into matrix for faster computation,
and the sliding window approach is applied to the matrix.

Each stock dataset is split into 80% for training and 20% for testing. The training
set is further divided into the training set (80%) and validation set (20%). After the
preprocessing step, the sequential deep neural network models are developed and
trained using the training data.

For the static LSTM method, the model is built once and is not updated with
recently available stock data (see Fig. 2(a)). This model is used to predict stock prices
for all days in the testing set.

For the dynamic LSTM method, the actual closing price of the recently predicted
date is added to the training dataset to rebuild the model to make predictions for data in
the testing set.

Fig. 3. Historical AAPL dataset
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4.2 Framework and Hardware

In our experiments, we use Kensas and TensorFlow for implementing the LSTM
network. Kensa is a high-level neural network API. Tensorflow is an open-source
machine learning framework on which Keras is based. We use Python version 3.6.4,
TensorFlow version 1.12.0, and Keras version 2.2.4 [26]. The PC platform used for
training is Intel Core i7 8700 with RAM 16.00 GB, GPU NVIDIA Quadro P2000 with
5 GB VRAM. The models are trained for 7 days, about 158 h and 43 min, in normal
conditions without interruption.

4.3 Training

For finding the best results in predicting stock prices, we decided to conduct training
with different conditions and adjustments:

• Epoch ranging from 10–180 for the static LSTM model and 10–30 for the dynamic
LSTM model.

• Experimenting 4 time periods to build training and testing models with the Apple
stock: 10-year (05/21/2009 to 05/21/2019), 5-year (05/21/2014 to 05/20/2019), 2-
year (05/21/2017 to 05/20/2019), 1-year (05/21/2018 to 05/20/2019) (all cases are
divided into 80% training set and 20% testing set).

• Sliding window ranging from 5–30.

In building the LSTM model, we use hyper-parameters for layers of LSTM network
as follows:

• Size of the cell state: 256
• Dense: 1
• Optimizer: ‘ADAM’ [27]

ADAM is an algorithm which is used to update the network weights during training
which for different parameters an adaptive learning rates are computed. To prevent
over-fitting in the neural network, a regularization technique known as dropout is used
with the dropout rate representing the percentage of nodes dropped for each iteration.

4.4 Performance Measures

In this paper, we use the following measures including Mean Absolute Error (MAE),
Mean Absolute Percentage Error (MAPE), Mean Squared Error (MSE), and relative
Root Mean Squared Error (rRMSE) to evaluate the performance of prediction models.
These measures are often used in the evaluation of stock price prediction [10]. These
performance measures are computed as:

MAPE ¼ 1
n

Xn
t¼1

yt � xtj j
ytj j � 100 ð1Þ
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MAE ¼ 1
n

Xn
t¼1

yt � xtj j
ytj j ð2Þ

rRMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

Xn
t¼1

yt � xt
yt

� �2
vuut ð3Þ

MSE ¼ 1
n

Xn
t¼1

yt � xtð Þ2 ð4Þ

Where yt is the actual value at time t, xt is the predicted value at time t, n is the
number of days predicted.

5 Experimental Results

This section represents the implementation details, observations, results obtained from
the experiment.

5.1 Performance of the Dynamic Model with Different Time Periods

This provides the results from our experiment using the dynamic model with different
periods. We report performance measures in MAE, MAPE, rRMSE, and MSE. We
train and test the model on four periods of data, 10-year (05/21/2009 to 05/21/2019), 5-
year (05/21/2014 to 05/20/2019), 2-year (05/21/2017 to 05/20/2019), 1-year
(05/21/2018 to 05/20/2019). The model is trained with the number of epochs
increasing from 10 to 30.

Table 1 describes the prediction accuracy based on MAE, MAPE, rRMSE, and
MSE obtained from the dynamic model for four periods. The first column shows the
statistics, and the second to the fifth column show the values for four performance
measures.

Figure 4 depicts prediction accuracy based on MAPE, MAE, rRMSE, and MSE
from the static model on 5-year period of the AAPL stock data for different epoch
values and sliding window sizes. The x-axis represents the values of four performance
measures, and y-axis represents the sliding window size (from 5 to 30).

Table 1. Prediction performance of the static model

Statistics MAE MAPE rRMSE MSE

Max 0.0212 2.1201 0.0299 29.5886
Min 0.0144 1.4429 0.0212 14.9390
Mean 0.0169 1.6905 0.0242 19.7096
Median 0.0167 1.6642 0.0238 19.0654
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The prediction accuracy from the model trained with the AAPL stock’s 5-year
period is more stable than those with other time periods using different epochs and
sliding window sizes. As shown in Fig. 4, the dynamic model using the epoch of 30
generally produces better prediction performance than using other epoch values on the
AAPL stock data. The window size of 5 days also results in the lowest error. Thus, we
will use 5-year period, the epoch of 30, and the sliding window size of 5 days for
further analysis.

5.2 Comparison Between the Static and Dynamic LSTM Models

The static and dynamic LSTM models are both built using the AAPL stock data for 5-
year period from 05/21/2014 to 05/20/2019 and the epoch of 30. The results from these
models are presented in Table 2 with the last two columns showing prediction accuracy
in terms of MAPE and MSE. The dynamic model improved prediction accuracy sig-
nificantly over the static model, reducing mean MAPE by 0.82 or 31.2% and mean
MSE by 19.41 or 45.9%.

Fig. 4. Performance of the dynamic model across epochs and window sizes
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Average MAPE and MSE values across window sizes obtained by the models are
depicted in Fig. 5, using the 5-year AAPL stock data and the epoch of 30. MAPE and
MSE values produced by the dynamic model are much lower than those by the static
model across almost window sizes. The dynamic model tends to be less dependent on
window sizes than does the static model with the MAPE and MSE results from the
latter fluctuating significantly across window sizes. MAPE ranges from 1.55 to 2.12
and MSE from 16.73 to 29.59 for the dynamic model while MAPE ranges from 1.77 to
4.02 and MSE from 21.57 to 97.64 for the static model.

Table 2. Performance of the static and dynamic models

Model Statistics MAPE MSE

Static Min 1.77 21.57
Max 4.02 97.64
Mean 2.63 42.25
Median 2.51 34.86

Dynamic Min 1.55 16.72
Max 2.12 29.59
Mean 1.81 22.84
Median 1.82 22.66

Fig. 5. MAPE and MSE from the static and dynamic models across sliding window sizes

Fig. 6. Percent improvement in MAPE and MSE by the dynamic model over the static model,
using the epoch of 30.
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Figure 6 depicts percent improvements in MAPE and MSE across window sizes of
the dynamic model over the static model using 5 year AAPL stock data and the epoch
of 30. MAPE for the dynamic model decreases up to 55% while MSE for this model
decreases up to 78% over the static model. These results show that the improvements in
MSE are larger than those in MAPE by the dynamic model over the static model.

Actual and predicted closing prices of the AAPL stock are shown in Fig. 7 with
those by the static model depicted in Fig. 7(a) and those by the dynamic model
depicted in Fig. 7(b). The predicted closing prices by the dynamic model are closer to
the actual prices than those by the static model. The predicted closing prices by the
static model seem to fluctuate more significantly than those by the dynamic model. This
observation is clearly reflected in MAPE and MSE results shown in Fig. 5.

(a) Static model

(b) Dynamic model

Fig. 7. Actual and predicted closing prices by the models for the AAPL stock (30 epochs and
window size of 5 days)
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5.3 Comparison Between the Dynamic Model and Linear Methods
of Prediction

We choose two linear methods including Standard Averaging (SA) with the sliding
window of 5 days and Exponential Moving Average (EMA) with the decay of 0.5 to
compare with the dynamic model. SA and EMA are computed using the following
formulas:

SA: xn ¼ 1
w

Xn�1

n�w

xi ð5Þ

EMA : xn ¼ xn�1 � 1� dð Þþ d � EMAn�2 ð6Þ

Where xn is the predicted value at the nth time, w is the size of sliding window in
trading days, and d is the decay value.

Table 3 shows the prediction performance based on MAPE, MAE, rRMSE, and
MSE of three methods using four-year AAPL stock prices for training and the fol-
lowing year for testing. The results for the dynamic LSTM model are the mean values
obtained from using 30 epochs and the sliding window of 5 days.

As shown in Table 3, the dynamic model produces better predictions based on four
performance measures than SA-5 and EMA-0.5. This model reduces MAPE, MAE,
rRMSE, and MSE by 13.7%, 35.4%, 43.8%, and 21.7% over SA-5, respectively.
Similarly, the model also reduces these performance measures by between 5.5% and
43.4% over EMA-05.

5.4 Evaluating the Methods Using GE, SNP, and FB Stock Prices

In this analysis, we run four models on GE, SNP, and FB stock data instead of APPL.
The closing prices of these stocks are for 5-year period from 05/21/2014 to 05/20/2019.

The results from this analysis are shown in Table 4. The first column shows three
stocks, the second columns shows for models, and the remain columns show the values
for four performance measures.

Table 3. Performance measures obtained by three methods

Method MAPE MAE rRMSE MSE

SA-5 1.7984 0.0240 0.0395 21.3490
EMA-0.5 1.6424 0.0274 0.0305 17.7174
Dynamic LSTM model (30 epochs, sliding
window size of 5)

1.5519 0.0155 0.0222 16.7154
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Across the stocks, the dynamic model consistently outperforms the other models
based on all four performance measures. This model improves between 2% to 30% of
MAPE, MAE, rRMSE, and MSE over the static model on three stocks. The reductions
in prediction error by the dynamic are even higher when comparing to SA-5 and EMA-
0.5. The static model outperforms SA-5 and EMA-0.5 when predicting SNP and FB,
but it performs worse than these model on the GE stock. This result shows that this
model is not consistent across stocks.

6 Conclusions

The proposed work involves the use of the dynamic LSTM model by retraining the
model using newly added data for short-term prediction of stock prices. We compar-
atively evaluated this approach with the static LSTM model that is not retrained
throughout the prediction process. The dataset of daily closing prices of four stocks
including AAPL, GE, SNP, and FB was used for analysis.

The results show that stock prediction accuracy based on MAE, MAPE, rRMSE,
and MSE obtained by the dynamic LSTM model is much better than that by the static
LSTM model across four stocks investigated. The dynamic model also consistently
outperforms the linear models SA-5 and EMA-0.5 when predicting four stocks. This
model improves prediction accuracy by 45.9% on average based on MSE and 31.2%
based on MAPE over the static model when predicting the AAPL stock.

Unlike the static model which is not designed to take advantage of the temporal
information, the dynamic LSTM model takes into account both spatial and temporal
information of a stock to predict its prices. This is a possible explanation for the
advantage of this model in terms of prediction accuracy over the other models
investigated in this study.

This study offers evidence that the LSTM network designed to incorporate temporal
information has the potential for stock price prediction. Updating the LSTM network

Table 4. Prediction performance measures of the models on three stocks

Stock Model MAPE MAE rRMSE MSE

GE Dynamic model 2.5722 0.0257 0.0359 0.2051
Static model 3.6577 0.0366 0.0474 0.2114
SA-5 2.6805 0.0288 0.0415 0.2078
EMA-0.5 2.6107 0.0268 0.0392 0.2062

SNP Dynamic model 1.6186 0.0162 0.0215 3.4050
Static model 1.6872 0.0169 0.0219 3.5745
SA-5 1.7904 0.0182 0.0331 5.6721
EMA-0.5 1.6748 0.0177 0.0308 4.2368

FB Dynamic model 1.9031 0.0190 0.0275 20.9702
Static model 1.9471 0.0195 0.0302 25.0147
SA-5 2.9013 0.0278 0.0358 28.2258
EMA-0.5 2.7281 0.0215 0.0311 25.3692
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continuously with recently available data is a relevant approach to incorporating
temporal information for the network.

As a future research direction, we plan to improve the dynamic LSTM model by
using more stock-related factors and indicators such as simple moving average,
momentum, relative strength index, and volume [28]). We are also interested in making
predictions for longer time such one to ten days ahead of time.
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