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Preface

The Second International Conference on Applied Informatics (ICAI 2019) aimed to
bring together researchers and practitioners working in different domains in the field of
informatics in order to exchange their expertise and discuss the perspectives of
development and collaboration.

ICAI 2019 was held at the Universidad Complutense de Madrid in Madrid, Spain,
during November 7–9, 2019. It was organized by the Universidad Distrital Francisco
José de Caldas, Universidad de Bogotá Jorge Tadeo Lozano, Universidad Complutense
de Madrid, Universidad Nacional de Loja, Universidad a Distancia de Madrid, and
Bitrum research group. In addition, ICAI 2019 was proudly sponsored by the
Information Technologies Innovation (ITI) research group, which belongs to the
Universidad Distrital Francisco José de Caldas, and Springer.

ICAI 2019 received 98 submissions on informatics topics such as bioinformatics,
data analysis, decision systems, health care information systems, IT architectures,
learning management systems, robotic autonomy, security services, socio-technical
systems, and software design engineering. Authors of the 98 submissions came from
the following 24 countries: Argentina, Austria, Bolivia, China, Colombia, Cuba,
Cyprus, Czech Republic, Ecuador, Germany, India, Iraq, Latvia, Lithuania,
Luxembourg, Mexico, Nigeria, Poland, South Africa, Spain, Thailand, Turkey, USA,
and Vietnam. Moreover, 20 of the 98 submissions are international collaborations.

All submissions were reviewed through a double-blind peer-review process. Each
paper was reviewed by at least three experts. To achieve this, ICAI 2019 was supported
by 87 Program Committee (PC) members, who hold PhD degrees. PC members come
from the following 24 countries: Argentina, Austria, Belgium, Brazil, China,
Colombia, Cyprus, Czech Republic, Ecuador, France, Germany, Japan, Latvia,
Lithuania, Mexico, Portugal, Romania, Spain, Sweden, Switzerland, Ukraine, UK,
USA, and Uruguay. Based on the double-blind review process, 38 full papers were
accepted to be included in this volume of Communications in Computer and
Information Science (CCIS) proceedings published by Springer.

Finally, we would like to thank Jorge Nakahara, Alfred Hofmann, Leonie Kunz,
Sanja Evenson, and Manjula Anandan from Springer for their helpful advice, guidance,
and support in publishing the proceedings.

November 2019 Hector Florez
Marcelo Leon

Jose Maria Diaz-Nafria
Simone Belli
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Bioinformatics Methods to Discover
Antivirals Against Zika Virus

Karina Salvatierra1(B) , Marcos Vera1, and Hector Florez2

1 Universidad Nacional de Misiones, Posadas, Argentina
karinasalvatierra@fceqyn.unam.edu.ar

2 Universidad Distrital Francisco Jose de Caldas, Bogotá, Colombia
haflorezf@udistrital.edu.co

Abstract. Zika virus is a member of the Flaviviridae virus family, sim-
ilar to other viruses that affect humans, such as hepatitis C and dengue
virus. After its first appearance in 1947, Zika virus reappeared in 2016
causing an international public health emergency. Zika virus was consid-
ered a non dangerous human pathogen; however, it is currently consid-
ered a pathogen with serious consequences for human health, showing
association with neurological complications such as Guillain-Barre syn-
drome and microcephaly. Then, it is necessary to get antivirals able to
inhibit the replication of the Zika virus since vaccines for this virus are
not yet available. Zika virus structure is similar to hepatitis C virus
structure. This characteristic suggests that anti-hepatitis C virus agents
can be used as alternative in treatments against the Zika virus. This
work aims to determine a non-nucleoside analogue antivirals that can be
considered possible antivirals against Zika virus. In this study, we used
computational methods to analyze the Docking and the modeling of the
NS5 polymerase of Zika virus and antivirals.

Keywords: Bioinformatics · Zika virus · Antivirals

1 Introduction

The Zika virus (ZIKV) is a pathogen, which is part of the Flaviviridae family and
is transmitted by mosquitoes, similar to other viruses, such as yellow fever virus
(YFV), dengue virus (DENV), West Nile virus (WNV), and Japanese encephali-
tis (JEV) [2,19]. This virus comes from Uganda, specifically from the Zika forest
and was initially identified in 1947, when the Rhesus Macaque monkeys with
suspected yellow fever were studied at the Forest Research Institute-Uganda.
The presence of the virus in humans, considered initially an occasional host, was
confirmed through serological studies in 1952 and it was not until 1968 when the
virus was isolated from a patient in Nigeria [5,7].

In America, Zika epidemics occurred from 2015 to 2016, when the World
Health Organization (WHO) declared it a public health emergency of interna-
tional interest. The great epidemic outbreak occurred in Brazil and then quickly
spread to other countries in the South American region [2].
c© Springer Nature Switzerland AG 2019
H. Florez et al. (Eds.): ICAI 2019, CCIS 1051, pp. 3–14, 2019.
https://doi.org/10.1007/978-3-030-32475-9_1
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Among the emerging diseases of the 21st century, ZIKV disease is among the
biggest concerns for public health worldwide. Share the same vector, mosquitoes
of the genus Aedes, with other arboviruses of particular importance to Public
Health in the Americas, such as Dengue and Chikungunya, in addition to the
Yellow Fever Urban [18].

Currently, there are no vaccines or drugs with an effective license for the
treatment of ZIKV infections. Considering the need to mitigate the morbidities
associated with ZIKV, it is necessary to provide antiviral against this virus.
Consequently, the aim of this work is to determine in silico possible drugs with
an effective license for the hepatitis C virus as possible drugs for the treatment
of Zika infection.

The structure of the paper is as follows: Sect. 2 provides a background related
to Zika virus, Sect. 3 presents the related work, Sect. 4 presents the materials and
methods used in this research, Sect. 5 reports our results, and Sect. 6 presents
the conclusions.

2 Background

2.1 History

No cases of ZIKV were detected for almost 70 years. From October 2013 to March
2014 a major epidemic occurred in French Polynesia, then, during 2014 it was
introduced in Brazil from the Pacific Islands [8]. In 2015, Brazil reported an
epidemic of ZIKV in the northeast. From this moment, the epidemic was spread
very fast to other areas and also it was spread to almost all countries in South
America. More than 300,000 cases were confirmed based on laboratory results;
however, it is estimated that much more cases occurred because only 15% of
cases have symptoms [22].

Its main reservoirs are monkeys and humans, however, serological studies
have shown that it could infect other mammals such as rodents, elephants and
cats [16]. Its main vector are female mosquitoes of the genus Aedes (Ae.). The
most common being Ae. Aegypti and Ae. Albopictus, the latter of special interest
due to its anthropomorphic habits and high adaptability to them (humans); the
vector competence that is associated to the capacity of the virus to multiply
to high viral titers within the vector, and the effectiveness of the vector to
transfer during the phage process, which makes them a very efficient vector in
the transmission of febrile diseases [16].

2.2 Zika Virus

The ZIKV is a particular about 50 nm, which contains (a) an internal nucleocap-
sid that presents an icosahedral symmetry composed of a positive chain genomic
RNA and several copies of the viral capsid protein (C) and (b) the lipid bilayer
derived from the host cell external that contains 180 copies of each of two pro-
teins: the viral membrane (M, a cleavage product of the prM protein) and the
envelope protein (E) [14].
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The genome has a length of 10,794 kb, consisting of positive-sense single-
stranded RNA. It is composed by two non-coding regions (5 and 3 NCR) and
a single open reading frame (ORF), which together encodes a polyprotein. Fur-
thermore, it is divided into three structural proteins such as capsid (C), envelope
(E), membrane precursor (prM) and seven non-structural proteins (NS) [24].

2.3 Pathology

In most cases, infections are asymptomatic or lightly symptomatic. Most of the
described symptoms include fever, arthralgia, rash, fatigue, myalgia, conjunctivi-
tis and headache. In humans, the evolution since the bite of the mosquito occurs
until the outbreak is between 3 to 12 days [23]. More than 90% of patients present
an outbreak of maculopapular eruptions; thus, this symptom allows describing
infection by ZIKV [11]. Only about 18 % of the reported cases of ZIKV infections
were recorded as symptomatic [26].

2.4 Transmission

ZIKV is mainly transmitted to humans through the bite of infected mosquitoes
such as: Aedes and Aedes aegypti. Aedes mosquitoes usually bite during the day,
and they also are able to transmit dengue, chikungunya fever and yellow fever
[30]. Zika has been detected for prolonged periods in semen and documented
cases of sexual transmission are increasing. Intrauterine/perinatal transmission
also occurs. In theory, the Zika virus could also be contracted from infected
breast milk or organ/tissue transplants [13].

2.5 Treatment

Usually, Zika virus is relatively light and thus, it does not required a specific
treatment. Infected patients just need to rest, drink a lot of liquids and take
medications against fever. If the patients continues with the symptoms, they
must consult the doctor [18], although microcephaly associated with ZIKV and
GBS emphasize that antiviral interventions are urgent [25].

An effective vaccine for ZIKV is not yet available, although about 40 candi-
date vaccines against ZIKV are in the process of being developed. Five of them
are close to entering, in the phase I of clinical trials, which evaluates the safety
of the vaccine and its effectiveness to produce an immune response [18].

Currently, drug reuse studies have been implemented, where they evaluate the
efficacy of medications approved by the Food and Drug Administration (FDA)
for antiviral activity against ZIKV infection. Therefore, the systematic screening
of drugs approved by the FDA may reveal new agents to treat the infection by
ZIKV [1].

The ZIKV structure is very similar to other flaviviruses. Specially, it is similar
to the hepatitis C virus (HCV) [25]. Then, it represents an advance in the possible
development of treatments against the ZIKV, considered by the WHO as a
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health emergency. The structure of the ZIKV provides potential regions for a
therapeutic treatment, which could be used to evaluate an antiviral [25].

It has been hypothesized that ZIKV uses the NS5 non-structural protein or
enzyme RNA-dependent RNA polymerase (RdRp), together with cofactors, to
replicate, maintain and express its RNA genome [3].

The predicted three-dimensional structure and the amino acids of the NS5
protein of the ZIKV indicate that the NS5B protein (RdRp enzyme) of HCV
shares many residues in common, particularly at the active site, with the NS5
protein of the ZIKV. Therefore, it is possible that certain nucleoside analogues
(NA) and non-nucleoside analogues (NNA) that inhibit HCV NS5B protein may
have inhibitory potency against ZIKV.

2.6 Antivirals

An antiviral is a type of drug used to treat infections caused by viruses. Viruses,
unlike bacteria and other microorganisms, use the biosynthetic machinery of
the cell they infect to replicate. Due to this intimate relationship with the host
cell they have fewer targets of their own that allow the selective action of a
drug. That is why just from the exhaustive study of the mechanisms of viral
replication and the recognition of exclusive steps of these agents, antiviral drugs
have acquired great interest [32]. The development of new, more effective drugs
has been achieved, with fewer side effects, and specifically directed against virus
proteins, called direct action antivirals (DAAS) [12].

2.7 Mechanism of Action of Antivirals

To understand the mechanism of action of antivirals, it is necessary to know
the complete life cycle of a virus, which comprises 5 steps or stages (adhesion,
penetration-loss of the coating, duplication of the genome and viral proteins,
assembly and release). Knowledge of these stages has provided scientists with
a potential target for antiviral drugs. Each step of the life cycle of a virus is a
potential target for inhibitory molecules It should be noted that between these
target proteins there are two types, depending on whether they are structural
proteins (involved in adhesion) or non-structural proteins (enzymes involved in
the multiplication) [21].

Non-nucleoside analogue antivirals act by blocking the enzyme from initi-
ation, through the inhibition of a conformational change necessary to proceed
with the elongation of nascent RNA, that is, they bind to less conserved sites
outside the active center (allosteric sites), inhibiting the catalytic efficiency of
the active center [15].

3 Related Work

Currently, there are some studies that aim to find antiviral molecules. Those
studies have been focused on essential enzymes in the infection process.
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It is done by two processes: (a) the indirect or direct inhibition of their bio-
logical functions or (b) the block of the viral replication [17].

One of the most used targets that is employed for this purpose is the
NS2B/NS3 protease and NS5 RNA-dependent RNA polymerase [33]. In addi-
tion, flavivirus proteins such as NS2B/NS3 and NS5 have been found essential
for viral infectivity and replication.

Some studies are based on a structure-based approach that targets the ZIKV
RNA-dependent RNA polymerase (RdRp), which is conducted in silico screening
of a library of 100,000 small molecules and tested the top ten lead compounds
for their ability to inhibit the virus replication in cell-based in vitro assays. [20].

Others studies are focused to find the ability of antiviral drugs in preventing
vertical transmission of ZIKV in the mouse model by using a well-established fla-
viviral inhibitor NITD008, an adenosine analog, that has been shown to inhibit
the replication by directly inhibiting the RNA-dependent RNA polymerase activ-
ity through chain-termination [34], and also shown to reduce viremia in mice
infected with ZIKV.

There are many emerging and re-emerging globally prevalent viruses for
which there are no licensed vaccines or antiviral medicines. Arbidol (ARB,
umifenovir), used clinically for decades in several countries as an anti-infuenza
virus drug, inhibits many other viruses. Thus, ARB, was demonstrated by some
researchers, which is a broadly acting anti-viral agent with a well-established
safety profile, inhibits ZIKV, likely by blocking viral entry. [9]

Therefore, it is currently being studied, not only in the Zika virus, but also
in other viruses of the Flavivirus genus such as dengue virus. The purpose of
discovering small molecule inhibitors that are suitable as treatment options for
the disease.

4 Materials and Methods

According to the literature, the antivirals used for the treatment of HCV that
present in their attributes, ideal characteristics for treatment of ZIKV, are those
that inhibit the NS5B polymerase of HCV [10]. This enzyme it is essential for
HCV replication, since it catalyzes the synthesis of RNA complementary nega-
tive chain and subsequent genomic RNA strand positive. The main applicants
for ZIKV can probably be established using HCV inhibitors, since NS5B poly-
merase of HCV [27–29], particularly at the active site, it shares a lot of waste in
common with the ZIKV NS5 polymerase, and the structures presented can pro-
vide opportunities for intervention strategies to treat ZIKV. For this work, we
used the following two antivirals: Dasabuvir and Nesbuvir. These antivirals have
possible activity in Zika. In addition, they are used for the treatment of hepatitis
C virus. Furthermore, they present in their attributes, ideal characteristics for
the treatment of Zika, low toxicity, and potential action against the virus pro-
tein. The three-dimensional structures of the possible antivirals proposed were
obtained from the DrugBank1 database.
1 https://www.drugbank.ca/.

https://www.drugbank.ca/
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Fig. 1. Dasabuvir molecular structure

Figure 1 presents the Dasabuvir molecular structure that has chemical nota-
tion C26H27N3O5S with molecular wheight 493.58 [g/mol]. Dasabuvir is a com-
petitive inhibitor of HCV polymerase and inhibits the extension of the RNA
chain after incorporation into the RNA of the nascent HCV.

Figure 2 presents the Nesbubir molecular structure that has chemical nota-
tion C22H23FN2O5S with molecular weight 446.492 [g/mol]. Nesbuvir joins the
pocket of HCV NS5B polymerase palm II site and inhibits the replication of
viral genome.

Moreover, we used a docking analysis of ZIKV protein with three-dimensional
structure resolved with antiviral. The antivirals proposed were evaluated in vitro,
by bioinformatics prediction of anti-ZIKV activity. Molecular Docking (compu-
tational method) AutoDock Tools Version 1.5.6 [31] were use to analyze drug-
target interactions (antiviral in interaction with Zika NS5 protein).

Antivirals were represented with the three-dimensional structure of the NS5
protein of the ZIKV using the software PyMOL Molecular Graphics System2,
which is an appropriate molecular viewer to produce 3D images of biolog-
ical molecules, such as proteins, which allows the visualization of multiple
conformations.

Fig. 2. Nesbuvir molecular structure.
2 https://pymol.org/2/.

https://pymol.org/2/
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The NS5 protein of the ZIKV, extracted from the Protein DataBank (PDB)
database from the corresponding identity code (5U04)3 was used as the working
structure.

5 Results

5.1 Molecular Docking Analysis

The NS5 protein of ZIKV was determined in silico with the corresponding lig-
ands, i.e., the antivirals: Dasabuvir and Nesbuvir.

A 3D model of the NS5 protein of the ZIKV was created. It was represented
by tapes and according to the subdomains were colored as follows:

– blue: the domain corresponding to the thumb
– green: the domain of the fingers
– yellow: the domain corresponding to the palm

Fig. 3. Three dimensional structure of the Protein NS5 of the ZIKV with the antiviral
Dasabuvir. (Color figure online)

3 https://www.rcsb.org.

https://www.rcsb.org
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Fig. 4. Tridimensional view of the docking and interacting of antiviral Dasabuvir in
the binding site cavity of zika virus NS5 polymerase. (Color figure online)

In the molecular coupling analysis of the NS5 polymerase of ZIKV and
Dasabuvir, the antiviral was located towards the interior of the active site of
the NS5 polymerase of the ZIKV. Figure 3 presents the three dimensional struc-
ture of the Protein NS5 of the ZIKV with the antiviral Dasabuvir, while Fig. 4
presents the molecular docking of the three dimensional structure of the Protein
NS5 of the ZIKV with the antiviral Dasabuvir.

Fig. 5. Three dimensional structure of the Protein NS5 of the ZIKV with the antiviral
Nesbuvir. (Color figure online)
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Fig. 6. Tridimensional view of the docking and interacting of antiviral Nesbuvir in the
binding site cavity of zika virus NS5 polymerase. (Color figure online)

Finally, the antiviral Nesbuvir was located in the region furthest from the
active site (palm) of the NS5 polymerase of ZIKV Fig. 5 presents the three
dimensional structure of the Protein NS5 of the ZIKV with the antiviral Nesbu-
vir, while Fig. 6 the molecular docking of the three dimensional structure of the
Protein NS5 of the ZIKV with the antiviral Nesbuvir.

Consequently, the gene coding for RNA polymerase in the Flaviviridae family
shows the highest degree of conservation. Then, new therapeutic alternatives
against hepatitis C virus, especially those that targets viral RNA polymerase,
might provide a broader spectrum than other members of the Flaviviridae family.
With this in mind, the antivirals presented in this work were clinically approved
in recent years for the therapeutic intervention against HCV infection. Overall,
these results enables studying whether the chemical structures of antivirals have
anti-ZIKV activity.

In addition, broad-spectrum antivirals, such as ribavirin, interferon, and
Favipiravir are harmful to women and pregnant animal models. Nucleoside ana-
logue anti-HCV drugs, Sofosbuvir, and the non-nucleoside analogues, Dasabuvir
and Nesbuvir, have not been associated with teratogenicity [25]. Some previous
studies have shown that the antimalarial drug chloroquine and the new nucleo-
side analogs inhibit the replication of ZIKV [4].

Zmurko et al. [35] discovered that the 7DMA viral polymerase inhibitor (7-
deaza-2’-C-methyladenosine) inhibits the in vitro replication of ZIKV. Therefore,
7DMA can be used as a reference comparator compound in future studies.

Eyer et al. [6] demonstrated that nucleoside analogues exert activity against
ZIKV under in vitro conditions. These compounds provide a basis for optimiza-
tion based on the structure and rational design of effective prodrugs, which will
be further tested in rodent models for the treatment of ZIKV infection. In this
work, we show in silico that anti-HCV drugs, non-nucleoside analogues, as pos-
sible therapeutic agents for ZIKV infection.

In our molecular coupling analysis of the NS5 structure of ZIKV, Dasabuvir
was located towards the interior of the active site; whereas Nesbuvir was located
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in a region further away from the active site. The antivirals proposed in this
study were evaluated in silico, in order to be evaluated in vitro in the future.

Consequently, the results presented in this work will help to provide alterna-
tives of antiviral agents for ZIKV infection, could be used to prevent and contain
the emerging epidemic and combat the public health crisis.

6 Conclusions

Based on the computational methods used in this studey, we could determined in
silico a correct chemical interaction of Dasabuvir and Nesbuvir (non-nucleoside
analogue), with the active site of the Zika virus NS5 protein, which allows us to
conclude that these drugs have an effective license for the treatment of hepatitis
C virus, they can have effects on the inhibition of Zika virus replication. Of the
two antivirals analyzed, Dasabuvir, could be more effective for the treatment of
Zika virus infection because of its location of binding to the active site of the
NS5 protein, while Nesbuvir would be less effective, due to its location in close
union to the active site of the NS5 protein that could affect its efficacy.

These results would indicate that an antiviral effect against this flavivirus
could be achieved, avoiding the side effects of these viral infections such as micro-
cephaly or congenital malformations associated with ZIKV, when they are not
treated in time.

Finally, the absence of specific and efficient treatment protocols (there are
no vaccines or drugs with an effective license for the treatment of infections)
would allow these drugs to be a potential solution to improve treatments for
orphaned or neglected diseases, and to mitigate the morbidities associated with
ZIKV. This would imply a progress in the potential treatment against this virus,
considered by WHO as a Health emergency and an urgent need.

In this way, antivirals tested in this study are promising to move on to in
vitro studies and could be use in the future as treatment for ZIKV.
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Abstract. Virtual education is one of the educational trends of the 21st
century; however knowing the perception of students is a new challenge.
This article presents a proposal to define the essential components for
the construction of a model for the analysis of the records given by the
students enrolled in courses in a virtual learning platform (VLE). The
article after a review of the use of data analytics in VLE presents a
strategy to characterize the data generated by the student according to
the frequency and the slice of the day and week that access the mate-
rial. With these metrics, clustering analysis is performed and visualized
through a map of self-organized Neural Networks. The results presented
correspond to five courses of a postgraduate career, where was found
that students have greater participation in the forums in the daytime
than in the nighttime. Also, they participate more during the week than
weekends. These results open the possibility to identify possible early
behaviors, which let to implement tools to prevent future desertions or
possible low academic performance.

Keywords: Learning management systems · Educational data
mining · SOM Networks · Virtual education

1 Introduction

The impact of data mining in the industry is increasingly evident, the proper
management of organizational data and how to learn to identify the beneficial
information for organizations and turn it into beneficial information for com-
mercial purposes is one of the pillars of its success [6]. Like the other sectors
of the industry where data mining has been gaining strength, the educational
sector has not been the exception, both in terms of data mining for educational
environments, as a research topic or as an innovative factor in the research seg-
ment. And also, as an investment in administrative terms, because big data and
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analytics remain top priority for CIOs, due to the return of the invention (ROI)
in this kind of projects [9,22].

Educational data mining (EDM) [7] describes the process of converting raw
information from a platform or educational system to be used as a knowledge
asset for educational entities. EDM seeks to generate value from the information
they can gather from the interaction of their students or teachers with their sys-
tems. This paper seeks to address the concept of EDM in e-learning platforms,
and how data from the interaction records of students or tutors in these plat-
forms can be used to define tools or policies that directly impact the retention
and permanence. In traditional learning environments, teachers can obtain feed-
back of learning through direct interaction with students, enabling a continuous
evaluation by teachers [21]. The interaction and observation of students’ behavior
in the classrooms, as well as the analysis of the history of the courses, give data
to estimate appropriate pedagogical strategy to apply in the classroom. How-
ever, for work with students in virtual learning environments, this monitoring
is more complicated. Tutors should look for other sources than direct observa-
tion for audit the learning process of students in the virtual classroom. One of
these options is the Web platforms used by educational institutions, which col-
lect large amounts of information automatically from the interaction with their
educational systems. The data that these tools collect, after some EDM, can
provide multiple dimensions of student behavior to teachers and the institution.

This paper presents a data analytic exercise with the registers (LOGS) com-
ing from a virtual learning platform for higher education programs in virtual
mode as an input for the definition of retention and permanence policies. Article
is structured as follows: start with the description of the methodology imple-
mented, followed by the exploration and use of data for the recognition of records
from educational platforms, and finally the contextualization and use of the same
in the definition of student retention and permanence policies.

2 Previous Work

Virtual learning environment (VLEs) or course management systems (CMS) are
part of modern pedagogical approaches. These platforms host information about
the interaction of the users with these. According to [8,14,23], this information
has the potential to improve pedagogical approaches. From this premise, it is
found multiple interrelated approaches that seek to exploit the registers or LOGs.
In Table 1 is presented different approaches for the analysis of logs in virtual
learning environments.

For this particular work, there is special interest in the analysis of the behav-
ior of students and tutors in the VLEs. Taking into account the works related
to this topic, Table 2 presents multiple approaches or algorithms centered in
different dimensions of student behavior in virtual platforms.
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Table 1. Approaches for the analysis of logs in virtual learning environments

Subject Description References

Improve the experience in
e-learning

Use the Logs of VLEs to
identify best practices or
policies that allow improving
the user experience in these

[3,12,20]

Visualization Log visualization schemes for
monitoring and understanding
virtual classrooms interactions

[13,16,18]

EDM for performance
improvement in VLEs

Data mining approaches that
allow students to improve
academic performance in VLEs

[4,5,8,23,25]

Platform behavior
analysis

Pattern analysis approaches for
the analysis of the behavior of
students and tutors in VLEs

[1,2,10,14,15,17,19,24,25]

Table 2. Mining techniques for the analysis of logs for behavior analysis.

Mining techniques Algorithm Description References

Association rules Apriori Find rules of association
between behaviors and
patterns of records

[14]

Classification Decision tree, Support
vector machines (SVM),
NaiveBayes,
NearesNeighbours

Design functions to
determine the
membership of certain
classes from patterns in
the registers

[14,25]

Clustering K-means, Elbow
Algorithm, Fuzzy
C-Means Clustering

Determine patterns of
association between the
records of different
students

[1,2,14,24]

Process Mining Heuristic Miner, Fuzzy
Miner

Discover underlying
processes in event logs

[19]

Intent mining Viterbi Algorithm,
Baum-Welch Algorithm

Model the processes
according to the purpose
of the actors

[19]

Mining of sequential
patterns

Generalized Sequential
Patterns (GSP),
Sequential Pattern
Mining (SPAM),
Sequential Pattern
Mining Consider,
probabilistic models

Find common patterns
among the data samples
where the values are
delivered in a sequence

[15,17,19]

Graph mining Branch-and-bound,
On-line Plan
Recognition, Recursive
Matrix (R- MAT)

Extract patterns
(sub-graphics) of interest
from the graphs
describing the underlying
data

[19]
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3 Methodology

In this work we seek to develop an approach to identify student behaviors in
virtual mode for an academic program using the registers (LOGS) left by them
in the virtual learning platforms. The general approach of this work can be
summarized by Fig. 1, where:

Fig. 1. Academic behavior analysis in academic programs

– Extraction: From the VLE databases a representative sample of the students
enrolled in the different courses of an academic program is taken. From these
students, once they have finished the courses, their LOGs of interaction with
the platforms and their notes are extracted.

– Data Characterization: Once the logs extracted from a sample of students
enrolled in an academic program, these records are transformed by formu-
lating metrics related to their behavior that are easily associated with their
academic behavior.

– Clustering: Once a database of coded information from the sample drawn
from an academic program has been consolidated, an unsupervised clustering
algorithm is used to identify the latent behavior patterns in the data sample.

– Analysis and interpretation: The information related to the academic perfor-
mance of the extracted sample is used to label the different groups identified
with the clustering algorithms.

3.1 Data Characterization

In a virtual learning platform (Course Management System - CMS), A log is a
sequential file with temporal records associated with all events in an academic
course product of the student’s interactions with the CMS. For finalized courses,
we can obtain a set of records of the students and tutors behavior in an specific
configuration of the CMS.
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For this work, the CMS configuration is defined as following. The set of
activities, A = {a1, a2, ..., an} where n is the number of activities, to perform-
ing during a specific course. The set of forums F = {f1, f2, ..., fn} defined for
each activity, the agenda (interval time) T = {[t1, t2], [t3, t4], . . . , [t(n − k), tn]}
defined for each activity, the evaluative weight P = {p1, p2, . . . , pn} for each
activity where

∑n
i=1 pi = 500, the course materials, M = {m1,m2, . . . ,mw}

where w is the number of folders (folders with books, articles, videos, etc.). The
students enrolled in the course, E = {e1, e2, . . . , em} where m is the number
of students, and the academic ponderation N = {n1, n2, . . . , nm} for each stu-
dent. According to the CMS configuration, a course is defined as the function
C(A,F, T, P,M,E) → N .

The Logs list L = {l1, l2, . . . , lm} ∈ C for each student where li =
{fi, ui, uai, eci, ci, eni, oi, ipi} ∈ ei contains the temporal records of each stu-
dent, see Table 3.

Table 3. Log structure

Component Description

fi LOG date and time

ui User name

uai Interaction with the user

eci Event context

ci Course component accessed

eni Event name

oi Access origin (mobile, web)

ipi IP address

Standard logs representation is not enough to contextualize this information
in academic terms [3,13]. To transform the logs into academic relevant informa-
tion we realize a characterization process in order to measure a set of variables
that allows realize an academic interpretation of the behavior of students and
tutors in the CMS. We propose a set of variables measured using the logs li ∈ ei
for each student, see Table 4.

In a first approximation, ∀ei ∈ E we can characterize each student as g(li) →
xi | xi = {Tpi, T ti, Efi, Eri,Dpi,Dei, V mi, Nli, Lsi, Lfi, Ldi, Lni, Pai, Fai}.
However, this characterization need a special encoding to approach multiple
courses particularities.

3.2 Clustering

Let Σ the database of information encoded for an academic program, define the
function F (Σ) → W where W = [c1, c2, ..., ch] are the different types of behavior
that students adopt in the CMS. Assuming that it is not known a priori what
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Table 4. Logs characterization for each student

Variable Description

Tp Total time spent by student in the CMS

Tt Average time spent by a student in an activity

Ef Average posts in forums for each student

Dp Average time (days) spend by each student to participate in an activity

De Average time (days) spend by each student to send the activity
products

V m Number of visits to the course materials

Nl Number of logs generated by the student

Ls Number of weekday generated logs

Lf Number of weekend generated logs

Ld Number of diurnal generated logs

Ln Number of nocturnal generated logs

Pa IP ratio

Fa Access frequency

types of behavior exist, the problem is to classify or segment the behavior inside
the virtual courses. Therefore, the type of function proposed is an unsuper-
vised grouping algorithm [26], specifically for this work, the Self-organizing map
(SOM) networks proposed by Kohonen [11] following by a hierarchical clustering
are used.

SOM networks are an algorithm based on unsupervised neural networks. The
main functionality of the SOM networks is their ability to project nonlinear data
with high dimensionality in a regular grid of low dimensionality (usually in 2D).
The algorithm look for points that are near each other in the input space to be
transformed to nearby map units in the SOM.

For our particular case of study, each information element is the vectors,
Xi ∈ Σ, where each of its components is a variable with a defined meaning. The
grid generated by the SOM network can be used as a basis on which vectors with
similar characteristics can be projected using a color-based coding, and based
on these generated groupings, explain the possible types of behaviors that can
be found in virtual courses.

For our study, this topological mapping consists of projecting a set of vectors
X k-dimensional in a two-dimensional discrete mesh (2-D) of M positions, see
Fig. 2. Each position in the output is characterized by a node hj(j = 1, 2, ...,M).
For each hi node, a position in the output space is associated by w, which is
obtained through an optimization process, which reduce the distance between
all the inputs and the output in the new space of M positions.
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Fig. 2. The SOM mapping pass from a high-dimensional space into a 2-D space.

Starting from the database Σ14+(w−1),E (input space), where 14 + (w − 1)
is the number of characteristics, w the number of classifications within an aca-
demic program and E the number of students that have been used to create the
database. In Fig. 3 is observed that although the student condition is the same
for any sub-classification within an academic program, it is assumed that their
behavior may vary depending on the type of subject they are studying.

Fig. 3. Input space configuration.

What in terms of the clustering algorithm, will be introduced w primary
clusters to which they are looking to perform an additional subcluster, see Fig. 4.
To perform this clustering Hierarchical clustering, is used, which is an algorithm
that groups similar objects into groups called clusters. The endpoint is a set of
clusters, where each one is distinct from the others, and the objects within each
cluster are broadly similar.
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4 Results

The information of the LOGS and the notes of a semester in five courses of a
virtual postgraduate offered by the university was used. The 14 variables already
described (Table 4 and N) were obtained, and the students with NaN values in
any variable were eliminated. After this preprocessing, the results proposed here
are based on a total of 175 students.

Visual Analytics is usually the best way to understand the results of data ana-
lytics compared with descriptives techniques, since it facilitates to identify rela-
tions between the information. The first exploration, presented in Fig. 5, explore
the distribution of the each variable through the diagonal of image table. The
distribution of all variables are spread over all the range of data, but some vari-
ables can be approximated to some probabilistic distributions. Also, the relation
between all the variables of vector X is presented, where it is possible o view
some correlation between the variables like is presented in the Fig. 6.

Then, the next step was to obtain a SOM network of dimension five by five.
Over this SOM Network the process of grouping, using hierarchical clustering,
was done, which allows combining the nodes that are similar and that are side
by side in the SOM grid. The results of the grouping with three groups are
presented in Fig. 7. To analyze the behavior of each variable, Fig. 9 presents heat
maps of the inputs, in which it is possible to analyze the relationship between the
clusters and the ranges of the data. Finally, the Fig. 8 presents the histogram of
the variable N for each cluster. Both the blue and the green cluster are made up
of students with low and medium academic performance, respectively, and are
characterized by having little participation in the forums (Ef), low frequency of

Fig. 4. Clusterization scheme.
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Fig. 5. SOM network 5 × 5 with cluster using hierarchical clustering of three. (Color
figure online)

Fig. 6. Correlation of the input data x.
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Fig. 7. SOM network 5 × 5 with cluster using hierarchical clustering of three.

Fig. 8. Histogram of variable Notes (N) for the three clusters.

access (Fa) and little access to the course material (Vm). Otherwise, it happens
in the orange cluster, made up of students with the best grades in their majority.

This procedure was repeated for a different number of groups as well as
different input variables, which allowed to obtain the following results:

– In the clusters there is a differentiation in a shorter time of participation in
the forums (Dp); likewise, there is a more significant number of contributions
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between the groups. Regarding the number of logs generated during the week
and the frequency of access, certain groups are more abundant.

– Students with low grades, where the total is less than 250 are mainly those
who do not participate as much in the activities as in the deliveries and
represent 10% of the sample.

Fig. 9. Heat Maps of each variable over the SOM network architecture.
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– The time it takes a student to make the deliveries (Of), as well as the partic-
ipation in the forums (Dp) does not have an impact on the notes.

– Few contributions in the forums (Ef) and low frequency of access (Fa) to the
platform is positively correlated with better grades.

– The variables Ln, Ld, Ls, Lf , V m, Ttmin, Tpmin, Nl, and Pa have a weak
correlation with the notes.

– Students have greater participation in the forums in the daytime than in the
nighttime. Also, they participate more during the week than weekends.

– Students participate about 55% on the day versus 45% at night; however,
there is a 76% participation in the platform during the week compared to
24% on the weekend.

5 Discussion

Logs analysis in educational platforms is not a new issue. Even, in terms of char-
acterizing the students’ behavior in this kind of technological tools. Research
papers as shown in Tables 1 and 2 afford similar approaches like this one. How-
ever, the principal contribution of this study is the application of this kind of
analysis in a particular population with a socio-economical, cultural, geograph-
ical and political environment, in order to afford in future works, use this infor-
mation to define policies, design new interfaces for technological tools, between
others.

This work is framed in the analysis of Colombian virtual students behavior.
principally, to understanding how to prevent desertion in virtual high education
programs. In this project phase, the characterization approach, and the mining
tool was defined, in order to in a future phase use this information to understand
the Colombian virtual Student and also improve the technological tools.

6 Conclusion

Teaching or coaching tasks in virtual environments imply new challenges in ped-
agogy. Virtual Learning environments provide useful tools for the interaction
between students, teachers, learning materials, and also with the educational
institutions. However, it creates barriers between the players participating in
the learning process, such as the understanding of students or teachers behavior
beyond the actions in the virtual platforms.

Mathematical approaches that allow continuous monitoring of student behav-
ior according to the logs analysis in VLE, can help to define educational policies
in order to take preventive actions in order to reduce the desertion. This also
suggests the need to design involving a greater number of variables related to
the behavior of the teacher and whose purpose is focused on determining how
they affect the performance of their students.

In the development of this work, we will include a representative sample
to the analysis of a complete higher educational institution, and also include
socioeconomic and geographic information concerning understand particularities
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of virtual students. Whit this information we want to develop a support tool to
aid policies makers to plane in order to reduce desertion and increase the quality
of service.
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Abstract. The paper deals with an analysis of information usability of Points of
Interest across different geosocial networks in tourism. The analysis contains a
comparison of data retrieved from Facebook API, Foursquare API and Google
Places API. The data was obtained for tourist areas from the smallest towns up
to metropolitan cities. This article tries to verify the hypothesis whether or not
geosocial networks provide relevant local information to participants in tourism,
at least at the equivalent level currently available from traditional information
resources used in tourism. In which case, geosocial networks have a potential to
be used as a primary information resources in the commercial sector, specifically
in local tourism.

Keywords: Geosocial networks � LBS � POI � Tourism � Facebook � Google
places � Foursquare � API

1 Introduction

Geosocial networks are a very important segment of Location Based Services (LBS),
providing to their users local information in many areas like social services, transport
and navigation, tourist attractions, etc. LBS, including geosocial networks, are key
milestones in e-tourism, which can significantly change the shape of tourism thanks to
quick availability and complete information provided. As a result, they enable a better
supply of tourism products for its participants. For geosocial networks, according to the
source (GILL, 2008), the exponential growth of information in their databases is
typical. This is because very large numbers of participants, who interact with the
building of a common information base with high structure flexibility and target-
oriented contributions, are characteristic of virtual communities. As published in the
source (BUHALIS and WEBER, 2013), the innovative concept of gamification, which
applies gaming principles in the tourism environment, also supports the high level of
participant interaction. This paper therefore deals with the quality of the information
from the POI in the LBS, specifically geosocial networks, which serve as an infor-
mation resource for local tourism participants, who in turn, expands these geosocial
network databases.

The main goal is realized in the Sect. 3 analysis, which maps the availability and
quality of these information sources by analyzing the level of completeness of the POI.
The related information is provided by the three most widely-used geosocial networks
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and their Application Programming Interface, that is Facebook API, Foursquare API
and Google+/Google Places API. This analysis will try to find the answer to the main
research question: “Do geosocial networks provide relevant local information to
tourism participants at least at the equivalent level currently available from traditional
tourist information resources?”. In the positive case, geosocial networks have a
potential to be used as a primary information resource in local tourism. The relevance
and redundancy of data provided by these API will be taken into account. For the
analysis, the categories of restaurants and bars were chosen as points of interest cov-
ering the area of hospitality facilities (restaurants and bars) according to the EU sta-
tistical methodology (CESTOVNI-RUCH.cz 2009). In the text, the data will be
obtained by retrieving data from API of individual geosocial networks and further by
field research in the defined area. The outlined circular area (with a diameter of 300 m)
was used to select tourist centers of 12 selected towns and cities (see Sect. 2). The
benefit of this realized anal-y-sis is to determine the level of completeness of infor-
mation on tourism subjects provided by geosocial networks. In addition, the hypothesis
that the geosocial networks can be used as the primary source of information for
tourism participants can be confirmed, due to the higher information completeness of
social networks compared with traditional information sources.

2 Methodology with Definition of Examined Areas and Field
Research

The evaluation of the quality of tourist information about the POI from geosocial
networks was realized on the basis of data obtained within the defined areas, in the
historical centers of the below mentioned towns and metropolitan cities. In all these
towns and metropolitan cities, the level of completeness of information from the POI of
geosocial networks was examined in comparison with other information sources (tra-
ditional information resources used in tourism). Moreover the level of completeness of
information of the POI of geosocial networks was compared with the current real
number of subjects that was empirically found by field research.

In the following towns and cities, the level of completeness of information in the
POI of geosocial networks on existing subjects in tourism was analyzed in Sect. 3. The
choice of the towns and cities is not random. The first two largest metropolitan cities
have a similar population and are neighbouring cities. All the others were selected
within two comparable regions, namely Královéhradecký and Pardubický (whose
largest cities are the regional cities of Pardubice and Hradec Králové, each with
approximately 90,000 inhabitants). These towns and cities were chosen from each
region, if possible, corresponding to the number of inhabitants (according to (CZECH
STATISTICAL OFFICE, 2017; STATISTICAL OFFICE OF THE SLOVAK
REPUBLIC, 2016)).

• Bratislava (approx. 425 900 inhabitants)
– WGS84 coordinates N 48.143368, E 17.108105,

• Brno (approx. 378 000 inhabitants)
– N 49.195281, E 16.607797,
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• Hradec Králové (approx. 92 900 inhabitants, region of Hradec Králové)
– N 50.2092658, E 15.8328122,

• Pardubice (approx. 90 000 inhabitants, region of Pardubice)
– N 50.0385283, E 15.7789706,

• Jičín (approx. 16 400 inhabitants, region of Hradec Králové)
– N 50.436798, E 15.351683,

• Ústí nad Orlicí (approx. 14 200 inhabitants, region of Pardubice)
– N 49.973672, E 16.394211,

• Hořice (approx. 8 600 inhabitants, region of Hradec Králové)
– N 50.368195, E 15.632314,

• Choceň (approx. 8 700 inhabitants, region of Pardubice)
– N 50.001131, E 16.223798,

• Opočno (approx. 3 100, region of Hradec Králové)
– N 50.267805, E 16.114996,

• Jablonné nad Orlicí (approx. 3 100 inhabitants, region of Pardubice)
– N 50.029914, E 16.600118,

• Železnice (approx. 1 300 inhabitants, region of Hradec Králové)
– N 50.473177, E 15.384998,

• Brandýs nad Orlicí (approx. 1 300 inhabitants, region of Pardubice)
– N 50.000686, E 16.286851

Author’s own methodology for the examined area under investigation determines
that the defined areas have a circular shape with a diameter of 300 meters, which
includes the central square in the historic city center and the adjacent streets. The center
of this circular shape area is always the plague column, which is the unifying reference
element in the vast majority of Czech squares. The central square is always identified in
accordance with the established methodology. It determines it as a square, captured on
historical maps, which are available on Mapy.cz or oldmaps.geolab.cz (maps origi-
nating from military mapping in the 19th century, see Fig. 1). The reason for choosing
this location is, as the source states (RICHTROVÁ, 2014), that most of the Czech
towns were founded with a central square in the middle of the city and the source
added: “A city always has a square where the best and most important events are
concentrated - what the city has or needs for its life” (Fig. 2).

Within these defined circular shape areas, information on all restaurants and bars
was obtained, according to the EU statistical methodology (CESTOVNI-RUCH.cz
2009). For the sake of objective comparison, this analysis used data obtained by two
independent methods. The first method was field research in all areas studied to obtain
primary data by personal identification of objects by the author. In the second method,
secondary data was obtained from selected information sources using data mining.

Due to publicly unavailable information about the amount and quality of POI of
geosocial networks (in the Czech Republic and in the world), it was necessary to obtain
a different way that would provide reliable official results about these POI of geosocial
networks. For this reason, the necessary information was obtained by using own data
mining from selected API of geosocial networks Facebook, Foursquare and Google+/
Places. In the case of the Google Places API, it has been found to provide different
results from Google Maps in the number of POI.
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Fig. 1. Historical map of analyzed area-Hradec Králové (Köninggrätz in German) (Source: [8])

Fig. 2. Actual map of analyzed area – Hradec Králové (Source: [8])
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The information was also obtained from the two largest electronic tourism infor-
mation sources available in Czech Republic. The first was the Czech commercial
information source Mapy.cz, belonging to the media house Seznam.cz, owning the
largest Czech catalog and search engine. The second was the information source of
Google Maps. Because API require coordinates in long WGS84 numeric format, a
converter has been used [12].

3 An Analysis of Level of Completeness (Coverage) of POI
in Geosocial Networks

Based on an analysis that compares the data obtained from the API (Table 1) of
selected geosocial networks (Foursquare, Google+/Places and Facebook) with field
research in defined areas (city centers Bratislava, Brno, Hradec Králové, Pardubice,
Jičín, Ústí nad Orlicí, Hořice, Choceň, Opočno, Jablonné nad Orlicí, Železnice and
Brandýs nad Orlicí), the following information resulted (Table 2).

This information about the coverage of the POI of the geosocial networks (Four-
square, Google+/Places, Facebook) and moreover, the levels of completeness of
information of commercial information sources (Mapy.cz, Google Maps) are shown in
the following table (Table 2).

As shown in the table (Table 2) and graphs (Figs. 3, 4, 5, 6, 7 and 8), in the defined
areas, the Foursquare geosocial network reaches an average of 70% of POI coverage,
Google+/Places 62% and Facebook 52%. Data from the commercial information
source Mapy.cz, which runs Seznam.cz and Google Maps from Google, were also
obtained and included in the comparison. All these geosocial networks offer higher POI
coverage compared to Mapy.cz, even up to 24% higher for Foursquare. When com-
pared to the Google Maps, two of the three geosocial networks also achieved higher
POI coverage, by up to 9% for Foursquare.

Thus, the research question which was asked: “Do geosocial networks provide
relevant local information to tourism participants at least on the level of completeness
of information available to the largest available information sources?” has a positive
result. It should be noted, however, that for example, in the towns of Hořice and Ústí
nad Orlicí, geosocial networks did not contain information about several sports bar
establishments (i.e. devices primarily with slot machines and a bar), which is certainly
not the category of hospitality facilities that tourists would search for on their trips (for
this reason, it is also ignored by geospatial users). So, if these sport bars would be
subtracted from this study, the average POI coverage would reach higher value.
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Table 1. Parameters for data mining through the API Foursquare, Google+/Places and
Facebook (Source: [9–11] and author)

Foursquare API HTTPS GET request:
https://api.foursquare.com/v2/venues/search?categoryId=P1&ll=P2&radius=
P3&limit=P4&client_id=P5&client_secret=P6&v=P7
P1=venue category
(4d4b7105d754a06376d81259=coffee, drinks
4d4b7105d754a06374d81259=food, etc.
For details, see https://developer.foursquare.com/docs/resources/categories.)
P2=WGS84 coordinates
P3=radius in meters
P4=number of results
P5=user’s ID
P6=user’s secret ID
P7=actual date

Google+/Places API HTTPS GET request:
https://maps.googleapis.com/maps/api/place/ nearbysearch/json?location=
P1&radius=P2&types=P3&sensor=false&key=P4
P1=WGS84 coordinates
P2=radius in meters
P3=venue category (for details, see https://developers.google.com/places/supported_types)
P4=user’s secret key

Facebook API HTTPS GET request:
https://graph.facebook.com/search?type=place&q=P1&center=
P2&distance=P3&access_token=P4
Graph API Explorer (https://developers.facebook.com/tools/explorer) request:
/search?type=place&q=P1&center=P2&distance=P3
P1=venue category
P2=WGS84 coordinates
P3=radius in meters
P4=user’s OAuth access token

Table 2. Comparison results of algorithms to determine the average match of POI names of a
real data set (Source: author and “R” statistical computing software)

City/town Foursquare
API

Foursquare
coverage
[%]

Google
+ API

Google+/
Places
coverage
[%]

Facebook
API

Facebook
coverage
[%]

Mapy.
cz

Mapy.cz
coverage
[%]

Google
Maps

Google
Maps
coverage
[%]

Real
number
of
subjects

Bratislava 70 89 46 58 70 89 34 43 43 54 79

Brno 43 93 29 63 36 78 22 48 27 59 46

Hradec
Králové

31 78 26 65 31 78 18 45 26 65 40

Pardubice 25 86 16 55 27 93 16 55 18 62 29

Jičín 10 71 8 57 9 64 5 36 7 50 14

Ústí
nad Orlicí

10 67 6 40 8 53 6 40 7 47 15

Hořice 6 46 4 31 4 31 4 31 4 31 13

Choceň 7 70 6 60 6 60 5 50 6 60 10

Opočno 8 89 6 67 4 44 6 67 6 67 9

Jablonné
nad Orlicí

3 50 4 67 2 33 4 67 4 67 6

Železnice 1 50 2 100 0 0 1 50 2 100 2

Brandýs
nad Orlicí

2 50 3 75 0 0 1 25 3 75 4

Average
POI
Coverage

70 62 52 46 61
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Fig. 3. Comparison of information sources in analyzed area (Source: [4] and author, 2016)

Fig. 4. Comparison of information sources in analyzed area (Source: [4] and author, 2016)
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Fig. 5. Comparison of information sources in analyzed area (Source: [4] and author, 2016)

Fig. 6. Comparison of information sources in analyzed area (Source: [4] and author, 2016)
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Fig. 7. Comparison of information sources in analyzed area (Source: [4] and author, 2016)

Fig. 8. Comparison of information sources in analyzed area (Source: [4] and author, 2016)
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4 Conclusion

LBS, including geosocial networks, are key milestones in e-tourism, which can sig-
nificantly change the shape of tourism thanks to quick availability and complete
information provided. As a result, they enable a better supply of tourism products for
its participants.

In this paper, an analysis of the current most important LBS map applications in the
Czech Republic was carried out. These services are used as information resources by
the participants in tourism. The author found out that Google Maps, on average,
covered 61% of the total of 267 existing hospitality facilities, which were ascertained
by field research in selected areas (historical centers of 12 cities). Mapy.cz on average
covered only 46% of these existing subjects. In any case, both LBS applications do not
cover more than 61% of existing subjects in these locations. Thus, neither Mapy.cz nor
Google maps are currently able, with sufficient flexibility, to centrally cover dynami-
cally changing local points of tourist interest, such as new subjects of restaurant
facilities, accommodation or cultural events such as exhibitions, festivals, etc. So, by
these traditional tourism resources not enough complete information about points of
interest is provided to tourism participants at the place where they are.

In order to solve this research problem, it was necessary to answer the question “Do
geosocial networks provide relevant local information to tourism participants at least
at the equivalent level currently available from traditional tourist information
resources?”. It was therefore necessary to analyze the information quality of geosocial
networks, especially their POI with potential of usability as new information resources
for local tourism participants. This paper has therefore focused on mapping of the
availability and quality of these resources by analyzing the completeness of POI-related
information provided by the three selected Facebook, Foursquare and Google+ net-
works. Based on this analysis, which compared the information obtained by mining
data from API of selected geosocial networks with empirical field research in demar-
cated areas, it was found that Foursquare has an average coverage of 70% of existing
hospitality facilities for these areas, Google+ covers an average of 62% of subjects and
Facebook has a 52% coverage of the total of 267 existing subjects in each of the
selected 12 cities/towns. The best network, Foursquare, therefore had up to 24% higher
coverage than Mapy.cz and up to 9% higher coverage than Google Maps.

Thus, the results of the analysis clearly show that geosocial networks offer, on
average, a high level of coverage of points of interest in tourism while providing
relevant information. They are also more suitable for use as information sources in
local tourism compared to the current largest available information sources. This fact
also results in a positive answer to the research question, at least on the level of
completeness of information available, when compared to the largest available elec-
tronic information sources.
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Abstract. Decision-making is an essential process in the lives of organizations.
While each member in an organization makes decisions, this process is partic-
ularly important for managerial positions in charge of making decisions on
resources allocation. These decisions must be based on predictions about time,
effort and/or risks involved in their tasks. Currently, this situation is exacerbated
by the complex environment surrounding the organizations, which makes them
act beyond their traditional management systems incorporating new mechanisms
such as those provided by Artificial Intelligence, leading to the development of
an Intelligent Predictive Model. In this context, this work proposes the imple-
mentation of a process to assist the Information Systems Engineer in the difficult
work of collecting, understanding, identifying and registering the necessary
information to implement an Intelligent System-based Predictive Model.

Keywords: Intelligent Systems � Machine Learning � Training data �
Education and technology

1 Introduction

What is the most favorable option? What will the future bring us? These are questions
we ask ourselves whenever we have to make a decision [1]. For this reason, Humanity
has always sought mechanisms to make accurate predictions. Such need not only
affects individuals but also organizations. Decision-making is an essential process in
the life of organizations. While each member of an organization makes decisions, this
process is particularly important for managerial positions. Consequently, managers are
known as “decision makers” in their tasks of planning, organizing, directing and
controlling [2]. Daily, they have to decide how to allocate valuable resources based on
predictions [3] about time, effort and/or risks involved in their tasks. This situation is
exacerbated by the highly complex and hardly predictable environment of the 21st

century [4], which makes organizations act beyond their traditional management sys-
tems and incorporate new mechanisms for the “creation and enhancement of the
organization’s knowledge” such as those provided by Artificial Intelligence [5, 6].
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An example of these new mechanisms can be found in the area of Predictive
Models. Despite the fact that Statistical Techniques and Parametric Models have tra-
ditionally been used to generate predictions [7], in the last two decades diverse methods
associated to Machine Learning [3, 8] have been incorporated. Consequently, it is
possible to build models to find a relation between past and future situations using
available historical data. In this sense, Artificial Neural Networks [9, 10] and Bayesian
Networks [11, 12] can be mentioned as the main Intelligent Systems architectures to be
used for this kind of problems [13–15]. These Intelligent System-based Predictive
Models possess very useful features, such as generalization capacities, robustness, and
self-organization [16].

However, unfortunately, Predictive Models are usually imprecise [3] or, in some
cases, they fail, thus often generating incompatible answers [17]. In this regard, the
quality of the information required is highly important to make accurate decisions [18].
It is possible to generate more accurate predictions if lack of knowledge on the problem
and its context is reduced. Yet, it is almost impossible to have complete, accurate and
precise information to make absolutely accurate predictions. There is always a risk
related with trusting the available information to assess the situation so a prediction
must be associated to a certain degree of probability [19]. Such probability is affected
by what is known about the problem and what is not. Consequently, apart from
collecting historical data that will be used to build the Predictive Model, it is also
necessary to identify the general characteristics of the domain where the prediction is
taking place thus being able to detect situations or events of which there are no data but
which the model must consider.

In this context, this work proposes the implementation of a process to assist an
Information Systems Engineer in the difficult work of collecting, understanding,
identifying and registering the necessary information to implement an Intelligent
System-based Predictive Model. For that purpose, Sect. 2 presents a brief summary of
the proposed process and Sect. 3 presents the results of the implementation in an
undergraduate course. Finally, Sect. 4 describes conclusions and future work.

2 Proposed Process

The proposed process aims to assist with the Information Systems Engineers (in their
role of Functional Analyst) involved in the implementation of Intelligent Predictive
Models, that is, it seeks to support them during the initial phases of the Project con-
sidering its particularities. This proposed Project is limited to contemplating the
characteristics of two types of Intelligent Systems applied for the implementation of
Predictive Models, Multi-layer Perceptron Artificial Neural Networks (ANN) with
error Backpropagation training (BPNN) and Bayesian Networks (BN). Consequently,
as a result of this proposal, the objectives, success criterion, constraints and assump-
tions of the Project are determined in order to identify the available information
required to train the Intelligent System and to generate an initial specification of it.
These results will help the development team start working on the construction,
training and validation of the Intelligent Predictive Model to meet the expectations of
the organization. The proposed process is structured into the following five phases:
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1. Project Definition Phase: it aims to define the stakeholders who collaborate in the
Project and its scope based on the objectives to be achieved.

2. Business Process Elicitation Phase: its objective is to identify and collect the
business processes that are relevant for the project, as well as the expert’s task in the
case of building a model that emulates their prediction capabilities.

3. Business Process Data Elicitation Phase: it seeks to identify the data repositories
where the information of the different business processes is stored and to collect
information about the characteristics of said repositories.

4. Business Data Conceptualization Phase: its objective is to identify and evaluate
the representativeness of the data available in the business for the construction of
the intelligent predictive model.

5. Intelligent System Initial Specification Phase: based on the information obtained
in the previous phases, the most appropriate type of architecture to implement the
predictive model is determined, as well as a proposal of its initial topology.

Figure 1, shown below, presents the proposed process. Each phase of the process
defines a set of activities that apply to a case study within the context of an under-
graduate course in Sect. 3.

3 Case Study

This section presents the implementation of the phases of the proposed model in a case
in a university setting. Firstly, Sect. 3.1 describes the context of the case study, and
then describes the application of each phase of the process along with the activities that
are carried out in each one of them. Then, the first phase is described in Sect. 3.2, the
second phase in Sect. 3.3, the third phase in Sect. 3.4, the fourth phase in Sect. 3.5 and
the fifth phase in Sect. 3.6.

3.1 Context of the Case Study

This case study is developed at Facultad Regional Buenos Aires (FRBA), Universidad
Tecnológica Nacional (UTN), Argentina. Specifically, it is carried out in the “Systems
and Organizations” course [20], of the first year of the “Information Systems Engi-
neering” undergraduate program. The analyzed course is annual and compulsory for
students who have passed the admittance course (with approximately 800 enrolled
students) and it is one of the integrative courses of the curriculum. In this context, the
aim is to implement an Intelligent System to predict the performance of students
throughout the course. Because any error in the predictions can lead teachers or stu-
dents to make wrong decisions, it is of great importance that the system presents
consistent results taking into account the normal behavior of the students in the course.

Fig. 1. Phases of the proposed process.
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3.2 Application of the First Phase of Project Definition

The following activities are described: “Identify the Objectives of the Project”,
“Identify the Project stakeholders” and “Identify the Project Scope”.

Activity: “Identify the Objectives of the Project”
In this activity, the first conceptual meeting of the project is held with the “Systems and
Organizations” Course Chair, which is the main person in charge of the project. The
aim is to understand the objective of the project together with the associated expec-
tations. Furthermore, the Chair’s faculty members that will take part of the Project’s
stakeholders are identified, with whom the initial meeting will then be held. Based on
the survey carried out, the information obtained is analyzed and the main objectives of
the Project are identified, which are documented in the project objectives form, as
shown in Fig. 2.

Activity: “Identify the Project’s Stakeholders”
In this activity, the Functional Analyst, based on the information gathered from the
organization, identifies the project participants and creates the form shown in Fig. 3.

Activity: “Identify the Project Scope”
Based on the collected information, the Functional Analyst defines the success criteria
of the project as shown in Fig. 4 and determines the problems to be solved in order to

OBJECTIVES OF THE PROJECT
ID Objective Description Priority 

OBJ1 To implement an Intelligent System to predict the performance of the 
students in the "Systems and Organizations" course taught at UTN FRBA. High

Observations
The priority is considered high because it is the only objective that originates the project.

Fig. 2. Project objectives form.

PROJECT STAKEHOLDERS

Position Org/
Sector

Role in the 
Project Knowledge Areas

Course Chair

UTN- FRBA /
Course

Person in charge Generalities
Course Theory and Practice 

Pass RequirementsTeacher 1

Stakeholder

Teacher 2
TA Monday Course

Course Theory and Practice 
Data Repositories

TA Tuesday Course
TA Thursday Course

TA Friday Course
where TA means Teaching Assistant

Fig. 3. Project stakeholders form.
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establish what should be included as a result of the project. With this information, the
project scope definition form is created, as shown in Fig. 5. This form must be vali-
dated by the Course Chair and the business stakeholders. Furthermore, the Functional
Analyst also needs to identify the assumptions for the execution of the project. These
assumptions include the dependencies on other projects, and all the necessary infor-
mation that should be available to begin working on the project. This project
assumptions form is shown in Fig. 6. Finally, the information restrictions of the project
are defined by the project restrictions form, as shown in Fig. 7.

PROJECT SUCESS CRITERIA
ID Criterion Description OBJ-ID

CE1
To predict the student’s performance (including first term exam and make 
up exams) in the second semester based on data from the first term exam 
and the first make up exam .

OBJ1

Fig. 4. Project success criteria form.

PROJECT SCOPE DEFINITION
ID Problems to solve OBJ-ID

P1 To identify students’ strengths and weaknesses in order to reinforce what is 
necessary during the course. OBJ1

Problems excluded from the Project
Concept scores and class-to-class evaluations are excluded. Only term exams and make up 
exams will be considered for the analysis. In addition, the annual planning of the course is not 
considered for the analysis, being used only for reference of the topics taught.

Fig. 5. Project scope definition form.

PROJECT ASSUMPTIONS

ID Assumption Description OBJ-ID

S1 Either by mail or personally, access to information from teaching assistants 
and teachers will be unrestricted OBJ1

S2 Data are considered accurate and complete with the same structure since 
they were provided by the same teacher. OBJ1

Fig. 6. Project assumptions form.
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3.3 Application of the Second Phase of Business Process Elicitation

The following activities are described: “Identify Business Processes” and “Collect
Business Processes”. Since the aim is to implement a Predictive Model based on the
knowledge of experts available in the organization, the tasks corresponding to the third
activity “Collect the Expert’s Tasks” are carried out.

Activity: “Identify Business Processes”
From the minutes of the meetings held with project stakeholders, the Project Objectives
form (Fig. 2), the Project Success Criteria form (Fig. 3) and the Project Scope Defi-
nition form (Fig. 4), the Functional Analyst defines the most significant business
activities for the project and makes a use case diagram that is included in the business
process diagram form (Fig. 8).

PROJECT RESTRICTIONS

ID Type Description OBJ-ID
R1 Data There are no data on the student’s progress class to class. OBJ1

R2 Data
Assignment scores cannot be used. This is because such data are not 
considered representative since they are not standardized across all 
courses.

OBJ1

R3 Data Students’ first names, last names and file numbers cannot be used 
because they are considered confidential. OBJ1

Fig. 7. Project Restrictions Form.

BUSINESS PROCESS DIAGRAM
Business Process List

ID Name Description Person in
Charge OBJ-ID

P0001 Evaluate Stu-
dents’ Exams

The aim of this process is to correct the students’ 
exams and load the data into repositories intend-
ed for this purpose.

Teaching 
Assistant OBJ1

Main Diagram

Fig. 8. Business process diagram form.
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Activity: “Collect Business Processes”
Taking into account the collected information associated with the identified business
process, the Functional Analyst holds a new meeting with the Course Chair and the
course stakeholders. In this way, information is collected to record how this process
works and how it is related to data repositories. From the information gathered, the
information is registered by documenting it in the business process form, as shown in
Fig. 9.

Activity: “Analyze the Expert’s Tasks”
From previous meetings, it has been detected that the task of determining whether the
student passes or not taking into account their characteristics and the result of their
exams depends on different types of knowledge that is internalized in the minds of
teachers. This means that there are no fixed rules or standard procedures to carry out
such task so it is not possible to identify a Business Process. Therefore, it is an expert
task and it is decided to analyze it in order to obtain the knowledge applied by the
Course Chair. To do this, the Protocol Analysis is selected as the knowledge elicitation
technique, thus performing the steps corresponding to the technique according to [21].
Once the steps have been carried out based on the protocol, the Functional Analyst will
register the knowledge obtained in the expert’s task form, as shown in Fig. 10a and b.

BUSINESS PROCESSES
P0001 – Evaluate Students’ Exams

Description The aim of this process is to correct the students’ exams and load the data 
into repositories intended for this purpose. 

Actors Teacher; Teaching Assistant (TA)

Pre-Conditions Students sat for the exams to be evaluated and they were already distributed 
among teachers and teaching assistants for their correction

Post-Conditions The exams were corrected the scores were registered in the course spread-
sheet.

Normal Flow
1 The TA corrects the practice part of the term exams.
2 The teacher corrects the theory part of the term exams. 
3 The TA holds a meeting with the teacher to deal with doubts during the correction.
4 The teacher determines the term exam final score.
5 The TA registers the scores in the course spreadsheet.

Alternative Flow

1
In the event that an exam has been inaccurately corrected after the student has analyzed it, 
the teacher and the teaching assistant will meet again in order to correct it again and define 
the final score.

2 Once the score is determined, the teaching assistant registers it in course spreadsheet.

Fig. 9. Business process form.
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EXPERT’S TASKS
TE001 – Evaluate Course Academic Status of the Student

General 
Description

The objective is to determine whether the student will or will not pass the 
course considering their exam results.

Factual Knowledge

Table of Concepts – Characteristics – Values

Concepts Characteristics Values

Student
FileNumber_Student Alphanumeric
FullLastName_Student Alphanumeric
FullName_Student Alphanumeric

Evaluation
Type_Evaluation Alphanumeric
FinalScore_Theory Alphanumeric
FinalScore_Práctice Alphanumeric

Glossary of Terms

Term Description
Evaluation It indicates the exam the student is sitting for.

FileNumber_Student Student’s File Number (assigned by the School).
FinalScore_Práctice Final Score obtained in the practice part of the exams.
FinalScore_Theory Final Score obtained in the theory part of the exams.

FullLastName_Student Student’s Full Last Name.
FullName_Student Student’s Full Name.

Student It indicates the student who takes the course, sits for the 
exams and submits the assignments.

Type_Evaluation Type of exam, which may be first term exam, second term 
exam or make-up exams.

Tactical Knowledge
The rules resulting from the Protocol Analysis performed with the Course Chair are as fol-
lows:
• If the student passes the theory of the first term exam or the theory of the first make-up

of the first term exam or the theory of the second make-up of the first term exam, then 
the student passes the theory of the first semester. 

• If the student passes the practice of the first term exam or the practice of the first make-
up of the first term exam or the practice of the second make-up of the first term exam, 
then the student passes the practice of the first semester.

• If the student passes the theory of the second term exam or the theory of the first make-
up of the second term exam or the theory of the second make-up of the second term 
exam, then the student passes the theory of the second semester.

• If the student passes the practice of the second term exam or the practice of the first 
make-up of the second term exam or the practice of the second make-up of the second 
term exam, then the student passes the practice of the second semester.

• If the student passes the theory of the first semester and the practice of the first semester 
and the theory of the second semester and the practice of the second semester, then the 
student passes the course.

• If the student does not pass the theory of the first term exam, then it is likely that they 
will not pass the theory of the second term exam.
If the student does not pass the practice of the first term exam, then it is likely that they 
will not pass the practice of the second term exam.

(a)

Fig. 10 a. Expert’s task form (factual and tactical knowledge) b. Expert’s task form (strategic
knowledge and metaknowledge).
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3.4 Application of the Third Phase of Business Process Data Elicitation

The following activities are described: “Identify Data Repositories” and “Collect
Business Data”.

Activity: “Identify Data Repositories”
The Functional Analyst analyzes the information gathered from the interviews con-
ducted with the business stakeholders and from the “Expert’s Tasks” form (Fig. 10). As
a result, he detects that the main data to be used in the project are in Excel format
spreadsheets named planning_ < course day > which describe the students’ behavior
(in relation to their exam, make-up and assignment scores) during the year. These
spreadsheets were provided by the Course Chair. After defining such data repositories,
the Functional Analyst registers this information and prepares the data repository form
shown in Fig. 11.

EXPERT’S TASKS
TE001 – Evaluate Course Academic Status of the Student

Strategic Knowledge
A three-level decomposition tree is drawn in https://bit.ly/2wdk9JF

Metaknowledge
A knowledge map is drawn in https://bit.ly/2HRBz3W

(b)

Fig. 10 (continued)

DATA REPOSITORIES

ID Name Type Description Business
Process /Task

Person in 
charge

P_M planning_
Monday.xls

Excel 
spreadsheet

Evaluation results of 
Monday course students.

P0001;  
TE001

TA Monday 
course

P_Tu planning_
Tuesday.xls

Excel 
spreadsheet

Evaluation results of 
Tuesday course students.

P0001;  
TE001

TA Tuesday 
course

P_Th planning_
Thursday.xls

Excel 
spreadsheet

Evaluation results of 
Thursday course students.

P0001;  
TE001

TA
Thursday 

course

P_Fr1 planning_
Friday 1M.xls

Excel 
spreadsheet

Evaluation results of 
Friday course 1° module 

students.

P0001;  
TE001

TA Friday 
course  

P_Fr2 planning_
Friday 2M.xls

Excel 
spreadsheet

Evaluation results of 
Friday course 2° module 

students.

P0001;  
TE001

TA Friday 
course

Fig. 11. Data repository form.
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Activity: “Collect Business Data”
The Functional Analyst prepares the data structure form, shown in Fig. 12. Since all the
Excel spreadsheets provided have the same format, a generic data structure is obtained,
which is valid for all the data repositories.

3.5 Application of the Fourth Phase of Business Data Conceptualization

The purpose of this phase is to determine whether the data that will be used in the
Predictive Model are representative. To do this, in this case study, the two cycles of this
phase are conducted, first evaluating the more general initial version of the business
data and then a more detailed extended version.

Evaluation of the Initial Version of the Business Data
The evaluation of the initial version of the data is made, completing the tasks corre-
sponding to the activity named “Identify Data to Build the Predictive Model” and then
those corresponding to the second activity, i.e. “Validate Data Representativeness”.

Activity: “Identify Data to Build the Predictive Model”
Based on the “Data Repository” form (Fig. 11), the “Data Structure” form (Fig. 12)
and the information collected in the interviews conducted to the business stakeholders,
the Functional Analyst documents the obtained data in the “Available Data” form
shown in Fig. 13. In this case, all the spreadsheets identified as data repositories were
integrated into a single spreadsheet which includes all the data.

Activity: “Validate Data Representativeness”
Based on the available data obtained in the previous activity, the Functional Analyst
analyzes whether such data are representative of the business in order to build the
Predictive Model. Due to space constraints, all the tasks performed on the data set are
specified in [22]. The conclusions drawn show that the initial version of the data (more

DATA STRUCTURE
Student

PK filenumber_student

fulllastname_student
fullname_student

FK1 num_group

Group

PK num_group

name_group
percent_approval_group

Assignment

PK num_as
PK,FK1 num_group

type_as
finalscore_as

Evaluation

PK type_evaluation
PK,FK1 filenumber_student

finalscore_theory
finalscore_practice

Fig. 12. Data structure form.
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AVAILABLE DATA
Data Version Initial Version of the Data (1.0)
The data repositories named planning_<course day>.xls have three tabs: “Annual Plan-
ning”, “Assignments” and “Term Exams”. For this project, only the “Term Exams” tab is 
used, since the data structure includes neither the data related to the assignments nor the 
data related to the groups of students doing such assignments. This is because such data are 
not considered representative since they are not standardized across all courses. In addition, 
students’ first names, last names and file numbers cannot be used because they are consid-
ered confidential. Both situations are accounted for in the Project Restrictions form (figure 
6). After integrating the 5 spreadsheets, identified in figure 10, a single spreadsheet is ob-
tained, from which a sample of 75 records is taken. The integrated data are specified, which 
includes 14 attributes corresponding to 75 records containing the students’ performance in 
the theory and practice parts of the course exams (term exams and make-ups) as well as the 
course day and the resulting course academic status.
In this case, two attributes are described as an example.

Attribute: COURSE ACADEMIC STATUS

Description:
Course result, that is, whether the student has passed 
the course or not or they directly do not appear in the 
Final Course Records (TPA) due to absenteeism.

Type of Data: Alphanumeric

Value Range:
- APRUEBA
- NO_APRUEBA
- NO_TPA

Attribute: C1_P_P; C1_1R_P; C1_2R_P

Description:

Final score of the practice part of the exams (it in-
cludes all the practice items of the first semester, 
which are Process Charts and Organizational Charts), 
where the prefix means the following:
• C1_P: First Term Exam
• C1_1R: First Make-up of the First Term Exam
• C1_2R: Second Make-up of the First Term Exam

Type of Data: Alphanumeric.

Value Range:

- AP_dist: Passed with Honors
- AP: Satisfactory Pass 
- AP_err: Passed with some errors
- AP_lim: Borderline Pass
- NO_AP_lim: Borderline Fail
- NO_AP: Failed
- NC: Topic Not Answered
- AUS: Student Absent in the Evaluation 
- NA: Topic that the student does not need to answer 

(this value is used for make-up exams only).
Synonym: First Semester Practice Score

Fig. 13. Available data form for the initial version of the data.
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general and limited) contains biases which generate differences with the relationships
preconceived by the teacher of the courses. For this reason, a new version of the data is
generated, including more examples and more detail in the attributes used.

Evaluation of the Extended Version of the Business Data
The tasks corresponding to the activity named “Identify Data to Build the Predictive
Model” and those corresponding to the second activity, “Validate Data Representa-
tiveness” are performed in order to evaluate the extended version of the data.

Activity: “Identify Data to Build the Predictive Model”
In view of the problems detected in the initial version of the data, it is decided to extend
them both in number of rows and in detail of the attributes, which are also documented
in a new “Available Data” form, shown in Fig. 14.

Activity: “Validate Data Representativeness”
Based on the available data obtained in the previous activity, the Functional Analyst
once again analyzes whether such data are representative of the business in order to
build a Predictive Model. Therefore, all the tasks performed on the data set are

AVAILABLE DATA
Data Version Extended Version of the Data (2.0)
In order to extend the data, a detailed account of the results for each topic of each exam is 
made (in this way, for instance, in the Practice part of the first term exam, the results for 
Organizational Charts and Process Charts are indicated). In addition, 51 students’ records 
are added so that the data include a total of 126 rows with 23 attributes. Below, an attribute 
is described in detail as an example.

Attribute: C1_P_ORG; C1_1R_ORG; C1_2R_ORG

Description:

Final exam score for the organizational charts topic 
which is evaluated in the first semester, where the 
prefix means the following:
• C1_P: First Term Exam
• C1_1R: First Make-up of the First Term Exam
• C1_2R:  Second Make-up of the First Term Exam

Type of Data: Alphanumeric.

Value Range:

- AP_dist: Passed with Honors
- AP: Satisfactory Pass 
- AP_err: Passed with some errors
- AP_lim: Borderline Pass
- NO_AP_lim: Borderline Fail
- NO_AP: Failed
- NC: Topic Not Answered
- AUS: Student Absent in the Evaluation 
- NA: Topic that the student does not need to answer 

(this value is used for make-up exams only).

Synonym: Score obtained in Organizational Charts in the First 
Semester

Fig. 14. Available data form for the extended version of the data.
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described in detail. All the tasks performed on the data set are specified in [22].
Based on the conclusions obtained, the extended version is representative of the stu-
dents’ behavior and therefore it is the version that will be used to build the Predictive
Model.

3.6 Application of the Fifth Phase of Initial Specification of the Intelligent
System

The following activities are described: “Select the Type of Intelligent System” and
“Define Initial Topology of the Intelligent System”. In addition, the complete process is
specified in [23].

Activity: “Select Type of Intelligent System”
The Functional Analyst answers the questions associated to each characteristic using
the meeting minutes written in previous phases, formalizing them in Table 1 as shown
below. The possible linguistic values that can be used for each characteristic are
“Nothing”, “Little”, “Regular”, “Much” and “All”. Once the linguistic values corre-
sponding to each characteristic defined in Table 1 are assigned, the Functional Analyst
obtains the values corresponding to each architecture and selects the best architecture
for the project. The operations made are presented in the spreadsheet available in [24].
As shown in Fig. 15, the architecture selected in this case is Bayesian Networks. This
selection is registered in the predictive model architecture form, shown in Fig. 16.

Table 1. Characteristics evaluated in order to define the most appropriate architecture.

Category ID Question associated to the characteristic Value

Available
data

D1 How much confidence is there as to the representativeness of
the data?

Much

D2 To what extent may the data be considered complex and with
a nonlinear relationship between their attributes?

Little

D3 How many examples do the data include? Regular
D4 What percentage of data is there with continuous numeric

values (in relation to non-numeric values or numeric discrete
values)?

Regular

Expected
results

R1 To what extent is prediction accuracy considered critical? Much
R2 To what extent is it desirable to know and compare the

predictions for different possibilities and scenarios?
Much

R3 To what extent is it important to be able to explain how the
results generated were obtained?

Much

Problem
domain

P1 How stable is the problem to be solved? All
P2 To what extent are the domain experts available to

participate in the project?
All

P3 To what extent it is desirable to be able to manually adjust
the network based on the knowledge about the data?

All
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Activity: “Define Initial Topology of the Intelligent System”
Once the type of architecture to be used is selected, the Functional Analyst defines the
initial characteristics of the topology and documents them in the initial topology of the
predictive model architecture form.

For building the model proposed, the Analyst uses the ‘Graphical Network Inter-
face’ or GeNIe software tool [25], together with the extended version of the data
obtained in the previous phase. A simple structure is chosen to be applied, where each
node connects with the objective attribute (COURSE ACADEMIC STATUS) and, in
the case of the topics, the result of the term exam is associated to the first make-up and
the latter with the second make-up. The reason for this linkage is that, as explained by
the domain expert, it is thought that the result that a student would obtain in the theory
part of the second make-up may be influenced by the results of the first make-up and of
the term exam. With such structure, the available data (corresponding to the Extended
Version of the Data) are imported so that the tool can determine the a priori proba-
bilities and the conditional probabilities corresponding to each node. As a result of this
operation, the probability distribution is obtained, as shown in https://bit.ly/2W1X1gd
(the names are displayed in the original language).

PREDICTIVE MODEL ARCHITECTURE

The most appropriate architecture for this project is Bayesian Networks, while the use of 
Artificial Neural Networks is discarded for the problem to be solved. The available data 
include a sufficient number of examples to perform the training and validation of the net-
work, allowing the definition of value ranges for each of them. In addition, there are domain 
experts available who can contribute their knowledge and participate in the project. There-
fore, comparisons between the predictions for different scenarios will be possible as well as 
knowing how the results were obtained, thus allowing for adjustments in the network that is 
defined.

Fig. 16. Predictive model architecture form.

Fig. 15. Appropriateness values for each architecture.
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Although the implementation of the final Bayesian Network falls outside the scope
of this process, in order to confirm whether this initial topology was successfully
trained, the validation thereof was performed using the same data with a functionality
provided by GeNIe. Despite the fact that in a real project it would not make sense to
validate an Intelligent System using the same data as those used to train it (since the
accuracy thus obtained is not reliable), in this case we only seek to confirm that the
probabilities given by the network can be considered representative of the data used. As
a result, the general accuracy of this network is 94%, with 100% of accuracy to predict
students that approve the course, 87.5% for students that do not approve and 96,4% for
students that do not finish the course. Therefore, it is possible to affirm that this initial
topology is useful to be used as a basic prototype of the Intelligent Model to predict the
students’ behavior in the course.

4 Conclusions

In this work, a proposed process has been applied to predict the performance of
students throughout a university course. In the first phase, the objective and require-
ments of the Predictive Model has been defined. In the second phase, the business
process characteristics have been identified. During the third phase, the available data
sources have been detected, which then have been evaluated in the fourth phase to
retrieve a data set sufficiently representative of the behavior of the students. Finally, in
the fifth phase the most appropriate technology to build the Predictive Model has been
established to satisfy the project requirements.
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Abstract. As education is taking an increasingly significant role in soci-
ety today, efficient and precise evaluation of student learning effect is
calling for more attention. With recent advances of information technol-
ogy, learning effect can now be evaluated via mining student’s learning
process. This paper proposes an interactive student learning effect eval-
uation framework which focuses on in-process learning effect evaluation.
In particular, our proposal analyzes students modeling assignment based
on their operation records by using techniques of frequent sequential pat-
tern mining, user behavior analysis, and feature engineering. In order to
enable effective student learning evaluation and deliver practical value,
we have developed a comprehensive online modeling platform to collect
operation data of modelers and to support the corresponding analysis.
We have carried out a case study, in which we applied our approach
to a real dataset, consisting of student online modeling behavior data
collected from 24 students majoring in computer science. The results of
our analysis show that our approach can effectively and practically mine
student modeling patterns and interpret their behaviors, contributing to
assessment of their learning effect.

Keywords: Student behavior analysis · Learning effect evaluation ·
Frequent sequential pattern mining · Feature engineering

1 Introduction

Student learning effect evaluation has become a great concern today as education
is playing a more and more significant role in the new era of information tech-
nology. Traditional student evaluation methods regard paper exams, practical
experiments, and oral presentations as components of the final grade. However,
such traditional methods only focus on evaluating students’ final deliverables,
but cannot capture and analyze the in-process learning data. With the rapid
development in computer science and data analytic techniques [1] like process
mining, we argue that a comprehensive and impactful in-process student learning
effect evaluation method is of great need to enable a more precise evaluation.

A first challenge to this topic is how to efficiently obtain useful in-process
data, which has been ignored by traditional learning effect evaluation methods.
c© Springer Nature Switzerland AG 2019
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Another challenge is concerning how to effectively analyze such in-process data,
e.g., identification of meaningful behavior patterns.

Regarding this research topic, relevant researchers mainly use user behavior
analysis and frequent sequential pattern mining to help analyze how well the
student is performing in the learning process. User behavior analysis is focus-
ing on web log analysis, which is extracting user behavior elements and selecting
useful parameters from log data. Capturing characteristics of normal user behav-
iors is also an important work of user behavior analysis [2]. Considering about
the sequential timing characteristic of in-process information, algorithms in fre-
quent sequential pattern mining are showing excellent performance in finding
useful insights from data. A suitable and effective algorithm shows both long-
term changing trend and short-term violent incident [3].

In this paper, we propose a comprehensive framework for evaluating student
learning effect, which focuses on analyzing in-process data. For one thing, we
propose to record detailed student modeling behaviors by developing an online
modeling platform. For another, we apply and customize process mining tech-
niques [4] to figure out reasonable student behavior patterns and useful insights
about student learning effect evaluation. In particular, the contribution of this
paper can be concluded as below:

– Propose a student learning effect evaluation framework based on process min-
ing techniques.

– Develop an online modeling platform BJUTModeling which can automatically
record students’ modeling operations.

– Carry out a comprehensive case study based on real in-class data from stu-
dents in order to evaluate the effectiveness of our proposal.

The rest of paper is organized as follows. Section 2 reviews related work.
Related techniques and methodology are presented in Sect. 3. The newly devel-
oped online modeling platform is introduced in Sect. 4. We do a case study on
real data from students in Sect. 5. At last, we conclude our research in Sect. 6.

2 Related Work

User behavior analysis is widely used in e-commerce marketing strategy evalu-
ation, user experience improvement, website anomalies detection [5]. It collects
various types of data, ranges from user demographic information to actual oper-
ation parameters. Behavior event analysis model, user retention analysis model,
funnel analysis model, user behavior path model, user segmentation, and click
analysis model are main models in user behavior analysis [6]. In this paper, we
need to apply existing models and methods of user behavior analysis to student
learning effect evaluation, in order to realize student behavior analysis.

User logs are often indexed in time order, which is called sequential data.
Thus, frequent sequential pattern mining algorithms help us mine the sequential
database, looking for repeating patterns that can be used to find associations
between different items in the sequential dataset.
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Frequent sequential pattern mining algorithms can be sorted into three cate-
gories, namely, apriori-based, pattern-growth, and early-pruning algorithms [7].
ArioriAll [8] and GSP [9] algorithms are apriori-based algorithms, with great
capability in exploring the complete set of patterns due to its multiple times of
scan of the databases. A potentially huge set of candidate sequences may cause
great difficulties in mining long sequential patterns in this kind type of algorithm.
FreeSpan [10] algorithm is based on pattern-growth, which recursively project
sequence databases into smaller projected databases by using frequent items. It
then grows subsequences fragments in each projected database. PrefixSpan [11]
is also a pattern-growth algorithm, more specifically, a prefix-projected sequen-
tial pattern mining algorithm. It makes less projections and quickly shrinking
sequence compared with the FreeSpan algorithm.

According to the domain knowledge of this topic, we will use an enhanced
PrefixSpan algorithm called PreSeqPat to figure out the useful repeating patterns
in the sequential database. This enhanced algorithm can reduce the complexity
of the PrefixSpan, details of which will be shown in Sect. 3.

3 An Interactive and Comprehensive Framework for
Evaluating Student Learning Effect

3.1 Framework Design

Our proposed student learning effect evaluation framework consists of four mod-
ules, online modeling platform, data mining module, feature engineering module,
and user behavior analysis module. Details are shown in Fig. 1.

Fig. 1. Student learning effect evaluation framework.

3.2 Data Collection

In this paper, we build up an online modeling platform, whose details will be
discussed in Sect. 4. Data are collected from the server of the online modeling
platform, consisting of two parts, log data and model data. Log data is recording
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all user operations on the online modeling platform, including user information
and all operation parameters. Model data is recording all elements and links in
the diagram, fully representing main structure of the diagram.

Model data mainly shows the final view of the model, and log data contain
a great number of in-process information. Thus, we are delivering this research
focusing on the log data. Along with the log data, data mining methods and
user behavior analysis can be applied to model student behavior, which can
bring insightful observations and conclusions from the raw data.

3.3 Data Preprocessing

Data Cleaning and Operation Separation. Raw log data contains plenty
of formatting characters, which are meaningless in further data processing. So
we re-organize the raw log data and make it as a highly structured dataset. By
this data cleaning process, operations are separated from the raw data, resulting
in individual operations. This brings great convenience in later data processing.

Noise Removal. Each operation recorded in log data has many columns,
including user information, operation information, and operation parameters.
Some of the columns are regarded as obviously redundant features, which should
be removed as noise to simplify later processes. Remaining columns are vital and
useful, avoiding annoying extra information.

3.4 Pattern Mining

Operation Symbolization. According to the design of the online modeling
platform, it has several types of operations, such as adding an element, moving
an element, adding a link, and editing text of a link. These operations cover
all element operations and linkage operations which are essential in modeling
and building a diagram. These operations are telling the user behavior in a
sequential sequence, so we can symbolize these operations to make it easier in
later sequential pattern mining.

The symbolized operation sequences only takes operation types into consid-
eration and can divide the whole dataset by users. By this step, the detailed
information of each operation is not considered, because we need to find the
general frequent sequential patterns in the dataset first and then do the user
behavior analysis individual by individual.

FreSeqPat, an Enhanced PrefixSpan Algorithm. According to the com-
mon sense of sequential pattern mining and the specific need in this paper, we
develop an algorithm called FreSeqPat based on PrefixSpan, willing to realize
the frequent sequential pattern mining in this topic.

PrefixSpan algorithm owns great capability in dealing with items with more
than one element inside, which means it needs to consider in-item prefix and
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suffix. This is vital in online shopping cart analysis and marketing strategy deci-
sion process, but not useful in our sequential database. Our sequential dataset
does not have any item with more than one element inside. Thus, we improve
the PrefixSpan algorithm as the FreSeqPat algorithm to reduce the size of the
projected database, resulting in lower space complexity.

FreSeqPat algorithm is able to find the complete set of sequential patterns in
the given sequential database. These patterns are with the appearance frequency
no less than the preset threshold min support. FreSeqPat checks all patterns in
the sequential database with a reasonable size of projections without information
loss. The pseudo code of algorithm FreSeqPat is shown in Table 1. The difference
between FreSeqPat and PrefixSpan is in the first part. FreSeqPat algorithm does
not need to check whether an element is the last one in an item or not, because
the sequential database only takes one element per item. Therefore, FreSeqPat
can effectively reduce the complexity of PrefixSpan but not lose any frequent
pattern from the sequential database.

Table 1. Pseudo code of FreSeqPat.

Algorithm FreSeqPat : Frequent Sequential Pattern Mining
Input: A sequence database S, and the minimum support threshold min sup.
Output: The complete set of frequent sequential patterns.
Parameters: α : a sequential pattern; l : the length of α;
S‖α : the α-projected database, if α �=<>; Otherwise the sequence database S.

Method: Call FreSeqPat (<>, 0, S)
Subroutine: FreSeqPat (α, l, S‖α)
Scan S‖α;
If item < b > can be appended to α to form a larger sequential pattern, then

put item b into set B;
For each item b in B do

Append b to α to form a sequential pattern α′;
Put α′ into set A′;

For each pattern α′ in A′ do
Construct α-projected database S‖α′;
Call FreSeqPat (α′, l, S‖α′)

3.5 Generate New Features from Feature Engineering

As the machine learning and data mining algorithms are being used in more
fields, the quality of features is of great concern. It is clear that better features
mean better flexibility, simpler data processing models, and better results [12].
Thus, feature engineering methods applied in this paper are of significant value.

Feature engineering results in two kinds of new features, features directly
calculated from existing features and features derived from features based on
domain knowledge. Both kind of new features are with higher value than the
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original features of the raw data. New features contain more information along
with higher information capacity. These new features can significantly reduce
the complexity of modeling and analysis.

3.6 User Behavior Analysis

User behavior on online modeling platform are recorded as operations user log,
and user operations have been symbolized as sequential sequences. Along with
the pattern mining result of this sequential database, we are now able to perform
user behavior analysis on it.

Due to the characteristics of each user, we realize that there huge differences
are existing among users. So we need to do case-by-case user behavior analysis
in this paper, where each user are regarded as an individual case. In this paper,
the behavior even analysis model is used to figure out how each student performs
when using the online modeling platform. Also, user behavior path model is also
needed in this paper to draw a general overview of online modeling behavior for
each student.

4 Online Modeling Platform

4.1 Platform Design

In this project, we develop BJUTModeling1, an online modeling platform. The
modeling page of BJUTModeling is shown in Fig. 2, using data flow diagram as
an example. The user interface is clearly shown in the figure, and we can easily
see how it works. This platform is the data source of this paper, from where we
get the log data of students.

BJUTModeling is designed in the Client/Server mode, where the server
records all user operations, including basic user information, operation parame-
ters and other details. It is coded with Html, css, and JavaScript, realizing the
online modeling function. It works as a website, where people can sign-up as a
user and then log-in to the platform to finish the online modeling behavrior.

4.2 Platform Function

On the online modeling platform BJUTModeling, users can successfully draw a
diagram and build up a model. The usability and accessibility of BJUTModeling
is guaranteed by test, and its main functions are listed as below:

– User sign-up and log-in.
– Data flow diagram, UML class diagram, and use case diagram.
– Clear view of available elements in diagrams.
– Easy-to-use actions of drag and drop.
– Save and print diagrams.
– Automatically record user modeling operations.
1 http://bjutmodeling.com.

http://bjutmodeling.com
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Fig. 2. Online modeling platform BJUTModeling.

5 Case Study

5.1 Case Study Design

Under the design of this student learning effect evaluation method, we apply this
method in a real world case analysis. This case analysis is set up in the course
Introduction to Software Engineering. Users of BJUTModeling are 24 junior
students majoring in Computer Science from Beijing University of Technology.

This case analysis is using the log data of the course assignment in structured
analysis, requiring students to draw a data flow diagram to model a problem.
The case analysis is using a real in-class dataset, consisting of 24 real student
online modeling log data. The reliability and practicality of the student learning
effect evaluation method is therefore confirmed under this real data case analysis.

5.2 Data Preprocessing

With the raw log data of BJUTModeling on hand, we first analyze all the 16
columns of it. We realize that 6 columns in one operation, which is an entry in
log data, is obviously redundant. Thus, we drop these six noise columns in order
to get a cleaned log data.

Columns left are renamed as Date, Time, Student Number, Op, Type,
OpLevel, and four other operation parameters. These columns are important
for data mining procedure later on, which can bring insightful observations and
conclusions from this case analysis.

5.3 Pattern Mining

Symbolization of Operations. According to the raw user log data of the
online modeling platform BJUTModeling, we can conclude the user operations
into 16 types based on columns Op, Type, and OpLevel. In order to analyze the
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student modeling behavior in a clear and logic way and find the frequent user
pattern first, we only take the operation type into consideration now. Thus, we
symbolize these user modeling operations into 16 letters, where each letter is
representing a user modeling operation.

Re-symbolization of Grouping Operations. It is clear that the length of
individual operation sequence is not equally distributed. Some students’ opera-
tion sequence length is more than 2000, while some students’ length is relatively
short as 20.

Also, under the design and construction of BJUTModeling, we figure out
that some operations can be grouped. Grouping operations are representing one
particular action on the online modeling platform. So we can group these highly
correlated operations to get much shorter sequences without losing information.
In this case, we can group these 16 operations into 8 groups, which are re-
symbolized as 8 new actions. The detailed information of grouping operation,
actions, and meaning are list in Table 2.

Table 2. Re-symbolization of grouping operations.

Actions Grouping operations Meaning

A mkhcfcd Add element

M ecd Move element

T fg Edit text

D yw Delete element

L nvkhab Add link

C ab Change link

E zvw Delete link

X x Add diagram menu

Frequent Sequential Pattern Mining of Actions. Along with the re-
symbolized sequence database, doing frequent sequential pattern mining of
actions is now possible. In this case, we need to set a maximum length thresh-
old to the FreSeqPat algorithm to avoid sequence explosion. Otherwise, we will
results in a too-long pattern, which is meaningless in this topic. Considering
the characteristics of data flow diagram and structured analysis, the maximum
length of actions in a single frequent pattern can be set as 20. With this reason-
able threshold, we will get interpretable patterns but not overlong patterns.

Also, along with the modeling rules of data flow diagram and domain knowl-
edge in modeling behavior, the parameter min sup in the FreSeqPat algorithm is
set as 4. This is to guarantee the completeness of the frequent patterns, and pre-
vent from pattern explosion. These two constraints can avoid counting patterns
with overlong length and exclude anomalies from the action sequences.
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5.4 Feature Engineering

By the domain knowledge of software engineering, more specifically, the data flow
diagram of structured analysis, we conclude the following new features from the
sequential dataset of user log:

1. Operation Time:
Due to the characteristics of website operations, we can easily find that the
operation time is really important in analyzing user behavior. Several obser-
vations can be derived from this new feature, such as whether a student is
more likely to do online modeling in small steps, whether a user needs to
think for a long time between steps.

2. Shifting Distance of Element:
From the overview of the operation sequence dataset, the importance of cal-
culating a new feature of shifting distance is clear. The raw operation data
only records old and new locations of the element shifting operations, but not
the shifting distance, so it is in great need to regard this calculation result as
a new feature.

3. Fraction of moving right after adding:
Thinking about the real situation when drawing a data flow diagram, it is
significant to consider the fraction that a user moving the newly added ele-
ment right after the element adding operations. This feature is also a great
indicator of a user’s online modeling habit.

5.5 Data Analysis Result and Knowledge Interpretation

Fig. 3. Proportion of non-operation log-in manipulation.
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Proportion of Non-operation Log-in Manipulation. Every log-in manip-
ulation is recorded in raw user log data. Thus, a proportion of non-operation log-
in manipulations divided by all log-in manipulations can be calculated. Figure 3
clearly shows the statistical histogram of this proportion.

As we can read from the histogram, 75% of the students has operations in
each log-in manipulation. This is a relatively high proportion, showing us that
only a few students do the log-in manipulation without any operations. This can
be concluded as a user behavior habit of this case analysis focusing on student
online modeling behavior.

Types of Operation. According to the 16 types of operation on the online
modeling platform, a counting value of appearance frequency of each operation
type can be derived to show the importance of each type of operation.

From result shown in Fig. 4, the operation type a, b, c, d, e are important
operations. Also we can know that operation a and b are in the same frequency,
while operation c, d, and e are almost in the same frequency.

Aside from the absolute values, we can also get some observations from the
relative values. Some operations are happening 10 to 20 times more than oth-
ers, while other operations are only appearing within 100 times. This huge gap
between types of operations gives us the necessity to analyze the actual meaning
of operations.

Fig. 4. Frequency of each operation type.

Types of Action. In the re-symbolization procedure, highly correlated opera-
tions are grouped as actions. A counting value of appearance frequency of each
type of action is a great indicator of its importance. These 8 actions can sig-
nificantly decrease the processing difficulties and improve the quality of data
analysis result.
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From Fig. 5 we can know that actions of moving element and changing link
are in the highest frequency, which are 12 to 20 times more than other types of
action.

Fig. 5. Frequency of each action type.

According to the proportion value of each type of action, link changing action
takes the biggest proportion, which is of 56.96%, and element moving action takes
the second largest proportion of actions as 36.59%.

It can be concluded that students are taking more steps in adjusting ele-
ments and links rather than creating elements and links. This seems to be a
common sense, but the actual user data tells us the truth that the frequency
of adjusting elements and links is nearly 13 times more than the frequency of
creating and deleting elements and links. This number is extremely high, giving
us a great indication that students are actually not so that sure about their
modeling actions.

User Behavior Analysis on Action Sequence. According to the user log of
each student, a statistical value of the total operation counts can be calculated.
It is true that some of the students only own tens of operation, while some
students are doing thousands of operations on the online modeling platform.

The range of this operation number per student is 2061, which is too large
to be regarded as a convincing statistical value. Also, with this extremely large
range, the median, mean, and mode of operation counts are of no use in this
case. Thus, we need to do case-by-case analysis in this case analysis to figure out
specific user habits for various kinds of students.
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Fig. 6. Action sequence of student 16074123.

Take the action sequence of the student with student number 16074123 shown
in Fig. 6, several insightful user behavior habits can be concluded from the action
sequences, which are shown as below:

1. Type by type actions:
Students are more likely to finish all actions in one type first, and then do all
actions of another type. As shown in Fig. 6, this student firstly did action sets
of changing links and changing elements (shown as action C and M), then
did action sets of changing links and editing text (shown as action C and T).
These sequential patterns are showing that this student prefers doing the
same type of action at one time, then shifting to another type of action.

2. More actions on adjustment:
Extremely high values are indicating another student modeling behavior pat-
tern. The average value of changing element divided by adding element among
the students is 21.2, and the average value of changing link divided by adding
link is 21.4. These extremely high values confirm the observation that stu-
dents tend to do much more adjustment actions after adding an element or
a link.

6 Conclusions

This paper proposes an interactive and comprehensive framework focusing on
in-process student learning data to evaluate student learning effect. Based on
process mining, it uses several advanced techniques including feature engineer-
ing, frequent sequential pattern mining, and user behavior analysis. Moreover,
we build up an online modeling platform which supports three types of online
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diagram drawing. It can automatically record user modeling operation data. We
also carry out a case study on a real course Introduction to Software Engineering
with data collected from the platform. It gives out insightful conclusions about
student learning behavior.

In the future, the framework will use more advanced process mining tech-
niques and be applied in various fields to evaluate student learning effect. In
addition, more real in-process student learning data will be put into the case
study to derive useful conclusions and improve the stability and robustness of
the framework.
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Abstract. Evalu@ is a software development created under the model-
view-controller pattern and is meant to be executed in a client-server
architecture. It is benefited from the worldwide coverage of the Internet
and acts as an evaluating gadget and a data centralizer. Evalu@ is ini-
tially conceived as a solution to the lack of assistant tools while running
the quality programs in industrial environments. Later, due to its high
degree of generalization in the setup of evaluations schemes, the soft-
ware was successfully flavored to suit the willingness of entrepreneurs in
other fields. Recently, some Machine Learning features have been added
and are being tested to close the monitoring cycle by not only keeping
track of the evaluation items chronologically; but also being capable of
classifying and predicting outcomes based on previously gathered data.

Keywords: Data analysis · Artificial intelligence · Research-industry
gap diminishing

1 Introduction

In our highly competitive world, commercial and personal work-related activities
are pushed to excellence. This tendency seems to be reasonable in a capitalist
environment where quality in the services and currency are equally appreciated
[11]. However, how to define quality and moreover, how to accomplish it?

During the last century, several regulating organizations were created around
the world to provide elements that can lead companies to proceed with high qual-
ity. Initially, the principal goal was to provide normalization so all the entities
in a particular field not only could speak in the same terms but also, they could
have a subtle agreement regarding the form of the delivered, whether it is a
service or a product [12]. As everyone wants to have the best for a price, rapidly,
the quality initiative became global. Consequently, the International Federation
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of the National Standardizing Association (ISA) was created in 1926, dissolved
during the second world war and re-established as the International Organiza-
tion for Standardization (ISO) [8]. The ISO defines a group of statements that
nowadays go beyond the primary purpose providing the bases for a clear under-
standing of quality with global traceability. Within the ISO methods, the ’ways
of doing’ that guarantees clients’ satisfaction are defined, while assuring peo-
ple’s integrity and healthy conditions in the creation of a product or a service.
Despite the worldwide acceptability of ISO, it lacks a consistent-technological
assisting tool that facilitates the application of standards [18]. Designing a tool
with enough flexibility to follow a highly dynamic environment that supposes the
application of standards in diverse production fields is cumbersome. To assure
the desired flexibility, the presented solution breaks the paradigm of customized
solutions [15] used by software developers, and introduces the agnostic-black-
box (ABlaBo) concept. In the AblaBo, the solutions go from the simple to the
complex and get perfectly fitted to particularities while the users interact more
time with the tool.

This manuscript presents an Internet-based service available in www.
evalualos.com that uses ABlaBo to assist users in the tasks of evaluation, moni-
toring through time, generation of customized quality criteria, easy visualization,
generation of predictions, unlimited creation of indexes and implementation of
programmed feedback among many other operative details. The tool is designed
to cover all kind of evaluations and to keep historical records of the results
chronologically organized. We also present some success cases and introduce the
applicability of machine learning (ML) techniques to provide prediction capabil-
ities. With this particular feature, in addition to empowering the tool with an
outstanding added value, we shorten the gap between research and real-world
applications, while giving to final users the possibility to predict the behavior of
their evaluating items; an aspect that traduces to saving resources and capital.

2 Materials and Methods

2.1 Software Designing Pillars and Implementation

2.1.1 EV-Boxes Creation (Containers of e-Items)
In order to provide the desired flexibility so that any group of entities (people or
objects) could be evaluated, the design exploits the benefits of the persistence
engine by mapping the forms entries into the database. The form-entry mapping
is a standard solution used in successful applications like Moodle [3,4] and also
in popular content management systems like Joomla or Drupal [10]. The user
also defines this form entries through configuration files written in Excel (CSV)
files, which gives several advantages including; structural simplicity, reduced
size, cross-platform usability, and off-line planning [17]. Besides, in Evalu@, and
willing to avoid database transaction overheat, the evaluating items’ (e-items)
descriptors and evaluations (e-surveys) are saved as a string containing array-
like syntax as generalized in Eq. 1. Furthermore, this text pattern is exploded

www.evalualos.com
www.evalualos.com
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to be presented to the final users in an organized manner. Also, the users are
not limited in any aspect regarding the configuration of e-items and e-surveys.
Shortly, the application can host several e-item boxes, where unlimited e-items
can be held, and these e-items can be evaluated with unlimited e-survey profiles.
No matter how complex the setup scheme is, Evalu@ will continue being fully
operative; from here, its agnostic nature. See in Fig. 1 two configuration files to
create e-item boxes.

Fig. 1. Excel files to create two different e-item boxes. In panel A, the e-item box to
grouping extinguishers. In panel B the e-item box collects soccer players. Even when
the mechanisms of this flexibility are bulky, the system does not create database-
transactional overheat

F (j) =

{
[keyj : valuej ] if value exist∀keyj ∈ N

Continue otherwise
(1)

Where Keyj replaces a descriptor or an evaluation criteria, while valuej
holds the corresponding value.

The average time to measure over 100 repetitions querying an entry of j = 8
fields organized in the array-like fashion, was of 0.1448 ms. The same exer-
cise with an equivalent data persistence using separated fields (rows) per entry,
resulted in 0.1510 ms. Although the time is not considerably different, the used
strategy will keep the record in one line, regardless of how many descriptors or
evaluation elements are required for a given e-item box. These timing experi-
ments are performed directly at the command line in a Mysql server (Dell, i7
processor) running Ubuntu Linux 16.04 so web latencies timing variations asso-
ciated with accessing remote database servers are avoided.

2.1.2 Evaluations (e-Surveys) Creation
Regarding the e-surveys, generalization in the construction of the tests is accom-
plished based on the same mechanism used in the e-items box creation. Several
e-survey criteria can be nested in an unlimited category-subcategory structure;
these criteria will have a value in the e-survey that is quantitative by nature
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but can also be presented to final users in qualitative form. Also during the con-
figuration of the e-surveys, the user might define a range of possible values for
each criterion by explicitly defining an array of values or implicitly by defining a
range in the form [initial value; step; final value]. In both cases, the values will
be presented in a select box – an HTML-form control – that will be placed in
front of every evaluating criteria. The user has one more option regarding the
configuration values. When placing an “m” character at the values field in the
numeric options (see Fig. 2 - Panel B), the system will interpret the entry as
used define option, and instead of posting a select box, the HTML-form control
will be an input text.

Fig. 2. Excel files to create two different e-surveys. In panel A, An evaluation designed
to grade extinguishers. In panel B, an evaluation to follow metabolic variables that
may be used in the senior soccer players shown in Fig. 1 - panel B. In panel C, an
evaluation that follows the literal 2 of the 1111 standard (SG-SST) acronym of “Sistema
de gestion, seguridad y salud en el trabajo”
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2.2 Association of e-Item Boxes and e-Surveys

Since the e-item boxes and e-surveys are independently created, one can associate
an e-survey to several e-item boxes accomplishing re-usability. Another conse-
quence of this assignment freedom, an e-item box can have several e-surveys asso-
ciated, flexibility appreciated in environments where the e-items are evaluated
in more than one aspect, and those aspects need to be analyzed independently
(Fig. 3).

Fig. 3. Association of e-item boxes and evaluations. Here the e-item box of extinguish-
ers is about to be linked to the extinguishers’ e-survey that was previously uploaded
to the system using the excel template depicted in Fig. 2 - Panel A

2.3 Interoperability, and Data Sharing

Evalu@ has a simple but useful module that complies with Remote Procedure
Call (RPC) [2]. The protocol to share the information was chosen to be JSON
due to both, its transparent translation from native programming objects and
its simplicity of treatment in the client console [7]. Through the JSON-RPC
specification, other applications may be benefited from the tracking capabili-
ties of Evalu@ and produce their reporting schemes. By the moment of writ-
ing this document, Evalu@ can share JSON chains holding individual e-item
profiles, including their descriptors and historical records of evaluation. Bulky
JSON sharing capabilities are also supported. Besides, Evalu@ can be operated
in smartphones and tablets with a responsive cascade style sheet (CSS) design.
Also, e-surveys can be posted publicly using permalinks in the evalu@ site and
iframes in external URLs [6].
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2.4 Classification and Prediction Capabilities

Evalu@ has been given classification and prediction capabilities. These specifica-
tions are based on support vector machines algorithm (SVM) [16]. While trying
to obtain substantial information from unknown data, one might feed the SVM
algorithm with features that do not provide any differentiation power. To avoid
the proliferation of useless features, a step of feature reduction is accomplished
through an F-test. After the F-test, the K best features are selected and feed to
the SVM algorithm. The K value depends on the number of e-items available
(not in the system, but the grouping box). This K to number of e-items (Ne)
relation is defined by K = ceil(Ne ∗ exp(−4)). In this way, the machine learning
strategy is always well-formulated since there will always be more samples than
features. If the system does not have enough e-items to satisfy the formulation
of K, the SVM feature is not offered in the user interface.

2.5 Fields of Applicability

At the moment of writing this manuscript, two fields of applicability that have
nothing in common are in use of the system, something that remarks the excel-
lent level of generalization reached by Evalu@ and make us confident of its
acceptability and usability. In a further stage, other application fields will be
targeted.

2.5.1 Health and Security in the Workplace
Security in the workplace is an essential aspect for companies worldwide and is
regulated by the ISO. Despite the directives are self-explanatory, and there is
no doubt about the concepts, the applicability is still a pending asset. With the
flexibility of Evalu@, an e-item box can be created to group all the e-items by
function and then, create different evaluation profiles for each e-item box. Hav-
ing this centralized information benefits the companies in many aspects, includ-
ing online management, live reporting, remote monitoring, and the confidence
of having the system under control. Also, the prediction capabilities provided
through the ML implementation in mode “supervised classification” can suggest
when an e-item should be replaced, taken into maintenance or will have high/low
performance in case the evaluation is performed on people.

2.5.2 Information Athletes
The process of formation in sports follows some qualification aspects that are
strongly associated with the ideology of trainers. Some theory says that players
must be evaluated according to the purposes of the microcycles and mesocycles
[5] other more pragmatic approaches pretend to form the players in their phys-
ical, technical, and overall, mental capabilities [13]. Even though these schemes
are associated with soccer, other disciplines are adopting them to educate their
prospects. No matter what the approach is, the evaluating stage is of outstanding
importance because it says not only the state of the players but their evolution.
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By now, coaches and trainers are aware of the state of the players, but few
of them can say something about their evolution without incurring in qualita-
tive statements biased by personal perceptions [9]. Even worse, players usually
ignore the plan, how they are being evaluated, and their performances according
to the evaluation criteria. All these problems are solved with the data centraliza-
tion and chronological reporting capabilities provided by Evalu@. In this field,
the administrators are benefited from the non-supervised classification function,
where groups are automatically created among the whole data accordingly to the
factors of evaluation [1]. This automatic grouping can be later correlated with
overall performance and thus create training plans targeting particular groups
necessities, something practically more feasible than individualizing the training.

2.5.3 High-Performance Athletes and Scouting
High-performance athletes of almost any discipline are subject to a market that is
continuously looking for excellence. The selection process uses scouts that travel
around the world with excel sheets [14]. Then, the information is centralized,
and decisions are made with the stored information. This process is expensive,
sluggish, and susceptible to human mistakes. With Evalu@, the information is
updated instantly, and it is available for administrators and collaborators in the
act. Grading responsibilities are evident even in grading sessions that happened
time ago. Collaborators can be in any part of the globe as well as the e-items.
The administrators are provided with tools compare players on a timing axis
to include concepts of regularity in their decisions. Ranking capabilities are also
included, and the final user can build filters to profile the ideal player and to
create the ranking according to those preferences. The prediction capabilities in
this matter are used to define when a prospect is ready to jump to first divisions
leagues and when, according to his/her historical performance, it would be better
to start the marketing tasks.

3 Results

In this section, some success cases that are currently running are presented. As
the system continues gathering the data, the prediction capabilities and other
AI-based functions will be enabled.

3.1 Industrial Security

3.1.1 Security Network
A beta-testing stage is currently being executed at a company in the agron-
omy field that produces sugar as a primary activity and has run diversification
tasks to produce paper and fuel. The grouping items in this particular environ-
ment consist of fire extinguishers, hydrants, emergency beds, and ambulances.
The creation of these boxes was accomplished by the security head officer using
the configuration built-in wizard. The company is currently running evaluations
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Fig. 4. Evolution in time of an e-item in the extinguishers box. The results correspond
to evaluations performed periodically using the e-survey depicted in Fig. 2 - Panel A

Fig. 5. Part of the average analysis. The data is generated automatically with the
information individually shown in Fig. 4

using Evalu@ to certify his security network. See Fig. 4 for extinguishers profiling
and evolution in time.

For companies maintaining a security network, it is crucial to report the
average analysis as it is shown in Fig. 5. This analysis is provided as a default
function by the software.
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Fig. 6. Evalu@’s inputting form for the e-survey depicted in Fig. 2 - Panel C

3.1.2 Complying with the SG-SST Regulation
Due to the flexibility delivered by Evalu@, it is used in the same company to
comply with the regulation SG-SST. The Fig. 6 is a pragmatic evidence of one
the uses listed in Sect. 2.5.1.

Within Evalu@, analyzing the strong and weak points of the company, and
how the correction measurements impact the performance is easily accomplished
by just glancing at the evolution in time report depicted in Fig. 7. Note how the
agnostic nature of the software is evidenced.

Fig. 7. SG-SST evolution in time for the literal 2 of the standard “Integral operation”.



82 F. Yepes-Calderon et al.

3.2 Sports Scouting

Evalu@ has already passed the first round of tests in an international scouting
company where the goal is to have a record of high-performance soccer players.
Specific modules such as the versus visualization and the multifeatured ranking
help the scouting company to find the right player for a demanding team. Ideally,
this activity requires extensive coverage, considering that good players can be
anywhere in the world. In this matter, the operation was far away from the
desired due to operational problems linked to data transport and data reliability.
Now, this aim is feasible due to the inherent global coverage of Evalu@. See the
use of the versus mode in Fig. 8.

Fig. 8. The versus module has been specifically designed to allow direct comparison of
e-items among the e-survey criteria. Some information has been intentionally blurred
to protect the evaluation criteria as requested by the company administrator.
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4 Discussion

As a response to a recurrent industrial requirement, we have designed and cre-
ated Evalu@. This system is a powerful tool that reaches a high degree of gen-
eralization. The keystone of Evalu@ is strongly related to is flexibility; that
makes this solution usable in different fields of application. This tool is still being
developed, but its modularity provided by a model-view-controller assures that
further development will not affect the correct operation of previously launched
specifications. Additionally, Evalu@ provides standard interoperability by imple-
menting the RPC specification. Through the RPC, a simple coded request to
evalu@ will return a complete JSON structure that can be used for creating new
flavored angles of the same application. An ML implementation is envisaged, and
we are strategically collecting more data. The ML approach represents a good
step towards narrowing the gap between research and implementation. Evalu@
is being tested in two companies at the moment. They both see potential in
this tool for data centralization that will undoubtedly improve their indexes
of operation. Regarding success case 1, this is something that saves significant
amounts of money currently invested in quality assurance tasks but moreover,
the personal costs when the security network fails. Regarding success case 2,
the use of this tool increases scouting accuracy that is traduced in credibility,
thus profitability. In the following, our team will continue developing associated
modules and target the field of athletes in minor divisions, a field that has been
already contacted and from which good acceptability has been received.

5 Conclusions

Because of the high coverage provided by the Internet and its associated pro-
gramming platforms, several applications have migrated from desktop to the
browser environments, where a vast range of services are available. Other mod-
ern gadgets such as tablets and smartphones facilitate the data generation in
almost any daily situation. Data has become massive, difficult to interpret in
bulky fashion, but still meaningful. Our job consists of turning this informa-
tion into valuable leads for companies, that is understandable to final users and
provides new features that can assist humans in the decision-making scenario.
Evalu@ has been created with all these principles in mind, assisting, to best
of our knowledge, an unmet field. Further extensions include the development
of hardware gadgets to increase off-line usability. Once data is centralized, AI
gadgets can be developed to contribute to the creation of generalized knowledge.
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Joaqúın F. Sánchez1(B), Juan P. Ospina2, Carlos Collazos-Morales1, Henry
Avendaño1, Paola Ariza-Colpas3, and N. Vanesa Landero4

1 Universidad Manuela Beltran, Bogotá, Colombia
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Abstract. This article presents the description of a model for allocat-
ing resources using Interaction Nets and a strategy for playing public
goods. In the description of the model first shows the behavior of the
allocation of resources towards the nodes depending on the usefulness of
the network and the satisfaction of the agents. Then the generalization
of the model with Interaction Nets is described, and a simulation of this
behavior is made. It is found that there is an emerging behavior condi-
tion in the dynamics of the interaction when assigning resources. To test
the model, the interaction of sharing the Internet in an ad hoc network
is done. The interaction is shown in the general model obtained.

Keywords: Resource allocation · Ad hoc networks · Interaction Nets

1 Introduction

This article shows the design of a model for allocating resources in a decentralized
network to its component nodes. The components of the model are, on the one
hand, the computational model of Interaction Nets, which is used to formalize
the concept of interaction in the context of computation. The second component
is the set of public goods as a vision of allocation of resources to the participants
of a specific agglomerate.

The control of decentralized networks is an element that differentiates this
type of networks because it is from each of the nodes that make up the network
[14]. The application of decentralized networks with more significant potential
for the design and implementation of solutions in different areas are ad hoc
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networks [1,5,6]. The operation of these networks is affected by a change in
topology and a change in the number of participants as a function of time; since
resources are limited, finite, techniques can be explored to optimize the use of
these resources [10].

The analogies shown in the literature for assignment in traditional computa-
tional models are based on assignment in stable conditions, with centralized con-
trol schemes, or in current applications with distributed control schemes [11,12].
However, the change of paradigm of decentralized control in new generation net-
works makes it necessary to explore new techniques to perform the resources,
such as memory, storage, and processing [2,15].

Decentralized networks have signs of complexity, and adaptability schemes to
cope with these signs of complexity use various techniques to cope with this phe-
nomenon. One of the possible ways to construct adaptation schemes is to under-
stand the local interactions between network participants [19]. Thus, details of
the functioning of decentralized networks can be covered.

The purpose of this work is to show how to generate a model of resource
allocation for decentralized networks, the model is based on the game of public
goods and is combined with Interaction Nets, looking for implementation in a
computer tool (e.g., a programming language). In the real work, the application
of the Interaction Net model is described to carry out a coverage expansion, and
the resource assignment is the Internet assignment to the nodes that participate
in an ad hoc network.

The distribution of the document is as follows: Sect. 2 presents the theoret-
ical considerations of the model, first presents the concept of Interaction Nets,
then describes the concept of the set of public goods and finally this the design
of the model. Section 3 explains the simulation of the resource allocation model.
Section 4 presents the real work. The description of an ad hoc network is pre-
sented, expanding the coverage of the Internet signal between the nodes that
make up the ad hoc network. Finally, there are the conclusions and recommen-
dations.

2 Theoretical Considerations for the Model

The purpose of this section is to present the relevant concepts that have been
worked on for the construction of the resource allocation model. First, the com-
putational model is presented to represent the elements that are part of the
experiment. Then the problem of resource allocation is described using the game
of public goods; finally, there is the Interaction Nets model.

2.1 Interaction Nets Model

The Interaction Nets model is a conceptual tool that helps to model different
systems in engineering. The purpose of understanding and modeling the inter-
actions of the nodes of an ad hoc network.
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Interactions in opportunistic networks are a phenomenon associated with
the dynamic characteristics of this type of systems [22]. The resulting emer-
gence of these interactions must be modeled and thus controlled by computer
systems [7,18]. The idea of the model is the creation of a computational method
that contemplates these actions in highly interconnected systems (Environments
where IoT networks are deployed or will be deployed) [13].

The model is represented by a graph, the main port, and secondary ports.
The exchange of information between different nodes generates a change in the
internal states of the nodes. This action is a definition of interaction. The idea
of computation as interaction is the basis of this computational model [8,16].

This model is composed of the following elements:

– A set of symbol elements,
– A collection of interaction rules,
– A network of interactions, and active pairs.

A feature of this model uses several models, graphic, for active and function
notation.

2.2 The Linear Public Good Game

The problem of the voluntary provision of resources has been usually analyzed
using the linear public good game [9]. Nevertheless, due to the nature of open
self-organizing systems, this model presents some limitations that need to be
considered before applying it in the context of ad hoc networks. For example,
it assumes that the public payoff is equally distributed even when it is possible
for the appropriation to exceed allocation; that there is a full disclosure of all
information required for the process; that there is no cost related to monitoring;
that the utility for all resources are the same no matter if they are needed or
not. As a consequence, in order to get a more realistic model, we relax some of
these conditions using a variation of this game [17]. In this case, n agents form
a cluster in which each agent i owns a quantity of some divisible resource and
freely decides if contribute or not to the public good. We assume that agents take
their decisions under self-interest analysis, and the game is played in consecutive
rounds. In each round, each agent i:

– Determines the resources it has available, gi ∈ [0, 1]
– Determines its needs of resources, qi ∈ [0, 1]
– Makes a demand for resources, di ∈ [0, 1]
– Makes a provision of resources, pi ∈ [0, 1] (pi ≤ gi)
– Receives an allocation of resources, ri ∈ [0, 1]
– Makes an appropriation of resources, r′

i ∈ [0, 1].

The total amount of resources owned by an agent at the end of the round is
given by Ri = r′

i +(gi −pi), in which Ri is the sum of resources appropriated by
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the agent and the ones that it keeps for itself. The contributions of all participants
are summed and the payoff ui for the agent i is given by:

Ui =

{
a(qi) + b(Ri − qi) ifRi ≥ qi

a(Ri) − c(qi − Ri) otherwise
(1)

where a, b and c are coefficients in R that represent the relative utility of getting
the resources that are needed, getting resources that are not needed, and not
getting the resources that are needed.

Furthermore, independent of its utility and the cooperation pattern (the pris-
oner’s dilemma or the linear public good game) each agent i makes a subjective
assessment of its satisfaction Si expressed as a value in [0, 1] according to the
relationship between its allocation and its demands. In this regard, we can define
the satisfaction level of the agent i in the round t + 1 as follows:

Si(t + 1) =
{

Si(t) + α [1 − Si(t)] if ri ≥ di
Si(t) − β(qi − Ri) otherwise, (2)

where α and β are coefficients in R which determine the rate of reinforcement
of satisfaction and dissatisfaction of each agent. As a result, choosing different
combinations of α and β allow us to model different behaviors in the agents. For
example, high values of α and low values β enable us to model agents with a high
level of tolerance to situations in which they do not get what they need. On the
other hand, high values of β will make the agents be dissatisfied more quickly,
and therefore, they would stop following the institutional rules. This scenario
is modeled through a threshold value of τ and an interval value of m. If for m
consecutive rounds the agent i evaluate Si < τ as true, it will stop cooperate.
In the case of the prisoner’s dilemma, the agents appropriate several resources
greater than the allocated (they turn into free-riders). In the linear public good
game, the agent leaves the cluster.

2.3 Distribution Model with Interaction Nets

The purpose of this model is to have a notation that serves to generate func-
tionalities in a programming language, a simple representation of the problem
and a perspective to analyze a particular situation. Figure 1 presents the situa-
tion of resource allocation from a network to a group of agents. Following the
convention described in the problem of public goods, in the interaction the set
of Σ agents.

– Σ = {i, g, q, d, r, r′}
– Networks U, S.

The rules of interaction are as follows:

– i �� g → λ1 Determines available resources.
– i �� q → λ2 Determines the need for resources.
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– i �� d → λ3 Makes a demand for resources to the network.
– λ = λ1 + λ2 + λ3 The resources of the agent ask to the network.
– i �� r → μ1 Receive a resource allocation.
– i �� r′ → μ2 Makes an appropriation of resources.
– μ = μ1 + μ2 The resources that the network gives to the agent.

The contribution of the agents to the network and the satisfaction of each agent
is the result of interactions between the set of agents and networks U and S. So
the system that represents the allocation of resources is given by:

– (i �� λ)∗ → U, S
– (i �� μ)∗ → U, S.

Fig. 1. Model of interactions. N represents the decentralized network, and A represents
the collection of agents

Figure 1 shows the concept of interaction for resource allocation. N represents
the decentralized network, and A represents the collection of agents. Because
a decentralized network has unique features (e.g., decentralized control), it is
necessary to review how the model behaves in these cases.

Each interaction between the agents and the network is for a particular sce-
nario. It is considering that there is a variation of nodes in each configuration
that varies the time. In each interaction, the usefulness of the contribution of the
agents to the network and the satisfaction of the agents varies. Figure 2 shows
the variation in the value of the Utility and the Satisfaction according to the
possible configurations that a decentralized network can have. The calculation
of each contribution of the participants and the level of satisfaction is exposed.
For this we use the model exposed Eqs. 1 and 2.
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Fig. 2. Utility and satisfaction comparison

The rules of interaction for the general model with different configurations is:

– (i �� λ)1 → U1, S1 and (i �� μ)1 → U, S Configuration 1
– (i �� λ)2 → U2, S2 and (i �� μ)2 → U, S Configuration 2
– (i �� λ)n → Un, Sn and (i �� μ)n → U, S Configuration n.

Figure 3 shows the comparison between the usefulness versus the satisfaction
of each agent. It is interesting to note that agent satisfaction is low while network
utility is high. This observation indicates that the well-being of the majority is
superimposed on that of the individual. One conclusion is that the behavior
shown is an emerging characteristic of network behavior as a function of the
dynamics of interactions between participants.

3 Tests on the Model

3.1 Simulation

Taking into account the description made in the previous section on the compu-
tation model and the resource allocation model, the purpose of this section is to
show how to allocate resources from an entity (a network of nodes) to different
agents (nodes).
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Fig. 3. Comparison of performance variables

NetLogo is used as a platform to simulate, and the variables used are the
following: number of agents, degeneration rate, level of satisfaction, agents who
do not cooperate.

The purpose of a simulation is to recreate the interactions between agents
versus resources. We want to measure in the simulation the evolution of the allo-
cation of resources. The simulation consists of placing a set of agents competing
for a resource. The vertical axis corresponds to the amount of resource. The hor-
izontal axis corresponds to the interaction. With the allocation model, resources
are guaranteed overtime a necessary feature for performance with quality of
service in a data network.

Three scenarios are compared, depending on the number of agents interacting
with the network. Figure 4 shows the results of the comparison.

The comparison shows how the allocation of resources is stable from the
network to the nodes. Below are the values of the simulation carried out:

– Number of agents: [10, 30, 50]
– Rate of degeneration of the resource: 0, 40
– Scarcity: 1
– Satisfaction level: Sth = 0.1.
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Fig. 4. Model of interactions

The parameter values are used to adjust the simulation to a real situation,
for example, an ad hoc network for the generation of a sensor network. In this
application, the resource to share in the storage memory.

– Agents equal to nodes.
– The speed at which the power of the nodes decreases (the battery of the

devices). The scarcity implies the limit of resources that the agent must main-
tain.

– The S parameter is the level of times that the node fulfills its function (to
take samples with the sensor and to send the information).

3.2 Implementation of an Interaction

The implementation of the interaction is done in the TL language, which is
described in [19,20]. Sharing the Internet from one node to the other nodes of
the network. This interaction is the most powerful application in the ad hoc
network. Several additional services can be offered on the Internet channel to
convert the network into a more flexible system and meet the possible user
requirements. The code for this interaction is:
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import mas.__init__

function internet(identifier, description, times)

x = ExecuteScript()

x.start()

end

log("test Interaction")

a = internet(1, CycleCallBash, 1000000)

For this application, the ExecuteScript agent has been used. In this case the
CycleCallBash agent is in charge of executing the native function, which modifies
the configuration of the node to create a bridge interface and share the internet
service. The graphical view can be seen in Fig. 5.

The interaction is described as follows:

– internet(A,B) → CycleCallBash(A)|ack| ∼ (ack)
– internet(B,⊗n) → internet(A,B)|ack| ∼ (ack)
– CycleCallBash(A, device) → ExecuteScript(A, device)
– ExecuteScript(A, device) → data

Fig. 5. Agent A shares the Internet with agent B. The interaction of B between the n
Nodes of the network is sharing the Internet that comes from the agent A. The function
of A is to execute the script as many times as necessary on the device to share the
Internet.

The resource that behaves in this application is the Internet (bandwidth).
The parameters that intervene in the process are elements described in the pre-
vious sections, several nodes of the network, the utility of the network and the
satisfaction of the nodes.

– Number of nodes N
– Contribution of the nodes U(t)
– Satisfaction of each agent S(t)
– Resource: bandwidth, Internet Bw
– WLAN interfaces w0.
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The interaction of this application is:

– (i �� λ)4 → U4, S4 : Bw
– (i �� μ)4 → U4, S4 : w0.

3.3 Approach to Resource Allocation

The purpose of this model is to contribute to understanding decentralized sys-
tems as self-organizing systems and how these systems adapt to complexity. The
idea of adaptation in self-organizing systems is different from other disciplines
like machine learning, statistics or artificial intelligence. In general terms, these
disciplines have in mind a single agent acting in an environment that could be
unknown, stochastic, partially observable and so on; it could be difficult to find
an optimal strategy, but there is a well-defined notion of what an optimal strat-
egy is. In contrast, in the context of self-organizing communication networks,
we have systems composed by multiple agents in which everyone is trying to
adapt their strategies and achieve their goals at the same time; when an agent
adapt its behavior, it is influenced not only by the environment but also by the
behavior of other agents. As a consequence, this condition produces a high level
of interdependence among the members of the system and makes necessary to
provide institutions with adaptive mechanisms that allow them to adjust their
parameters in order to react properly to changes in the agents’ behavior and the
environmental conditions.

4 Real Work

In this section, we will show an implementation of the resource allocation model,
expanding the coverage of the Internet signal with an ad hoc network. The pur-
pose is to teach, first, the application using the programming language and
second the flexibility of the Interaction Nets model to support different configu-
rations. The resource that is assigned is the bandwidth to route the packets that
allow Internet sharing.

The Interaction Nets model considers interactions as computation. In [19,20]
there is a definition of this model. A rewriting of the model is done by creating the
coverage expansion network. The consideration of the interaction of a network
with the following elements:

– A gateway node (Gw)
– Nodes as a proxy server.

Below are the rules of interaction and the graph with which the computational
model is represented. This model is carried out by the scripts of the specific
programming language for research.
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Fig. 6. Interaction graphically proxy

Fig. 7. Straight line configuration

Fig. 8. Radial shape configuration
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Fig. 9. Results of the 4 scenarios

Fig. 10. Power comparison
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Fig. 11. Lost package comparison

1. Σ = {Gw, Px, Nk, sign, ack}
2. Gw �� Px → sign, ack, (ack)
3. Px �� Nk → sign, ack (ack)
4. Gw �� Px → Px �� Nk.

Figure 6 shows the interaction graphically
From the model, it can be said that item 1 corresponds to the group of agents

that make up the interaction. The following agents have been defined for this
interaction:

– Gw: agent as Gateway for internet access.
– Px: agent as Proxy in charge of doing the distribution of the other nodes of

the network.
– Nk: agent represents the nodes connected to the ad hoc network.
– sign: agent in charge of taking the Internet signal to the nodes of the network.
– ack: an agent with positive or negative response (ack), of the Internet signals

in the nodes of the system.

The functioning of the agent modifying the interface of the nodes:

#bridge

#!/bin/bash

sudo ifconfig wlan0 down

sudo ifconfig eth0 down

sudo iwconfig wlan0 mode ad-hoc

sudo ifconfig wlan0 mtu 1532
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sudo iwconfig wlan0 mode ad-hoc essid TL_INTERFAZ ap 02:1B:55:AD:0C:02 channel 1

sudo ip link set up dev wlan0

sudo ifconfig eth0 0.0.0.0 up

sudo ip link add name tlon0 type bridge

sudo ifconfig tl0 192.168.2.3 up

The previous script is the machine-level operation that is used by the
ExecuteScript() agent and that allows the configuration of the ad hoc network
nodes to expand the internet signal.

Figures 7, 8 show the ad hoc network configuration scenarios – one linear and
one radial, with maximum distances of 120 and 60 each. The measured variables
are power and response times.

After making the configuration of the ad hoc network, we proceeded to make
the measurements of parameters, transmission power, and lost packets. These
parameters are contrasted with the distance. The documentation and tests car-
ried out in previous works [3,4] indicate that at higher distances, more lost
packets and less transmission power. In the Figs. 9, 10, 11 it can be seen that
these behaviours are fulfilled.

The Fig. 9 shows the different power variations against the distance. The
four graphs correspond to the evaluation of power level versus distance and
response times versus distance. This is for the first scenario where you have a
linear configuration. The behavior of the power and response times is expected,
the higher the range, the less power there is from the nodes, and the higher the
response times.

With the distance 100 m and 120 m, the thresholds for considering services
over the Internet [21], such as e-mail, communication between sensors and send-
ing information to the cloud, are allowed with an acceptable quality of service.

The Fig. 10 shows a comparison between the different power levels for the
four distances and scenarios explored. The reference to 25 m is found that the
configuration with the least power is for 100 linear meters. Take into account the
mobility of the nodes and the consumption of the nodes in a bridge configuration.

In the radial configuration, the power consumption is observed to be lower.
This is due to the shorter separation distance. The routing of packages is a
strategy to consider in the efficiency in the construction of ad hoc networks,
with coverage extension capacity.

The expansion of coverage using ad hoc networks is a viable solution. The
results obtained, allow applications over the Internet, can have an acceptable per-
formance? applications such as sensor networks, information exchange between
nodes or e-mail.

On the other hand, the operation of the mathematical model (for this research
Net Interaction), can generate the modifications to the tool (programming lan-
guage) to have functions that adapt to the needs of specific applications.
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In this way, when reviewing the interaction model so that the nodes have the
role of bridges and also to replicate the proxy process, it is proposed to modify
the rule where the signal distribution action is generated:

– Gw �� Px → Px �� Nk

– (Gw �� Px → Px �� Nk)+

This operation seeks to replicate from a configuration with a collection of M
nodes in an instant of time {t}, to a collection of N nodes in an instant of time
{t + 1}.

5 Conclusions

This article has shown the process of designing a model for the allocation of
resources for a decentralized network using two components, a computational
Interaction Nets model and a set of public goods. The model is generalized to
the situation where the configurations of the network participants change. The
measurements made on the utility of the nodes (U(t)) and S(t) reflect a behavior
where it is obtained that, the satisfaction of the nodes can be minimal, but the
utility of the network is useful or high. However, if the utility is below zero,
the satisfaction of the nodes is also low. To complement this analysis, in the
description of the evolution of resource allocation, it is also evident that this
allocation reaches a stable behavior when its allocation process evolves.

Behavior is the result of the interactions present in the network. There are
signs of emerging behavior; this means that if the network can guarantee min-
imum operating resources, regardless of the level of personal satisfaction of the
participants, the behavior of the system will be in good operating points.

On the other hand, the model can be coupled with a computational tool
(programming language) and thus develop applications to solve problems in ad
hoc networks, such as coverage extension or sensor networks. Some application
scripts with the TL programming language are exposed. The results obtained
in the real work, indicate that the configuration made gives acceptable results
in terms of response times and lost packets. An implementation of a sensor
network configured with this tool increases quality and service and decreases
implementation time.
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Abstract. While the democratization of data science may still be some
way off, several vendors of tools for data wrangling and analytics have
recently emphasized the usability of their products with the aim of
attracting an ever broader range of users. In this paper, we carry out
an experiment to compare user performance when cleaning data using
two contrasting tools: RefDataCleaner, a bespoke web-based tool that we
created specifically for detecting and fixing errors in structured and semi-
structured data files, and Microsoft Excel, a spreadsheet application in
widespread use in organizations throughout the world which is used for
diverse types of tasks, including data cleaning. With RefDataCleaner, a
user specifies rules to detect and fix data errors, using hard-coded val-
ues or by retrieving values from a reference data file. In contrast, with
Microsoft Excel, a non-expert user may clean data by specifying formu-
lae and applying find/replace functions. The results of this initial study,
carried out using a focus group of volunteers, show that users were able
clean dirty data-sets more accurately using RefDataCleaner, and more-
over, that this tool was generally preferred for this purpose.

Keywords: Usability · Data wrangling · Data cleaning · Reference
data

1 Introduction

While attempts have been made to automate, as much as possible, the data
wrangling pipeline (e.g., [8,12]), in practice, these steps are most often done
manually by experts. This is costly for the organizations involved, given that
authors such as [17] and [19] indicate that anomalies are present in around 5%
of data, and that an analyst spends 80% of his or her time in the preparation
of data, and 20% in the analysis of this data once it has been cleaned and
integrated [13]. Given the exponentially increasing volumes of data in the world,
it is reasonable to conjecture that organizations may achieve significant savings
if tools in a data scientist’s pipeline may be effectively used by a broader range
of people.

Indeed, the vendors of several tools in a data scientist’s data processing
pipeline now purport to further the democratization of data science. For exam-
ple, Tableau conveys this vision through its advertising materials on its web-
site [3], and Exploratory has the marketing slogan Data Science is not just for
c© Springer Nature Switzerland AG 2019
H. Florez et al. (Eds.): ICAI 2019, CCIS 1051, pp. 102–115, 2019.
https://doi.org/10.1007/978-3-030-32475-9_8
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Engineers and Statisticians. Exploratory makes it for Everyone [1]. Further-
more, recently usability workshops have emerged associated with conferences in
the data management research community, e.g., HILDA1 and IDEA2 co-located
with SIGMOD and KDD respectively. This reflects how usability, defined by the
International Organization for Standardization (ISO) as “the ability of the soft-
ware product to be understood, learned, used and attractive to the user, when
used under certain conditions” [21], is now becoming an ever more important
consideration by tool designers.

The problems related to data cleaning and integration encountered during
the data wrangling process are varied and require domain expertise, as well as
an understanding of issues such as functional dependencies and integrity con-
straints. Such concepts are not easy to grasp by non-expert users and, as such,
there is the risk that tools may be applied incorrectly during this process. Thus,
it is a challenge to design tools that are easy-to-use and prevent users from
applying the tools incorrectly.

There has been relatively little research into the usability of tools used
for data wrangling. In [9], a usability study is carried out of source selection
approaches. This work differs from previous work in that it proposes and evalu-
ates the usability of a data cleaning tool.

This paper describes RefDataCleaner, a usable tool to clean dirty data using
reference data sets. We design and carry out an experiment in which users
are asked to perform various data cleaning tasks using RefDataCleaner and the
Microsoft Excel spreadsheet application. We chose Microsoft Excel as a base-
line, given that it is a widely-used software tool by organizations throughout the
world for a range of purposes, including for tasks for which it was not originally
envisioned, such as data cleaning. The results of our experiment show that users
perform better with RefDataCleaner for the purposes of diagnosing and repairing
data errors. Moreover, we find that RefDataCleaner is preferred by users over
Microsoft Excel, despite their increased familiarity with the latter.

This paper is structured as follows. Section 2 presents a brief background.
Section 3 describes the RefDataCleaner application. Section 4 presents the exper-
iment design. Section 5 reports the results obtained in the experiments. Finally,
Sect. 6 concludes.

2 Background

Data errors may be classified in different ways [4,18] and several taxonomies have
been proposed [10,15]. Müller et al. [14] classify errors into three groups: syntac-
tic, semantic and contextual. Fan et al. [6] define categories of errors pertaining
to consistency, duplication, accuracy, existence, conformance and integrity. The
focus of this paper is on errors which can be fixed by using reference datasets.
A reference dataset is a collection of correct and complete data items which
make up a subset of the attributes in the dataset being repaired [11]. One such
1 http://hilda.io/2019/.
2 http://poloclub.gatech.edu/idea2018/.

http://hilda.io/2019/
http://poloclub.gatech.edu/idea2018/
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example would be a lookup table with country names and the respective dialling
codes, as used in the illustrated example in Sect. 3. Reference data is used exten-
sively in organizations for data repair during data wrangling. The Colombian tax
authority (DIAN) is one such organization, and the tool of choice for this is the
Microsoft Excel spreadsheet application.

3 RefDataCleaner Application Description

This section describes RefDataCleaner, a web-based application that we devel-
oped using Shiny R which enables error detection and repair rules to be defined
and applied to dirty data files. It supports both semi-structured and structured
data sets, and operates over diverse file types, including Microsoft Excel, CSV,
HTML tables, XML and JSON. We have made our source-code available on
GitHub3. Furthermore, we have a demo version for readers to try at ShinyApps4.

RefDataCleaner supports the application of two different types of rules, viz.,
substitution rules and reference rules. With a substitution rule, a user speci-
fies one or more conditions that must hold for a data repair action to be trig-
gered. A condition is a predicate involving an attribute data name, operand,
and value, e.g., country = ‘Colombia’. The data repair action involves one or
more assignments of attributes which are required for the data repair action,
e.g., dialling code ← 57. In essence, with this option every possible repair value
needs to be hard-coded explicitly by the user, and is illustrated in Fig. 1.

Fig. 1. Using substitution rules.

In contrast, in the case of reference rules, a repair is carried out using a
reference dataset. For this example, the reference dataset comprises a complete
set of records with a country attribute and the respective country code. Thus,
for this type of rule, a user specifies a reference data set which can be used for
data repair, one or more attributes to be used for an equi-join between the input
data set and the reference data set, and one or more assignments of attributes
from the reference data set to the input data set. Figure 2 shows an example
whereby the country code file is corrected based on reference data.

3 https://github.com/refdatacleaner/version 1 0/.
4 https://refdatacleaner.shinyapps.io/version 1 0/.

https://github.com/refdatacleaner/version_1_0/
https://refdatacleaner.shinyapps.io/version_1_0/
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Fig. 2. Using a reference rule.

RefDataCleaner consists of four steps, illustrated by the screenshots in Figs. 3,
4, 5, which may be performed in an iterative manner until the user obtains a
result that he or she is satisfied with:

1. Input File Selection. The user selects the input file with the data set to
be repaired. This is uploaded and displayed to the user (see Fig. 3a).

2. Reference File Selection. In this optional step, shown in Fig. 3b, the user
can add files with reference data. This is only required if the user intends to
add reference rules. If several reference files are added, the drop-down menu
shown on the top-right enables the user to select the reference data set to
view.

3. Rule Management. The next step is for the user to manage data repair
rules. The plus and minus icons enable rules to be added and removed respec-
tively, and the up and down arrow icons enable rule order to be changed. Fig-
ures 4 and 5 show the running example in this section with substitution and
reference rules respectively. Note that although not shown in these screen-
shots, it is possible to mix both types of rules interchangeably.

(a) The dirty data file (b) A reference file

Fig. 3. Uploading the input files to RefDataCleaner.
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(a) Set of created rules (b) Adding a new rule

Fig. 4. Substitution rule example.

(a) Set of created rules (b) Adding a new rule

Fig. 5. Reference rule example.

4. Result Generation. By clicking on the “Run” icon, the rules are applied to
the input file one record at a time, in the order that they have been specified
in the Rule Management step. The user may then download the repaired data
set in the desired file format (Fig. 6).
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Fig. 6. Apply, look, select and download result file.

4 Experiment Design

In order to evaluate the effectiveness of RefDataCleaner, we carried out an exper-
iment to compare user performance and subjective user preference with the
Microsoft Excel 2016 spreadsheet application as a baseline due to its widespread
use in organizations throughout the world.

Overview. For the experiment, a focus group comprising an hour-long session
was devised as follows:

– Initially, participants are presented with a tutorial on data cleaning for both
tools using a practical example [15 min]5.

– Then, using the first tool [20 min]:
• Users carry out two data cleaning tasks, which involve using tool function-

ality to correct errors in a data file as explained in the natural language
task description (see task descriptions ahead);

• Users answer a usability questionnaire about the tool.
– The same process, with the same data cleaning tasks, is repeated for the

second tool [20 min].
– Finally, a comparative questionnaire is presented to participants in which

they give free text answers comparing both tools [5 min].

Participants were divided into two groups. Group A used Microsoft Excel
first, and RefDataCleaner second. Group B used the tools in the reverse order.
This was done to mitigate any variability which tool order and increased user
familiarity with the tasks may cause to the results. The files repaired by the
users, and the answers to the usability questions, were all recorded on a Google
Form. Users were prompted when the time allocated for each step was reached,

5 In the case of Microsoft Excel, participants are shown how substitution rules may
be mimicked using find/replace/copy/paste functionality, and reference rules using
VLOOKUP formulae. However, participants are free to use any functionality available
in Excel for the data cleaning process.
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and asked to upload the repaired data files as they were (even if they were not
entirely satisfied with the outcome). This ensured that an equal amount of time
was spent using both tools, to enable a fairer comparison.

Task 1: Repairing the Iris data set. The first task involves repairing the Iris data
set, a well-known multivariate data set introduced by Ronald Fisher in his 1936
paper [7]. This data set comprises 150 records, and five attributes: sepalLength,
sepalWidth, petalLength, petalWidth and species. We randomly deleted 27
data values for the species attribute, which the participants were subsequently
requested to fix using the decision tree shown in Fig. 7 as a guide. Users were
expected to use substitution rules to fix this data set, as this task does not
involve a reference data set.

Fig. 7. Iris data set decision tree used to inform data cleaning.

Task 2: Repairing the Movies Data set. The second task involves repairing a
data set taken from Wikipedia with a list of highest-grossing movies [2]. To make
it more manageable, a subset of 46 records are taken from this data set. This data
set contains six attributes: rank, title, worldwide gross, year, director, and
distributor. We randomly introduced 92 data errors into the year, director,
and distributor attributes.

Furthermore, two reference data sets were made available to participants: (1)
Company, which contains 8 records with the attributes distributor code and
distributor, and (2) Directors, which contains 56 records with the attributes
title, year, and director. Users were expected to use reference rules to fix
this data set, by using the reference data sets provided.

Usability Questions. For each tool, we adapted four questions from the System
Usability Scale (SUS) [20] to evaluate subjective user preference. We adapted
two positive and two negative questions for this purpose, which users answered
according to a five-point Likert scale. At the end of the session, we also posed
the following three comparative usability questions, which users answered using
free text:
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– What tool seemed easier to use? Why?
– What tool would you use to clean your data? Why?
– What tool offered you the simplest functionality more simple to clean the

data? Why?

4.1 Evaluation Metrics

We have two types of user performance measures, viz., error detection and data
repair performance measures. Error detection performance measures evaluate
how effectively users were able to identify erroneous data using the tools, and
Data repair performance measures whether erroneous data items were repaired
correctly.

Error Detection User Performance. For these measures, we define the fol-
lowing concepts:

– the true positives (TP ), i.e., the items of data that are erroneous and were
identified as being erroneous.

– the false positives (FP ), i.e., the items of data that were not erroneous but
were identified as being erroneous.

– the true negatives (TN), i.e., the items of data that are not erroneous and
were correctly identified as not being erroneous; and

– the false negatives (FN), i.e., the items of data that are erroneous but were
not identified as being erroneous.

For the purposes of these measures, we deem an item of data to have been
identified as erroneous when it has been modified. Conversely, if an item of data
is not modified, we deem it as having been identified as being correct. Based
on this, we define error detection accuracy, precision, recall and specificity as
follows [16]:

Error detection accuracy =
TP + FP

TP + TN + FP + FN
(1)

Error detection precision =
TP

TP + FP
(2)

Error detection recall =
TP

TP + FN
(3)

Error detection specificity =
TN

TN + FP
(4)

Data Repair User Performance. Taking into account only the erroneous
data, we examine the fraction of records which were correctly repaired. We define
the data repair accuracy as:

Data repair accuracy =
Records repaired correctly

Number of erroneous records
(5)
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Usability Score. Apart from user performance, we also compute a usability
score to measure subjective user preference. Our approach is based by taking
four questions from the System Usability Scale (SUS) [20]. Each question is
scored using the Likert scale, where 1 indicates total disagreement and 5 total
agreement. The score for each individual question is computed as follows:

– The positive questions take the value assigned by the user minus one.
– The negative questions are 5 minus the value assigned by the user.

The individual scores for the questions are summed, and the total is scaled to
give a number between 0 and 100 as follows:

Usability Score =
N∑

i=1

(scorei) × 100
4N

(6)

where N is the number of questions (four in this case), scorei is the score awarded
to the ith question, and the constant 4 represents the maximum score for any
given question.

5 Evaluation Results

We recruited 11 student volunteers familiar with data analysis with experience
in Microsoft Excel providing a bonus grade as an incentive for participation to
ensure participant engagement. 6 students conformed group A and 5 students
group B, resp. In order to ensure equal participation in both groups in our
results, we randomly discarded the results obtained from one of the participants
in group A. All participants were familiar with Microsoft Excel, and were new
to RefDataCleaner. This section reports the results obtained.

5.1 Error Detection Performance

In the first instance we evaluate whether data is correctly diagnosed as being
erroneous or correct. Figure 8 presents the error detection performance results
obtained, with the results of a paired two-tailed t-test used to determine statis-
tical significance.

For accuracy, shown in Fig. 8a, we observe that more accurate results are
obtained for RefDataCleaner than Microsoft Excel for both tasks combined: on
average, the accuracy measure is 0.148 higher for RefDataCleaner. This differ-
ence is starkest for the Iris Task, where RefDataCleaner average accuracy is
0.241 higher than Microsoft Excel. Moreover, the result is extremely statistically
significant, as the p-value obtained is under the commonly-used 0.05 threshold.
This result tells us that, overall, the diagnoses made are more likely to be correct
with RefDataCleaner than with Microsoft Excel.

The results for error detection precision are shown in Fig. 8b. For both tasks
combined, the average precision is 0.306 higher for RefDataCleaner than Microsoft
Excel. Once again, this is particularly stark for the Iris task, where the average
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(a) Accuracy (p = 0.0281) (b) Precision (p = 0.00344)

(c) Recall (p = 0.406) (d) Specificity (p = 0.0252)

Fig. 8. Error detection performance.

precision is 0.486 higher for RefDataCleaner, and the results are statistically sig-
nificant. This result indicates that, overall, users were more effective at correctly
detecting erroneous data with RefDataCleaner than with Microsoft Excel.

Figure 8c shows the error detection recall. For both tasks combined, the error
detection recall is 0.085 greater for RefDataCleaner than for Microsoft Excel. This
result suggests that participants were less likely to miss erroneous data items
with RefDataCleaner than with Microsoft Excel, although the p-value obtained
indicates that this result is not statistically significant.

The results for error detection specificity are similar to the overall trend. The
specificity obtained for RefDataCleaner is 0.162 higher for RefDataCleaner than
Microsoft Excel, with the difference being starker for the Iris task (0.269). This
statistically significant result tells us that participants were more effective at
identifying non-erroneous records with RefDataCleaner compared to Microsoft
Excel.

5.2 Data Repair

For the second part of the evaluation, we consider the issue of data repair. The
results obtained for data repair accuracy are shown in Fig. 9.

The results show that, for both tasks, erroneous data was repaired correctly
more often for RefDataCleaner than for Microsoft Excel, equally stark for the
Iris task, where the average of data repair accuracy was better. However, the
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p-value obtained in the exercises iris and movies (0.151 and 0.753 respectively)
indicates that these results are not statistically significant.

(a) Iris task using
Microsoft Excel

(b) Iris task using
RefDataCleaner

(c) Movies task using
Microsoft Excel

(d) Movies task
using RefDataCleaner

Fig. 9. Data repair accuracy.

5.3 Usability

Figure 10 presents the usability scores obtained for each tool. For Microsoft
Excel the usability score was 56.3, whereas for RefDataCleaner the usability score
was 71.9, approximately 15.6% higher. This result shows that, overall, RefDat-
aCleaner scored higher and was preferred by users. This matches the results
obtained for the comparative questions given to participants at the end of the
session: 90% percent of participants considered that RefDataCleaner was easier
to use, compared to 10% who preferred Microsoft Excel on the basis that it is a
familiar tool used in their daily work. Similarly, 90% of participants rated Ref-
DataCleaner as being the more intuitive tool. However, a lower 70% expressed
that they would use RefDataCleaner for data cleaning, the justification being
that Microsoft Excel provides a broader range of functionality for data cleaning.

Fig. 10. Usability score (p = 0.039)
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5.4 Usability Score vs. Error Detection and Data Repaired
Accuracy

Finally, when comparing usability score against accuracy, we can observe with
RefDataCleaner in Figs. 11c and d a tendency towards the upper right for both
error detection and repair.

(a) Microsoft Excel error detection (b) Microsoft Excel error repair

(c) RefDataCleaner error detection (d) RefDataCleaner error repair

Fig. 11. Accuracy vs. Usability score

This is indicative of the greater performance and subjective user preference
exhibited by RefDataCleaner. On the other hand, in Figs. 11a and b we can see
that the points are more spread out, an indication that both performance and
subjective user preference varied more greatly for Microsoft Excel.

5.5 Qualitative Analysis

We can glean further comparisons between Microsoft Excel and RefData-
Cleaner from qualitative analysis of the user answers regarding its usability. Some
of the user responses indicating the software application they preferred, and the
reasons, were:

– “[I preferred RefDataCleaner as] it is more intuitive.”
– “[I preferred RefDataCleaner as] it is optimized to carry out two very useful

functions.”
– “[I preferred RefDataCleaner as it enables a] faster cleaning processes to be

performed.”
– “[I preferred Microsoft Excel as it is] more familiar to my daily work.”.
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6 Conclusions

With the growing development of humanity and the expansion for the need for
data management in most everyday fields, it is estimated that some organizations
invest up to 40% of their budget in integrating information reliably [5]. Cleaning
data is one of the main challenges in this process. This paper reports the results
of a preliminary study that shows significant differences on performance and
subjective user preference of two data cleaning approaches, RefDataCleaner which
is a bespoke application to carry out data cleaning tasks using reference data,
and Microsoft Excel, a generic tool with a broad range of functionality.

The main findings were that (1) higher error detection performance was
obtained for RefDataCleaner in terms of accuracy, precision and specificity; (2)
the difference in error repair performance between the tools is not significant;
(3) the preferred tool by users was RefDataCleaner; and (4) usability and perfor-
mance are more highly correlated for RefDataCleaner than for Microsoft Excel,
indicating that performance and usability was much more diverse for Microsoft
Excel.

To gain further insights on this issue, further work may usefully investigate
the trade-off between specific and generic data cleaning tools in more detail, as
well as other types of data wrangling tasks which may usefully lend themselves
to these types of tools.
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Abstract. The indices of citizen insecurity have been increasing in
Colombia in recent years after the signing of the peace agreement. Many
of the demobilized guerrilla members have gone to the streets of the
country to seek a new direction or occupation and unfortunately have
fallen into crime, increasing delinquency levels of crimes such as rob-
bery, extortion, rape, micro-trafficking and personal injury. Added to
this, the increase of the migrant population from the neighboring coun-
try Venezuela, in conditions of displacement have forced that part of
this population with limited employment opportunities to take refuge
in crime as it has become their only form of survival. Given this prob-
lem, it has become interesting to analyze through this investigation, the
behavior of these crimes in the last years and to propose a technological
solution that allows detecting the geological sectors and crime type that
contribute the most to the social problem. In this way, offer alternatives
for the protection of citizens using a mobile application that allows them
to face the situation by making them part of the solution.

Keywords: Citizen security · Open data · Big data · Mobile
applications · Crime indexes · Data analytics

1 Introduction

Ordinary crime is one of the most complex social problems facing the coun-
try with evident growth rates and little control by public entities. The lack of
financial resources and public forces destined to take control of this situation is
scarce, and the citizenry is increasingly seen with fewer alternatives to face the
problem. It is necessary to look for different options that allow the citizen to be
a collaborative part of an efficient solution that not only facilitates the processes
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of reporting and identifying the crime but also leads him to take preventive
measures to protect his safety and that of his community [2].

Around the world there are disruptive solutions that protect the citizen and
hinder the procedures of the offender; such as, for example, facial biometric
recognition and identification that require significant investments in terms of
infrastructure, data processing, interconnection and integration between differ-
ent entities and trained personnel that are capable of understanding, developing,
maintaining and using this kind of technology [1]. Right now, there exists open
source technology to this type of approach, like identify voice commands [12].

On the other hand, one of the most severe problems in the control of crime
refers to the difficulty in reporting, since they are complicated, lengthy and that
expose even more the safety of the affected. The criminal processes of judging are
also slow, lax, and with doors of escape or minimization of penalties. That is why
impunity is another tool, in favor of the delinquent. We also find solutions whose
investment in technology and infrastructure are low and achieve to empower the
citizen with their resources; in this case, their mobile devices.

According to Asomovil, Colombia has 23.8 million mobile internet users,
which is seen as a significant opportunity to use this technology to report inci-
dents and emergencies. With the use of technologies such as data analysis, arti-
ficial intelligence, Big Data, cloud computing and the internet of things, it is
possible to solve these challenges and respond more intelligently using the abil-
ity to predict events. Smart technologies have many purposes, and those, used
in the field of safety are building up the Safe City system, which makes part of
the smart city concept [7].

The general objective of this research, through the open data available in
terms of criminality, consists of providing mechanisms to have current and actual
information on their situation regarding crime rates. Additionally, let to propose
a mobile solution that can be implemented with its inhabitants to report events
that represent a threat to the population.

2 Background

2.1 Diagnosis

Currently, the tools available to the citizen to make complaints regarding actions
that affect their own and the community’s safety are in an early stage. The
affected person must be moved to the local authority institutions to lodge the
accusations. Usually, these processes are cumbersome, delayed and ineffective
since the citizen tends in many cases to desist not only for the time he loses but
also for the lack of effectiveness of the authorities to exercise justice, in addition
to the weak mechanisms to follow up the process. Information and communica-
tions technology are positively associated with citizens’ e-participation [14].

Governments expect big data to enhance their ability to serve their citizens
and address significant national challenges involving the economy, health care,
job creation, natural disasters, and terrorism [5]. On the other hand, these com-
plaint processes are after the incident, and the immediate attention channels
such as the telephone line or the institutional emails are particularly neglected,
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and timely management of emergencies is not achieved. There exist this problem
in multiple society problem like traffic accidents [13].

The Colombian government, through joint actions with the ministry of infor-
mation technologies and the ministry of defense, are promoting technological
innovation solutions to address this problem; make institutions more efficient
and provide citizens with access to public information; making government pro-
cesses more transparent and giving the citizen tools that allow him to take actions
of oversight and self-management. That is why Colombia through its open data
policy makes public information available to citizens without restrictions of use
for the development of research, facilitate decision making, understand and solve
the problems of the country and generate value through innovation.

From the scope of this Research Work will be taken as a starting point the
open data exposed by public entities to carry out the analysis of the criminal
situation of the country and propose alternative solutions that can contribute to
improving the environment of the area where we want to implement the pilot.

2.2 Legal Framework

In the legal context of the development of the mobile application for citizen
security and the analysis of open data used for the approach of the problem; It
is necessary to evaluate the existing Colombian regulations from the perspective
not only of compliance but also how we can take advantage of them to leverage
the development of our solution.

“Law 1712 of 2014”. Law on transparency and the right of access to national
public information. The objective of the law is regulating access to public infor-
mation, procedures, and the exceptions to the publicity of information. This
law requires state entities to publish information generated from the different
state agencies. Which is used not only for the initial study of descriptive analysis
on crime rates in Colombia but also is a guarantee that organizations will use
continuously, mechanisms that allow them to have more truthful and reliable
information.

“Law 1341 of July 30, 2009”. This law determines the general framework for the
formulation of public policies that will govern the Information and Communica-
tions Technologies sector, its general regulations, the competition regime, user
protection, as well as coverage issues. This law defines the quality of service;
policies about the promotion of investment in the sector and the development of
these technologies; the efficient use of networks and the radio spectrum. Finally,
this law facilitates free access and without discrimination of the inhabitants of
the national territory to the Information Society. This law promotes and recog-
nizes the development of software as an element for the digital transformation
of the country. It also seeks to protect the rights of users, encourages the devel-
opment of applications, and mentions the importance of information security.

“Law 1581 of 2012. General Provisions of the Protection of Personal Data”. Law
purpose gives policies of a constitutional right that all persons have to know,
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update, and rectify his information. Article 15 of the Political Constitution; as
well as the right to information enshrined in article 20 thereof. To comply with
the related law 1581 once published in the play store, the terms of use of the
application will be increased; which must be accepted by the user before down-
loading. If the user wishes to unsubscribe and delete the personal information
entered in the application, he/she will be able to write to the authorized email
of Seguridad Ciudadana to manage their request.

“Law 527 of 1999. Regulates Access and Use of Data Messages, Electronic Com-
merce, and Digital Signatures”. This law talks about data messages and their
validity about being legally used as probative acts of an event or obligation and
veracity regarding a contract: “The data messages will be admissible as means
of proof, and their probative force is granted” in the provisions of Chapter VIII
of Title XIII, Third Section, Second Book of the Code of Civil Procedure.

2.3 Review of Available Citizen Security Applications

Therefore, we can see below some options that exist in the market, which have a
partially successful implementation. Next, some of the solutions available in the
market were evaluated:

– Seguridad Ciudadana. Build by 4App Design at Colombia; it is a tool with
which you can send alerts and ask for help to all the people that are around
you, in this way you will have all the support of the community in case you
are in danger or you think an event is happening. Principal functionalities
are:
• Sending alerts
• Request for help from people around
• Trusted contacts for sending alerts
• Physical panic button
• Call emergency agencies
• Security groups.

– SUAP. Build by Soacha Municipal Hall – Colombia, SUAPP is connected to
the emergency system 123 of the National Police and the nearest quadrants,
allowing citizens to make complaints and thanks to the cell phone’s GPS they
can receive the attention of the competent authority in the place where they
require it. Principal functionalities are:
• Alerts and emergencies 123
• Complaints of crimes
• Realtime access to private and public security cameras in the town.

– SOSAFE. Build by SOSAFE at CHILE; “it is the best way to improve your
safety and that of your whole family. Communicate and inform yourself of
the emergencies of your loved ones simply and intelligently.” SOSAFE sends
your location and relevant information to the attached security services and
your contacts simultaneously, ensuring timely and efficient service when you
need it most. Principal functionalities are:
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• Report theft and suspicious activity.
• Ask for help from your neighbors, security, fire and other services.
• Collaborate with the community.
• Report and find lost pets.
• Realtime checking about what happens in your locality.

– Sinesp Ciudadana. The SINESP citizen is a module of the National Public
Security System. The information that allows Brazilian citizens direct access
to the National Secretariat for Services of extraordinary public security Min-
istry of Public Security. Principal functionalities are:
• Check stolen vehicles
• See Order of Detention
• consult missing persons.

– Mi policia. Build by Secretary of public security at Mexico, the applica-
tion brings the citizen interactively to the information of their respective
Quadrant, providing a quick way to make a call in case of emergency and
graphically know the location of the Quadrants of Mexico City [9]. Principal
functionalities are:
• Quadrant realtime notifications
• Emergency call
• Check of quadrants in Mexico City.

– REACH. Build by Epicasoft at Peru; Reach is a social security network,
which allows you to prevent the dangers that lurk in your environment, as well
as provide you with the opportunity to receive immediate help in emergencies.
Principal functionalities are:
• Report an anonymous crime
• Alerts people close to the area about a crime
• Reliable emergency contacts
• Alert of lost people
• Request the current location to your contacts
• Alerts in realtime about the routes required by the police in the area to

get to the scene
• Exchange of comments and multimedia.

– bSafe. Build by SMobile Software AS at Norway, in the fight against rape
and sexual abuse, bSafe provides pioneering features such as activating the
voice alarm, live streaming, and audio automatically and recording video.
Bsafe allows parents to locate the whereabouts of their children at any time,
as long as they keep their mobile phones on [6]. Principal functionalities are:
• Activation of the SOS with voice.
• Live broadcast.
• Audio automatically and video recording.
• Alarm to trusted contacts.
• Shared route tracking with trusted contacts.
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– Citizen. Build by Sp0n Inc. at the USA; It offers joining the Citizen safety
network will give you instant access to information about the crimes in your
area. Citizen technology will send push notifications in realtime to alert you
of the crimes that are nearby. Principal functionalities are:
• Access to crime in the area
• Realtime notification of crimes in the area
• Chat with close citizens.

– NAMOLA. Build by Namola EMS Group in the USA, Namola is the fastest
way to request emergency help. By using the GPS location, the application
can respond with nearby agents, know who you are and where you are. Prin-
cipal functionalities are:
• Ask for emergency help
• Telephone answer by the local police
• Emergency contact alert
• Realtime query of the location of an emergency contact.

3 Descriptive Analysis of the Status of Delinquency
in Colombia

The task of adequately measuring crime rates is a challenging exercise since
several factors significantly affect the reality of these measurements [11], one
of the biggest problems is to achieve an adequate classification of crimes as
an international consensus. Therefore the consolidation and homologation of
the type of crime is a difficult task. Therefore, in 2015, the United Nations
Statistical Commission adopted the new International Classification of Crimes
for Statistical Purposes (ICCS), and through the UNODOC (United Nations
Unit on Drugs and Crime) a manual was prepared for the implementation of
this classification and added to this problem, lack of denunciation by citizens,
a correct or non-existent collection of data by the authorities regarding the
victimization of citizen security incidents.

Colombia has had a significant improvement in terms of safety indexes and
the positive perception of other countries in this aspect have made our country
reactivate some industries such as tourism and exports. However, it is crucial to
analyze with open data, how has been the evolution of our country and what is
the current state in the different typified crimes.

The data sources used for the study come from the sites Datos.gov.co and
the official sites of the entities: General Prosecutor of Colombia, Chamber of
Commerce of Bogota, government of Cundinamarca, National Police of Colom-
bia, organization of the united nations, organization of the American states and,
Office of the United Nations against drugs and crime. Figure 1 presents the archi-
tecture used to process the data.



122 R. E. Canon-Clavijo et al.

Fig. 1. Deployment diagram for data analytics

3.1 Visual Analytic

The Fig. 2 shows the behavior during the years 2000 to 2016 of the countries with
the highest number of homicide reports (it does not take into account the pop-
ulation), however it shows us clearly that Brazil, for example, has significantly
increased the reports of homicides and Colombia after occupying a 4 place in
the year 2000 today has happened to be in position 8.

Fig. 2. Most insecure countries by homicide rate

About Colombia, [3] presents an analysis that concludes that the predomi-
nance of spatial-environmental factors in the occurrence of homicide, backed by
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variables of the theory of disorder, territoriality, routine activity, and the defend-
able space. In Fig. 3, we see the ten crimes that most affect the citizen security
of the country. The first three places are occupied: theft, personal injury, and
intrafamily violence. This analysis can show us the way of how a mobile appli-
cation focused on the reporting and prevention of this group of crimes can help
citizens to contribute to the improvement of these indexes and provide the tools
of self-protection and prevention.

Fig. 3. Top 10 of the most common crimes in Colombia

Figure 4 allows us to see the increase in the number of victims in the year
2017 and 2018 in the crime of theft. This behavior is based on the criminology
investigations of the national police to be associated with two very important
political and social factors in the country; the first and most relevant is the
demobilization of the FARC guerrilla; This episode in Colombian history explains
the phenomena that we have observed so far, the drop in homicide rates and the
increase in crimes such as theft; Given that people have abandoned their weapons
in a large percentage, they have not found a way to rejoin civil society in an easy
way, and they have had to resort to crime as a means of survival.

The other factor of great influence in the increase of crime is the great mobi-
lization of immigrants to the country that largely do not find opportunities in
Colombia and incorporates theft as a livelihood mechanism. It is also important
to analyze how people such as personal injuries and intrafamily violence are
increasing considerably over the years that has become a history of intolerance
and aggression within our communities.

Figure 5 a review of the five municipalities with the most related reports
according to the nation’s attorney general’s office. Facatativá is within the five
municipalities with the highest number of reports, and all of them reflect a pro-
gressive increase in behavior over the last four years. Being Soacha the munici-
pality with a stronger trend of crime growth since 2015 approximately. However,
these data reflect the situation of the municipalities directly related to the num-
ber of inhabitants; since these five municipalities are also those that contribute
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Fig. 4. Evolution of types of crime in Colombia

Fig. 5. Annual average number of crimes per municipality in Cundinamarca

more population to the department of Cundinamarca. It is, therefore, appro-
priate to evaluate this same indicator but taking into account the population
rate.

The Fig. 6 shows us a slightly more accurate picture of Cundinamarca, where
the highest rates of victims are reflected according to the number of inhabitants.
Of the 116 municipalities that the department has, we see in the previous graph
the 30 with the highest levels of delinquency. In this case, our municipality under
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study; Facatativá occupies a place 21. Being the place where the pilot will be
carried out for the introduction of the Citizen Security App, this graphic can
help us make future decisions about which municipalities should continue with
the implementation of the tool, where it would surely be to attack the problem
in the municipalities of Ubate, La Vega, Girardot, and Tocancipá.

Fig. 6. Crime rate per 100,000 population in Cundinamarca 2018

Another of the points of study on crime in Colombia is the analysis of informa-
tion regarding the public security personnel assigned to attend to the problems of
each department of the country. According to the UN, a recommendation is that
for every 100,000 inhabitants, there should be at least 300 policemen. Colombia
has an average of 311 police officers per 100,000 inhabitants, which apparently
indicates that this indicator is adequate; however, next, we will review the dis-
tribution of agents by the department to have even more interesting conclusions.

Figure 7 shows the distribution of public order personnel in the National
territory behaves, evidencing that the departments with the highest crime rate
(according to the analysis of the previous graph), are below the recommended
index (300 agents) with the exception of the department of Santander that has
319. In a special way, we can see how the municipality of Cundinamarca, which is
the object of our analysis, has a police deficit of 83 per 100,000 inhabitants, which
would indicate that for the municipality of Cundinamarca it would be necessary
to assign approximately 2300 agents for compliance with the indicator. These
analyses show that the public force is not sufficient to meet the needs of citizens in
the region and, therefore, the mechanisms for reporting and attention to citizen
security can not be focused solely on delegating management responsibility to
the agencies public. It is evident that it is necessary to implement mechanisms
that allow citizens to self-manage.
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Fig. 7. Average number of police officers per 100,000 population

3.2 Analysis of Results for Descriptive Analysis

The results of the analysis of transnational crime information obtained from the
statistical information from the UNODC and the UN show a positive panorama
of Colombia, according to the behavior of recent years. While it is true; some
crimes have been increasing; the most severe, such as homicide, has decreased
significantly; this has made the international communities see the country with
different eyes and is deciding to invest in Colombia, this fact has reactivated
industries such as tourism and in general has helped to reactivate the economy.
More significant efforts must be made in terms of the mechanisms for standard-
izing crime worldwide. Because With the information available, the only thing
clear is that homicide is a crime in all countries. Other crimes can be classified
in a wide range of categories that do not allow to determine a correspondence
to make conclusions. For example, theft has more than 300 types or categories
depending on the amounts stolen to the way the crime has proceeded. This lack
of unity in the classification makes an assertive analysis very complicated.

Although the policy of open data and transparency in Colombia has helped to
take a massive step in terms of knowledge of critical information in the country,
we still have problems associated with the standardization of information, data
quality, information gathering and, in some cases, veracity. Therefore, there is
a generalized culture of non-denunciation, due to several factors: Fear to be
identified; repression of the victim; the lack of confidence of the citizen towards
institutions; the inability to impart justice. These reasons lead us to question
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ourselves about what should be the adequate mechanisms to obtain more reliable
information from the institutions and what tools to improve the reporting and
judgment channels.

Currently, according to the analysis of the year 2018; The crimes with higher
incidence and growth in the country are: theft (in all its categories), personal
injuries, domestic violence, qualified robbery, and sexual crimes. Therefore, it
is recommended that government policies can focus on the prevention and care
of these crimes. Especially those that have shown more significant growth since
2017, such as theft and personal injuries. The analysis of the information showed
surprisingly, that although the country has a policy rate per number of inhabi-
tants acceptable according to the recommendations of the UN. The distribution
within the country is not adequate since the departments with higher crime
rates are those that are mostly devoid of police presence. Therefore, it is useful
to know that other factors influence the distribution of authorities in the country
to achieve more significant balance at this point.

4 Perspective and Requirements of the Mobile App Build

Although solutions similar to the one in this project are found in the market,
we see that the differentiating components are focused on the implementation of
emerging technologies such as Big Data and Machine Learning, technologies that
can offer indicators by analyzing the information obtained and predictions that
facilitate security work not only to the authorities but to the citizenry. However,
although technology has its benefits, it does not help much if the human factor
that intervenes in the processes does not make efficient use of it or if there is no
sufficiency and efficiency in the treatment of crime and the exercise of justice.
Having said this, we will now reveal the most relevant conclusions through the
work done not only in the survey of the state of the art of similar solutions
but also in the architecture and technology decisions used as a basis for the
construction of the tool:

– The first observation is about the stakeholders that would be involved not
only in use but in the use of the App. In this sense, the App has citizenship as a
user of report and consultation about the incidents of insecurity. It must take
into account the skills of the population for the use of technology, minimize
the possibility of false reports or information and the ease of use of the tool so
that it actually takes advantage as it should be. A second stakeholder is the
local authorities, who will consult and receive the reports of the citizens. It is
very important to clarify that the support of the authorities for the success of
the project is decisive; given that it implies that the government organization
has the personnel available to be able to attend the reports and the citizens
really feel that this is a useful and quick channel for managing their needs in
the face of crime.

– Given the results of the exploration of the solutions that solve similar prob-
lems, it is necessary to understand that the attention to the incidents should



128 R. E. Canon-Clavijo et al.

not be left solely in the hands of the authorities because the personnel for
the attention is insufficient. That is why some of the initiatives has failed.
Therefore, the involvement of the citizen as a resource that can also give
attention and help to their community is of the utmost importance and is a
differentiating factor of this tool compared to others.

– In Colombia, some solutions also failed because although the initiatives were
supported by local authorities with the change of government or officials,
the continuity of the process was lost. Therefore, the question arises: How to
make this solution transcend political interests? This is something difficult to
control, but a mitigating factor is that citizenship is also part of the attention.

– A very marked problem in Colombia in terms of reporting are the processes
and channels that are difficult to access. The application Adenunciar! [10]
of the prosecution seeks to improve that process but also that it is a tool
of poor usability, it eventually falls or does not work, this makes people not
use it, and it generates a bad reputation of the tool and the institution. It is
very important, once our application is going to massive ensure stability and
usability tests to ensure it is the most intuitive and easy for the citizen.

– The infrastructure and architecture supported by the application must be pre-
pared for significant growth if the pilot is successful and can be implemented
in more populations. That is why we chose a robust, secure and versatile cloud
solution such as Google Cloud Platform, prepared not only for the current
needs of the tool but to integrate with more powerful solutions for big data,
machine learning, and analytics. Introduced a Machine Learning approach to
automate and help crime analysts identify and work on cases where they can
make a difference [4]. The construction of the tool was ready and integrated
with Big Query for future integration with analytics tools. It is also impor-
tant to mention that Cloud providers support this type of social innovations
with preferential costs in the use of its services with visibility in the start-up
ecosystem.

– Firebase as a platform for the development of mobile applications simplifies
the development process, making the developer a little disinterested in the
problems associated with the infrastructure. It also offers a set of Apis and
libraries that facilitate the use of features such as geo-referencing, handling,
and synchronization of messaging, security, and authentication. Particularly,
and having had the opportunity to develop in other platforms, The use of
this type of technologies allows obtaining much more agile results and take
fewer risks in the development process.

– The solution must go beyond and provide not only the notification of an event
but must also allow unified control panels and dashboards to draw conclusions
and determine generalized improvement actions.

5 Conclusions and Future Work

Below are the recommendations to give continuity to the implementation of the
pilot and subsequent phases of the tool.
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5.1 Functional Recommendations

– Achieve adequate coordination with the control agencies so that the attention
of the mobile channel is immediate and promotes use in the population.

– The implementation project should seek to mitigate the risk of lack of conti-
nuity due to change of administration in the local mayor’s office.

– It is necessary to explore with the local mayor’s office the possibility of having
additional police personnel for the attention of the reports that arrive through
the canal, since there is evidence of lack of this resource.

– Promote in the target population of the prototype the consolidation of local
communities for monitoring, attention, and control; This is because the tool
seeks to make the citizen participation in the care and safety of the commu-
nity. The process can be supported by Whatsapp groups for the continuous
communication of the communities.

– Validate, as a subsequent phase of the project, the integration of IoT compo-
nents to report other types of incidents; Example: fire alarms, burglar alarms,
seismographs, and weather stations [8].

5.2 Technical Recommendations

– Perform machine learning processes on the information collected during the
time that the pilot test of the tool is put into production with the Cloud ML
Engine components that were mounted on the Firebase architecture of the
solution.

– Perform usability tests with the population selected for the pilot and thus
find improvement factors in the App.

– Carry out simulated load tests before massifying the solution and in this way
correctly size the infrastructure.

– Implement additional functionalities in the mobile application to facilitate
communication between the communities formed. For example, a messaging
tool. For this, it is important to see the results of the use of WhatsApp
between the communities and to validate if it makes sense to implement this
functionality in the mobile application.
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Abstract. A Higher Education Institution (HEI) has the responsibility to track
the processes through indicators that guarantee the measurement of the results in
almost real time. This article presents the design of a management and quality
model of the processes in a university, through the integration of a Balance
Scorecard (BSC) and the implementation of an information system. For which it
was required: a review of existing tracing and monitoring systems in the aca-
demic sector, definition of the requirements of the proposed technological, a
diagnosis of the current measurement system of the HEI analyzed, identify
measurement indicators and develop a technological tool. The designed model
presents a precise and clear methodological guide that can be replicated in any
HEI to monitor its processes.

Keywords: Quality measurement model � Higher education institution �
Balance scorecard � Information system � Academic software � Decision making

1 Introduction

Higher Education contributes to the social, economic and political growth of the
countries, because it trains future professionals who will generate different solution
alternatives aimed at solving social problems. Universities in Colombia materialize this
contribution through the definition of policies aligned to the institutional teleological
component, and the design and operationalization of action plans that contribute to the
improvement of the quality of the training process and of all administrative processes to
support it. With the intention of promoting the acquisition and development of both
generic and professional skills and competences, [45] proposes a proposal in this regard.
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The Colombian university system has implemented different strategies, leading to
improve the service offered, as evidenced in [42, 45]. Understanding that their quality,
accessibility and efficiency depend both on the economic development of the geo-
graphical area and on human capacities [5]. Despite the commitment to quality shown
by the Colombian Ministry of National Education (primarily in the last two decades), in
terms of definition and implementation of such strategies, many HEIs still do not have
effective monitoring and accountability systems (that allow them to evaluate the per-
formance of their strategic areas), which does not contribute to the improvement of the
processes and is contrary to the quality criteria required by higher education for the
training of qualified professionals.

The use of an appropriate management tool provides the opportunity to increase
academic, scientific and cultural quality by facilitating the process of competing with
leadership in the increasingly demanding university education market [1]. Given this, it
is relevant to have clarity about the internal purposes as an institution and to have
alignment with the external requirements or parameters through which the quality of
education is determined. In this paper the process of building a system for tracking and
monitoring the strategic areas belonging to a university is showed. The paper is made
up of five sections: the first section shows an introduction, the second section details the
evaluation of the management and quality of processes in HEI, the third section shows
the design of the management model and quality of the methodology defined by the
management system of the BSC, the fourth section describes the information system
that supports the model and each of the modules that constitute it, finally the con-
clusions and references are presented.

2 Evaluation of the Management and Quality of Processes
in HEI

In the High Education Institutions, the evaluation of the management and quality of
processes will be strategically addressed from: the analysis of the Indicators system
(based on a global perspective), the mechanisms of quality assurance in education
(based on the normative reference defined in the Republic of Colombia, by the Ministry
of National Education) and the Balance Scorecard (as an integrating tool that facilitates
the decision making).

2.1 Indicators System

The management of processes in any organization is a complex task that must be
developed under a review approach at both micro and macro level to be able to cover
all the needs of the areas that compose the organization. Once management maintains a
continuous and permanent task, should be measured the quality of its processes and
subsequently take actions that allow to optimize its resources and increase the impact of
its activities. The HEI as organizations, are no stranger to this, because the quality of
higher education must cover all its functions and activities with reference to teaching,
programs, research, staff, students, infrastructure and services to the community and the
university world, as raised [6]. This implies, that management in education integrates
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policies in a practical way through the purposes of the organization, by means of
planning its procedures and the permanent evaluation of these [2]. It also implies that
those responsible for carrying out the management, recognize the need to treat the
information at the inputs, during its processing and at the outputs, so as to facilitate
decision-making in coherence with the purposes of the university, according to [3].

Educational planners must pay attention to quality [3], so that strategic planning
and performance evaluation play an essential role in consolidating a better future for
society [4]. Recognition of key performance indicators is one of the main steps in
performance evaluation [7]. Indicators have become an essential tool for describing and
understanding the quality of a system. They are instruments of observation and
monitoring of a system, designed from the relation of variables of the system. The
measurement of these variables and their subsequent comparison with the established
goals, allows to determine the achievement of the system and its trend of evolution [8].

From the cybernetics and control concepts, described in [8], the following steps are
defined to establish an indicator:

• Have objectives and strategies
• Identify critical success factors
• Establish indicators for each critical success factor
• Determine for each indicator, the status, the threshold and the management range
• Design the measurement and source of information.

In [6] defines the “System of Indicators”, within the context of education, as the
coherent set of indicators, combined or not, according to a system of variables and
categories that represent the management or operation of a unit of analysis for a given
function, for example: teaching, research, extension or institutional service.

The evaluation of higher education systems and the measurement of the objectives
achieved is a complex task. For this reason, many measurement methods have been
proposed with opinions differ on which are the most appropriate indicator systems,
some of those proposals are: [10–14]. These tools have been designed to perform or
support certain functions and the debate focuses more on its use than on the way they
are designed and implemented. In [15] and [16] indicators structures have been pro-
posed, in order to have a more organized construction and obtain a very close and
reliable representation of the interests and projection of the organization. These
structures have grouped indicators considering results, internal organizational pro-
cesses, integrative criteria, organizational culture, and capacity for change, linkage
between resources and results, technical aspects of the organization, and relationship of
the organization to human factors.

In Latin America has been observed in a significant use of indicators, according to
the quality of: curriculum components, process related to educational management
(human resources, material resources and didactic factors), immediate results related to
the training acquired by students, services and integration [3]. Such indicators have
been categorized in academic, research and support, and based on the characteristics of
the Analytical Hierarchy Process (AHP), trend analysis and comparative data, as
manifested in [17]. In Colombia, a recent study presents a list of indicators related to
processes and activities carried out in planning, teaching, research, social responsi-
bility, welfare, internationalization, management and resources [18]. On the other hand,
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there are evaluation tools that have been used by the education sector to maintain
sustainable monitoring and benchmarking [19].

In the European continent, the application of indicators has developed much more.
Since the end of the twentieth century, different universities have implemented infor-
mation management systems based in indicators, which support to decision making in
the development of academic processes that were mainly oriented toward teaching,
research and management. The above, has facilitated the integration of indicators with
a set of quality improvement tools, that were developed in subsequent years, as evi-
denced in [20–22]. It should be noted that there is no marked trend in the use of any
quality management tool. However, the philosophy of Total Quality Management
(TQM) has been used as a conduit to achieve the objectives of Quality Management for
organizations [24].

Asia has not been alien to these structures, considering that BSC-based indicators
have been constructed for university education centers through information systems
and academic monitoring, as referenced in [25–28].

In different world scenarios, proposals are being developed to strengthen the
measurement of quality in Universities. In [46] the interaction between the organiza-
tional structure/managerial and organizational value/ psychological elements that
impact on the quality of education was evaluated. Based on this, a route analysis was
carried out on the data collected from the academics with teaching coordination
functions. The study recommended the creation of policies and institutional strategies
aimed at improving educational quality through the consolidation of collaborative
teaching/learning communities with an explicit concern for morality, participation and
development. In [47] a committee for quality assurance (QAC) is proposed within
Italian universities in order to identify if, as happened in other New Public Manage-
ment (NPM) reforms, to detect the key variables that promote a satisfactory QAC
functioning; based on both the analysis of the composition and the role of QAC in all
the Italian public universities and significant case studies.

2.2 Mechanisms of Quality Assurance in Education

When an organization refers to the term of quality, it is associated to the satisfaction of
the expectations according to defined criteria that are objectively evaluated, allowing to
have greater proximity to degrees of excellence. The concept of quality in education
has arisen because governments, educational institutions and society have identified the
importance of permanently improving academic training processes that lead to a better
economic development of society.

The concept of quality applied to the public service of higher education refers to the
synthesis of characteristics that allow to recognize a specific academic program or
institution of a certain type and make a judgment about the closeness between how the
institution or the academic program provides this service and how it should be provided
[29]. This situation has given rise to a growing social requirement to improve and
ensure the quality of universities and their undergraduate and graduate programs. In
response to the above, both the State and the institutions themselves have generated
quality assurance mechanisms, in order to give greater guarantees to users and the
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general public regarding compliance with minimum standards of quality and the levels
of performance of graduates [30].

Colombia began its experience of quality improvement of higher education through
the accreditation of high quality that appears in Law 30 of 1992 [31]. Taking into
account the requirements of the society, the mechanism was created to obtain a
qualified register of obligatory character, coordinated by the National Commission for
the Quality Assurance of Higher Education (Comisión Nacional de Aseguramiento de
la Calidad de la Educación Superior - CONACES); and guidelines for high-quality
accreditation of voluntary nature governed by the National Accreditation Council
(Consejo Nacional de Acreditación - CNA).

In order to offer and to develop an academic program of higher education, in the
address of an HEI, or in another place, it is necessary to have previously the qualified
registry of the mentioned program [32]. While the central purpose of accreditation is to
promote continuous improvement and to determine whether an academic institution has
quality in general or respect of one or more of its careers or educational programs, if it
is able to demonstrate that it is progressing continuously and systematically with the
use of adequate strategies, procedures and resources to achieve its mission and
objectives, reasonably fulfilling the established criteria and quality standards [33].

In most of the countries at the global level, national accreditation systems are
created, which seek to ensure that HEIs that are part of these systems meet the highest
quality requirements to offer programs that can meet the labor demand. In Colombia,
the accreditation process does not arise within the framework of state inspection and
oversight, but rather in the promotion, recognition and continuous improvement of
quality [34]. Considering the above, it can be affirmed that both the obtaining of the
qualified registry and the guidelines for the high accreditation, seek the recognition and
the quality of the academic programs. The first is the way to achieve the basic operating
conditions for the offering of the programs and the second continually seeks to improve
processes to achieve academic excellence.

2.3 Balance Scorecard

In 1992 Kaplan and Norton of Harvard University, revolutionized business manage-
ment with a proposal known as the Balance Scorecard (BSC) to align the company
towards achieving organizational strategies through tangible goals and indicators.
Kaplan states that “Managers, like pilots, need an instrument that measures their
environment and performance to lead the journey towards future excellence”.

The BSC is a management tool that assists decision making, by providing periodic
information on the level of compliance with the objectives, previously established
through indicators, the latter include both financial and non-financial aspects. The BSC
favors transparency in management and the establishment of a balance between
immediate actions and strategic lines, by integrating four perspectives or key areas and
relating them to the mission, vision and objectives. The four perspectives are financial,
training, internal processes and the relationship with customers/users.

In the BSC, it is preferable that the indicators be of a numerical nature, as this will
allow the establishment of tolerance levels. According to their nature, there are indi-
cators that measure: efficiency, economy, effectiveness, excellence and environment
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[35]. Management through performance measurement, has historically been an
important aid in enabling managers to diagnose a situation and learn more about it. In
the 1960s and 1970s, Target Management became a widely used management tool to
align management actions with organizational objectives. In addition, BSC has a huge
impact on knowledge creation and provides greater interactivity, since it helps to
communicate strategy involving different levels of the organization [36]. On the other
hand, the Balanced Scorecard provides models and processes for measuring and
supervising the performance of human resources and their impact on the strategic
success of the company [37].

For example, Universidad Centroccidental Lisandro Alvarado (UCLA), in the
implementation of its BSC has established as perspectives the state, society, internal
processes, and organizational development and learning. Its implementation was sup-
ported on the systems of control of management like accounting and budget, taking
into account that the institution belongs to the public sector [38].

The BSC proposes to obtain relevant information about the main factors that can
lead to the achievement of the objectives of the universities. It is also very useful for
communicating the strategy to the entire university community and for the goals of
each employee to be consistent with those of the university itself [39].

The implementation of a BSC through information systems, provide organization,
dynamism and decrease the margin of error in making decisions, by enhancing the
analytical, organizational, operational and financial capacities of each company. On the
other hand, it provides the environment, structure and language to communicate mis-
sion and strategy, using measurements to inform employees about the causes of current
and future success [40]. Organizations are becoming increasingly sensitive to the need
for management information systems, largely due to the changing environment and
globalization. In addition, universities have a complex organizational structure, char-
acterized by a high dispersion of authority for decision making in various bodies.
Therefore, the BSC reaches its maximum expression when it is designed and imple-
mented through the use of new information technologies [41].

3 Design of the Management Model and Quality

It is important to highlight that the methodology defined by the management system of
the BSC was established for the construction of indicators. For the review of the tracing
and monitoring systems applied in HEIs, it was considered that they would have the
recognition of institutional accreditation that guarantees an academic organization with
high quality standards. In this way the different indicators created according to each
type of institution were identified, reflecting the characteristic situation of the institution
and the approach to which each one contributed. Subsequently the requirements
defined for the design of the system were determined, establishing the starting point for
the creation of the technological tool. The classification of these requirements was
relevant to define in more detail the types of requirements necessary to have accurate
and truthful information of the system.

In order to construct an informative diagnosis in relation to the current measure-
ment system of the HEI studied, the strategic map scheme was designed, which
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consolidated the structure of the institution’s vision in relation to its processes and
procedures. Subsequently, the required indicators were elaborated according to the
objectives established in the perspectives defined in the strategic map, thus relating
indicators-objectives-perspectives. For each indicator the following items were defined:
the associated objective, name, display order, description, formula, unit of measure,
orientation (if desired to maximize or minimize), tolerance levels, target, frequency of
collection, information source, data quality, periodicity of the goal, accreditation factor,
collection manager (s), performance manager (s), version, version update date.

With the articulation between: the Institutional Educational Project (IEP), the
Program Educational Project (PEP), the interests of the management, the national
regulations established for minimum quality conditions for higher education programs,
and the policies established by the National System of Accreditation, it was possible to
construction a strategic map as shown in the Fig. 1, which grouped and organized in a
structured way the main objectives in order to obtain concrete results that generate
value in the HEI.

The perspective of Academic Processes is related to the integrality and flexibility of
the curriculum, interdisciplinarity, teaching and learning strategies, the student evalu-
ation system, and academic and teaching support resources. The Visibility perspective
focuses on the insertion of the program in national and international academic contexts,
for which it seeks to increase the visibility of the University at a national and inter-
national level, and strengthen the academic and administrative management of the
graduate Department. The Self-regulation perspective aims at the permanent evaluation
of the programs through the existence of an efficient, effective and sustainable man-
agement of resources, articulated with the IEP. The Research perspective ensures that
high quality programs, according to their nature, are recognized for the effectiveness of
their research training processes, and for their contributions to scientific knowledge and
innovation, an interesting implementation of this perspective is presented in [44].
Finally, the Extension perspective is related to the positive influence of academic
programs on their environment, promoting the link with the various sectors of society.

To achieve the objectives, 63 indicators were divided among the five perspectives
previously mentioned. These indicators are obtained and measured by users in the
critical areas of Academic Management, Internship Management, Financial Manage-
ment, Publications Management, Research and Innovation Management, and Admin-
istrative Management.

When consolidating the indicators, it was observed that the perspectives of Aca-
demic Processes and Research represent 51% and 35% of the measurement system,
respectively. This indicates that the HEIs currently concentrate their efforts on main-
taining a quality education by guaranteeing procedures and adequate resources for both
students and the teaching staff so that updated tools and corresponding competencies
are provided for adequate job placement.
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4 Information System

The model of management and quality of the university processes was implemented
through a software, which integrates: a transactional system for the recording of the
measurements of the indicators and an interface with visual reports for the decisions
making. The Information System includes modules that allow: the parameterization of
the software, the management and the generation of reports for decision making. The
main interface presents a web desktop (see Fig. 2), to access different windows and
view essential information of the BSC through widgets. In addition, it has a main menu
to access the different functionalities of the software.

The desktop allows the opening of several windows at the same time and navigate
among them through the web desktop. The default view of the web desktop is enabled
for the visualization of widgets and direct access to the functions most used by the
logged in user.

4.1 Parameterization Module

The information system allows the definition of different parameters, such as the
assignment and denial of permits, for the access of user groups to the different modules.
Similarly, within the system, user profiles and all their associated information are
managed. Areas of university and academic programs can also be defined. On the other
hand, for the implementation of the BSC is necessary to make the configuration of the
strategic map. First, the perspectives are defined and then the objectives associated with
each of them.

The life cycle of an indicator consists of seven moments, from its creation and
configuration to its measurement and visualization, these moments are: creation of the
indicator, definition of goals, definition of performance managers, definition of col-
lection manager, activation of the indicator, recording of measurements and visual-
ization of the indicator.
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Fig. 2. Screenshot of login and web desktop
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4.2 Management Module

At the transactional level, this module is important, since it allows to carry out the
measurement records of each one of the indicators by each academic program. It
means, the value that an indicator can take at a specific time may be different for each
academic program. Depending on the user who has logged into the platform, the
indicators that can be obtained will be displayed, presenting them in a panel according
to the frequency of the collection. Depending on the formula of the indicator, the user
will see how to enter it. Future periods cannot be recorded, but it is possible to insert all
periods prior to the current date. After three (3) days of the indicator registration
deadline, an alert will be generated by email to the user. In addition, for each mea-
surement period the user can attach a support document (Fig. 3).

4.3 Reports Module for Decisions Making

Within the information system, three key reports can be found in order to trace and
make decisions based on the results of the management: the strategic map, the history
of the indicators and the current state of the indicators.

The strategic map lists the defined perspectives, the objectives of each perspective
and the indicators of each objective. For each indicator its current value or state can be
seen, through a semaphore (red: bad, Yellow: normal, Green: fine), each time the
indicator is updated, the last measurement period and other indicator information is
displayed. This panel serves to identify bad indicators and to know what objective is

Registro Indicadores

Número de estudiantes en modalidad de práctica investigativa

2017-1

Numerador
Denominador

Fig. 3. Screenshot of indicators entry
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not being met in the institution. Reporting is done in two layers, in the first layer the
measurements can be seen at the institutional level, but also can be seen the detail of
each indicator, identifying the measurement of that indicator by program. In this way, it
can be known, which program is lowering or increasing an indicator, to make decisions
about it.

On the other hand, there is a report on the indicators history, where the different
measures that an indicator has had throughout its existence are displayed on a graph.
This allows to know if the indicator is growing or decreasing, in order to take corrective
measures or to design strategies that allow to achieve the goals. For this reason, in this
report the goal to be achieved can be seen, in each one of the graphs of the indicator.
Finally, Fig. 4 shows the report of the current status of the indicators, where a sema-
phore is displayed that indicates the limits of the tolerance ranges of the indicator and
its current measurement.

5 Conclusions

All HEI requires a tool to measure and control its processes in order to evaluate the
impact of its activities and compete in the market. For this, it requires great support and
commitment from the areas involved for the process of constructing indicators that
reflect their need and maintain the objectivity of the evaluation.

There is no accurate measure of indicators to evaluate a university, but there are
references of quality that guide the creation of these towards compliance and control of
processes. In this way national accreditation guidelines and guidelines for obtaining
qualified registration are an essential starting point for effective measures in the edu-
cation sector.

In designing the tracing and monitoring model, it was possible to define that the
main purposes in which the system should be focused were to achieve an integral
formation in the students of the different academic programs of the University, in line
with the challenges of high quality, by strengthening: the teachers’ plant (consolidating
the programs of admission, promotion, permanence and graduation of the student
population with relevance and quality, and increase the visibility of the University at
national and international level), the academic and administrative management of the

Nivel de incremento de 
postulaciones de artículo de alto 

impacto 2015, jul-se
Unidad:%

Proporción de artículos 
publicados frente postulados

2016, nov
Unidad:%

Numero de consultorías y 
asesorías ejecutadas

2015, jul-sep. Und: Consultoria

Fig. 4. Screenshot of indicators display (Color figure online)
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graduate department (keeping an efficient, effective and sustainable management of
resources, articulated with the IEP), the research process (in coherence with the IEP and
the needs of the environment) and increase the relevance and social impact of the
Institution.

At the same time, the most relevant perspectives that concentrate the functionality
of the HEI are the Academic Processes and the Research, concentrating the Universities
their efforts in maintaining a quality education by guaranteeing procedures and
resources that are appropriate both for students and the teaching staff so that updated
tools and corresponding competencies are provided for adequate job placement. Also, it
is of great importance to maintain a continuous process of knowledge flow that allows
to generate the evolution and the transcendence of the science. Finally, the importance
of the use of an information system for the implementation of educational quality
measurement systems is highlighted, considering that it is necessary to have three
indispensable requirements for decision making: integrity, reliability and availability.
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Abstract. This paper discusses examples and activities that promote consumer
protection through adapting of non-discriminatory algorithms. The casual
observer of data from smartphones to artificial intelligence believes in techno-
logical determinism. To them, data reveal real trends with neutral decision-
makers that are not prejudiced. However, machine learning technologies are
created by people. Therefore, creator biases can appear in decisions based on
algorithms used for surveillance, social profiling, surveillance, and business
intelligence.
This paper adapts Lawrence Lessig’s framework (laws, markets, codes, and

social norms). It highlights cases in the USA and South America where algo-
rithms discriminated and how statutes tried to mitigate the negative conse-
quences. Global companies such as Facebook and Amazon are among those
discussed in the case studies. In the case of Ecuador, the algorithms and the lack
of protection of personal data for citizens are not regulated or protected in the
treatment of information that arises in social networks used by public and pri-
vate institutions. Consequently, individual rights are not strictly shielded by
national and international laws and or through regulations of telecommunica-
tions and digital networks. In the USA, a proposed bill, the “Algorithmic
Accountability Act” would require large companies to audit their machine-
learning powered automated systems such as facial recognition or ad targeting
algorithm for bias. The Federal Trade Commission (FTC) will create rules for
evaluating automated systems, while companies would evaluate the algorithms
powering these tools for bias or discrimination, including threats to consumer
privacy or security.
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1 Introduction

All over the world, people are concerned about machines making life-changing deci-
sions on their behalf [1, 2, 38]. It cannot be deduced when the worldwide concern about
the growing loss of control of personal data began, nor the list of unsolved problems
about the analysis of algorithms in the field of computation, machine learning, and
artificial intelligence. However, observers, practitioners, and scholars have raised the
alarm since computer-mediated communications became mainstream [3, 4]. Presently,
many case studies and theoretical frameworks allow us to think about how the con-
sensuses of algorithmic analysis and treatment are carried out. Understandably, algo-
rithms play an ever-increasing role in our daily lives due to the proliferation of
automated decision-making systems whose impact, unfortunately, may lead to negative
aspects such as discrimination. This has become the paradox typical of the human race
and has renewed the call to make the algorithms more transparent and accountable [5].
The way out of these scenarios has been to draft bills, which in some way regulate the
responsibility of Internet users and intermediaries; and to increase transparency and
apportion blame where it is lacking [2, 6].

According to Silva and Kenney [7] an algorithm is essentially “a process or set of
rules that are used by computers in calculations or other problem-solving operations.”
(p. 11). According to Diakopoulos [1] “machine-learning algorithms enable other
algorithms to make smarter decisions based on learned patterns in data. Human input
may lead to uncertainty of decisions in some instances” (p. 3).

Many countries have adopted the European Union’s General Data Protection
Regulation (GDPR) description of algorithmic discrimination. According to the GDPR,
algorithmic discrimination refers to discriminatory effects on natural persons based on
special categories such as racial or ethnic origin, political opinion, religion or beliefs,
trade union membership, genetic or health status or sexual orientation, or that result in
measures having such an effect [8].

There is agreement among international, political, economic, cultural, and institu-
tional regulatory frameworks that support the Universal Declaration of Human Rights
on the protection of personal data. The evolving system remains “a certainly imperfect
system, affected by errors and faults that should be corrected and based on categories
whose meaning and scope is not yet established in an absolute and indubitable way” [9]
as a system surrounded by critical constants that underline its insufficiency to eradicate
the violations of human rights in the world.

The principles of the free circulation of knowledge and information in South
America are governed by initiatives that do not grasp the real trends in non-
discrimination. Therefore, the battle of rights and the protection of data is essentially a
struggle to expand personal protection in the context of social networks and other areas
of communication and interactions with authorities.

The current challenges on social networks and their resulting global expansion,
occur throughout the Latin American hemisphere [2, p. 11]. There, as seen in other
places, new developments and innovations are encouraged in the technology field,
leading to diffusion of automated decision-making systems. Most often, decision-
making automated systems use algorithms for data mining that rely on data that is
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supplied from other systems. Sometimes, as Won Kim et al. [10] describe, that data
may be flawed. They termed this dirty data, a term that denotes “missing data, wrong
data, and non-standard representations of the same data” (p. 81).

Richardson et al. [11] expanded the definition of dirty data to include data that is
“derived from or influenced by corrupt, biased, and unlawful practices” (p. 195). Biases
may come from societal stereotypes. The dirty data may also come from records of
arrests innocent people [12]. They further state that dirty data incorporates successive
uses of data especially if that data has been manipulated by others. This further
complicates discerning what is bad or good data. Dirty data, in other circumstances,
confirms what Mayson [13] referred to as bias in – bias-out.

1.1 Trust in the Machine

When interacting with algorithms, most people look at the tools and machines for
decision making that are built by humans, as fair as humans themselves. They are
bestowed with an algorithmic responsibility without absolute form or definition to
solve theoretical problems that are fuzzy, anonymous, and complex. The fact that the
automated decision-making system resolves some issues does not necessarily mean that
it works for the good of society [14]. Decision making, using algorithms, follows a set
pattern of prioritization, classification, association, and filtering. Diakopoulos [1]
explains that prioritization is ranking or ordering to emphasize certain things over
others; classification refers to putting things in categories based on similar features;
association about linkages or relations between subjects; and finally, filtering is a
process that deals with including or excluding information according to a recognized
criterium. Therefore, if dirty data was input in the first place, auditing becomes a
considerable challenge in the aftermath.

On a global scale, dirty data means that a lot of decisions are made that reflect the
wrong interpretation of analyzed data. Compounding this problem is the belief by many
people that information is clean and neutral, hence the resulting decisions are neutral as
well. However, many scholars have indicated that unarticulated beliefs and goals of
creators are sometimes consciously or unconsciously embodied in technologies [14,
15]. According to Seaver [16] and Piskorski [17], discussed theories about dating sites.
Algorithmic choices of dating sites shape the user’s choices by recommending matches
that appear scientifically chosen.

This paper shows attempts in the USA and South America at identifying lacunas in
data collection and analysis; as well as machine learning and explores ways different
communities or governments are seeking remedies by curating a sense of responsibility
in the creators.

1.2 Problem Statement

Dirty data, when employed in machine learning, has implications on social, economic,
and political aspects of individuals, and affect fairness, equity, and justice. Laws
mandating vigorous auditing, and cleaning of data to create a sense of fairness are
lagging. Many scholars such as [1] have written about algorithm accountability from
the standpoint of architectural design. Architectural designs may be infused with bias.
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By use of examples from two continents, we suggest ways that responsibility should
rest in the individuals whose biases may influence the design.

2 Algorithmic Discrimination, Bias, and Mitigating Laws
in the United States

The following section discusses examples of algorithm-generated discrimination in the
public sector. In the United States of America, it is common for bad data to be blamed
for adverse policing outcomes [11, 12]. Bad data ends up in machine learning processes
that are used by the algorithms blamed for specific discriminatory practices based on
race and other categories identified in the GDPR above. For example, police rely on
data for predictive policing. Following widespread complaints, companies, police
departments as well as the US Congress have attempted to mitigate the fall out by
instituting policies, best practices, and laws that call for transparency in predictive
policing and other services.

3 Predictive Policing

US police departments have adopted mainly predictive policing with data fashioned
after old practices and software created by the private sector, such as Azavea’s Hun-
chLab, PredPol, and Palantir. Richardson et al. [11] describe predictive policing as “use
of systems to analyze available data to predict the location where a crime will likely
happen or the possible perpetrators (p. 198). The data used in these systems come from
police departments and may contain inaccuracies and bias.

The New York Police Department (NYPD) has used Azavea to collate data used in
predictive policing. Azavea creates software and data analytics using geospatial
expertise to aid clients to address complex civic, social, and environmental problems
[18]. HunchLab is a another popular web-based proactive patrol management appli-
cation that was created by Azavea. It uses statistical models to predict locations and
times of potential crimes. It features tools to help patrols prioritize where to add
resources [19].

Similar to NYPD, the Baltimore Police Department (BPD) uses a machine-learning
algorithm for predictive policing. Their vendor, PredPol uses a machine-learning
algorithm to calculate predictions based on three data points that include: the type, the
location, and the date/time of a crime. The technology purports to show where and
when specific crimes are most likely to occur. BPD, in turn, uses that data to allocate
resources and proactively patrol highlighted areas and to help reduce crime rates and
victimization [20].

The New Orleans Police Department (NOPD) also practices predictive policing in
their processes. They have used the database-heavy platform called Palantir Law
Enforcement that features an intuitive, user-friendly interface that allows any agent,
detective, or investigator to access all the available information in one place quickly.
The system is simplified so that users login one time and can conduct one search for a
suspect, target, or location through a single portal and retrieve data from all relevant
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systems. The system integrates NOPD’s case management systems. It also includes the
warrant and arrest records, as well as data from their Computer Aided Dispatch (CAD).
The system also gathers data from federal databases such information about gangs, and
vehicle license plates [21].

The above examples are reflective of a common trend among well-resourced police
departments, of which hundreds used some form predictive policing. The common
thread amongst them is that they employed data from human entries, artificial intelli-
gence platforms, as well as aggregated data from disparate databases. The different
systems and standards of data management may create some adverse effects on pop-
ulations whose data is misapplied. As stated above, casual observers may think the data
used is neutral of bias and in some cases scientifically applied. However, as Moraff [40]
says, people outside of these police department and intelligence authorities have no
idea that predictive policing relies on data that is unilaterally provided individual police
agencies themselves, or by the firms peddling software to them. This affects the data’s
reliability. It is also noteworthy that some of these jurisdictions have been accused of
bias; been reported or investigated by the Department of Justice and entered into some
remedial programs [11].

4 Algorithmic Responsibility in South America

As is the case in the United States of America, South American authorities have been
concerned about algorithmic discrimination as well, especially as it pertains to personal
data. Ortiz Frueler and Iglesias [6] reviewed the context report carried out by the Latin
American Open Data Initiative (ILAPD) in 2017, in which Tim Berners-Lee, the
founder and inventor of the WWW, expressed his concerns about the lack of control of
personal data and urged research to create methods, think about the risks, and look at
the opportunities that improve the use of personal data.

Countries such as Argentina, Brazil, Colombia, Peru, Mexico, and Uruguay have
moderate results according to specific indicators and international parameters for
personal data protection [2, p. 11]. In recent decades, South America governments have
contributed to producing and maintaining digital records. The large communication and
telecommunications groups continue to use technology, laws, software and smart
devices, to overwhelm culture and control data. Except for Ecuador, where over 90% of
the population are connected in networks, the redefinition of including oneself in a
digital world based on a new economy and security of digital platforms is far from
comparative reality.

Platforms created by new digital media that take advantage of social networks
generate content that allows users to share information on their mobile devices.
However, these platforms do not guarantee the legal mechanisms on the right of
communication that all people have, individually or collectively. These instruments are
the same mechanisms used to ensure plural information. This counterproductive situ-
ation reveals, in this case, that platforms specialized in social networks are inherent in
the discriminatory bias of their creators. Likewise, this same citizenry that participates
in the virtualization of content elevates the informative legality of the data and violates
the right of users to become a legitimate practice. Some smartphone applications, such
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as WhatsApp, which is one of the most used services from social networks, are created
without any possibility of avoiding discriminatory content. Consequently, they used for
illegal practices by users who do not know their functional use. Informative data
practices become a free, plural, and democratic character in the culture and individual
thinking of citizens, as subject and audience in a context of algorithmic discrimination.

Going forward, the utilization of this data will be the basis for legal advances and
new regulations, and strategies in the sanctions of organic communication laws and
telecommunications, especially for Facebook, Twitter, or Instagram, which are some of
the many social networks that affect millions of users. Since they are presented as tools
of a tremendously promise of freedom and yet are contrary to the right to the protection
of personal communications.

South America countries faced little success in creating policies that effective
enough to audit algorithms. This has led to challenges in establishing tools or processes
that “go beyond the field of data science and constitutional frameworks” [6]. For
example, in Argentina there is a growing interest in the use of open data, and the
making of algorithms through the creation of a model whose predictive capacity is
capable of; (a) modernizing public and private institutions; (b) predicting school
dropout; (c) predicting adolescent pregnancies, and (d) identifying business opportu-
nities through a map.

In the case of Uruguay, Ortiz Freuler and Iglesias [6] explain that the most striking
use of algorithms deals with an automatic learning models to predict crimes. The
models define and update “hot zones” on a map that was used to direct police assets.

In an analysis of Ecuador, the Center for Latin America’s [2] “Data, algorithms, and
policies. The redefinition of the digital world “ and the “Algorithms and Artificial
Intelligence in Latin America” reports showed that the foundation World Wide Web is
somehow discouraging. According to the Ministry of Telecommunications and the
Information Society [39], 91% of Ecuadorians use social networks on their smart-
phones, whether for the dissemination of information of a commercial, educational,
cultural or personal nature. But digital inequalities in public and private institutional
services are born and die on the mobile phone. They are distributed in the absence of
topics on knowledge bases, normative frameworks, human talent, technological
infrastructure, financing, and enabling external conditions.

The Ecuadorian government through its legislative bodies, the Organic Law of
Telecommunications [22], the Organic Law of Communications [23], and the current
Law Amendments of 2019, have constitutional principles that regulate the mediatiza-
tion of content and the media industry. However, still unprotected are the individual
and inherent collective rights of human dignity in any field that occurs on the internet
and its consequent algorithmic responsibility concerning the implementation of auto-
mated decision-making systems. So, the current legal and regulatory regime does not
respond to a digital commitment that is configured in prospective studies that monitor
digital social rights in human behavior.

However, Ecuador has adapted technical guidelines to prevent and combat dis-
crimination due to sexual diversity and gender identity in the educational field. It is a
project carried out between the Ministry of Education, the National Council for Gender
Equality and the Flemish Association for Development Cooperation and Technical
Assistance. Taking into account international guidelines to combat hate speech against
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the gay, lesbian, bisexual, transgender and intersex) (GLBTI) population and dis-
crimination against children and adolescents of school age, such as the technical rec-
ommendations of the Inter-American Commission on Human Rights and the United
Nations Children’s Fund (UNICEF) and the Yogyakarta Principles [24]. It is also true
that the instrument only guarantees the diversity and inclusion of the GLBTI com-
munity. A guide, which responds to the integration of crucial concepts, based on rights,
of what to do when presented with a case of discrimination and awareness-raising
activities. However, social networks and media diffusion do not have an algorithm of
bias and protection in this GLBTI community.

5 Theoretical Analysis

Since Lessig [25] introduced us to the idea that code could be a law unto itself in the
1990s, cyberspace became a reality that governments could not directly control and
would be self-governing. However, he cautioned that control would nonetheless hap-
pen through “an invisible hand, through commerce, [that is] constructing an archi-
tecture that perfects control –an architecture that makes possible highly efficient
regulation” (p. 6). Lessig [25] tried to answer fundamental questions such as “will
cyberspace promise privacy or access?” (p. 7).

The internet changed our view of identity. Whereas identity in real space included
fewer variables such as how you look, in the cyberspace Lessig [25] expanded the
variables to include where you live, name, sex, education, driver’s license number,
social security number, online purchases, occupation, and so on” (p. 31). One’s identity
is revealed in real life, whether one wants to or not because many facts about a person
are self-evident when someone looks at you. In cyberspace, the expanded variables
could now be layered to create intricate patterns about groups of people of individuals.

On the internet, authenticating a user is the process by which aspects of your
identity become known when you reveal them to gain access to something. Therefore,
identification and authentication are different because of the design based on internet
protocols that require a starting and ending address that is needed by web servers.
Technically the webserver does not know the identity of the user. It only knows that a
user is located at an IP address is complaint with the Transmission Control Protocol
(TCP). At this basic design level, data and people are unidentified. Where different data
are combined and used for machine learning is where algorithms can use dirty data and
lead to discriminatory practices.

Lessig [25] declared that “architecture is a kind of law: it determines what people
can and cannot do” (p. 59). Further, William Mitchell [37] stated that “control of code
is power”: “For citizens of cyberspace,…code… is becoming a crucial focus of
political contest. Who shall write that software that increasingly structures our daily
lives?” (p. 79).

Despite the above observations, technology determinists would view data used in
predictive policing as accurate and in turn, judge decision-making algorithms that learn
from that data as neutral. However, the reality is more nuanced, as Richardson et al.
and others have stated, that it is a “common fallacy that the police data is objective and
reflects criminal behavior, patterns, or other indicators of concern to the public safety in
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a given jurisdiction.” (p. 201). Others claim that “in reality, police data reflects the
practices, policies, biases, and political and financial accounting needs of a given
department” [26, p. 474; 29].

6 The Basis for Algorithmic Responsibility

Relying entirely on confirmation feedback loops obfuscates realities, influences public
policy, and can skew decision-making. Therefore, cultivating responsibilities in the
parties involved should take a different approach, such as the ones we suggested or
approved below.

Levinson-Waldman [27] of the Brennan Center for Justice suggested some
approaches to algorithmic responsibility, such as (1) Ensure public transparency for all
datasets and databases used by governments; protect first amendment rights of citizens’
from government intrusion; expand the public’s oversight over the National Coun-
terterrorism Center; and mandate robust and regular inspection of protocols used in
collection, retention, and use of Americans’ information.

Further, the U.S. Congress through Senators Cory Booker (D-NJ) and Ron Wyden
(D-OR), together with Rep. Yvette D. Clarke (D-NY) introduced the Algorithmic
Accountability Act. Expressly, the bill would mandate the Federal Trade Commission
(FTC) to audit their sensitive automated decision systems. The law would also require
them to insure that including training data is accurate, fair, non-discriminatory and
ensures privacy and security of individuals. Lastly, the law would require that com-
panies immediately correct any issues discovered during impact assessments. [28]. The
thrust for this legislation is that law influences the behavior of its citizens in various
ways. As Scott [29] stated, “imposing sanctions or granting subsidies, the law either
expands or contracts the horizon of opportunities within which individuals can satisfy
their preferences” (p. 1603). Primarily these rules stimulate changes in the costs of
certain behaviors.

The laws are applied in order of first to third to achieve the highest compliance. The
first order is banning a behavior or practice; the second order is empowering peers to
ridicule or criticize, and the third order is sanctioning behavior with consequences.

Literature on social norms shows that laws can also have indirect effects on
incentives. For example, people are motivated to stop smoking or clean up after their
pets via a legal ban on smoking in public places or a “pooper-scooper” law respec-
tively. This is a first order enforcement because the state has not invested any resources
[29, 30]. Further, second order enforcement happens when neighbors and peers ridicule
an offender into behavior change [31, 32]. The third order, and most sustainable
enforcement occurs when citizens internalize the legal rule and are deterred by the
prospect of guilt, hence the correct behaviors become inherent [33–35].

According to Scott [29] effectively applying these laws is complex because a
shaming sanction is only effective if normative structure can influence predictable
manifestation of social meaning of the favored or disfavored activity. Consequently,
self- sanctions rely on the even more complex phenomenon of internalization of nor-
mative behavior [29, p. 1604].
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International treaties should take into consideration a lot of aspects. Among them
are the deontological norms referring to human dignity, the protection of the data, and
free culture in computer law. Human dignity demands that the diffusion of contents,
images, symbols, and iconographic representations, Gif, memes, and phrases that
allude to discriminatory comments, sexism, and prejudice, as part of the data have not
been ignored in the Safeguarding of Human Rights and Fundamental Freedoms.

But what is meant by personal data in the dignity of human rights? We must first
understand as a basis, the inherence of data protection on the condition of freedom in
order to accurately answer this question. In consequence, protection becomes a com-
puter right, which is, at the same time, a contradiction to human dignity, while the data
define sufficient individualizing force, which reveals aspects of a particular person [36].
Data protection, guided by way of understanding the digital consumer in cyberspace,
should be without limits. The marked use of social networks and the pervasive digital
communication will give thanks to knowledgeable public and private democratization
of those who can establish technological trajectories.

According to Ortiz Freuler and Iglesias [6], legal, political, or practical effects of an
algorithm are some of the most relevant considerations in creating laws and norms to
discourage algorithmic discrimination. They state that “legitimacy stands as a parallel
challenge, which requires a series of tools and processes that go beyond the field of
science” (p. 6); A good framework that in its algorithmic design and implementation
operate with intelligent decisions should be humanly intelligent.

7 Conclusions and Implications

In the above examples, it is evident that Lessig’s four ideas about regulation hold. Code
(or algorithms) is law in and of itself, adjudicating an ever-increasing array of aspects
of our lives. Due to the broad acceptance by people that algorithms do not make
mistakes, there is a general lack of clarity about the power of algorithms. It is also
influenced by markets as can be seen in the number of police departments that have
adopted technologies predictive policing, despite some concerns. The architecture of
the code can be exclusionary or even discriminatory, as seen in the above examples
from the USA and South America. Lastly, social norms dictate the role of technologies,
where social determinism, rather than technology determinism, is the driving force.

Our recommendation is for governments to be proactive in mandating serious
algorithm audits, without stifling innovations. The focus should be on behavior change
on the part of developers so that their creations are vetted for adverse outcomes.
Specifically, values such as controllability, responsibility, responsiveness, trans-
parency, and sense of liability ought to be front and center when developing machine
learning approaches. Laws ought to promote technology designs whose incentive is to
create favorable conditions for people to choose how they want to participate in their
communities and work together. Algorithms that discriminate, inherently go against
that norm. Similarly, in South America, the push for control of algorithms must be
focused on human decisions to correct future behavior.
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Abstract. Binning (bucketing or discretization) is a commonly used data pre-
processing technique for continuous predictive variables in machine learning.
There are guidelines for good binning which can be treated as constraints.
However, there are also statistics which should be optimized. Therefore, we
view the binning problem as a constrained optimization problem. This paper
presents a novel supervised binning algorithm for binary classification problems
using a genetic algorithm, named GAbin, and demonstrates usage on a well-
known dataset. It is inspired by the way that human bins continuous variables.
To bin a variable, first, we choose output shapes (e.g., monotonic or best bins in
the middle). Second, we define constraints (e.g., minimum samples in each bin).
Finally, we try to maximize key statistics to assess the quality of the output bins.
The algorithm automates these steps. Results from the algorithm are in the user-
desired shapes and satisfy the constraints. The experimental results reveal that
the proposed GAbin provides competitive results when compared to other
binning algorithms. Moreover, GAbin maximizes information value and can
satisfy user-desired constraints such as monotonicity or output shape controls.

Keywords: Binning � Genetic algorithm � Data pre-processing � Information
value � Constrained optimization

1 Introduction

1.1 Binning

In predictive modeling, binning or discretization is performed to transform a contin-
uous variable into intervals. Each binned interval can be assigned by a value that
represents its interval characteristic. The purpose of binning is to (1) increase the
stability of the predictive continuous variables, (2) reduce statistical noises and com-
plexities in the variables, (3) reduce the influence of outliers, and (4) standardize both
categorical and continuous variables by replacing each binned range with a standard-
ized representative value.

For predictive models in applications that use scorecards such as credit scoring or
predictions in healthcare industry, the final scorecard can be used and understood easily
since there are less levels in each variable.
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A well-known statistic to measure independent variables predictive power is the
Information Value (IV) [1]. The larger IV indicates the higher predictive power of a
variable. Therefore, IV can be used to measure the predictive power of a binned
variable. A good binning algorithm should bin a variable to have a good IV after
binned. We discuss IV in more details in the next section.

There are several binning algorithms. However, to our knowledge, none of them
directly aims to maximize the IV. The existing algorithms are further discussed in more
details in the related work section.

In this paper, the authors propose a new binning algorithm using a genetic algo-
rithm for continuous variables in binary classification problems. It can achieve good
binning characteristics [2] which are (1) missing values are binned separately, and
(2) each bin should contain at least 5% percent observations. In addition, the new
algorithm can satisfy user-desired constraints such as monotonicity or output shape
controls and maximize a desired statistic, IV.

1.2 Information Value (IV)

One of the main statistics we use to analyze predictive variables is the Information
Value (IV). This statistic evaluates the association between possible predictors and
target variable (e.g., bad loan in credit scoring or churn in churn prediction). The IV
measures how much a predictor can differentiate between good and bad instances. The
higher IV indicates a stronger relationship between the predictors and the target. Before
we calculate IV, we need to separate data into bins (i.e. categories or groups). The
following formula is used to calculate the IV.

IV ¼
X

i
%Goodi �%Badið Þ � ln

%Goodi
%Badi

� �
ð1Þ

where

%Goodi = number of good instances in ith bin out of total number of good instances
%badi = number of bad instances in ith bin out of total number of bad instances

The log component in the IV formula is the Weight of Evidence (WoE) which
measure the strength of a grouping for separating good and bad instances.

WoEi ¼ ln
%Goodi
%Badi

� �
ð2Þ

The higher WoE value in absolute term, the stronger the separation between good and
bad instances. WoE value can be interpreted as follows:

• WoE = 0: Good and bad instances distributed equally in a particular bin
• WoE < 0: Distribution of bad instances is greater than the distribution of good

instances in a particular bin
• WoE > 0: Distribution of good instances is greater than the distribution bad

instances in a particular bin.
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Generally, the values of the IV statistic can be interpreted as in Table 1 [1]:

2 Related Work

There are commonly used binning methods. We review eight well-known methods and
categorize them into four groups. This first group is an unsupervised method i.e. it does
not use the target variable’s information to bin an input variable. On the other hand, the
rest are supervised.

1. Unsupervised binning. The equal-width and equal-size binning [2] are in this
group. For the equal-width, a continuous variable is divided into a user-defined
number of equal-width intervals. Therefore, an equal-width binned output is
obtained. For equal-size, the output has roughly the same number of observations.
This group does not handle any desired constraints, nor does it aim to optimize any
statistics.

2. Supervised, iterative merging. The optimal-binning [3] and Chi-Merge [4] methods
belong to this group. These algorithms aim to find cut points for intervals. The
number of output bins is not pre-defined. The number of output bins depends on a
user-defined threshold. For the optimal-binning, it uses chi-square test’s p-value.
The other one uses the chi-square test statistic directly. The algorithms repeatedly
merge pairs which contain two similar bins according to the statistics into a bin.
Again, the group does not handle any desired constraints, nor does it aim to opti-
mize any statistics.

3. Supervised, tree-based greedy search. This group has the multi-interval dis-
cretization [5], conditional inference tree-based binning [6], CAIM [7], CACC [8],
and Ameva discretization [9] as examples. These algorithms aim to find cut points
for intervals by adopting the greedy best first search algorithm. They start by finding
a cut point on the whole range and creating two children nodes. Then, they continue
to recursively split children nodes until a stopping criterion is reached. The first
method uses entropy as heuristic. The second uses a two-sample permutation test
statistic. The other three methods use Class-Attribute Interdependence Maximiza-
tion (CAIM), Class-Attribute Contingency Coefficient (CACC), and Ameva coef-
ficient respectively. This group does not directly aim to handle constraints nor
optimize the output’s statistics.

4. Supervised, monotone merging. There are two methods that could be categorized to
this group which are the Maximum Likelihood monotonic coarse classifier
(MLMCC) [2] and monotone optimal binning [10]. These algorithms aim to obtain

Table 1. IV interpretation

IV Predictive Power

<0.02 Not useful
[0.02, 0.1) Weak predictor
[0.1, 0.3) Medium predictor
� 0.3 Strong predictor
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monotonic binned outputs. The main idea is that they split the input variable into
many intervals and try to merge bins into a fewer number of monotonic bins. After
obtaining monotonic bins, the algorithms iteratively merge adjacent bins based on a
statistic. The cumulative bad rate is used for the MLMCC. For the latter, it uses the
two-sample z-test’s p-value statistic. In addition, the latter can handle the minimum
observation in each bin constraint by forcefully merging violated bins to their
adjacent. However, both methods do not directly aim to maximize output’s
statistics.

The algorithms incline to use supervised methods. The existing algorithms split a
variable into intervals using a statistic (e.g., p-value or bad rate) to find cut points. Cut
points separate two adjacent bins that are considerably different in term of the statistic
used. The results from these algorithms are bins which have different characteristics
based on their chosen statistics. Moreover, a main drawback of existing methods is that
they ignore business knowledge. Business rules can be viewed as constraints and
should be handled by binning algorithms. These algorithms do not facilitate adding
new constraints. This leads us to implement a new method which we can easily choose
output shape, constraints and a statistic to be optimized.

3 Implementation

3.1 Fine and Coarse Classing

In general, the binning process can start by firstly bin a continuous variable into many
small bins. This is called fine classing. For example, a continuous variable from the
HELOC (home equity line of credit) dataset from FICO [11], income can be binned
into fine bins. Figure 1 shows WoE values of each bin. The bins with large WoE values
contain more good instances than bad ones. The output in Fig. 1 is strange and difficult
to explain why the bin [2424, 2435] is better than [1510, 2418].

Fig. 1. Fine classing bins
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A reason that could cause the fluctuation is insufficient samples in the bins. To
stabilize the variable or to make it more explainable, practitioners may apply a domain
knowledge that the larger the income, the higher chance of good instances. We use the
knowledge to group the small adjacent bins together to obtain an output as in Fig. 2.
This is called coarse classing. The result is more explainable. We can further use the
binned output variable as an input variable for a classification problem. One way to do
that is to simply use the WoE of each bin as a representative value.

From the example above, binning can be viewed as a process to merge adjacent
bins together or find cut points to obtain a good set of output bins. We use the criteria
of good binning as described in the introduction section. The criteria are constraints. It
is also a good idea to incorporate other constraints such as monotonicity, allowing only
one local maximum, and minimum for output shape controlling. For a variable in the
binning problem, there can be many output solutions that pass all the constraints. To
decide which solution is the best one, we use IV as a heuristic. At this stage, we view
the binning problem as a constrained optimization problem.

3.2 Search Space

Let us consider the search space of the problem. As an example, we assume the starting
number of bins is four, the expanded search tree is shown in Fig. 3. The numbers 1, 2,
3 and 4 represent the nth bins. The root level shows that we start with four individual
bins. The second level or the level that each node has three bins. The first node means

Fig. 2. Coarse classing bins

Fig. 3. Exhaustive search without pruning
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we group the 1st and 2nd bins of the parent node together and leave the 3rd and 4th bins
as they are. The bins in parentheses are in the same binned group. The number of leaf
nodes in the expanded tree is factorial of N-1 when N is the starting number of bins. It
is a huge number when N is big. Fortunately, at the last level or the 2-bins level, we can
see that the second and fifth nodes are identical. This also happens to the fourth and
sixth nodes. It means that we can prune the search tree to reduce the search space.

The problem can also be viewed this way. Starting with four separated bins, we
group them into three bins by selecting a pair of adjacent bins which are (1, 2), (2, 3)
and (3, 4) and grouping them together. The result is illustrated in Fig. 4. Therefore, the
number of nodes generated in this level is 3, i.e. choosing a pair from three available

pairs or
3
1

� �
. The same approach can be applied to generate the two-bins nodes by

choosing two from the starting three pairs and getting
3
2

� �
or 3 nodes. In total, with

the starting bins of four, we generate seven nodes. As a result, if we have the starting
bins of N, we generate 2N�1 � 1 nodes. To summarize, the actual search space is an
exponential function with base 2. Assuming we have an upper bound of the starting
bins of 20 then the search space is 524,287 nodes. The 20 or N starting bins could be
initially transformed from a continuous range into bins from the equal-size or equal-
width binning algorithm. We could finish running it in a timely manner with a parallel
brute force program with a commodity CPU. However, with the assumption, it is
hardly believed that the solution has the best possible IV.

3.3 Binning Algorithm Using Genetic Algorithm

This paper proposes a new binning algorithm using a genetic algorithm which we call
“GAbin” to solve the constrained optimization problem. The success of using a genetic
algorithm depends on two key components: (1) gene representation and (2) fitness
function [12].

Gene Representation. We use cut points as the gene representation. With a binned
output e.g., 1, (2, 3), 4, we have three output bins. The cut points are written as gene
representation of 101. The gene representations are called individuals or chromosomes.
Solutions produced from a genetic algorithm called individuals. An individual contains
a series of 1s and 0s. A single bit is a gene. The “1” and “0” state cut and no cut points
respectively. The “0” means we do nothing. The “1” means we group all prior con-
secutive 0s (if any) and itself together into a bin. In this case, we group bin 2 and bin 3

Fig. 4. Output nodes after pruning
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together. N bins have N-1 cut points because the last bin is always a cut point (end).
We cut the four initial separated bins at the first and third positions. The below figures
depict on how the gene representation is used in a genetic algorithm. In Fig. 5, we
create a hypothetical continuous variable and initially bin it into 5 bins. We assume that
it should be increasing monotonic. We start with five bins and its gene representation is
1111 (every bin is a cut point). The output contradicts the prior knowledge of
monotonicity.

In Fig. 6, we bin the 1st and 2nd bins together and its gene representation is 0111
(the 1st bin is not a cut point). We could see that the output represents a good
monotonicity in the range from one to four (the first three output bins).

In Fig. 7, we bin the 4th and 5th bins together and its gene representation is 1110.
We could see that the output represents a good monotonicity except the first bin in the
output. We could see that the two outputs are good at some bins. The 0111 and 1110
outputs are good for the bins on the left and right sides respectively. Combining them
and producing new good outputs could be naturally done by the genetic algorithm’s
crossover operation. The crossover operation randomly picks two individuals at a time.

Fig. 5. Five bins of a hypothetical continuous variable

Fig. 6. 0111 gene representation
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For each picked individual, cut it into two chunks at a random position (gene).
Combine chunks from each individual to form a new individual (offspring). In this
case, assume that we cut the first 0111 individual to 011 and 1. Cut the second 1110
and get 111 and 0. By combining the genetic codes (the first’s 011 and the second’s 0),
we obtain 0110 and it is an increasing monotonic output as illustrated in Fig. 8. This
shows that using cut points as a genetic representation in a binary-coded genetic
algorithm could bin and control the shape of the binning problem. In our GAbin, an
individual is randomly initialized to N-1 binary digits where N is the number of starting
bins. The maximum number of 1s in an individual is 19 since it is said that in every
output bin should contain at least five percent of samples. Therefore, the maximum
number of output bins is 20.

Starting Bins. To bin a continuous variable, it is suggested that we bin its continuous
range into starting bins using the equal-size or equal-width binning algorithm. How-
ever, deciding on how many starting bins is problematic. The output of the binning
process by combining bins using cut points depends on starting bins. We could not
change the so-called cut points inside the starting bins. This leads us to use unique

Fig. 7. 1110 gene representation

Fig. 8. 0110 gene representation
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values of the continuous value as our starting bins. For example, for the FICO dataset,
the age values are from 19 to 99. There are 81 unique values and they are our starting
bins. This gives the GAbin full control over selecting cut points.

Fitness Function. GAbin’s objective is to maximize IV subject to given constraints.
The guidelines suggest that each bin should contain at least 5% percent observations.
This could be treated as a constraint. We also add other constraints such as (1) each bin
should contain at most two times of average samples in each bin to avoid having too
many samples in a bin, (2) output’s shape controlling constraints (monotonicity, one or
two local maxima). The constraints in GAbin are optional. Users can select which
constraints to use. Moreover, business rules can be also viewed as constraints and easily
incorporated to GAbin. To summarize, our GAbin use IV as the objective function
subject to two main groups of constraints which are (1) number of samples in each bin or
constraint group 1, and (2) shape controlling constraints or constraint group 2.

The GAbin uses the static penalty approach to handle constraints in the genetic
algorithm. This means the fitness function is independent of the current generation
number [13].

This is an example of a binning option. With a continuous variable, the constraints
are (1) each bin contains at least 5%, (2) at most two times of average samples in each
bin, and (3) monotonicity.

We have three main penalty types:

1. Death penalty. We give a death penalty (−10,000) to an individual with more than
19 cut points to avoid too many useless output bins after crossover.

2. Constraint group 1’s penalty. The penalties for the first and second constraints are
how many samples are more or less than the acceptable threshold. Let us consider
an example. A variable has a total number of samples of 400. The 5% threshold is
20 samples. A small bin has only five samples then the penalty is 15.

3. Constraint group 2’s penalty. The penalty for the shape controlling constraint is the
total number of samples in the bins that violate the constraint. When we try to
control the monotonicity, there is a bin of five samples that violates the mono-
tonicity while other bins are satisfied. The penalty for this case is 5.

A bin cannot violate the first and second constraints at the same time. However, a
bin can violate both the number of samples in each bin and shape controlling con-
straints. We use a double-counting approach. For example, a small bin of five samples
violates the first and third constraints. This means it has too few samples and breaks the
monotonicity. With the 5% threshold of 20, the total penalty for this bin is
15 + 5 = 20. The mentioned penalties reflect two key properties of a good constraint
handling penalty function [13]. The first property is to represent the number of violated
constraints. This demonstrates in the double-counting approach. The penalty function
counts the violated samples for each constraint. The second property is to represent the
distance to feasibility. This is the reason we count how far away from the acceptable
threshold. Therefore, we create the fitness function for GAbin as Eq. 3. In addition, to
control the output shape of one local maximum or minimum (excluding the first and
last bins), we use a similar penalty taking care of the monotonicity. If the constraint is
violated, the penalty function counts numbers of samples in each violated bin.
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fitness Xð Þ ¼ IV � w1

Xc

j¼1

Xk

i¼1
N1i � w2

Xk

i¼1
N2i ð3Þ

where
IV Information Value described in Eq. 1.
w1 penalty coefficient of constraint group 1 (default: 1)
w2 penalty coefficient of constraint group 2 (default: 2)
c number of group 1 constraints
k number of output bins
N1i samples that violate the acceptable threshold for the jth group 1 constraint in ith

bin
N2i samples in ith bin that violate the constraint group 2

Algorithm. We summarize the algorithm for the GAbin in Algorithm 1. The default
values of hyper parameter are from experiments.

Algorithm 1 GAbin: Binning Algorithm to Maximize Information Value using
genetic Algorithm
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The time complexity for a genetic algorithm could be considered by numbers of
fitness function evaluations. It is O( Pj j � Gmax). For GAbin, it is 3,000 � 300 or
900,000 regardless the number of starting bins.

4 Experiment and Results

For demonstration purpose, we implemented the GAbin and used it to bin the HELOC
(home equity line of credit) dataset from FICO [11]. It was a binary classification
problem. The target variable stated a defaulted or non-defaulted loan. We binned a
continuous dependent variable, LTV (Loan to value ratio). We believed that LTV could
have a decreasing monotonic relationship with the default. Larger LTV means more
money to repay. We first split the dataset into training and testing datasets. We used the
training dataset to bin the variable using three binning options:

1. Each bin contains at least 5% and at most two times of average samples in each bin.
Furthermore, the adjacent bins must have minimum WoE difference of 5 percent of
the maximum WoE. (Basic constraints).

2. The basic constraints plus monotonic (increasing or decreasing).
3. The basic constraints plus allowing only two local maxima (excluding the first and

last bins).

After binned the training data, we applied the binned ranges to the test data and
calculate its IV. The summarized result is shown in Table 2. As expected, output with

Table 2. Binning result for LTV

Option IV in training IV in testing Output’s bins

1 0.2346 0.1971 8
2 0.2183 0.1551 5
3 0.2249 0.1621 10
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only basic constraints had the highest IV. It was because the genetic algorithm could
find any solution to maximize IV with fewer restrictions. The same reason is applied to
the other options. Option 2 had tighter restrictions than option 3.

We placed outputs for each option in training and testing datasets in Figs. 9, 10 and
11. Figure 9 had the loosest constraints, so the shape in test data was different from
train data. This could mean unstable output bins. Figure 10 shapes were stable. This
could mean that the monotonic assumption suits LTV well. Figure 11 shapes had
roughly one minimum and one maximum point or two peaks in both train and test data.
This demonstrated that GAbin could produce user-desired output shapes.

Fig. 9. Option1 result for train and test datasets

Fig. 10. Option2 result for train and test datasets

Fig. 11. Option3 result for train and test datasets
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Comparing results with other binning algorithms mentioned in the related work
section are shown in Fig. 12. The GAbin with only basic constraints achieved the best
IV in both train and test set. It showed that the GAbin can truly optimize the target
function, IV. However, looking at only IV can be misleading. The result shape should
be explainable and non-fluctuating. Therefore, it was dubious to use the first option in
real-world applications. Its output shape could not sustain in the test set. This was also
the case for MLMCC. The method aimed and was able to obtain monotonic bins in the
train set but not in the test. The GAbin with 2 peaks (option 3) achieved high IV in train
and test set. In additional to that, the output shape in the test set was roughly similar.
Also note that the outputs for GAbin monotonic and monotone optimal binning are
identical for this variable.

Another example to show that output shape controlling was useful. We binned the
prior custom score variable and compared with other methods. The comparison is
showed in the Fig. 13. The Chi-Merge had the highest IVs in train and test set, but the
output shapes were different and fluctuating. While others’ outputs are monotonic, we
found that allowing the variable to have a peak achieved higher IVs. The output bins
from GAbin were shown in Fig. 14. It showed that the output shape sustains in the test
dataset. This led us to believe that the prior custom score variable is more suited the
one-peak shape than monotonic.

Fig. 12. LTV binning comparison
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5 Conclusion

GAbin is a supervised binning algorithm. Three main advantages of the GAbin are
(1) users obtain IV-optimized results for classification problem, (2) users can choose
the output shapes, and (3) all constraints are handled. Experiment results show that
output bins can achieve high IVs, satisfy constraints and produce good results in test
data. Using a genetic algorithm in GAbin demonstrates its powerfulness. GAbin can
constrained-optimize IV while it does not require any number of starting bins, output
bins or predefined statistic thresholds. However, it does require hyper parameters for
the genetic algorithm. Tuning hyper parameters is possibly an area for improvement. At
this stage, it can be used for only a binary classification because of its fitness function,
IV. GAbin’s structure can support other supervised learning by changing its fitness
function to a suitable one.

Acknowledgments. This research was partially supported by Taskworld Inc.

Fig. 13. Prior custom score comparison

Fig. 14. GAbin’s prior custom score in train and test datasets
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Abstract. This work shows the application of the Capacitated Vehicle
Routing Problem with Time Windows (CVRPTW) to collect different
cargo-demand in several locations with low time disponibility to attend
any vehicle. The objective of the model is to reduce the routing time in
a problem with mixed vehicle-fleet. The initial step is the creation of a
distance matrix by using the Google Maps API, then cargo capacities
for every vehicle and time-windows for every demand point are included
in the model. The problem is solved with Google-OR tools using as firt
solution aproximated algoritm and as second solution one metaheuristic
algorithm for local search.

Keywords: CVRPTW · Routing · Distribution · Heterogeneous
capacity-fleet

1 Introduction

Planning and managing transportation activities plays a fundamental role in
the modern supply chain. Two categories are well known to address the prob-
lem, those who are related to long-distance cargo transport and other related
with pick-up and delivery of packages in short distances [16]. The first category
consists most of the cases in assignment related formulations with linear restric-
tions. By the other hand, the initial formulation of vehicle routing problems is
proposed by Dantzing & Ramser as a generalisation of Flood’s travelling sales-
man problem [13] in their work [11] proposed a matching-based heuristic for its
solution. The vehicle routing problem objective is finding the best routes for
delivery minimising a linear cost function over a set of nodes or clients, usually
diverse and disperse forming an integer and combinatorial optimisation-problem.
Years later, several heuristic solutions to VRP problem appeared including, sav-
ings, proximity, matchings, and intra-route inter-route improvement [20]. The
most prominent savings algorithm is the Clarke and Wright savings heuristic,
it has remained until now, due to its simplicity and speed for implementation
[10]. Exact solution algorithms appear in the 80’s whit two works proposed
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by Chistofides et al. the first one is a dynamic programming formulation [8]
and the second one a mathematical programming formulation making use of
q-paths and k-shortest spanning trees [9]. Later, Laporte et al. propose a VRP
algorithm based on the solution of linear relaxation of an integer model [19].
Since then, several exact formulations appear but in most cases are solved by
branch-and-cut. Also, its posible to formulate VRP as a partitioning problem
like the successfull applications [5,14]. Modern heuristic development is related
to the last years, here we highlight the works in tabu search based algorithms
[15,28,32]. According with [20] vehicle some algorithms were over-engineered
and the best meta-heuristic procedure must have a broad and in-depth search of
the solution space and can solve several variants of the problem [23]. This work
addresses the problem of a classical formulation of capacitated vehicle routing
problem with time windows; the case study refers to a cargo company who have
to pick packages in 25 locations or nodes. They also count on 13 vehicles with
different capacity. The capacity of the vehicles and the demand show kg as cargo
units. The structure of the paper show first a short literature review about the
CVRPTW and some applications in a similar context in Colombia, later presents
de methodological approach and the model design including mathematical for-
mulation, software and hardware used for solve the model. Finally, shows the
results and a short discussion about the benefits and difficulties of this approach
to solve CVRTW. The main contribution of this article is to show how a complex
problem such as CVRPTW can be solved efficiently and simply, allowing the use
of different vehicle capacities, which in the classical formulation is not easy to
handle.

2 Literature Review

In this item, the work shows relevant and similar applications of vehicle routing
problems in Colombia. As designed, the VRP applications solve instance for
develope routes in short-haul transport; the particular characteristics of urban
development in Colombia, do not allow parking on the street for a long time and
also presents demand points without cargo bays. Along whit, present themselves
the recurrent issues in cargo transportation as traffic, road maintenance, new
works, small roads, among others. The incremental relevance of the CVRPTW
in academic literature shows a rise of publications in this problem among last
years, from a search in Scopus R©. The results show 1429 documents only in
the maim formulation over CVRP; including the time windows restrictions, the
number of documents in Scopus R© gives 722 document results (Fig. 1).

In Colombia the CVRP and his generalization CVRPTW aplies in many
contexts, but in litterature can be highligted the works in collection of food
donations [4], also in distribution patterns [7] and school bus routing [26];
also there are interesting works applied in other simmilar countries for phar-
maceutical distribution [18]. From the same search in Scopus, notice that
there are 10 Documents, 6 original articles and 4 proceedings since 2015
[3,6,12,17,21,22,24,25,27,29].
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3 The CVRPTW Model Design

The family of VRP models and his study is extensive. The most study model
in their taxonomy is the capacitated vehicle routing problem CVRP; the time
windows restrictions form a generalisation of this model named VRPTW. The
approximation in this work includes the capacity and time windows constraints
simultaneously. Fist, we describe and show the mathematical formulation of the
model, later also present the solution algorithms and tools to solve the problem.

Fig. 1. Documents per year

3.1 Mathematical Formulation to CVRPTW

The mathematical formulation for modelling CVRPTW shows as follows and its
described according [30,31,33].

Min
∑

k ∈ K

∑

(i,j) ∈ A

cijxijk (1)

subject to ∑

k ∈ K

∑

j ∈ Δ+(i)

xijk = 1 ∀ i ∈ N, (2)

∑

j ∈ Δ+(0)

x0jk = 1 ∀ k ∈ N, (3)

∑

i ∈ Δ+(j)

xijk −
∑

i ∈ Δ+(j)

xjik = 0 ∀ k ∈ N, j ∈ N, (4)

∑

i ∈ Δ−(n+1)

xi,n+1,k = 1 ∀ k ∈ K, (5)

xijk(wik + si + tij − wjk) ≤ 0 ∀ k ∈ K, (i, j) ∈ A, (6)

ai
∑

j ∈ Δ+(i)

xijk ≤ wik ≤ bi
∑

j ∈ Δ+(i)

xijk ∀ k ∈ K, i ∈ N, (7)

E ≤ wik ≤ L ∀ k ∈ K, i ∈ {0, n + 1}, (8)
∑

i ∈ N

di
∑

j ∈ Δ+(i)

xijk ≤ C ∀ k ∈ K, (9)
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xijk ≥ 0 ∀ k ∈ K, (i, j) ∈ A, (10)

xijk ∈ {0, 1} ∀ k ∈ K, (i, j) ∈ A. (11)

The objective function 1 refers to minimize the total cost expressed like
distance units in the distance matrix. Constraints 2 restric the assignment of
each customer to exactly one vehicle route. Next, constraints 3–5 characterize
the flow on the path to be followed by vehicle k. Additionally, constraints 6–
8 and 9 guarantee schedule feasibility with respect to time considerations and
capacity aspects, respectively. Note that for a given k, constraints 7 force Wik=
0 whenever customer i is not visited by vehicle k. Finally, conditions 11 impose
binary conditions on the flow variables.

3.2 Solution Method

– googleDistance Matrix API: The CVRPTW is solved using google maps
distance matrix API [1], and for solve the algorithm this work use google
or-tools [2] for developers.

– googleORTools: OR-Tools is open source software for combinatorial opti-
mization, which seeks to find the best solution to a problem out of a very
large set of possible solutions.

– Routing Options: Time spend in every search of 100 s, fist solution strategy
cheapest insertion, local search objective tabu search.

– IDE: IPython/Jupyter notebooks.

The distance matrix Cij is created by calling google maps distance matrix
API, with units as distance in meters using the directions for every client from
the Table 1 and represented in the Fig. 2.

Each client has different demands, the entire fleet is available, but they have
different cargo capacity. The first module for the main program developed in
python 3.0 is the data creation module, as we say before we use the google
distance matrix API, then we add time window constraints with an initial time
at 2:00 pm.

The time windows data is a set of pairs with initial time and final time for
each time window in every pair into the set.

The vehicle capacities are added as another set of data in the first module
of data creation. The second module calculates the distance between directions
using the distance matrix created before.

The velocity for every truck is added as a mean velocity for vehicles at the
day in Bogota, Colombia (25 km/h). An exciting and useful characteristic of the
Google API is the possibility of getting the distance matrix data in real time.

All vehicle capacities must be greater than the sum of every demand nodes.
Otherwise, the problem has no feasible solution. The use of heuristics helps to
find a feasible (but not always the best) solution with faster development in the
time of execution for the algorithm previously selected. The imput information
for the first module of data creation in our program is Table 3
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Fig. 2. Clients map - nodes for pick packages

The CVPTW presents in each node a time window expressed as the initial
time it and the final time ft when a truck can visit a demand node at a time vt
as we show as follows (Table 2):

The vehicle routing problem with time-windows (CVRPTW) reffers to: As
can bee seen in the Fig. 3 a fleet of shipping cars with uniform capability must
serve clients with known demand and opening hours for a single commodity.

Table 1. Geographical coordinates for the demand nodes: Lat = Latitude, Lon =
Longitude

Node Lat Long Node Lat Long Node Lat Long

DEPOT 4,644074 −74,120507 C8 4,61009 −74,090002 C16 4,617141 −74,101125

C1 4,63816 −74,114188 C9 4,588141 −74,106311 C17 4,588499 −74,154815

C2 4,64093 −74,116914 C10 4,597977 −74,133829 C18 4,613504 −74,137859

C3 4,675887 −74,117909 C11 4,609671 −74,09831 C19 4,606171 −74,07572

C4 4,62192 −74,103876 C12 4,612365 −74,085213 C20 4,6012 −74,080275

C5 4,666847 −74,141226 C13 4,661076 −74,075602 C21 4,602244 −74,085227

C6 4,597748 −74,145742 C14 4,654545 −74,1156 C22 4,665044 −74,059959

C7 4,608708 −74,077771 C15 4,596786 −74,095874 C23 4,587774 −74,099263

C24 4,606273 −74,08787
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Table 2. Fleet with heterogeneous capacity

Code Brand Class Capacity

4020 HINO TRUCK 8500

4033 HINO TRUCK 5400

4036 CHEVROLET TRUCK 5400

4037 CHEVROLET TRUCK 5400

4041 CHEVROLET TRUCK 5400

4042 HINO TRUCK 4600

4043 HINO TRUCK 4200

4044 HINO TRUCK 4200

4039 HINO TRUCK 4000

4040 HINO TRUCK 4000

4035 HINO TRUCK 4000

4034 HINO TRUCK 4000

4031 CHEVROLET TRUCK 3500

Fig. 3. VRPTW representation of time windows

At a D depot node, the cars begin and end their paths. Only one car can serve
each client. The goals are to minimize the fleet size and assign a sequence of
customers to each fleet truck minimizing the total distance traveled so that all
customers are served and the total demand served by each truck does not exceed
its capacity. The time windows are represented as the time interval vt from it
to ft in which each customer can receive deliveries (Table 4).
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4 Results

The solution of the problem was performed using the algorithm of Objective tabu
search and includes time window constraints and capacity constraints simulta-
neously. The performance of the algorithm was measured, given a solution at a
time execution of 0.09 s.

The routes for the Trucks contains load in every node, total time and total
distance for each. The total distance for every route was 10044 m, the total time
of every route was 2174 min, but the more significant time for every rout was
333 min for truck number 4039. Also, we can plot every route, as can see the
first two of them as follows:

Table 3. Time windows in minutes starting at 2:00 pm and demands for everey client

Node (client) Tw (start) Tw (end) Demand

D 0 0 0

C1 0 50 391

C2 30 100 71

C3 60 80 36

C4 120 160 2519

C5 150 270 248

C6 210 227 478

C7 180 200 589

C8 210 235 1105

C9 210 225 55

C10 240 255 237

C11 240 255 235

C12 240 265 908

C13 240 270 1473

C14 240 255 24

C15 270 285 144

C16 270 285 181

C17 270 290 564

C18 270 295 764

C19 300 330 1386

C20 300 345 4034

C21 300 320 669

C22 330 345 361

C23 330 355 1113

C24 360 405 4271
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Table 4. Results for the CVPTW

Item performance results

Total Distance of all routes 10044m

Total Load of all routes 21856

Total Time of all routes 2174min

Algorithm performance 0.09801173210144043 s

As can be seen in Table 5a it is possible to obtain the routes of each vehicle
where the first row shows the route that each vehicle must follow starting from
the deposit and returning to it.

Table 5. Solution for the CVRPTW

(a) Route 1-Truck 4041

Route 1 D 2 12 20 D

Load (Kg) 0 71 908 4034 0
Total Load 5013

Total Distance 1296
Total time 302

(b) Route 2-Truck 4042

Route 2 D 11 24 D

Load (Kg) 0 235 4271 0
Total Load 4506

Total DIstance 1131
Total time 362

(c) Route 3-Truck 4039

Route 3 D 8 9 15 23 D

Load (Kg) 0 1105 55 144 1113 0
Total Load 2417

Total Distance 1811
Total time 333

(d) Route 4-Truck 4040

Route 4 D 1 7 19 21 D

Load (Kg) 0 391 589 1386 669 0
Total Load 3035

Total Distance 1325
Total time 302

(e) Route 5-Truck 4035

Route 5 D 6 10 17 18 D

Load (Kg) 0 478 237 564 764 0
Total Load 2043

Total Distance 1706
Total time 272

(f) Route 6-Truck 4035

Route 6 D 4 16 D

Load (Kg) 0 2519 181 0
Total Load 2700

Total Distance 761
Total time 271

(g) Route 7-Truck 4031

Route 7 D 3 5 14 13 22 D

Load (Kg) 0 36 248 24 1473 361 0
Total Load 2142

Total Distance 2014
Total time 332



CVRPTW Model for Cargo Collection with Heterogeneous Capacity-Fleet 181

The second row shows the load collected at each point, rows 3 and 4 show
the total load collected by each vehicle and the total route time (Figs. 4 and
figura4).

Fig. 4. Route 1 - Route generator in google maps

Fig. 5. Route 2- Route generator in google maps
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5 Conclusions

The use of google optimization tools allows to solve optimization and meta-
heuristic problems efficiently and also allows its integration with visualization
tools such as google maps for a better understanding of the results.

The routing problem in a real case for a Bogota company is solved by reducing
the delivery time and the fleet required to carry out the cargo collections.

The biggest contribution of google tools in this case is the possibility of
changing the loading capacity of trucks in a simple way.

The solution time is very efficient, achieving a response in a short time for a
complex metaheuristic problem.

The company do not need 6 trucks of 13; the demand is satisfied with 7 trucks
as it was described in the last item. The model provides dynamic planning for
delivery routes using a heterogeneous capacity fleet.

Future research can include machine learning algorithms to add human pref-
erence behaviour to chose how to accomplish the routes, including perception
aspects like security or comfort.
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Abstract. Infrastructure detection and monitoring traditionally required manual
identification of geospatial objects in aerial imagery but advances in deep
learning and computer vision enabled the researchers in the field of remote
sensing to successfully apply transfer learning from pretrained models on large-
scale datasets for the task of geospatial object detection. However, they mostly
focused on objects with clearly defined boundaries that are independent of the
background (e.g. airports, airplanes, buildings, ships, etc.). What happens when
we have to deal with more complicated, continuous objects like roads? In this
paper we will review four of the best-known CNN architectures (VGGNet,
Inception-V3, Xception, Inception-ResNet) and apply feature extraction and
fine-tuning techniques to detect the existence of roads in aerial orthoimages
divided in tiles of 256 � 256 pixels in size. We will evaluate each model´s
performance on unseen test data using the accuracy metric and compare the
results with those obtained by a CNN especially built for this purpose.

Keywords: Transfer learning � Convolutional neural networks � Remote
sensing � Road detection

1 Introduction

The success of deeper CNN architectures in solving computer vision problems
(AlexNet [1], VGGNet [2], GoogLeNet [3], Resnet [4] and Inception-ResNet [5])
incentivized a new wave of research in the remote sensing community. These deeper
networks achieve great success in imagery classification tasks [6] and address the
problem of the vanishing gradient by replacing the traditional sigmoid & tanh acti-
vation functions with the rectified linear unit (ReLU) activation function and the
overfitting problem by applying batch normalization for optimization or dropout for
stronger regularization [7]. These improvements enhance the performance while
making the models more generalizable.

Researchers in the field of remote sensing have successfully applied transfer learning
from models pretrained on large-scale datasets (ILSVF challenge) for geospatial
object detection or for land use analysis in large-scale satellite imagery data [8].
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Mathematically, transfer learning works by initializing the weights of a network from an
already trained (and accurate) value to cause a better convergence. When applying
feature extraction, we use the base of a pretrained convolutional network and only train
the new classifier added on top, so that we can repurpose the feature maps learned
previously for our dataset. When applying fine-tuning technique, we unfreeze a portion
of the layers from the model’s convolutional base and retrain them together with the new
classifier added on top, making the representations learned by the pretrained model more
specific for our task [9].

One of the hot research topics is related to object detection in remote sensing
imagery. The authors of [10] propose a framework for detecting airports which inte-
grates features extraction and object localization and is validated with data collected
from Google Earth. In [11], a comparative analysis between four CNNs was conducted
using refined open-source data to extract building footprints across the United States.
The authors of [12] propose a framework for multi-class geospatial object detection
tasks (including bridges, ships, tennis courts) using transferred knowledge from remote
sensing image classification tasks and supervision from scene tags.

These papers have in common objects with clearly defined boundaries that are
independent of the background. What happens when we have to deal with more dif-
ficult, continuous objects like roads? We need to consider that using aerial imagery can
be challenging because of the noise, obstructions and complexity of the scenes and that
roads can be structured (clear marked highways and city roads) or unstructured (no
obvious borderers), which further complicates their detection.

Hutchison et al. were among first to approach the problem of road detection by
using unsupervised training to obtain filters that improved the performance of the road
detector on manually tagged data [13]. The authors of [14] and [15] focus on extracting
roads from aerial images and propose neural networks for semantic segmentation tested
on a dataset containing public roads where they demonstrated great performance.

In [16], a network consisting in five convolution layers, with Global Average
Pooling (GAP) replacing Fully-connected (FC) layers, is proposed to extract roads and
build geometries on challenging urban datasets. In [17], the authors recognize the
complexity of road detection in real-world applications and study the efficiency of
state-of-the-art CNNs for road segmentation from satellite imagery, obtaining precision
levels of maximum 70%.

The authors of [18] propose RoadNet composed of three CNN based on VGGNet’s
architecture to predict road surfaces, edges, and centerlines. Other works approached
this task from temporal perspective by adding a temporal processing block on top a
deep CNN trained for image segmentation [19]. Automatic road detection from
remotely sensed imagery can play an important role in infrastructure monitoring, digital
geospatial data integration or vehicle navigation [20].

The goal of this paper is to evaluate the performance of four of the best-known
CNN architectures (VGGNet, Inception-v3, Xception, Inception-ResNet) in learning
the relationships between the training inputs and their correspondent categories using
supervised learning and transfer learning techniques. We will evaluate each network’s
performance using the accuracy obtained on unseen data and compare the results with
those obtained by a CNN built for this purpose.
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2 Methodology

This project tackles a computer vision problem applied to remote sensing, the specific
machine-learning problem being binary classification. The variables studied are the
pixels of high-resolution orthoimages divided in tiles of 256 � 256 pixels in size, the
research having a quantitative approach.

This section provides information about the methodology applied and describes the
workflow followed for the classification task.

2.1 Building the Datasets

The data was labelled using a WMS-based cartographic viewer implemented to tag the
tiles by visually comparing the aerial orthoimage to existing cartographic support.
During the labelling operation we used the same zoom level, for consistency reasons.
We considered different areas in Spain, each with a representative type of vegetation
coverage that may affect the network’s capability in detecting geospatial elements for
the whole territory.

The tiles containing road tags were merged into a single dataset (category 2 - road),
while the tiles not containing any roads were merged into another dataset (category 1 -
No road). These categories will allow the CNNs to learn about the existence/non-
existence of roads in tiles (samples from these datasets can be seen in Fig. 1).

We obtained approximately 9000 tiles of 256 � 256 pixels (0.07 MP) in size,
occupying a disk volume of approximately 1.2 GB. The tiles were split according to
the conventions in the literature [21, 22]: * 50% for training (to perform the weights
initialization), * 25% for validation (used for tuning the model’s hyperparameters and
analyzing their impact on performance) and * 25% for testing (used to test the per-
formance after selecting the parameters).

2.2 Tiles Preprocessing

The tiles must be preprocessed from png files to tensors before being fed into the
CNNs. The images were decoded into RGB grids of pixels and their vales (between 0
and 255) were rescaled between 0 and 1.

Fig. 1. Tiles extracted from “No road” category (left)” and “Road” category (right)
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Given that our dataset contains a low number of samples (i.e. compared to Ima-
geNet), we augmented the training samples via several transformations (random
rotations, horizontally and vertically translations and flipping, etc. – as seen in Fig. 2).
The augmentation was applied automatically during training, the iterator returning one
batch of images augmented in-memory (not stored on the disk) for each iteration.

2.3 CNN Architecture

We opted for building a 12-hidden-layers CNN and decided to pass the tensors through
four convolutional layers, containing filters with a 3 � 3 receptive field. In [23] we
considered other configurations, but this particular architecture showed a higher
computational efficiency.

After every convolutional layer we added max-pooling layers with a 2 � 2-pixel
window. At the end of the model we have two Fully-Connected layers: the first con-
tains 512 units, while the second contains 1 unit (where it performs the classification).

Our task is a binary-classification problem; therefore, we had to end our network
with a dense layer of size 1 and a sigmoid activation function encoding the probability
of a class or the other. As activation functions we used ReLU non-linearity for the
convolutional layers and the first dense layer and sigmoid for the last Fully-Connected
layer.

Given that we ended the network with a sigmoid unit, we used binary crossentropy
as loss function for training the model and Adam [24] as optimizer (it is considered to
be the fastest to converge) [25].

To address the problem of overfitting, we applied data augmentation to the training
dataset to “generate” more training data (and expose the network to more aspects of
data) and added a dropout layer before the classifier (fully connected layers). The
dropout operation randomly sets a rate of input units (50% in our case) to 0 at each
training update to avoid neurons developing co-adaptations among themselves.

Fig. 2. Data augmentation transformations applied to a random tile
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2.4 Network Training

The training is based on the convolution operation performed on the input data, where
filters (of size 3 � 3 in this case) slide over the input to produce feature maps by
performing a matrix multiplication at every location and summing the result onto the
feature map.

The goal of this paper is to evaluate the performance of transfer learning techniques
with respect to CNNs especially built for a given task. To achieve this, we will first
train a network from scratch using random initialization. Next, we will apply transfer
learning techniques which consist of using the weights of pre-trained networks as
initializers: when applying feature extraction, we will train only the classifier added on
top of the convolutional base, while in fine-tuning we will unfreeze a portion of layers
from the model’s convolutional base and retrain it together with a newly added clas-
sifier. A number of 100 epochs was chosen as standard for training the models.
However, if the loss was still decreasing and the model was still learning, the CNN was
trained for longer (200–300 epochs) to observe how its behavior is changing. In the
next three subchapters we’ll see how CNNs are behaving in different training scenarios:

Method 1: CNN Built from Scratch
In this case, we pass the inputs through four convolutional + max-pooling stages, and
because we started from inputs of size 256 � 256, the feature maps decrease to
14 � 14 pixels while their depth increases from 32 to 128 just before the GAP/Flatten
layer.

First, we trained the model without data augmentation and achieved a classification
accuracy of 96% on the training set and 90% on the validation set. The network showed
characteristics of light overfitting, adapting to the training data despite applying a
dropout layer with a large rate before the FC layers.

In the second scenario, by adding data augmentation and training the model using
the same hyperparameters, we were no longer overfitting (training and validation
curves were closely following each other – Fig. 3). This time, we have reached an
accuracy of almost 91% both on the training and on the validation set, the network
showing a stable behavior.

In the previous two scenarios, the convolutional layers were followed by a GAP
layer and resulted in models having little over 300,000 total parameters. However, it is
known that by having many parameters we can represent much more complicated
functions, so we decided to try a Flatten layer instead of the GAP layer. By adding a
Flatten layer after the convolutional layers, the number of parameters increased to over
13 million. In this scenario, the network achieved a classification accuracy of around
96% on the training set and 92% on the validation set. We could find again charac-
teristics of overfitting, where the training loss was heading towards 0, whereas the
validation loss reached its minimum after 150 epochs and then stalled. It means that the
network is again adapting too well to the training data, probably due to the high number
of parameters. We should apply additional regularization or tune the model’s param-
eters (e.g. number layers in the CNN or number filters per convolution layer) to control
this behavior.
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Method 2: Feature Extraction
Next, we applied transfer learning techniques which consist of using pre-trained net-
work weights as initializers. We imported the convolutional bases of four of the best-
known architectures (VGGNet, Inception-v3, Xception and Inception-ResNet) pre-
trained on ILSVRC (ImageNet Large Scale Visual Recognition Competition) and
added a new classifier on top of the models. The new classifier will consist of a GAP
layer, a Dropout layer and two Dense layers. It is important to freeze the convolutional
base (to prevent its weights from being updated) before we compile and train the
model. This way only the weights from the two Dense layers added will be trained. For
training the models, we applied the same regularization techniques used in the previous
method (same data-augmentation configuration and dropout layer) together with the
same Adam optimizer with its default learning settings.

First, we trained VGGNet with the newly classifier added on top and reached
classification accuracies of 87% on the training set and 88% on the validation set. The
validation loss stood stable for most of the training, while the training loss had a slower
decreasing evolution. Our model performed better on the validation data; one of the
reasons for this might be the use of augmentation on the training data, which made it
harder to predict in comparison to the unmodified validation samples. A small differ-
ence between training and validation is considered to be normal.

Next, our classifier was added on top of Inception-v3’s convolutional base. The
model achieved a classification accuracy score of around 86% on both sets but started
to minimize the loss on the training data. We should consider there is 50 + % increase
in the number of parameters when compared to VGGNet and apply stronger
regularization.

Xception and Inception-v3 have the same number of parameters, but Xception
slightly outperforms Inception-v3 on the ImageNet dataset, while vastly outperforms it
on a classification dataset containing 17,000 classes, which implies a greater compu-
tational efficiency [26]. Using Xception, we achieved a classification accuracy of 88%

Fig. 3. Training and validation accuracy & loss curves: built CNN with data augmentation
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on both the training and the validation set and we observed a more stable learning
process when compared to the previous scenario.

Residual connections allow shortcuts in the model and enabled researchers to
successfully train even deeper neural networks, leading to the best result on ILSVRC
competition. In this case, we froze Inception-ResNet’s convolutional base and trained
the classifier added on top for 100 epochs. The network achieved a classification
accuracy of around 86% on the training set and 90% on the validation set (Fig. 4).
Looking at the evolution on the values, we can see the validation’s loss stood below 0.3
for most of the training, while the training loss had a slower decreasing and more stable
evolution. After 100 epochs the loss was still decreasing; the network could be trained
for a longer period to observe its evolution.

Method 3: Fine-Tuning Pre-trained Models
The other transfer learning technique is fine-tuning where the premise is that the top
layers of deep CNNs are probably too specialized and may not be the best candidates
for solving a new given task. By unfreezing some top layers of a frozen model and
retraining them with a newly added classifier (the same used for feature extraction,
consisting in a GAP layer, a Dropout layer and two Dense layers), we can fine-tune the
model to make the representations learned more specific for our task. We can fine-tune
as many layers as we want, but we must keep in mind that the more parameters we are
training, the risk of overfitting increases. We decided to train the top, middle and
bottom blocks of the convolutional bases analyzed in the previous subchapter and
observe their evolution.

We started with fine-tuning VGGNet’s last convolutional block. The number of
trainable parameters increased from 250,000 during feature extraction to 7.3 million.
The model achieved accuracies of around 97% for training and 94% for validation.
When plotting the loss curves, we can find again characteristics of a light overfitting,
which is normal considering the model is training and adapting to the training set and
the overfitting does not cause the validation accuracy to fall to levels that make it

Fig. 4. Training and validation accuracy & loss curves: feature extraction – inception-ResNet
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useless (Fig. 5). On the other hand, when trying to fine-tune lower blocks of convo-
lution, the accuracy levels dropped below 70%, the training appearing to harm the
representations learned by the model. This might be due to VGGNet’s compact
architecture which can make it sensible to updating the weight of its lower convolu-
tional blocks. Nonetheless, the results obtained are much better when compared to
feature extraction, as we are seeing an 7% absolute improvement in accuracy (from
about 88% to around 95%). It is worth mentioning that training time per epoch is
considerably longer (10%–30% increase).

Next, we fine-tuned (or updated the weights of) the last three Inception-v3’s blocks.
The overfitting behavior was observed from the beginning, obtaining a training
accuracy of around 98% while the validation accuracy remained at 91%. We should
employ stronger regularization and a smaller learning rate to prevent overfitting. The
authors of [27] studied the transferability of learning in CNN and observed that fine-
tuning a pre-trained model with a large number of parameters on a small dataset may
result in overfitting. When we went deeper into the architecture and updated the
weights of earlier blocks, the training time increased, and the network showed a very
unstable behavior, the overtraining being even more pronounced. The training accuracy
reached nearly 100%, with the loss almost dropping to 0, whereas the validation loss
surpassed 0.8.

Afterwards, we fine-tuned the last two convolutional blocks of the Xception
architecture, the behavior of overfitting from the start being present here as well (thing
to be expected given its almost identical architecture to Inception-v3). The training
accuracy reached 98%, while the validation accuracy dropped to 91%. When we
updated the weights starting with lower layers and with a smaller optimization rate
(0.0001), the training time increased and the network showed more pronounced
overfitting characteristics.

Fig. 5. Training and validation accuracy & loss curves: fine-tuning VGGNet’s last conv_block
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Finally, we fine-tuned the last part of Inception-ResNet model and reached clas-
sification accuracies of 97% on the training set and 91% on the validation set. The
network showed a more stable behavior, probably due to its architecture containing
residual blocks (which skip connections and propagate larger gradients to initial layers
so the initial layers can learn as fast as the final layers during backpropagation). When
trying to fine-tune lower layers the time/epoch increased too much (1.5–2x times) and
training became intractable on the available GPU.

3 Results and Discussion

In binary-classification problems, a model’s classification accuracy on the test dataset is
considered to be an appropriate measure of performance. Classification accuracy is the
number of correct predictions made divided by the total number of predictions made on
unseen data. The recommended approach for obtaining a model’s classification accu-
racy is by predicting the output using training input and then evaluate the performance
by comparing it against the test output.

The results obtained are presented in Table 1 for all the models trained in sub-
chapter 2.4. We can see that accuracy levels stand above 90% in most cases; the best
result being obtained by fine-tuning the last convolutional block of VGG16 model.
This may be due to VGGNet’s compact architecture designed to gradually increase the
semantic complexity.

However, in our view, the best approach for solving the task was by building a
CNN from scratch and using regularization techniques. By applying data augmentation,
training the model for a longer period and using a high number of parameters, the
network was able to learn about the complexity of the road network’s characteristics
and reached accuracy levels of almost 93% (Fig. 6 and Table 1).

We could further tweak some of the hyperparameters (smaller learning rate, number
of filters per convolution layer, filter size) to improve the performance, but accuracy
levels are very high nonetheless considering the simplicity of the model’s architecture.

As for the training process, in transfer learning (especially fine-tuning) the loss
curves showed signs of overfitting. Transfer learning proved to be a powerful tool,

Fig. 6. Confusion matrices of ConvNets trained under the scenarios presented in Method 1.
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initializing the weights with transferred features instead of random weights improved
the generalization performance (VGGNet obtained the highest score), but we should to
apply additional regularization techniques to control the overfitting.

The accuracies on test data were higher than 91% in all fine-tuning scenarios, even
though the loss curves showed signs of strong overfitting during training. Looking
more into this matter, we found that the loss is an average value specific to a point and
what matters for accuracy is the distribution of the loss values, not their average,
because accuracy is the returned probability of a class predicted by the model and the
model may still be improving even if this isn’t reflected in the average loss [9]. In fine-
tuning scenarios, we also observed that pre-trained models are sensible to changes, the
performance changing depending on whether the weights are updated starting from the
bottom, middle, or top of the network. Retraining the lower levels of the network
lowered the performance and the cause of it might be that earlier layers could have co-
adapted to obtain the characteristics and changing their weights damaged the features
learnt.

Feature extraction resulted to be the option with poorer results in our case but has
the advantage of being less computational expensive when compared to fine-tuning.
Seems that adapting the representation learned by an existing model to a new and very
different dataset by only changing the classifier on top is not sufficient. When dealing
with a dataset similar to ILSVRC categories, it could be the preferred technique.

Table 1. Accuracies obtained on test data (unseen by the networks)

Model Test
accuracy

Training
time/epoch (s)

Parameters
(millions)

Trainable
parameters

Built CNN – No data
augmentation

92.07% 31 0.3 100.00%

Built CNN – Data
augmentation

91.82% 75 0.3 100.00%

Built CNN – Higher
number of parameters

92.79% 89 13.1 100.00%

Feature extraction –

VGGNet
87.96% 112 15 1.76%

Feature extraction –

Inception-v3
87.88% 100 22.9 4.59%

Feature extraction –

Xception
89.85% 129 21.9 4.79%

Feature extraction –

Inception-ResNet
92.53% 101 55.1 1.43%

Fine-tuning – VGGNet 94.09% 130 15 49.02%
Fine-tuning – Inception-v3 91.19% 125 22.9 60.69%
Fine-tuning – Xception 92.20% 148 21.9 35.62%
Fine-tuning– Inception-
ResNet

91.28% 159 55.1 20.05%
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The time required for training the models was highly dependent on their archi-
tecture and the number of trainable parameters. For this reason, during fine-tuning we
needed more computing power, and the training time/epoch increased longer consid-
erably (especially in the case of models containing more than 20 million parameters).
The number of parameters is defined by the number of layers in the network, the
number of units in every layer and the input’s dimensionality. The choice of layers also
influences the number of parameters: as seen in the third scenario, using a flatten layer
dramatically increased the number of parameters, with the benefit of obtaining 1%
gains in accuracy. Using Flatten layer instead of GAP on our top classifier from transfer
learning could have led to better transfer learning performance (at the cost of more
computational power). When dealing with large number of parameters, we need to
apply stronger regularization.

Another noticeable result is that when evaluating the models with test data from
areas with dense vegetation and data from the Mediterranean (drier) areas separately,
we can observe a considerable difference in performance (7–10%). One of the reasons
could be the fact that there was more data from areas with dense vegetation, so the
model is better there. It could also mean that for the models trained it is easier to detect
roads in images with vegetation. Another reason could be that the difference in road/no
road ratios can introduce a bias in the model (for example in forested area the ratio is
1.4 compared to just over 1 in the Mediterranean area); the model can try to check if
there are more false positives in the forest images and may think that the green
vegetation increases the probability of a road. These differences in performance mean
that we can specialize the models (no one-can-fit-all-the-Spanish-territory model) and
separate the tiles in forested areas/Mediterranean areas (with the criteria of similar
background colors).

As a side note, we often consider deep learning models as “black boxes” and that
the representation they learn are impossible to be understood by humans. However, this
is not true in the case of CNNs, the characteristics they learn are in fact representation
of real visual concepts (earlier portions of a network contain more generic, while latter
layers contain specific representations). We can visualize the intermediate activations
(the output of convolutional + maxpooling layers = feature maps) to understand how
an input is transformed into the filters learned by the CNN. For example, in Fig. 7, we
can visualize the feature maps obtained from the network trained in Method 1 (sub-
chapter 2.4) and we can see that it “learned” that a road is probably a straight con-
tinuous line. This aspect can be particularly useful in transfer learning, because we can
understand what levels of complexity may not be useful for a particular task, and what
parts of a network might need to be fine-tuned. Another application of could be to
verify the low-level filters when we are building a network from scratch and see if they
correspond to those trained with bigger image datasets.
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4 Conclusions and Future Lines of Investigation

Convolutional neural networks proved to be a powerful tool for analyzing remotely
sensed image data. The results show that very deep CNNs are not always necessary for
achieving high performance metrics on challenging datasets. In our case, by training an
11-hidden-layers model from scratch on a small dataset (i.e. when compared to Ima-
geNet) we obtained high performance metrics by only using data augmentation and
dropout to fight overfitting.

It is easy to reuse an existing model on a new dataset. In our opinion, if the new
dataset has categories similar to those in ILSVRC, the best choice is feature extraction.
However, in our case, fine-tuning achieved better results and improved the CNN
performance by adapting the previously learned representation to our task. A model
with higher number of parameters can better represent complicated mappings, with the
downside of needing more computational resources and being more prone to overfit-
ting. We need stronger regularization to prevent this behavior (extensively encountered
during our training). Fine-tuning the lower and middle parts of a model generally
lowered its performance metrics.

Next, we plan to plan to increase the number of samples and balance the datasets.
This will provide much more variation in the data and counterbalance the disadvantage
of highly correlated data resulted from data augmentation. Furthermore, we want to
specialize the models for different vegetation coverage areas. In the end, we want to
apply segmentation techniques to extract the geometry of the roads in the form of
vector data layers. We hope to obtain a model deployable for real-world cases that will
reduce human participation in detecting changes in cartography.

Fig. 7. Intermediate activation of the tile presented in Fig. 2
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Abstract. Predicting stock prices accurately is a key goal of investors in the
stock market. Unfortunately, stock prices are constantly changing and affected
by many factors, making the process of predicting them a challenging task. This
paper describes a method to build models for predicting stock prices using long
short-term memory network (LSTM). The LSTM-based model, which we call
dynamic LSTM, is initially built and continuously retrained using newly aug-
mented data to predict future stock prices. We evaluate the proposed method
using data sets of four stocks. The results show that the proposed method
outperforms others in predicting stock prices based on different performance
metrics.

Keywords: LSTM � Stock price prediction � Dynamic models

1 Introduction

Predicting stock prices is one of the most complex financial problems because there are
many surrounding factors that directly affect the price fluctuation of the stock market.
On the one hand, several authors argue that future stock prices are impossible to
predict. Malkiel and Fama show that all new information is reflected on the stock price
without delay, and thus, future stock price movement is not dependent on past and
present information [1]. On the other hand, technical analysts argue that it is possible to
capture important information about stock growth or decline according to information
gathered from the historical stock data. Hence, if moving trends of a stock for a period
can be captured, its prices are predictable.

In addition, Kai et al. have shown that the evolution of the stock market is directly
affected by many factors such as: general economic conditions, political events, cor-
porate policies, commodity price index, bank rate, exchange rate, investor expectations,
other stock market movements, and investor sentiment [2].

Different models have been explored to use past stock values including Moving
Average (MA), Exponential Smoothing, Exponential Moving Average (EMA),
Autoregressive Integrated Moving Average (ARIMA) [3], and Vector Autoregression
(VA). These models are used to find signals for future values of the target stock [4].

Recently with the development of large data processing capabilities based on
upgraded hardware, scientists have developed several stock prediction models using
approaches such as Artificial Neural Networks (ANN), fuzzy logic, and Genetic
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Algorithms (GA) [5]. One application of deep learning for stock prediction is the time-
series prediction, which predicts the future value of a stock at a certain time. Prediction
can be mainly classified as short-term (prediction for stock prices in seconds, minutes,
and days ahead) and long-term (prediction for more than one year or beyond) [6].

In previous studies on ANN, indicators for stock prices are computed to capture
temporal information or patterns and then used as input features for ANN [7–11]. Chen
et al. investigated an LSTM-based model to predict stock prices on the Chinese stock
market [12], suggesting that this model has the potential to predicting stock prices as it
leads to improvements in stock prediction accuracy. Nelson et al. developed an LSTM-
based method to predict stock prices and evaluated it with baseline methods such as
random forest, multi-layer perceptron, and pseudo-random models [13]. They show
that the LSTM-based model generates comparatively favorable predictions. Li et al.
investigated the use of investor sentiment extracted forum posts as an input for a
network along with historical market data to predict CSI300 (China Securities Index
300) and sentiment [14]. They show that the other model trained with numerical data
and textual representations produced higher profits than did the model trained with only
numerical data [15].

Several the recent development in the analysis of time-series involved the use of
deep neural networks such as Convolution Neural Network (CNN), Recurrent Neural
Network (RNN), and LSTM networks [16, 17]. Previous studies used LSTM-based
models to predict stock prices [15, 18]. However, this prediction model, which we call
static LSTM, is built using a fixed training data to predict test data, and the models are
not retrained when new data is available. Thus, such models may not capture the most
recent information existing in the new data to predict a stock’s prices.

In this study, we proposed a method, which is called dynamic LSTM, to predict
stock prices using LSTM by continuously augmenting the most recent data to the
LSTM network to predict new prices. By this, the LSTM network is continuously
updated with new actual stock prices to predict the future ones. We evaluate the method
on the data set collected from the Apple (AAPL) stock prices during a 10-year period,
General Electric (GA), China Petroleum & Chemical Corporation (SNP), and Face-
book (FB) during a 5-year period. The results show that the proposed method out-
performs others similar methods including the static LSTM method in predicting
closing prices of the four stocks based on different performance metrics.

2 Long Short-Term Memory Network

LSTM was first introduced in 1997 to address several problems in previous networks
such as the absence of notion of order of time in Feed Forward Neural Networks
(FFNN) [19] and the vanishing gradient problem in RNN. This problem occurs when
the gradient becomes smaller with each layer and turns out to be too small to have any
effect in the deepest layers. The memory cell in LSTM allows to have a continuous
gradient flow that helps address this vanishing gradient problem. A LSTM model can
have one or many LSTM hidden layers. An LSTM network can be considered an
enhanced version of RNN. RNN allows information to persist in the network by
making use of feedback loop.
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As shown in Fig. 1, in an LSTM network, current inputs and previously learned
inputs are taken into consideration. An LSTM network consists of units called Memory
cell unit or memory cell in the place of hidden layers. These cells have three gates
including input gate, forget gate, output gate. These gates in an LSTM cell regulates the
cell ability to add or remove information from cell state. Through memory cells and
gates, an LSTM network can learn long-term dependencies. Recent studies investigated
the use of LSTM networks to learn and capture temporal patterns for time-series
analyses [20–22].

3 LSTM-Based Stock Price Prediction Methods

In this section, we describe the methods for constructing LSTM networks to predict
stock prices. The methods consist of basic steps such as data collection and prepro-
cessing, model building and training, and evaluation of prediction from the LSTM
models.

The first part of our method is like the LSTM model for predicting stock prices
proposed in [15]. The second part involves training the LSTM model with new actual
stock prices. This part enables the model to capture the trend of the data in the closest
time to the predicted time. Each of these steps is explained in these sections.

For the experiment purpose, closing prices of daily trading data are predicted.
Flowcharts of the steps involved in predicting stock prices using LSTM models are
shown in Fig. 2.

3.1 Model Flowcharts

Two methods are investigated in this study, the static and the dynamic models. The
static model is not rebuilt when the stock price of the recently predicted date is
available while the dynamic model is rebuilt using the stock price of the recently

Fig. 1. An LSTM unit [23]
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predicted date. The flowcharts of two models shown in Fig. 2 consist of three phases
(data collection, data processing, and evaluation) with the dynamic model having an
additional phase (rebuilding model).

• Data Collection: this phase is focused on retrieving and achieving data from
sources such as Yahoo! Finance.

• Data Preprocessing: a linear transformation is applied to normalize the closing
price and obtain the values between 0 and 1 for faster computation. The data is then
converted into a matrix to which the sliding window approach is applied. The
sliding window approach uses a window of n trading days of which the first n-1
days are used as input, and the last day (the nth day in the window) is used as output
for the LSTM network. The window is then moved forward one day, and the input
and output for the network are determined accordingly.

• Evaluation: when the training step is completed, the resulted models are used to
generate predictions for the test set. The models are then evaluated using four
performance measures which are defined in Sect. 4.4.

• Rebuilding Model: the recently predicted date’s stock price will be added to the
training set to rebuild the model.

(a) Static LSTM method (b) Dynamic LSTM method

Fig. 2. Flowcharts of the static and dynamic LSTM methods
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4 Experimental Design

4.1 Dataset Preparation and Preprocessing

The stock data is collected automatically from Yahoo! Finance [24]. For a given stock
collected, each data point consists of the date collected, trade volume, opening, closing,
high, low, and adjusted closing prices. In this study, the closing price is used
for prediction, and the sliding window approach is used for training the neural
networks [18].

We collect and use data from four stocks listed in the NASDAQ stock market [25],
including Apple (stock symbol AAPL), General Electric (GE), China Petroleum &
Chemical Corporation (SNP), and Facebook (FB). For AAPL, the dates collected range
from 05/21/2009 to 05/20/2019 (about 10 years) or 2511 data points each presenting a
working day. The data of Apple stock prices is represented in Fig. 3 with the x-axis
showing the number of trading days and the y-axis showing the closing price. For GE,
SNP, and FB, the stock data is collected from 05/21/2014 to 05/20/2019 (5 years).

A linear transformation is applied to the stock price to normalize the value to the
range between 0 and 1. The data is then converted into matrix for faster computation,
and the sliding window approach is applied to the matrix.

Each stock dataset is split into 80% for training and 20% for testing. The training
set is further divided into the training set (80%) and validation set (20%). After the
preprocessing step, the sequential deep neural network models are developed and
trained using the training data.

For the static LSTM method, the model is built once and is not updated with
recently available stock data (see Fig. 2(a)). This model is used to predict stock prices
for all days in the testing set.

For the dynamic LSTM method, the actual closing price of the recently predicted
date is added to the training dataset to rebuild the model to make predictions for data in
the testing set.

Fig. 3. Historical AAPL dataset
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4.2 Framework and Hardware

In our experiments, we use Kensas and TensorFlow for implementing the LSTM
network. Kensa is a high-level neural network API. Tensorflow is an open-source
machine learning framework on which Keras is based. We use Python version 3.6.4,
TensorFlow version 1.12.0, and Keras version 2.2.4 [26]. The PC platform used for
training is Intel Core i7 8700 with RAM 16.00 GB, GPU NVIDIA Quadro P2000 with
5 GB VRAM. The models are trained for 7 days, about 158 h and 43 min, in normal
conditions without interruption.

4.3 Training

For finding the best results in predicting stock prices, we decided to conduct training
with different conditions and adjustments:

• Epoch ranging from 10–180 for the static LSTM model and 10–30 for the dynamic
LSTM model.

• Experimenting 4 time periods to build training and testing models with the Apple
stock: 10-year (05/21/2009 to 05/21/2019), 5-year (05/21/2014 to 05/20/2019), 2-
year (05/21/2017 to 05/20/2019), 1-year (05/21/2018 to 05/20/2019) (all cases are
divided into 80% training set and 20% testing set).

• Sliding window ranging from 5–30.

In building the LSTM model, we use hyper-parameters for layers of LSTM network
as follows:

• Size of the cell state: 256
• Dense: 1
• Optimizer: ‘ADAM’ [27]

ADAM is an algorithm which is used to update the network weights during training
which for different parameters an adaptive learning rates are computed. To prevent
over-fitting in the neural network, a regularization technique known as dropout is used
with the dropout rate representing the percentage of nodes dropped for each iteration.

4.4 Performance Measures

In this paper, we use the following measures including Mean Absolute Error (MAE),
Mean Absolute Percentage Error (MAPE), Mean Squared Error (MSE), and relative
Root Mean Squared Error (rRMSE) to evaluate the performance of prediction models.
These measures are often used in the evaluation of stock price prediction [10]. These
performance measures are computed as:

MAPE ¼ 1
n

Xn
t¼1

yt � xtj j
ytj j � 100 ð1Þ
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MAE ¼ 1
n

Xn
t¼1

yt � xtj j
ytj j ð2Þ

rRMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

Xn
t¼1

yt � xt
yt

� �2
vuut ð3Þ

MSE ¼ 1
n

Xn
t¼1

yt � xtð Þ2 ð4Þ

Where yt is the actual value at time t, xt is the predicted value at time t, n is the
number of days predicted.

5 Experimental Results

This section represents the implementation details, observations, results obtained from
the experiment.

5.1 Performance of the Dynamic Model with Different Time Periods

This provides the results from our experiment using the dynamic model with different
periods. We report performance measures in MAE, MAPE, rRMSE, and MSE. We
train and test the model on four periods of data, 10-year (05/21/2009 to 05/21/2019), 5-
year (05/21/2014 to 05/20/2019), 2-year (05/21/2017 to 05/20/2019), 1-year
(05/21/2018 to 05/20/2019). The model is trained with the number of epochs
increasing from 10 to 30.

Table 1 describes the prediction accuracy based on MAE, MAPE, rRMSE, and
MSE obtained from the dynamic model for four periods. The first column shows the
statistics, and the second to the fifth column show the values for four performance
measures.

Figure 4 depicts prediction accuracy based on MAPE, MAE, rRMSE, and MSE
from the static model on 5-year period of the AAPL stock data for different epoch
values and sliding window sizes. The x-axis represents the values of four performance
measures, and y-axis represents the sliding window size (from 5 to 30).

Table 1. Prediction performance of the static model

Statistics MAE MAPE rRMSE MSE

Max 0.0212 2.1201 0.0299 29.5886
Min 0.0144 1.4429 0.0212 14.9390
Mean 0.0169 1.6905 0.0242 19.7096
Median 0.0167 1.6642 0.0238 19.0654
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The prediction accuracy from the model trained with the AAPL stock’s 5-year
period is more stable than those with other time periods using different epochs and
sliding window sizes. As shown in Fig. 4, the dynamic model using the epoch of 30
generally produces better prediction performance than using other epoch values on the
AAPL stock data. The window size of 5 days also results in the lowest error. Thus, we
will use 5-year period, the epoch of 30, and the sliding window size of 5 days for
further analysis.

5.2 Comparison Between the Static and Dynamic LSTM Models

The static and dynamic LSTM models are both built using the AAPL stock data for 5-
year period from 05/21/2014 to 05/20/2019 and the epoch of 30. The results from these
models are presented in Table 2 with the last two columns showing prediction accuracy
in terms of MAPE and MSE. The dynamic model improved prediction accuracy sig-
nificantly over the static model, reducing mean MAPE by 0.82 or 31.2% and mean
MSE by 19.41 or 45.9%.

Fig. 4. Performance of the dynamic model across epochs and window sizes
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Average MAPE and MSE values across window sizes obtained by the models are
depicted in Fig. 5, using the 5-year AAPL stock data and the epoch of 30. MAPE and
MSE values produced by the dynamic model are much lower than those by the static
model across almost window sizes. The dynamic model tends to be less dependent on
window sizes than does the static model with the MAPE and MSE results from the
latter fluctuating significantly across window sizes. MAPE ranges from 1.55 to 2.12
and MSE from 16.73 to 29.59 for the dynamic model while MAPE ranges from 1.77 to
4.02 and MSE from 21.57 to 97.64 for the static model.

Table 2. Performance of the static and dynamic models

Model Statistics MAPE MSE

Static Min 1.77 21.57
Max 4.02 97.64
Mean 2.63 42.25
Median 2.51 34.86

Dynamic Min 1.55 16.72
Max 2.12 29.59
Mean 1.81 22.84
Median 1.82 22.66

Fig. 5. MAPE and MSE from the static and dynamic models across sliding window sizes

Fig. 6. Percent improvement in MAPE and MSE by the dynamic model over the static model,
using the epoch of 30.
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Figure 6 depicts percent improvements in MAPE and MSE across window sizes of
the dynamic model over the static model using 5 year AAPL stock data and the epoch
of 30. MAPE for the dynamic model decreases up to 55% while MSE for this model
decreases up to 78% over the static model. These results show that the improvements in
MSE are larger than those in MAPE by the dynamic model over the static model.

Actual and predicted closing prices of the AAPL stock are shown in Fig. 7 with
those by the static model depicted in Fig. 7(a) and those by the dynamic model
depicted in Fig. 7(b). The predicted closing prices by the dynamic model are closer to
the actual prices than those by the static model. The predicted closing prices by the
static model seem to fluctuate more significantly than those by the dynamic model. This
observation is clearly reflected in MAPE and MSE results shown in Fig. 5.

(a) Static model

(b) Dynamic model

Fig. 7. Actual and predicted closing prices by the models for the AAPL stock (30 epochs and
window size of 5 days)
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5.3 Comparison Between the Dynamic Model and Linear Methods
of Prediction

We choose two linear methods including Standard Averaging (SA) with the sliding
window of 5 days and Exponential Moving Average (EMA) with the decay of 0.5 to
compare with the dynamic model. SA and EMA are computed using the following
formulas:

SA: xn ¼ 1
w

Xn�1

n�w

xi ð5Þ

EMA : xn ¼ xn�1 � 1� dð Þþ d � EMAn�2 ð6Þ

Where xn is the predicted value at the nth time, w is the size of sliding window in
trading days, and d is the decay value.

Table 3 shows the prediction performance based on MAPE, MAE, rRMSE, and
MSE of three methods using four-year AAPL stock prices for training and the fol-
lowing year for testing. The results for the dynamic LSTM model are the mean values
obtained from using 30 epochs and the sliding window of 5 days.

As shown in Table 3, the dynamic model produces better predictions based on four
performance measures than SA-5 and EMA-0.5. This model reduces MAPE, MAE,
rRMSE, and MSE by 13.7%, 35.4%, 43.8%, and 21.7% over SA-5, respectively.
Similarly, the model also reduces these performance measures by between 5.5% and
43.4% over EMA-05.

5.4 Evaluating the Methods Using GE, SNP, and FB Stock Prices

In this analysis, we run four models on GE, SNP, and FB stock data instead of APPL.
The closing prices of these stocks are for 5-year period from 05/21/2014 to 05/20/2019.

The results from this analysis are shown in Table 4. The first column shows three
stocks, the second columns shows for models, and the remain columns show the values
for four performance measures.

Table 3. Performance measures obtained by three methods

Method MAPE MAE rRMSE MSE

SA-5 1.7984 0.0240 0.0395 21.3490
EMA-0.5 1.6424 0.0274 0.0305 17.7174
Dynamic LSTM model (30 epochs, sliding
window size of 5)

1.5519 0.0155 0.0222 16.7154
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Across the stocks, the dynamic model consistently outperforms the other models
based on all four performance measures. This model improves between 2% to 30% of
MAPE, MAE, rRMSE, and MSE over the static model on three stocks. The reductions
in prediction error by the dynamic are even higher when comparing to SA-5 and EMA-
0.5. The static model outperforms SA-5 and EMA-0.5 when predicting SNP and FB,
but it performs worse than these model on the GE stock. This result shows that this
model is not consistent across stocks.

6 Conclusions

The proposed work involves the use of the dynamic LSTM model by retraining the
model using newly added data for short-term prediction of stock prices. We compar-
atively evaluated this approach with the static LSTM model that is not retrained
throughout the prediction process. The dataset of daily closing prices of four stocks
including AAPL, GE, SNP, and FB was used for analysis.

The results show that stock prediction accuracy based on MAE, MAPE, rRMSE,
and MSE obtained by the dynamic LSTM model is much better than that by the static
LSTM model across four stocks investigated. The dynamic model also consistently
outperforms the linear models SA-5 and EMA-0.5 when predicting four stocks. This
model improves prediction accuracy by 45.9% on average based on MSE and 31.2%
based on MAPE over the static model when predicting the AAPL stock.

Unlike the static model which is not designed to take advantage of the temporal
information, the dynamic LSTM model takes into account both spatial and temporal
information of a stock to predict its prices. This is a possible explanation for the
advantage of this model in terms of prediction accuracy over the other models
investigated in this study.

This study offers evidence that the LSTM network designed to incorporate temporal
information has the potential for stock price prediction. Updating the LSTM network

Table 4. Prediction performance measures of the models on three stocks

Stock Model MAPE MAE rRMSE MSE

GE Dynamic model 2.5722 0.0257 0.0359 0.2051
Static model 3.6577 0.0366 0.0474 0.2114
SA-5 2.6805 0.0288 0.0415 0.2078
EMA-0.5 2.6107 0.0268 0.0392 0.2062

SNP Dynamic model 1.6186 0.0162 0.0215 3.4050
Static model 1.6872 0.0169 0.0219 3.5745
SA-5 1.7904 0.0182 0.0331 5.6721
EMA-0.5 1.6748 0.0177 0.0308 4.2368

FB Dynamic model 1.9031 0.0190 0.0275 20.9702
Static model 1.9471 0.0195 0.0302 25.0147
SA-5 2.9013 0.0278 0.0358 28.2258
EMA-0.5 2.7281 0.0215 0.0311 25.3692
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continuously with recently available data is a relevant approach to incorporating
temporal information for the network.

As a future research direction, we plan to improve the dynamic LSTM model by
using more stock-related factors and indicators such as simple moving average,
momentum, relative strength index, and volume [28]). We are also interested in making
predictions for longer time such one to ten days ahead of time.
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Abstract. A study about effects obtained by implementing an electromagnetic
hyperthermia (EM) treatment model are presented. The study focus is the breast
cancer treatment; this study is perform using an electromagnetic simulation
model. A breast was modeled using the conductivity and permittivity of tissues
such as fat, skin, lobules and muscle. The distribution of the power density was
analyzed for two cases, first the applicator is not aligned with the tumor; second
the applicator is aligned with the applicator. The distribution of the power
density was analyzed inside the breast model when it was irradiated with two
applicators at 2.45 GHz and 5 GHz. The second applicator proposed it is a new
prototype of applicator developed in the Groove Gap Waveguide technology
(GGW). The power density obtained in lobes, tumor and fat is compared and it
was observed that tissues overheating that are close to the tumor can be avoided
by optimizing the applicator location. The preliminary results indicate that with
the new prototype of applicator developed in the Groove Gap Waveguide
technology (GGW) is possible to focus the EM energy. Moreover, the tissues
close to the tumor obtain a lower concentration of power density.

Keywords: Heat flow � Hyperthermia � Radiation � Applicator � Groove gap
waveguide � Tissues

1 Introduction

The advances in cancer treatment have diminished the mortality rate, however breast
cancer is leading reasons of death in the world [1]. The breast cancer death has the
highest mortality rate among women [2]. In this field, the main treatments used are
radiotherapy, immunotherapy, surgery (lumpectomy, mastectomy and axillary lymph
node dissection), chemotherapy, drug and stem cells [3–5]. In addition to these
methods, there is another method known as hyperthermia. The hyperthermia treatment
involves raise the temperature of the body tissues affected by the cancer cells, one of
the objectives of this treatment is that healthy tissues have a minimum temperature
increase. In humans, this treatment is still under development [6] and in breast cancer
cell lines [5]. In non-invasive electromagnetic hyperthermia, it is important to focus the
electromagnetic field on the tissue affected by cancer, while damage surrounding
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tissues is avoided [7, 8]. In the treatment of cancer with hyperthermia, tissue tem-
perature is increased (up to 45 °C). Therefore, to obtain a more effective treatment and
avoid temperature increase in other tissues, it is important to know the distributions of
power density and the temperature. As reference, the temperature distribution obtained
from a 3D model of a breast is presented in [7–9]. In the context of the breast cancer
treatment with hyperthermia, the radiotherapy, hyperthermia, taxol and mastectomy
were combined in a therapeutic program in [10]. In this therapeutic program, it was
observed that tumor reoxygenation can be obtained with hyperthermia. In [11] is
presented a treatment in which hyperthermia is used as neoadjuvant. In patients with
breast cancer that is locally advanced, this treatment is a viable and well-tolerated
strategy. In the work carried out by Tamer Refaat [12] on locally advanced or recurrent
breast cancer, it was observed that when radiation therapy is implemented together with
hyperthermia, the effectiveness of the treatment increased by 50%.

With the aim of improving the cancer treatment, new treatments have been perform
combining current techniques, in [13] is mentioned that it was obtained a response of
39.8% in a treatment against the cancer with radiotherapy, while it was obtained a
response of 54.9% when the treatment was carried out with hyperthermia and radio-
therapy. In [14] hyperthermia is combined drugs therapies and some antibiotics, in this
treatment was obtained more than an additive death of the cancer cells. In [15]
hyperthermia is combined with irradiation and nanoparticles, this combination induces
cell apotopsis. In [16] hyperthermia and chemotherapy are combining, the response of
treatment improved from 61% (chemotherapy alone) a 76%. The chemotherapy and
hyperthermia combination show an improvement in the remission percentage and the
prognosis of patients’ life. According to Sugimachi [17] the effectiveness of
chemotherapy for esophageal cancer is 18.8% while combined with hyperthermia this
is 41.2%.

In the hyperthermia treatment based on electromagnetic energy, waveguides or
applicators (antennas) are used to couple the electromagnetic energy to the tissues. The
applicators used are the array tapered microstrip patch antenna, array antipodal tapered
slot, array of rectangular patch elements, antipodal Vivaldi antennas, miniaturized
cavity-backed patch antenna, antenna with an embedded EBG structure, and applica-
tors based on metamaterial technology [9, 18–25].

In this study, the distribution of power density in an electromagnetic model of
breast radiated by microwaves at 2.45 GHz and 5 GHz is analyzed. The influence of
the position of applicator, and the possible undesired effects by increases of temper-
ature in the other parts of the breast is analyzed too. Two different applicators are
presented, the first applicator is a waveguide, and the second applicator is a new
prototype of applicator developed in the GGW (Groove Gap Waveguide) technology.
The characteristics of the electromagnetic simulation are presented. The power density
was obtained for two cases, first the applicator is placed at 2 cm over the breast, and
90° above the breast; Second the applicator is placed at 2 cm over the breast, and 135°
above the breast.
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2 Methodology

Breast’s models have been implemented using different models. For example the breast
model in [20] was carried out with skin, fatty and fibro-glandular tissue, muscle and
tumor, in [26] the breast model was carried out with skin, muscle, glandular and fat and
the breast model was carried out by Erdal [18] used skin, fat, lobes and tumor. In this
paper, the lobes, fat, muscle and skin were used to create the breast model, so, the finite
element method (FEM) solver of ANSYS Electronics® was used to carried out the
electromagnetic simulation as show in [27]. The radius of the breast model was of
6.5 cm. The cube shape was chosen to represent the tumor model. The cube wide, high
and large were selected to 0.8 cm. In the Table 1 is presented the simulation setup.

To improve both the mesh accuracy and the convergence of the simulation, the
values of the maximum delta S and minimum converged passes are presented in the
Table 1 were chosen. Because the breast has different tissues and different electrical
properties (permittivity (e) and conductivity (r)), mixed order basis function was
chosen. Mixed order assigns base function elements based on the need greater pre-
cision in different parts of the model. Figure 1 shows the flow chart of the simulation
process perform in HFSS®.

The electrical properties of the breast tissues [28, 29] for a frequency of 2.45 GHz
are presented in the Table 2. These electrical properties are used in the electromagnetic
simulation.

The electrical properties of the breast tissues [28, 30, 31] for a frequency of 5 GHz
are presented in the Table 3. These electrical properties are used in the electromagnetic
simulation.

3 Applicators at 2.45 GHz and 5 GHz

A waveguide WR340 is used like the first applicator at 2.45 GHz.
Figure 2 presents the second applicator at 2.45 GHz. The GGW (Groove Gap

Waveguide) technology was used for the design of this applicator. The design proce-
dure presented in [32, 33] was used to design the new prototype of applicator in GGW
technology. The radiation system of the new prototype of applicator developed in the
GGW technology is not shown in Fig. 2 because it is in patent process.

Table 1. HFSS configuration setup

Properties Values

Maximum number of passes 10
Maximum delta S 0.01
Minimum converged passes 3
Order of basis function Mixed order
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Fig. 1. Flow chart of the simulation process performed in HFSS.

Table 2. Electrical properties of the breast tissues

Tissue Permittivity Conductivity (S/m)

Muscle 52.7 1.7
Tumor 56 1.8
Fat 5.3 0.3
Skin 38 1.5
Lobes 35 1
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4 Results

For the algorithm created, two positions of applicators have been analyzed. First, with
the objective to consider the case where the applicator isn’t aligned with the tumor, the
applicator was situated at 90° over the breast (see Fig. 3). Then, the alignment between
the applicator and the tumor was considered, that is, the applicator was situated at 135°
over the breast (see Fig. 10). The two applicators were exited with a power of 1 W.
Figure 3 shows the case when the applicators are 90° over the breast.

The breast was subdivided in 4 levels. In the level 1 are the fat, skin and a lobe. In
the level 2 are the skin, fat and 5 lobes. In the level 3 are the fat, skin, 5 lobes and the
tumor and in the level 4 are the skin, fat and 5 lobes (see Fig. 4).

From Figs. 5, 6, 7, 8 and 9 the first case is presented, that is, the applicator is 90°
over the breast.

Figure 5 shows the power density obtained on the fat in the level 3 (see Fig. 4) at
2.45 GHz when the applicator was located 2 cm over the breast, the tumor is not
aligned with the applicators.

In Fig. 5, it is observed that the highest level of power density is obtained with the
waveguide applicator, the highest power density concentration is obtained with the
waveguide applicator. However, the power density is more focused on the fat with the
new prototype of applicator developed in the GGW technology.

Table 3. Electrical properties of the breast tissues

Tissue Permittivity Conductivity (S/m)

Muscle 50 4
Tumor 48 5.6
Fat 12 1
Skin 23 4
Lobes 29 3

Fig. 2. GGW technology applicator at 2.45 GHz. (a) Top view, (b) Bottom view
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In the Fig. 6, it is presented the power density on the lobes and tumor in the level 3
(see Fig. 4) at 2.45 GHz when the applicator was located 2 cm over the breast and the
tumor is not aligned with the applicators.

Figure 6 shows that the highest power density was obtained on the lobes. This
concentration of power density is observed in the Fig. 5 too. The highest power density

Fig. 4. 3D model and levels inside the breast.

Fig. 5. Power density [kW/m3] in the level 3 (see Fig. 4) at 2.45 GHz. (a) new prototype of
applicator developed in the GGW technology at 90°, (b) waveguide applicator at 90°.

Fig. 3. 3D model for the applicators at 90° over the breast, the tumor is not aligned with the
applicators. (a) GGW technology applicator, (b) Waveguide applicator.
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concentration (on the lobes) is obtained with the waveguide applicator. However, the
highest power density on the tumor was obtained with the new prototype of applicator
developed in the GGW technology and the lowest power density concentration on the
lobes is obtained with the new prototype of applicator developed in the GGW tech-
nology also.

Figure 7, it is presented the power density on the fat in the level 4 (see Fig. 4) at
2.45 GHz when the applicator was located 2 cm over the breast, the tumor is not
aligned with the applicators.

In the Fig. 7, it is observed that with the new prototype of applicator developed in
the GGW technology the power density is more focused. This power density focal-
ization is important because most of the tissues below level 3 (see Fig. 4) will have
lower levels of irradiation.

In the Fig. 8, it is presented the power density on the fat in the level 3 (see Fig. 4) at
5 GHz when the applicator was located 2 cm over the breast, the tumor is not aligned
with the applicators.

Fig. 6. Power density [kW/m3] in parts of the level 3 (see Fig. 4) at 2.45 GHz. (a) new prototype
of applicator developed in the GGW technology at 90°, (b) waveguide applicator at 90°.

Fig. 7. Power density [kW/m3] in the level 4 (see Fig. 4) at 2.45 GHz. (a) new prototype of
applicator developed in the GGW technology at 90°, (b) waveguide applicator at 90°.
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Figure 8 shows that the highest power density was obtained with the waveguide
applicator, this power density is obtained on the lobes. However, the power density is
more focused on the left side of the fat with the new prototype of applicator developed
in the GGW technology, in this side the tumor is located.

In the Fig. 9, it is presented the power density obtained on the lobes and tumor in
the level 3 (see Fig. 4) at 5 GHz when the applicator was located 2 cm over the breast
and the tumor is not aligned with the applicators.

In Fig. 9(b), it is exhibited that the highest power density was obtained on the lobes
at 5 GHz. This power density is observed in the Fig. 8 too. The highest power density
on the lobes is obtained with the waveguide applicator, in this case the tumor obtains a
lower concentration of power density. The highest power density concentration on the
tumor is obtained with the new prototype of applicator developed in the GGW tech-
nology and the lowest power density concentration on the lobes is obtained with the
new prototype of applicator developed in the GGW technology also.

Now, Figs. 11, 12 and 13 present the second case, that is, the applicator is 135°
over the breast.

Fig. 9. Power density [kW/m3] in parts of the level 3 (see Fig. 4) at 5 GHz. (a) new prototype of
applicator developed in the GGW technology at 90°, (b) waveguide applicator at 90°.

Fig. 8. Power density [kW/m3] in the level 3 (see Fig. 4) at 5 GHz. (a) new prototype of
applicator developed in the GGW technology at 90°, (b) waveguide applicator at 90°.
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The case where the applicator is 135° over the breast is presented in the Fig. 10, the
tumor is aligned with the applicators.

Figure 11 shows the power density obtained on the fat in the level 3 (see Fig. 4) at
2.45 GHz when the applicator was located 2 cm over the breast, the tumor is aligned
with the applicators.

In the Fig. 11, it is displayed that the highest power density was obtained with the
waveguide applicator. This power density is in the tissue situated directly below of the
applicator.

In the Fig. 12, it is presented the power density obtained on the lobes and the tumor
in the level 3 (see Fig. 4) at 2.45 GHz when the applicator was located 2 cm over the
breast, the tumor is aligned with the applicators.

In the Fig. 12, it is displayed that the highest power density is obtained with the
waveguide applicator. This power density is in the tumor. However. In the case of the

Fig. 10. 3D model for the applicators at 135° on the breast, the tumor is aligned with the
applicators. (a) GGW technology applicator, (b) Waveguide applicator.
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waveguide applicator, the tissues that are close to the tumor obtain a high concentration
of power density too (see Fig. 11).

In the Fig. 13, it is presented the power density on the fat in the level 4 (see Fig. 4)
at 2.45 GHz when the applicator was located 2 cm over the breast, the tumor is aligned
with the applicators.

Fig. 12. Power density [kW/m3] in parts of the level 3 (see Fig. 4) at 2.45 GHz. (a) new
prototype of applicator developed in the GGW technology at 135°, (b) waveguide applicator at
135°.

Fig. 13. Power density [kW/m3] in the level 4 (see Fig. 4) at 2.45 GHz. The applicators are
located 2 cm over the breast, the tumor is aligned with the applicators. (a) new prototype of
applicator developed in the GGW technology at 135°, (b) waveguide applicator at 135°.

Fig. 11. Power density [kW/m3] in the level 3 (see Fig. 4) at 2.45 GHz. (a) new prototype of
applicator developed in the GGW technology at 135°, (b) waveguide applicator at 135°.
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In the Fig. 13, it is observed that the power density is more focused with the new
prototype of applicator developed in the GGW technology. This power density
focalization is important because most of the tissues below level 4 (see Fig. 4) will
have lower levels of irradiation.

Figure 14 shows the power density obtained on the fat in the level 3 (see Fig. 4) at
5 GHz when the applicator was located 2 cm over the breast, the tumor is aligned with
the applicators.

In the Fig. 14, it is observed that with the waveguide applicator is obtained the
highest power density. This power density is in the tissue (fat and skin) located below
of the applicator.

In the Fig. 15, it is presented the power density on the lobes and the tumor in the
level 3 (see Fig. 4) at 5 GHz when the applicator was located 2 cm over the breast, the
tumor is aligned with the applicators.

In the Fig. 15, it is observed that with the waveguide applicator is obtained the
highest power density. This power density is in the tumor. However. In the case of the
waveguide applicator, the tissues that are close to the tumor obtain a high concentration
of power density too (see Fig. 14).

Fig. 14. Power density [kW/m3] in the level 3 (see Fig. 4) 5 GHz. (a) new prototype of
applicator developed in the GGW technology at 135°, (b) waveguide applicator at 135°.

Fig. 15. Power density [kW/m3] in parts of the level 3 (see Fig. 4) at 5 GHz. (a) new prototype
of applicator developed in the GGW technology at 135°, (b) waveguide applicator at 135°.
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In the Fig. 16, it is presented the power density on the lobes and the tumor in the
level 4 (see Fig. 4) at 5 GHz when the applicator was located 2 cm over the breast, the
tumor is aligned with the applicators.

In the Fig. 16, it is observed that with the waveguide applicator is obtained the
highest power density. However, in the case of the new prototype of applicator
developed in the GGW technology the power density is more focused. This power
density focalization is important because most of the tissues below level 4 (see Fig. 4)
will have lower levels of irradiation.

5 Conclusions

This paper presented the power density concentration on a breast affected by cancer
when it is radiated with two applicators. The results show that highest power density is
absorbed for the fat and the lobes.

At 2.45 GHz and 5 GHz and when the applicator is not totally aligned with the
tumor, the lobes absorb the highest power density concentration. The highest power
density concentration was obtained with the waveguide applicator, but the power
density was more focused with the new prototype of applicator developed in the GGW
technology. The highest power density concentration on the tumor was obtained with
the new prototype of applicator developed in the GGW technology and the lowest
power density concentration on the lobes was obtained with the new prototype of
applicator developed in the GGW technology also.

At 2.45 GHz and 5 GHz and when the applicator is aligned with the tumor the
highest power density concentration was obtained with the waveguide applicator. The
highest power density concentration is obtained in the tissue located below of the
applicator. This power density was obtained on the tumor, but in the case of the
waveguide applicator, the tissues that are close to the tumor obtain a high concentration
of power density too. The power density was more focused with the new prototype of
applicator developed in the GGW technology.

Fig. 16. Power density [kW/m3] in parts of the level 4 (see Fig. 4) at 5 GHz. (a) new prototype
of applicator developed in the GGW technology at 135°, (b) waveguide applicator at 135°.
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The results indicate that with the new prototype of applicator developed in the
GGW technology, it is possible to obtain the best EM energy focus at 2.45 GHz and
5 GHz for the two cases, that is, the applicator is 90° over the breast and it is aligned
with the tumor and the second case, the applicator is 135° over the breast and it is
aligned with the tumor. Moreover, in the case when the new prototype of applicator
developed in the GGW technology is used, the tissues that are close to the tumor obtain
a lower concentration of power density in comparison with the concentration of power
density in the tumor.

Additionally, in the 2 cases, it is observed to improve the treatment effectiveness
with hyperthermia, the applicator location is important because the damage to healthy
cells can be avoided.

Currently, the process for the miniaturization of the new prototype of applicator
developed in the GGW technology is being designed.

Then, an array of miniaturized new prototype of applicator developed in the GGW
technology will be carried out in order to obtain a higher concentration of the elec-
tromagnetic energy.

The new prototype of applicator developed in the GGW technology at 5 GHz is in
manufacturing process.
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Abstract. Manual segmentation is ubiquitous in modern medical imag-
ing. It is a tedious and time-consuming process that is also operator-
dependent and due to its low reproducibility, presents to specialist a
challenge to reach consensus when diagnosing from an image. In the
diagnosis of several abnormalities, geometrical features such as distances,
curvatures, volumes, areas, and shapes are used to derive verdicts. These
features are only quantifiable if the measuring structures can be sepa-
rated from other elements in the image. The process of manual segmen-
tation provides the analysis with a response to the question of the limits,
and those limits are not easy to identify. Despite all the mentioned draw-
backs, manual segmentation is still used in medical imaging analysis or
employed to validate automatic or semi-automatic methods. Intending
to quantify the operator variability of the process, we have created a con-
trolled environment and run segmentations on known volumes scanned
with Magnetic Resonance. The strategy proposed here suggests a mech-
anism to establish gold standards for geometrical readings in medical
imaging; thus measuring instruments can be analyzed and certified for
the task.

Keywords: Segmentation standards · Medical image quantification ·
Repeatable segmentations

1 Introduction

In medical imaging, radiologists have to identify the boundaries of structures
present in the visual information. The work is performed in a cognitive process
that involves apriori knowledge of the form, variations associated with the point
of view, understanding of the possible pathogenic causes of deformation, tex-
tures, intensities, modalities, consideration of the concept of scale and awareness
of the changes in the image introduced by modifications of the acquisition pro-
tocols [4]. Naturally, in the presence of this abundant set of qualitative factors,
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verdicts are operator dependent and diverse [6,8,11], a fact that may mislead
treatments and negatively affect the health of the patients. Unification of con-
cepts is desired, but utopic. One possible strategy consists in minimizing the
qualitative insights and use more deterministic features [10,13]. Ideally, when
all the criteria used in a verdict are turned into deterministic features, the final
verdict will also be deterministic and, as in mathematical formulation, each pos-
sible scenario will have one and only one outcome. One instrument created as
a consequence of including deterministic facts in the creation of verdicts is the
manual segmentation (Mseg). In Mseg, an operator delineates the boundaries of
the analyzing structures, and this definition of limits provides the quantifying
elements with the necessary starting and stopping conditions. Currently, Mseg
is a standard in radiology units when quantifications are needed; moreover, sci-
entists have proposed a myriad of automatic and semi-automatic segmentation
methods [1,3,9] and used MSeg as a validation mechanism. Far of being perfect,
the Mseg also involves uncertainty due to the involvement of all qualitative fac-
tors previously mentioned by the moment of defining where the separating line
should go. Automatic segmentation approaches may have the desired repeatabil-
ity but, since only Mseg is used as a gold standard to test the accuracy, automatic
and semi-automatic methods are also dubious.

Here we demonstrate how Mseg can yield results in that the uncertainty
moves the readings around important decision boundaries that might mislead the
course of treatments and also, we propose a strategy to measure the accuracy of
automatic and semi-automatic segmentation instruments, other than the time-
consuming and operator-dependent Mseg.

2 Materials and Methods

Randomly selected images of the brain lateral ventricles were manually seg-
mented to create 3D models of the structure. The volume of the 3D models
was estimated using an electronic device that reads water displacement (WD).
The 3D models were used to create MRI phantoms that were scanned using
a 3T Phillips Scanner using isometric voxels of 1 mm. Four trained operators
performed Mseg in the three views, using an assisting software that allows the
operator to focus solely on the drawing tasks. Modality variability was calcu-
lated using the volume of the 3D models – estimated by WD – as gold standards.
Since the WD device plays a crucial role in the determination of Mseg errors,
details of its construction are provided.

2.1 Mseg Assisting Software

The MSeg process involves tasks that are not related to drawing but are also
essential to accomplish the activity. These collateral activities refer to loading
images, moving through slices, saving the mask obtained from the current slice,
concatenating the masks, and saving the created volume. Since our purpose is
to qualify and quantify the process of segmentation, the mentioned collateral
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activities are fully automated; therefore, the operator is forced to be concen-
trated in finding and delineating the region of interest in every slice. Besides,
we have accounted for operator fatigue with timers that allow the operator to
work 30 min and force a 10 min rest before restarting the segmentation. These
values were empirically chosen after receiving feedback from operators regarding
their exhaustion times. The software monitors some activities performed by the
operator and records the times provided before and after every taken action.
The Listing 1.1 shows the main function of the Mseg assisting tool.

1 f unc t i on main ( dir , n f i l e s , myDir )
2 {
3 mtime = getTime ( ) ;
4 l i s t = g e tF i l e L i s t ( d i r ) ;
5 f o r ( i =0; i< l i s t . l ength ; i++)
6 {
7 showProgress ( i , n f i l e s ) ;
8 path = d i r+l i s t [ i ] ;
9 pr in t ( ”Deal ing with sub j e c t ”+l i s t [ i ]+” in ”+path ) ;

10 i f ( isOpen ( ”Log” ) )
11 {
12 selectWindow ( ”Log” ) ;
13 s e tLoca t i on (0 , 0 ) ;
14 }
15 views = newArray ( ”AX” , ”SG” , ”CR” ) ;
16 runPat ient ( path , myDir , views ) ;
17 }
18 }

Listing 1.1. Main javascript code to automate collateral tasks of Mseg

The main function receives a pointer to the folder where the images are
saved (ndir), the number of images in the directory (nfiles) and a path where
the masking results are going be saved (myDir). In line 4, the name of the
images are extracted and put in a list. In line 5 the for loop visits every image in
the given folder. In line 10, the backup for consistent recovery after duty cycle
is applied. In line 15 a switch to define the views to be visited and finally, in
line 16, the system launches the processing of the selected image, named patient
within the code.

2.2 Brain Ventricles 3D Models and Phantoms

The Fig. 1 shows the process of 3D modeling and MRI phantom creation for a
normal subject and two cases of hydrocephalus. The ventricles are segmented
from a T1 image of randomly selected subjects. The resulting masks are moved
to stereolithography (STL) format. Next, the STL files are loaded in Cura using
a resolution of 0.1 mm in all axis. Then, the models are moved to gcode format
before printed in a Monoprice Ultimate 3D printer Device using 0.1 mm of pre-
cision and 20% for structural filling. From this moment, a physical-measurable
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object exists with dimensions in the real world; however, its form is complex,
and analytical-measuring methods are unpractical. With the physical models,
MRI phantoms are created. The process consists in suspending the volume in a
solution jelly:water (1g:3ml). The inert material of the 3D model surrounded by
the watery fixation creates the needed contrast on an MRI scanner from where
images are obtained. From this point on, all geometric measurements done on
the images can be referred to the ones done in the physical volume. The brain-
ventricular models were extracted from healthy patients in ages [1, 6, 15, 24, 48,
66, 78, 96, 114] months old. Additionally, two hydrocephalus patients underwent
the same process.

Fig. 1. Phantom creation process. The clinical paradigm (on top) is the standard pro-
cedure to validate automatic or semiautomatic segmentation tools. Below, the scheme
of a more reliable gold standard and its use.

2.3 The Water Displacement Measuring Device

The water displacement (WD) was chosen as the method to measure the irregu-
lar volumes of the 3D reproduced ventricles. The conceptual design of the device
is shown in the Fig. 2. The montage consists of a measuring [MR] and a sam-
ple recipient [SR] both hosting electrical water pumps [WP-01] and [WP-02].
The recipients rest on digital scales [DS-01] and [DS-02] with a precision of
0.1 ml. The [SR] has a non-contact-level sensor [NC-LS] which works as a digital
switch. The [NC-LS] is on when water reaches or exceeds the sensor level; it is
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off otherwise. The pumps are connected to two pipes in a way that depleting
one recipient fills the other. The tube that drains [SR] is connected to a flow
sensor [FS] that produces pulses when the water moves. The [FS] is specified
to read fluxes in the range of 0.1–3 L/min. This hardware is controlled with a
Beagle Bone Black (Programmable device) that recovers logical TTL signals in
its sensor ports (magenta lines) and use the control ports (black lines) to acti-
vate/deactivate the pumps over the residential power distribution (120 V-60 Hz)
through transistorized power interfaces.

Fig. 2. Design of the water-displacement-measuring device.

To start, the water level in [SR] is below the [NC-LS] sensor; thus,
[NC-LS] sends a 0 through its sensor line. Then [WP-02] is activated to push
water on [SR] until the water reaches the [NC-LS] level. At this moment the
programmable device will see a logic 1 in the [NC-LS] sensor line. Next, [WP-01]
is activated to deplete water from [SR] to find the zero-level. At that moment,
the programmable device sees a zero in the [NC-LS] line. Then, the sample is
submerged in [SR] raising the water level above the [NC-LS] sensor forcing a
logic 1 in the sensor line. Next, the [WP-01] is turned on, and the programmable
device activates the pulse counting in the [FS] sensor line. The water pumping
from [SR] will continue until the water level reaches the zero-level. The volume
of the displaced water is equal to the volume of the submerged object, and it will
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be captured by the pulsating pattern yielded by the [FS] sensor (See Fig. 3-A).
Because the 3D volumes are built with gaps in their internal structure, sinkers
are needed to eliminate the buoyancy.

Fig. 3. The pulsation pattern of the flow sensor. In panel A, the signature of the [FS]
device. In panels B and C, plots of the timing-slots of two different volumes showing
the irregular pumping performance of the WP-01 device.

2.4 Water-Displacement-Device’s Precision Estimation

Marbles of different sizes are utilized to accurately estimate the water’s flux
traversing the [FS] device. The marbles’ volume is determined analytically
by measuring the diameter (D) with a caliper of precision 0.1 mm and using
V = 1∗π∗D3

6 . The uncertainty of the device is estimated by measuring known
volumes –the marbles– in the range of the studied ventricles. Each uncertainty
point is calculated by averaging five readings.

2.5 Tuning Strategy

In Fig. 3-B,C, The pump [WP-01] does not uniformly move the water. The strat-
egy consists of dynamically estimating the variations of flux that are captured
by our system as timing deviations in the pulsating pattern given by [FS]. To
this purpose, we have created a tuning routine that consists of measuring all the
available volumes and combinations of them to cover the working range. In every
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experiment, the challenge dwells in estimating the flux per time slot, so the small
contributions per slot reach the known volume. In every tuning experiment, we
end by having a timing scheme and a flux per slot. We combine all contribution
of the supervised tests in two histogram-look-up tables where each bin is loaded
with the mean value of all its contributors for timing and flux. Further unknown
volumes will produce a timing scheme that will be translated to an estimated
volume through the previously created look-up tables.

In each marble’s timing array Tp, it is possible to estimate the flux (Fp[i]) in
the timing slot (tsloti) by

Fp[i] =
tsloti

timetotal
∗ RV ∀ i ∈ len(Tp) (1)

Where RV corresponds to the analytically estimated volume of the tuning
marble.

At the end of this process, every timing array Tp has an array of fluxes
Fp associated. Then, let Tup be the collection of all available Tp and Fup the
collection of all available estimated fluxes Fp.

Now we can create the timing look-up table as follows.
An array of distances Ad is built using Ki slots of distances d = 1

22j for
j = [1, 1.5, 2, 2.5, 3, 3.5] and i = [1, 2, 2, 4, 8, 16]. Note how all these fractions of
the unity when distributed as ordered by Ki add to 1.

Next, let mu, tmin and tmax be the mean, min value and max value in Tpu.
From here, the distances d1 and d2 are calculated as d1 = mu − tmin and
d2 = tmax − mu.

The timing look-up table Tlut is created by concatenating the arrays A1 =
d1(Ad) and A2 = d2(Ad).

For the flux look up table, assume R(a,b) to be all indexes i where T [i]pu ∈
range(a, b), where a,b are times in Tlut, then:

F a,b[i] =
∑

F [i]up ∀ i ∈ R(a,b) (2)

When F a,b cover all possible ranges in Tlut, it becomes Flut.
From this point on, it is possible to estimate any new volume by obtaining

its pulsating pattern with the WD device and using the look-up tables Tlut, Flut.

3 Results

3.1 Instrument Tuning Data

The Tables 1 and 2 should be observed together. The Real Vol value is obtained
analytically using the diameter of the marble, and its associated uncertainty is
related to the propagation of the caliper’s precision. The records on these tables
correspond to calculations done on the marbles (distinct). Bigger volumes can
be reached by submerging several marbles per experiment.

One can calculate the average flux per slot produced by the flow sensor thanks
to the analytically estimated volume (Real Vol in the tables) of the object.
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Table 1. Marbles’ volumes, pulse counting in the flux sensor and estimated fluxes.

Count (pulses) Model Real Vol (ml) MeanFlux (ml/s) Mean Flux/Slot (ml)

61 Ma1 8.1 ± 1.0 4.4 ± 0.5 0.133 ± 0.016

58 Ma2 8.0 ± 1.0 4.5 ± 0.5 0.138 ± 0.017

66 Ma3 7.3 ± 0.9 3.5 ± 0.4 0.111 ± 0.014

65 Ma4 7.6 ± 0.9 3.7 ± 0.5 0.117 ± 0.014

63 Ma5 7.9 ± 1.0 4.1 ± 0.5 0.125 ± 0.015

252 Ma6 35.6 ± 0.9 4.7 ± 0.04 0.141 ± 0.001

445 Ma7 60.1 ± 0.9 4.4 ± 0.03 0.135 ± 0.001

Table 2. Marbles’ volumes and time slot statistics per experiment

Count (pulses) Model Real Vol (ml) Max time Mean time Min time Std time

61 Ma1 8.1 ± 1.0 0.037157 0.030073 0.027922 0.000779

58 Ma2 8.0 ± 1.0 0.037157 0.030398 0.025835 0.000993

66 Ma3 7.3 ± 0.9 0.037157 0.031326 0.027922 0.000707

65 Ma4 7.6 ± 0.9 0.037157 0.031458 0.027922 0.001300

63 Ma5 7.9 ± 1.0 0.037157 0.030483 0.027922 0.000795

252 Ma6 35.6 ± 0.9 0.033232 0.029899 0.025774 0.000930

445 Ma7 60.1 ± 0.9 0.034960 0.030765 0.026517 0.000837

The differences in the time per pulse – time stats in Table 2 – suggest an
irregular operation in the pumping device that tends to stabilize itself when the
pump is operative for extended periods. We use the timing records per slot in
a strategy that creates a look-up-table. During volume estimation, the look-up
table is queried with a time – slot time – to retrieve the displaced water in
milliliters.

3.2 Estimated Precision in the Working Range

The device’s precision is summarized in Fig. 4. The comparisons with the real
volumes suggest an exponential adjustment; however, the reader should consider
that the x-axis has been equalized to favor the visualization. In the current
approach, the uncertainty has been used constant depending on the read value,
e.g., if the estimated volume is 18 ml, the uncertainty is 4.7%. Also, observe in
the absolute-error columns how the obtained values are below the precision of
the scales.
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Fig. 4. After estimating the volumes with the look-up tables, it is possible to calculate
the absolute and percent errors on each experiment by comparing the reading with the
analytically obtained volume. Note how the device is more precise while the analyzed
volume is bigger.

3.3 Volume Measurements and Clinical Comparisons

See in Table 3, the estimated volumes for the created 3D objects.
Once the physical volumes are estimated (Vols - Sinker column), the results

are compared to the volumes estimated by manual segmentation. The values
presented in each view in Table 4 are the averages of the manual segmentation
performed by the four trained experts. Recall that AX, SG and CR are contrac-
tions for Axial, Sagittal and Coronal respectively and refer to views in medical
imaging.

The presented strategy and device has been conceived as a validating tool
and proposes an alternative to the unreliable manual segmentation.
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Table 3. Records of read volumes in physical 3D models by water displacement using
the device previously tunned with the marbles.

Structure Est Vols (ml) Sinker used Vols - sinker (ml)

sinker 1 13.9 ± 0.8 – –

sinker 2 12.8 ± 0.6 – –

v1mo 17.3 ± 0.4 1 3.4 ± 0.9

v6mo 21.2 ± 0.4 1 7.3 ± 0.9

v24mo 24.4 ± 0.5 1 10.5 ± 0.9

v15mo 24.7 ± 0.5 1 10.8 ± 0.9

v48mo 27.2 ± 0.6 1 13.3 ± 1.0

v66mo 21.9 ± 0.5 1 8.0 ± 0.9

v78mo 25.4 ± 0.5 1 11.5 ± 1.0

v96mo 24.8 ± 0.5 1 11.0 ± 0.9

v114mo 33.5 ± 0.7 1 19.7 ± 1.1

vHmod 349.9 ± 0.2 1, 2 323.8 ± 0.9

vHsev 494.5 ± 0.3 1, 2 468.4 ± 0.9

Table 4. Preliminary comparison between the physical volume of the 3D models and
the volume estimated from the images in the three views.

Structure Physical-WD (ml) Manual AX (ml) Manual SG (ml) Manual CR (ml)

v1mo 3.4± 0.9 3.2± 1.5 3.8± 1.0 3.3± 1.4

v6mo 7.3± 0.9 9.8± 1.3 8.6± 1.2 7.0± 1.2

v24mo 10.5± 0.9 10.1± 1.0 9.6± 1.3 10.1± 1.0

v15mo 10.8± 0.9 13.2± 1.1 8.2± 1.3 8.9± 1.1

v48mo 13.3± 1.0 11.4± 1.5 10.9± 2.0 9.6± 1.8

v66mo 8.0± 0.9 11.2± 1.1 11.6± 1.3 10.8± 1.6

v78mo 11.5± 1.0 10.2± 1.3 8.7± 2.1 10.5± 1.2

v96mo 11.0± 0.9 8.8± 1.2 8.0± 1.1 8.8± 1.3

v114mo 19.7± 1.1 17.0± 1.2 20.4± 1.6 18.3± 1.5

vHmod 88.4± 0.9 77.2.7± 6.3 83.1± 7.0 75.9± 6.5

vHsev 115.9± 0.9 99.5± 8.0 105.2± 8.9 102.8± 7.3

4 Discussion and Conclusions

When quantifications are needed in hospitals and clinics, the operators not only
deal with the tedious, time-consuming, and always operator-dependent man-
ual segmentation. The task is also strongly regulated by the Health Insurance
Portability and Accountability Act (HIPAA); therefore, images are only available
under Institutional Review Board (IRB authorization). Such as procedure may
introduce days or even months to the process before the data are anonymized
and authorized to be taken out of the hospital repository so images can be feed
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to third-party developed software. Recall that some clinical procedures demand
immediate attention. Such a scenario suggest the implementation of automatic
methods that, besides to yield reliable and repeatable results, are compliant with
the regulations.

In several other human activities, extracting quantifiable features from a
qualitative process is crucial. If something can be measured, it can be improved.
For this reason, there exists patterns or gold standard for almost all critical
measurements that we execute [2,7,14] and, in some industries, the measuring
instruments are periodically taken to a certification process [5,12] where a stamp
is given only if the device measures within the specifications for the task. As
the use of technology is progressively augmenting in hospitals and clinics, those
almost artisan activities involving human interaction tend to disappear and be
replaced by automation that will need to be tested for precision and accuracy
and will need to be adjusted periodically. We are anticipating these events and
propose the water-displacement device along with a strategy, that even in its
prototype stage provides better specifications than manual assessments.
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Abstract. Given the development of Blockchain technology and its
advantages of immutability and traceability to provide traceability in
the control and management of transactions the present work exposes a
model based on Blockchain technology to support traceability and con-
trol of the resources of the Colombian Scholar Feeding Program PAE (in
Spanish Programa de Alimentación Escolar – PAE). This proposal tries
to promote a technological approach to face corruption linked with this
kind of programs; providing PAE with tools that could reduce the risk
to lost resources or facilitate the identification of the people responsi-
ble of corruption cases. The steps of the proposed model are described
providing their advantages and limitations.

Keywords: Blockchain · Traceability · Smart contracts · Social
programs · Scholar feeding program

1 Introduction

The humanitarian and social programs have been a tool to help the most impov-
erished and needy communities on the planet; being in some cases, the only sup-
port from governments or international organizations. In Colombia, a well-known
example is the scholar feeding program (in Spanish Programa de Alimentación
Escolar - PAE) which provides food rations to childhood and youth scholar pop-
ulation.

PAE emerges as a government strategy to improve the quality of life of the
most vulnerable population for the reduction of malnutrition, extreme poverty,
and school desertion rates. Unfortunately, the mishandling of the contracting
and execution of the program has led to the corruption taking over a part of
these resources [16].

In this sense, immutability, traceability, and transparency of Blockchain tech-
nology could play a crucial role; improving transparency among participants,
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since “it allows the creation of a decentralized environment where cryptograph-
ically validated transactions and data are not under the control of any third
party organization” [6].

Currently, Blockchain 2.0 is in developing, which unlike the 1.0 that has its
core in cryptocurrencies, it is focused more on supply chain [3,5,11] and smart
contracts for production processes or other applications [10], increasing efficiency,
reducing barriers and costs and automating control and monitoring.

PAE has been selected as a study case of this contribution. In which, the main
concerns of the program actors are the transparency and delivery of resources to
those who should be the final beneficiaries. In this sense, the Blockchain tech-
nology could be evaluated as an alternative to control the resources allocated
to this program and guarantee its timely delivery, given its ability to store data
immutably without relying on a central authority, which allows it to preserve
its integrity and avoid tampering attempts [1]. Thus, this technology could help
promote transparency, generate confidence, and improve the efficiency of trans-
actions in humanitarian projects [9], generating social, economic, and political
transformations.

There are several studies on the implementation, advantages, and challenges
of Blockchain technology in the financial sector [2,7,20], however, its uses in
other scenarios have not been widely studied. In this way, this work seeks to
promote the potential use of this technology in social programs as PAE.

This document starts with a brief analysis and description of the Blockchain
technology Sect. 2, its main uses, and its evolution. We will talk about Blockchain
2.0 and its application with smart contracts in logistics processes in different sec-
tors. Next, we will talk about PAE Sect. 3, its operation, and its main weaknesses.
Section 4 describes the research methodology and finish this contribution with
the proposed model Sect. 5 and conclusions.

2 Blockchain Technology

According to Tapscott [17], Blockchain is a data structure in which the infor-
mation contained is grouped into blocks, to which meta-information is added
relative to another block of the previous chain in a timeline. Thanks to crypto-
graphic techniques, the information contained in a block can only be repudiated
or edited by modifying all subsequent blocks. In other words, it is a distributed
records database or public accounting book of all transactions or digital events
that have been executed and shared among the participating parties. Each trans-
action in the public ledger is verified by consensus of the majority of the par-
ticipants in the system. Once entered, the information can never be erased. The
Blockchain contains a specific and verifiable record of each transaction made.

The most famous example of this technology is Bitcoin, the decentralized
coin between p2p pairs, created by Satoshi Nakamoto in 2008 [15]. It works
as a means of payment and merchandise but has been subject to considerable
controversy [4].

Beyond Bitcoin, Blockchain technology has shown excellent performance not
only in financial matters but in other fields. Leading it to be cataloged as the
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most important invention after the internet, due to has the potential to change
the functioning of the current world [4].

Pilkington [13] exposes an immense potential of Blockchain technology to
be implemented in a wide range of areas, by the interest generated in different
sectors. In which there are great possibilities in their operating benefits given
cost savings due to efficiency improvements. In this sense, Blockchain 2.0, goes
beyond cryptocurrencies and is involved with Smart Contracts, which are mostly
a computer protocol designed to facilitate, verify, or enforce the negotiation
or execution of a contract digitally. These contracts allow the realization of
credible transactions without third parties and are stored under the Blockchain
technology [4].

Blockchain is revolutionizing the digital world from the monetary field up to
applications that until a few years ago seemed impossible. It is raising a consid-
erable revolution not only in our economy but in all kinds of areas. For example,
open-source companies such as Ethereum allow using smart contracts under a
custom Blockchain. In which is possible creates digital tokens which can be used
as currency, asset, proof of ownership in contracts. Thereby, smart contracts
will be the base for numerous application in government, independent banks,
crowdfunding, and humanitarian programs. Based on the above, Blockchain also
could be the next disruptor of humanitarian assistance [14], under the modality
of smart contracts could provide significant benefits when is used to transfer aid
resources or in the traceability of it.

There has been a growing interest in Blockchain technology that has been
gaining ground in these projects [19]. An example of this is the United Nations
Children’s Fund (UNICEF), which is already investing in early blockchain star-
tups to explore possible applications of technology for humanitarian causes [8].
Currently, different blockchain platforms can be adapted for humanitarian pro-
grams [8]. In the same way, those interested in implementing Blockchain can take
examples of new technologies that are being adopted in this sector. For instance,
humanitarian actors may consider the adoption of mobile banking as an example
of how Blockchain and digital currencies can be used for humanitarian needs [13].

3 Programa de Alimentación Escolar - PAE

The scholar feeding program (in Spanish Programa de Alimentación Escolar
- PAE) is a scholar feeding policy that provides food supplement to children
and adolescents throughout the Colombian territory [12]. PAE is part of thereat
government strategy to increase schooling rates (coverage and quality) in the
country. The PAE was designed in two ways; On the one hand, encourage the
permanence of children, adolescents, and youth in the education system, and on
the other provide nutritional support for this population [12]. PAE contributes
to the permanence of students in the school system and provides them with
nutrients in the percentages defined for each modality.

PAE process starts by identifying and prioritizing Educational Institutions
with the most needs. It is done through the Social Policy Committee or
the Committee on Childhood and Family or Food and Nutrition Security of
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each town. It is pertinent to mention that in each of these instances, it is manda-
tory the representation of the parents.

The Educational Institutions are classified primarily by their geographical
location [18]. Educational Institutions in rural areas that only have one teacher,
Educational Institutions that exclusively serve ethnic communities (indigenous,
Afro-Colombian, Raizales, and gypsies).

In third place, the Educational Institutions with a high concentration of
population with scores of SISBEN1 48.49 for the 14 biggest cities and 45.34 for
remainder (locality, sector, neighborhood, commune).

In the latter, are prioritized the Educational Institutions that provide the
level of preschool education, then essential primary and those that offer training
to ethnic groups with a high proportion of population victim of the armed conflict
or both.

After the selection of the Educational Institutions, they proceed to select
the beneficiaries of the program, although it is already clear what the target
population is, unfortunately, the program does not cover this population in its
entirety. The staff of Educational Institutions participates in the allocation of
quotas for the selection of beneficiaries, as parents who have an active role in the
oversight. In the rural area and for the ethnic population, 100% of the enrolled
students who are attending preschool and primary school must be met, the
students who are victims of the armed conflict must be attended to in their
entirety regardless of the degrees in which they are enrolled [18].

After having selected the Educational Institutions and the population that
will cover the program, it is necessary to establish the food component with
which the PAE will be executed. The food component is the daily supply of at
least one food ration during the school calendar. These must be delivered to edu-
cational establishments for immediate consumption, guaranteeing the existence
of infrastructure and quality conditions in the processes of purchase, storage,
production, and distribution of food.

The above must be done in time and form by the operator, but this is not
the only one that intervenes in the PAE, in which families and caregivers of
children and adolescents, the community, Educational Institutions, Territorial
Entities (District/Municipal Mayors) take part. Secretaries of Education and
Committees and spaces of agreement, Ministries of Education, Health and Social
Protection, ICBF, and last but not least, children and adolescents [12].

The PAE works thanks to the different funding sources that have been
arranged both at the National level and at the local level; Mainly it is the
resource stipulated annually by the MEN [12], according to the budget estab-
lished for the provision of food service to children and adolescents, then we
find the funds from the General Participation System - SGP where these are
transferred to the territorial entities, are the royalties and own resources of each
Department, towns, and districts, and finally are the resources assigned by the
private sector, cooperative or non-governmental.

1 The SISBEN is the Identification System of Potential Beneficiaries of Social Pro-
grams that, through a score, classify the people according to their socio-economic
conditions.
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However, the PAE has severe deficiencies in its operation that have made it
inefficient. Of the 127 territorial entities covered by the program, approximately
40% of them (31) have no certainty about coverage in the attention to students
receiving school feeding [18]. It indicates that there is no relationship between
the three dimensions involved in the universal coverage framework: students,
rations, and days attended, a situation that leads to the low results of the PAE.

There is no control towards the program operators. Some have stopped pro-
viding food service for long periods when 100% of the contract has already been
paid, others have been paid for on non-working days. There is no control over the
users registered to SIMAT2. Rations payments have been provided and made to
students not registered in the platform as well as to students enrolled in private
schools.

The quality to provide the foodservice is not met. Some Education Institutes
do not have the infrastructure required to provide the service in optimal physical,
sanitary, and quality conditions. There are shortages in the rations delivered
by the operators, especially in the protein (meat, chicken, fish) and fruits and
vegetables. Besides, the portion served does not correspond to the weight and
volume previously defined in the standard minimum.

In summary, the above shows the severe deficiencies that the PAE has mon-
itoring the program development, in breach of the goals of coverage promised
by the national government. Although the MEN has defined the conditions and
mechanisms to operate and control the program [12], this not was enough to
avoid that corruption takes advantage of the significant number of intermediaries
between the resources and the final beneficiaries and the enormous information
generated in the bidding, hiring, and operation of the program. In this sense,
Blockchain technology could support the program by mean of smart contracts
and the registry of the principal transactions to help audit process, reducing the
system vulnerabilities.

4 Methodology

The scope of this contribution is to expose how a model based on Blockchain
technology could facilitate the resources traceability and control in social pro-
grams such as the PAE. For this, a non-experimental research design has been
selected to identify the implications, advantages, and opportunities for imple-
menting a model based on Blockchain technology for the control of social pro-
gram resources. The methodology applied to achieve the above had three stages;
In the first stage, to identify the main advantages, challenges, and needs of the
implementation of Blockchain technology in social programs or humanitarian aid
projects a bibliographic review was carried out. In the second stage, the supply
chain of humanitarian projects was analyzed, with their respective actors and
control points, identifying the inconveniences in the delivery and traceability

2 SIMAT is the integrated registration system of the Colombian Education Ministry.
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of resources destined for these projects. Finally, based on the information col-
lected, a general model for the management and control of social resources has
been defined, focused in PAE.

5 Proposed Model

Currently, PAE works as a Program that helps to fight school desertion providing
a food supplement for the comprehensive care to children and adolescents in rural
and urban areas of different ethnic groups registered in the enrollment system
SIMAT as official students [12]. However, in many cases, the resources were
executed without fulfilling the minimum quality conditions, generating that the
children and adolescents are not fed correctly [16]. These situations expose that
the most significant PAE weakness is achieving to establish capable mechanisms
to control its processes and make that the clauses of the contracts are being
fulfilled.

Considering the above the model proposed in this contribution tries to pro-
vide to PAE automated tools to minimize their vulnerabilities against these
issues; by mean of a structure based on Blockchain technology, using its
immutability, transparency, and distributed structure to support a more reli-
able operation.

PAE was defined by the Colombian Education Ministry since its creation [12]
(see Sect. 3). Due to it, the proposed model will be focused on the integration
of Blockchain technology by mean of smart contracts. Firstly it is convenient
to take into consideration that the value of the information lies in its accuracy.
In this sense, the control process has to be automated, including the principal
transactions that will be included in Blockchain technology and will be managed
by means of smart contracts.

The characteristics mentioned above previously are incorporated in the model
schema shown in Fig. 1. The model is divided in six layers: actors, processes,
information, transactions, smart contract, and Blockchain registries, which are
described as follow:

– Actors are the people related to each operation in the different levels of the
system, taking into consideration three main actors: who manage, who makes
and who verify each process and transaction.

– The process is the set of administrative, financial, productive, logistic, and
control operations needed to satisfy the goals of the program. The process
has actors, procedures, and specific criteria of fulfillment, which are included
in the transaction.

– Information includes all the documents associated with each process (con-
tracts, invoices, technical sheets, requirements, procedures etc.).

– Transactions are the data needed in a smart contract to validate or verify the
process fulfillment.

– The smart contract is an automated mechanism to verify the process fulfill-
ment regarding transaction data.
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Fig. 1. Schema of proposed model PAE
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– Blockchain registries is an encrypted and distributed database in which all
system transactions are stored.

Given the complexity of PAE program in its operation, it is essential to
develop the technological framework which supports the model; given that the
ideal configuration requires the automation of the majority of the processes and
transactions. In this sense, firstly is necessary to develop a set of phases which
allows us to characterize the program in each location and then implement the
proposed model as is shown in Fig. 2 and described next:

1. It is essential to define the resource sources, the managers which control the
resources, and the profile of the beneficiaries. These three steps (see Fig. 2
in yellow) provides the origin and the end of the program, and the people
responsible for the control of it.

2. In each location, it is necessary to describe the processes and the actors of the
supply chain, including all the operations, people, equipment, and information
needed to satisfy the goals (see Fig. 2 in blue).

3. The rules of smart contracts (process fulfillment criteria) need to be defined
including the budget execution information flow (see Fig. 2 in orange); these
two steps will allow structuring a public Blockchain with smart contracts and
a book of the supply chain under a platform like Ethereum.

4. The implementation of the model and supply chain supported by a Blockchain
system are final steps (see Fig. 2 in green).

Once the program is characterized, it is possible to execute steps 8 and 9
of Fig. 2. In which the model core is materialized, under smart contracts and
Blockchain. With the Blockchain technology, smart contracts can be used to code
and encapsulate the rules and processes that govern transactions between the
PAE actors (see Fig. 3). When the transaction is processed, the smart contract
automatically performs actions and verifies compliance according to the rules
that have been established at steps 6 and 7 (see Fig. 2).

In this way, the definition of smart contract and the supply chain (steps 4 to
7) establish the deliverable, allowing that when a previously programmed condi-
tion is fulfilled, the contract automatically executes the corresponding clause. It
is essential to regard that the participants must agree on how the transactions,
data, and rules that govern these transactions are achieved. Then, it is crucial to
express these rules accurately, explore possible exceptions, and define a frame-
work for resolving disputes. Additionally, it is necessary to take into account the
revision of the rules, the test of the controls rules on the transaction data, the
simulation of scenarios to guarantee a safely and transparently Blockchain.

Consequently, the smart contract would contain information on the coverage
of the program, that is, the number of children and adolescents who access food,
the exact amount of food that should be served, the frequency with which it
will be consumed weekly and data about their growth, healthy and academic
performance, in other aspects (information of steps 1 to 3). For example, a
smart contract would be made between the MEN and the territorial entities,
which would define the general conditions of the school canteens, the needs for
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Fig. 2. Steps to implement the proposed model (Color figure online)

attention, program coverage, available public resources, and the requirements
that allows identifying the most suitable children and adolescents, according to
their conditions. When this step has been finished, the smart contract could
enable the start of the tender to define the operators.

In the end, closing the loop, Blockchain will allow a record of transactions
among parties involved, dates, location, status, and quality of the product and
percentage of program execution, which could be audited easily. It is imperative
to highlight that the MEN and other actors, such as the beneficiaries themselves,
could review the terms and clauses of the contract, executing monitoring and
control over the transactions which are registered in Blockchain. Thanks to the
unchangeable and cryptographic nature of it, which makes this tracking reliable.

However, it is essential to note that there are some limitations to the imple-
mentation of this model. Firstly, it is necessary to develop the technological
infrastructure for the application of the model. Second, the parties involved need
agreeing in the use of technology. Likewise, the technical and regulatory chal-
lenges that allow reaching maturity must be taken into account to guarantee the
adequate implementation of the model and the accessibility to the technology.

Finally, Blockchain technology could reduce the risk of loss of resources and
facilitate the audit of the system, but the human factor is always the weak link
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Fig. 3. PAE smart contract scheme

and is the main limitation of this proposal. In the case in which a criminal agent
can add a corrupt definition of the rules and transactions for smart contracts.
Although the system may work, the results may not be desired because the
setting could include the approval of transactions that are outside the minimum
acceptance levels or that never happen. However, in the system, they could be
accepted and then paid, allowing the loss of resources. This because these issues
are hiding under the sight of all the people without a clue of it.

6 Conclusions

Taking into consideration the advantages of disintermediation, traceability, and
immutability of Blockchain, in this contribution is presented a model based on
this technology to support the Colombian scholar feeding program PAE. The
main objective o this proposal is formulated a reliable structure, in which the
principal transactions are registered in Blockchain and smart contracts take con-
trol over the verification of the processes fulfillments.

The proposed model to be implemented need the development of the legal
framework and technological infrastructure to support their processes. These
elements could be used in the future not only for PAE, even could serve as a
government seed to establish an automated tool for other programs of great
social impact, promoting the digitalization of the state and helping to increase
citizen participation in the control of this kind of programs.
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{ja.chavarriaga908,ce.gomez10,dc.bonilla10,hcastro}@uniandes.edu.co
2 Universidad del Quind́ıo, Armenia, Colombia

Abstract. Desktop Clouds, such as UnaCloud and CernVM, run sci-
entific applications on desktop computers installed in computer labo-
ratories and offices. These applications run on virtual machines using
the idle capacities of that desktops and networks. While some universi-
ties use desktop clouds to run bag of tasks (BoT), we have used these
platforms to run High Performance Computing (HPC) applications that
require coordination among the nodes and are sensible to communication
delays. There, although a virtual machine with 4 virtual cores on comput-
ers released in 2012 may achieve more than 40 GFLOPs, the capacity of
clusters with tens or hundreds of virtual machines cannot be determined
by multiplying this value. In a previous work, we studied the capacity
of desktop clouds for running applications non-intensive on communi-
cations on our computer labs. This paper presents a revisited analysis,
focused on the capacity of desktop clouds for running HPC applications.
The resulting information can be used for researchers deciding on invest-
ing on HPC clusters or using existing computer labs for running their
applications, and those interested on designing desktop clusters that may
achieve the maximum possible capacity.

Keywords: Desktop clouds · LINPACK · Computing capacity

1 Introduction

In universities and research centers, computers are typically underutilized most
of the time [4]. Several solutions aims to harvest such idle capacity and provide
computing resources to run scientific applications [1]. For instance, solutions for
Volunteer Computing, such as BOINC [2] and Condor [11], and for Desktop
Clouds, such as UnaCloud [17] and CernVM [19], exploit these capabilities to
run scientific applications using specific libraries or customized virtual machines.
Nowadays, research center such as CERN, run software for their research using
a combination of computers in dedicated datacenters with desktops distributed
through all its campus [19].
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Desktop clouds (DC) offer cloud computing services by running virtual
machines on desktop computers that are idle or used below their capacity [1]. In
contrast to other solutions, DCs such as cuCloud [13] and UnaCloud [17] allow
researchers to run clusters of customized virtual machines. Therefore, researchers
can use these platforms to run more complex distributed applications such as
LINPACK1, GROMACS2 and many other MPI-based software3 at lower costs
that the required if they bought specialized HPC hardware.

Previous work have been focused on determining the idle capacity of desktops
on university campuses [4,7,16] and their potential for running scientific appli-
cations [18]. Regretfully, they have been considering Bag of Tasks (BoT) appli-
cations where the computing work is divided in chunks that can be processed
independently. In these applications, the computing potential can be determined
by multiplying the the number of computers by the capacity of each. These stud-
ies do not show the potential capacity for parallel processing where the work is
distributed across multiple nodes to be processed at the same time.

This paper extends existing work by (1) analyzing the potential processing
capability of desktop clouds to run MPI-based parallel applications, (2) present-
ing some considerations to deploy virtual clusters for MPI-based applications on
desktop clouds, and (3) discussing use cases and designs where desktop clouds
can be used instead of buying specialized (and expensive) HPC hardware.

The rest of this paper is organized as follows. Section 2, gives a background
on HPC, desktop clouds and MPI-based applications. Section 3 talks about the
related work. Section 4 presents an evaluation of the capacity of desktop clouds
using the well-known LINPACK benchmark, and Sect. 5 discusses the results
and propose some hints for designing virtual clusters. Finally, Sect. 6, concludes
the paper and discusses future work.

2 Background

This section introduces some concepts used in our work. Here we define desktop
clouds, describe some applications that can run on these platforms and specify
the MPI-based applications we are interested to run on our solution.

2.1 Desktop Cloud Systems

A DC combines volunteer computing and cloud computing [1,3]. They use idle
computing resources of the participant computers, like volunteer computing plat-
forms, and offer virtual machines for on-demand processing or infrastructure as
a service, like cloud computing platforms.

Considering the type of applications they can run, we identify two types of
DCs: (1) DCs oriented to run Bag of Tasks (BoT) applications and (2) DCs that
support virtual clusters.
1 https://www.netlib.org/benchmark/hpl/.
2 http://www.gromacs.org/.
3 https://www.mpi-forum.org/.

https://www.netlib.org/benchmark/hpl/
http://www.gromacs.org/
https://www.mpi-forum.org/
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DCs oriented to BoT are solutions [3,12,19] based on volunteer computing
platforms such as BOINC [2] and Condor [11]. These platforms use an agent
in each computer that, when it detects some idle capacity, requests a task to
the platform and runs a VM or a container to do it. There, these tasks can
run independently and do not require interactions among the nodes.

DCs supporting virtual clusters, such as cuCloud [13] and UnaCloud [17],
provide infrastructure as a Service (IaaS) and allow researchers to run their
own virtual machines and configure their clusters. In these platforms, the
agent in the computer does not run tasks. Instead, it runs customized virtual
machines that can be joined to a virtual cluster. Although these clusters can
run BoT applications, they are well-suited to run parallel applications where
each node must interact with the others.

2.2 MPI-based Applications

Among the applications that can be run on virtual clusters, we can mention the
MPI-based applications.

Message Passing Interface (MPI) is a standardized and portable set of spec-
ifications to create programs that may function on diverse parallel computing
architectures4. MPI defines not only a programming API, but also a protocol
and semantics describing how they behave in any implementation. Nowadays,
it is a de-facto standard for parallel programs running on distributed memory
systems, it is used in many of the TOP-500 supercomputers5, is implemented
by several libraries (e.g.MPICH2 and Open MPI) and can be used in diverse
languages (such as C, C++, Fortran, Java and .Net languages).

There are many MPI-based scientific applications. For instance, researchers
can use BLAST and mpiBLAST to analyze DNA sequences and proteins, COM-
SOL Multiphysics to simulate physics, ARPS to model and predict weather,
GROMACS to simulate bio-chemical and molecular dynamics, and GNU Octave,
Maple and ATLAS to perform different numerical computations.

2.3 Running MPI on Desktop Clouds

We have been using desktop clouds to run MPI applications. In previous works
we have reported some experiences running GROMACS on UnaCloud [5,6].

A virtual cluster to run MPI-based applications comprise two types of nodes:

Multiple processing nodes that run the application. Each node run an
instance of the program and interact with the other nodes. In our clusters,
these nodes are virtual machines using Ubuntu 16,04 Linux with the MPI
libraries. In addition, all the nodes have a common user account (e.g.mpiuser)
that can connect to the others using SSH keys.

4 https://www.mpi-forum.org/.
5 https://www.top500.org.

https://www.mpi-forum.org/
https://www.top500.org
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A NAS server that provides a shared disk where all the processing nodes
access the MPI-based software and the data to process. In our clusters, this
server can be a high-availability server on a physical machine or a Ubuntu-
based server on a virtual machine.

Once the nodes in the cluster are running, the common user account can run
the MPI-based applications using different techniques and tools. The simplest
way is (1) to create a hosts file with the IP addresses of all the nodes and (2)
execute the application using the mpirun command.

2.4 LINPACK

LINPACK is an MPI-based application extensively used to benchmark super-
computers.

The HPL-Linpack benchmark (LINPACK) reflects the performance of a sys-
tem for solving a dense system of linear equations. It measures the number
of floating point operations (FLOP) that the system can perform per sec-
ond. Results are shown in MFLOPs (106 FLOPs), GFLOPs (109 FLOPs) and
TFLOPs (1012 FLOPs).

Parameters. The benchmark can be configured with a set of parameters: N,
or the problem size, represents the matrix size for the underlying system of
linear equations to solve. NBs defines the block size used in the computations.
P and Q, or the process grid, represent the number of processes and nodes
that will perform the tests.
In order to achieve the optimal performance, these parameters must be
defined to obtain the largest possible problem size. There are many appli-
cations that may calculate these parameters given the number of nodes, and
the number of cores and memory per node6.

System Efficiency. LINPACK is used to determine the efficiency of a system.
Using Rpeak, the peak theoretical performance given the specifications of the
CPU processor, and Rmax, the maximum performance obtained in the bench-
mark, the efficiency RPeak% is the value of (Rmax/Rpeak ∗ 100). Typically,
supercomputers have an efficiency greater than 60–70%7.

System Scalability. LINPACK can be also used for evaluating the scalability
of a system. The Speedup denotes the absolute speedup achieved after adding
nodes or processors/cores to the system.

3 Related Work

There are other works that have analyzed the idle capacity of desktop computers
in computer labs and the potential capacity of desktop grids and desktop clouds
running on them.
6 e.g. https://www.advancedclustering.com/act kb/tune-hpl-dat-file/.
7 https://www.top500.org/statistics/efficiency-power-cores/.

https://www.advancedclustering.com/act_kb/tune-hpl-dat-file/
https://www.top500.org/statistics/efficiency-power-cores/
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Domingues et al. [4] analyzed the usage of resources of 169 computers in 11
classrooms with computers during 77 consecutive days. They noted that these
computers had, in average, 97,9% CPU idle and 42.1% unused memory. In their
study, more than one third of the time, the machines remained without an inter-
active session and completely available. Considering only the computers with an
interactive session, the CPUs were 94.2% idle in average. They conclude that
these labs can be used for implementing desktop grids, where a set of these
desktop is roughly equivalent to a cluster with half of the size.

Oviedo [16] analyzed the idle capacity of computer labs in Universidad de los
Andes in 2011. Gómez et al. [7] updated this analysis in 2015 after the computer
labs were updated. They analyzed 70 computers in 2 independent computer labs
during the three busiest weeks in a semester. They found that the average use of
CPU and memory were less than 5% and 25% respectively. They estimated that
a desktop cloud can harvest around 24 GFLOPs without affecting the normal
usage of these labs. However, they considered only BoT applications where each
node work without interacting to the others but not MPI-based applications.

Many authors have compared public and private cloud platforms for running
HPC applications [10,14,15].

For instance, He et al. [10] compared Amazon, GoGrid and IBM public cloud
running a weather simulation application in 2010. They noted that typical nodes
in Amazon and IBM did not scale. While a single node (8 cores and 7 GB RAM)
exhibited 57 GFlops and three nodes went to 64 GFLOPs, a cluster with 4 or
5 nodes performed less than 60 GFLOPs per node. In contrast, the special-
ized GoGrid cloud platform increased monotonically from 55 to 165 GFlops for
clusters going from 1 to 5 nodes (6 cores and 8 GB RAM).

In 2018, Mohammadi et al. [14] compared more recent offerings from cloud
vendors. They compared clusters of virtual machines running in Amazon, Azure,
Rackspace and SoftLayer using 1 to 32 nodes with 16 to 32 cores each one.
In contrast to previous evaluations, they found providers offering clusters using
high performance networks8 that may increase their performance monotonically.
For instance, Amazon clusters increased from 0.30–0.64 to 8.59–10.68 TFLOPs
and Azure increased from 0.61 to 17.26 TFLOPs. Clusters in Rackspace had less
scalability going from 0.16 TFLOPs in one node to 3.04 TFLOPs in 32 nodes. In
contrast, SoftLayer, that relied on non-specialized networks, failed to scale. While
the cluster with one node achieved 0.57 TFLOPs, the cluster with four nodes
got 0.44 TFLOPs and the cluster with 32 nodes got only 2.46 TFLOPs, i.e.it
obtained an increment of only 4.33 times instead of 18.55–28.94 times obtained
in the other providers.

Please note that, at mid of 2019, while the VMs used in the He et al. evalua-
tion [10] may cost $ 0.074 USD/hour, the specialized VMs used in the Moham-
madi et al. study [14] goes from $ 0.796 to $ 3.168 USD/hour9, i.e.specialized
VMs may cost around 43 times more.

8 https://docs.microsoft.com/en-us/azure/virtual-machines/windows/sizes-hpc.
9 https://azure.microsoft.com/en-us/pricing/details/virtual-machines/linux/.

https://docs.microsoft.com/en-us/azure/virtual-machines/windows/sizes-hpc
https://azure.microsoft.com/en-us/pricing/details/virtual-machines/linux/


262 J. Chavarriaga et al.

4 Evaluation

We are interested on determining the capacity of desktop clouds to run MPI-
based HPC applications. Therefore, in contrast to other studies, we must con-
sider the impact of the network and the interactions among the computers to
determine the potential capacity. This section describes our considerations, the
tests we performed and the results obtained in one of our computer labs.

4.1 Overview

As mentioned before, there are many factors that may affect the processing
capacity of a desktop cloud. On the one hand, the use of virtual machines may
reduce the computing processing of each node. On the other hand, the use of non-
dedicated high performance networks mat affect the coordination and passing of
messages among the nodes. We defined two tests to evaluate how these factors
interact and limit the capability.

T1: Efficiency of LINPACK running on virtual machines. A test to
compare the theoretical capacity of the used computers with the value
achieved in LINPACK. This provides hints on the impact of running scientific
applications on virtual machines instead of on the “bare-metal”.

T2: Scalability of LINPACK on desktop clouds. A test to evaluate the
impact, to the overall performance, of introducing new nodes into a clus-
ter. Its results provide hints on the impact of using the computer lab network
for our clusters.

4.2 Results

We performed our tests in the “Networking lab” in the Universidad de los Andes,
Colombia. There, we can configure different network topologies using diverse
models of routers and computers. For these tests, we used two sets of computers.
On the one hand, 20 computers with Intel Core i7-4770 CPU @3.40 GHz (released
at June 2013) with 20 MB RAM and, on the other hand, 20 computers with Intel
Core i7-7700 CPU @3.60 GHz (released at January 2017) with 16 MB RAM.

LINPACK Efficiency on Virtual Machines. To determine LINPACK effi-
ciency, we must determined first Rpeak, the theoretical performance of the CPU,
and the Rmax, performance of the virtual machines.

Peak Performance. Intel publishes GFLOPs information for their CPUs in their
report of Export Compliance Metrics10. According to them, the maximum per-
formance for the Intel Core i7-4770 CPU @3.40 GHz is 127.6 GFlops.

10 https://www.intel.com/content/dam/support/us/en/documents/processors/APP-
for-Intel-Core-Processors.pdf.

https://www.intel.com/content/dam/support/us/en/documents/processors/APP-for-Intel-Core-Processors.pdf
https://www.intel.com/content/dam/support/us/en/documents/processors/APP-for-Intel-Core-Processors.pdf
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Theoretically, peak performance can be calculated using the following
formula:

Rpeak = CPU GHz ∗ # cores ∗ vector ops(AVX) ∗ special instr(FMA3)
= 3.4 Ghz ∗ 4 cores ∗ 8 DP vector ops ∗ 2 FMA3
= 217.6 GFlops

We ran LINPACK using 8 cores (to excercise all the cores) and 11 GB RAM
on the “bare-metal”. We achieved a maximum performance Rmax of 144.47
GFlops. That means that our desktops have a 66,39% efficiency Rpeak%.

For the Core i7-7700 CPU @3.60 GHz, according to Intel, Rpeak is 230.4
GFLOPs.

Performance on VMs. In our virtual clusters, we use VMs with the large profile in
UnaCloud, i.e. VMs with 4 cores and 8 GB RAM. We selected this profile because
it consumes near to the 50% of the available computing power to the desktop
cloud (e.g.the half of the CPU threads) and leave space for the applications
running by the users. We ran LINPACK inside these VMs to determine what
performance we can achieve there by using 1 to 4 virtual cores. Table 1 shows
the results.

Table 1. Performance running LINPACK on VMs

Note that VMs using near to the 50% of the computing power achieve 39,9
to 53,8 GFlops. This means that our large profile VMs achieve an RPeak%
efficiency of 18,35 to 23,39%, i.e. less than 1/4 of the real computing power of
the hardware.

LINPACK Scalability on Desktop Clouds. When these VMs are config-
ured into a virtual cluster, applications running on them interchange messages
using the local network. We ran LINPACK using different combinations of nodes
and number of virtual cores in each node to evaluate the scalability of the plat-
form and explore the impact of the network and the coordination tasks on the
performance.
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Table 2. Performance running LINPACK on VMs with 1 core

Scalability Using 1-Core VMs. We ran some LINPACK using just VMs with a
single core but varying the number of nodes. Table 2 shows the results varying
the number of nodes from 1 to 5.

Note that varying the number of nodes decrease faster the number of
GFLOPs than we increased the cores. For instance, using 1 node with the Intel
Core i7-4770 and 4 processes (4 cores), we achieved 47,10 GFLOPs but using
4 nodes with 1 core we got 38,59 GFLOPs. Using the Intel Core i7-7700, we
got 53,88 GFLOPs using 1 node and processes and 52,76 using 4 nodes and 1
processing core. Basically, the message passing among cores in a single node is
faster than the passing through the network.

Considering the theoretical peak of performance, Rpeak, as the number of
nodes multiplied by the maximum of a node, the cluster that used only one core
in each node remained with an efficiency below the 5 to 6%.

Scalability. We ran LINPACK varying both the number of nodes and the number
of cores in each node to evaluate the scalability of our clusters. Table 3 and Fig. 1
show the results of scaling the cluster using the Core i7-4770 CPU.

Table 3. LINPACK Scalability on multiple VMs with multiple cores

Rmax for Intel Core i7-4770

# cores Nodes in the cluster

1 2 3 4 5 10 15 20

1 12,64 20,75 30,48 38,59 45,80 50,33 71,82 96,25

2 21,59 33,67 46,42 58,14 68,49 52,89 82,20 107,70

3 30,83 32,41 56,26 65,70 74,71 52,27 71,79 90,17

4 39,92 48,11 37,34 69,72 71,79 44,77 66,00 89,95

Note that clusters using nodes with a single core scale by increasing the
number of nodes. The clusters using two or more cores have scalability problems
around 10 nodes. While clusters with 1 to 5 nodes increase their performance
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Fig. 1. LINPACK Scalability

monotonically, clusters with 7–12 nodes decrease their performance. The perfor-
mance increase again after 13–15 nodes.

Table 4. LINPACK Scalability on multiple VMs with multiple cores

Rmax for Intel Core i7-7700

# cores Nodes in the cluster

1 2 3 4 5 10 15 20

1 15,43 25,42 38,46 52,76 60,80 106,82 152,76 115,68

2 28,24 47,68 64,53 79,89 104,10 91,77 132,02 126,86

3 40,59 60,10 74,70 91,73 134,31 111,60 112,40 93,92

4 53,88 71,29 91,00 112,21 156,23 89,53 78,97 90,64

Table 4 shows the results for the Intel Core i7-7700. Note that the these
clusters fail to scale after 6–7 nodes. The scalability is better with less processes
per nodes: While the clusters with 1-core nodes achieve top performance around
15 nodes, the clusters with 4-core nodes achieves it around 7 nodes. However,
the performance of a cluster with 5 nodes with 4-core each one is better than
the obtained with a cluster with 15 nodes with 1 core each one.

5 Discussion

We are using the results of our evaluation to propose hints regarding how to
design virtual clusters in our computer labs.

5.1 Comparison to Other Platforms

Our evaluation shown virtual clusters using Core i7-4770 CPUs (released at
2013) achieving 100–160 GFLOPs. This performance is comparable to the #215
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of the TOP500 supercomputers at November 200111. It is similar than the per-
formance obtained in “normal” VM instances in Amazon and IBM [10], but
slower than the obtained using “specialized” instances in GoGrid [10], Amazon,
Azure, Rackspace and SoftLayer [14].

5.2 Designing Virtual Clusters on Desktop Clouds

Desktop clouds can run MPI-based applications on computers labs. To achieve
the maximum performance, researchers must design their virtual clusters follow-
ing some recommendations:

– Each virtual node must be configured using the largest VM profile. In our
evaluation, VMs achieve almost 1/4 of the computing power of the desktop
where they run.

– Virtual cluster must be configured using 7–15 VMs. These clusters achieve
an 4–6% efficiency. Larger clusters have less capacity.

– Use the fastest possible network. MPI-applications interchange messages
among the cluster nodes and will benefit of faster communications. If it is
possible, install faster network switches in the computer labs where the clus-
ters will run.

– Use the fastest possible NAS server. Depending on the application, the MPI-
based application may store files during processing and, therefore, their per-
formance may benefit of using faster file access. If it is possible, install special-
ized hardware or install NAS software in a dedicated computer in the same
network segment of the computer labs where the clusters will run.

– Use tools for resuming the work after a fault. MPI applications fail when a
node fails and, in desktop clouds, the VMs are volatile. While applications
such as GROMACS create checkpoints to resume the work, other applications
do not include these options. Additional software, such as Checkpoint/Restore
In Userspace (CRIU)12, can be used to resume some interrupted work. Fur-
thermore, desktop clouds such as Unacloud have extensions for creating global
snapshots [8], i.e. for checkpointing all the system.

6 Conclusions

The potential capacity for running HPC applications and for running Bag of
Tasks (BoT) applications on desktop clouds is not the same. HPC applications,
more specifically MPI-based software, coordinate the work of multiple nodes
by passing messages across the network. The capacity and performance of these
applications are not only determined by the capacity of each node and processor,
but also by the capacity of the network were they interchange data. Desktop
clouds do not use high velocity or dedicated networks and, therefore, introducing
new nodes to a clusters may reduce the overall capacity instead of increase it.
11 https://www.top500.org/statistics/efficiency-power-cores/.
12 https://criu.org/.

https://www.top500.org/statistics/efficiency-power-cores/
https://criu.org/
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The capacity of virtual cluster on desktop clouds depends on the application,
the number of nodes in the cluster and the memory and number of processes
(cores) running in each node. Our evaluation shows that, using desktops with
CPUs released at 2013 (Intel Core i7-4770), these clusters may achieve a capacity
between 100 to 160 GFLOPs on the LINPACK benchmark. Using VMs config-
ures with a half of the CPU threads, the efficiency is near to 4–6% in the cluster
(22–23% in each machine) because the impact of using a hypervisor instead
of running applications “on-bare metal” and the impact of using normal net-
works. The resulting performance is comparable to more than 100 of the Top500
HPC computers of November 2001 and June 2002. In addition, this performance
is better than the obtained using “normal” VM instances in cloud computing
providers such as Amazon and IBM, and it is similar to the obtained in “high-
performance” VM instances in GoGrid in 2010.

We suggest people designing virtual clusters on desktop clouds, to configure
each node with the largest number of cores and memory allowed by the platform
and avoid clusters with more than 15 nodes. We consider that desktop clouds can
be used extensively to teach MPI programming and to test custom applications
without using specialized HPC hardware. In addition, universities can use them
to run preliminary tests of scientific experiments. Finally, while small-to-medium
institutions can complete their experiments on these platforms, large institutions
may prefer to run further work on specialized hardware or use cloud computing
resources instead.

We are working on improving Unacloud to support GPUs, containers and
improve its reliability [17]. For instance, We have been extending the platform
to support checkpoints, fault recovering and migration of applications that do
not include these features [9]. Future work is planned to evaluate the perfor-
mance and reliability of running MPI-applications for large periods of time using
desktop clouds with our extensions.
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Abstract. Microservices architecture (MSA) has been emerged over
the past few years. Despite standardization efforts, migrating large-scale
legacy applications into microservices architecture remains challenging.
This study presents the results of seventeen interviews about obstacles
and suggested solutions in migration to microservices. We analyzed the
results of interviews using Jobs-to-be-done framework in literature and
classified the barriers into three categories—inertia, anxiety and context.
This work provides a categorization and a framework to overcome the
barriers based on the advises of experts in this field. The results can be a
reference for future research directions and advanced migration solutions.

Keywords: Microservices · Migration · Cloud · Interview

1 Introduction

Microservices Architectures (MSA) addresses the strong modularization of the
complicated systems into small services, called microservices. Each microservice
operates within its own isolated process frame, known as the share-nothing phi-
losophy, and allows a system to be designed and implemented by loosely coupled
microservice components, realizing the system functionality cooperatively [25].
Scalability, resilience, and reliability are the features that motivate system engi-
neers and companies, such as Amazon and Netflix, to adopt and advance MSA.

Besides MSA based system development, plenty of legacy applications intend
to profit from the advantages of MSA without losing their functionalities. As a
result, migration from traditional architecture to MSA is receiving closer review.

Microservices were initially presented by Fernandez et al. in their research
paper [4]. Since 2014, when microservices have aroused great interest among
researchers, various works have been published. Jamshidi et al. [12] and
Alshuwayran et al. [1] tried to investigate and characterize the proposed chal-
lenges and solutions in microservices architecture. Later, Ghofrani and Lübcke [7]
introduced some of the challenges in the practical aspects of microservices archi-
tecture as well. While their result offers a general perspective to microservices,
c© Springer Nature Switzerland AG 2019
H. Florez et al. (Eds.): ICAI 2019, CCIS 1051, pp. 269–281, 2019.
https://doi.org/10.1007/978-3-030-32475-9_20
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our work focuses on the migration processes. We try to determine the challenges
within the migration processes.

Besides the new development of enterprise systems using MSA, migration
to MSA is another common scenario in enterprise systems [25]. MSA promises
more scalability, flexibility, resilience of systems, automation through the con-
tinuous pipelines, and reliability when facing changes. Many enterprise systems
tend to migrate their monolithic architectures into MSA due to these advan-
tages. Most monolithic systems used by enterprises are commonly in the form
of web applications, which provide some services. Not only are these systems of
huge internal complexity, they are also implemented over the years, subjected
to different programming skills, requirements, and architectural styles. There
exits a considerable amount of monolithic systems operating based on primitive
mechanism or remaining in their migration phase.

In order to investigate particularities, challenges, barriers, and problems,
which harden or even prevent the migration to microservices, we have carried
out a qualitative survey. The interviewees of the survey are experts in microser-
vices who contributed valuable insights on the perceived obstacles and potential
solutions of MSA migration. They are selected based on their publications on
authoritative journals, and proceedings of workshops and conferences.

The paper consists of four parts. Related work is presented in Sect. 2. We then
propose our research methodology in Sect. 3 and discuss the analytic results of
the interviews in Sect. 4. In Sect. 5 we will discuss some issues and explain the
limitations of our research. Section 6 concludes our work and proposes the future
work and our research direction.

2 Related Work

A number of secondary studies have been published on the topic of microser-
vices. Two secondary studies of Alshuqayran et al. [1] and Vural et al. [23] are
systematic mapping studies on microservices architecture, however, they did not
directly address the migration towards microservices architecture in their works.
Taibi et al. [21] performed a questionnaire survey on migration towards microser-
vices architecture, filled by 21 practitioners. On the contrary, our research is an
in-depth investigation of migration activities and challenges. We perform a deep
analyze of each phase in respect of inertia, anxiety, and context. We also propose
solutions for overcoming the barriers. Taibi et al. [21] analyzed some aspects of
migration such as motivations and benefits behind migration to microservices
architecture. However, they do not investigate the barriers and offer any solution
for migrating to microservices architecture.

Konche et al. [15] conduct an interview among experts in Germany about
drivers and barriers towards adopting microservices. Their work is limited to
the experts in Germany and their analysis is based on runtime performance and
transactionality.

There are also some primary studies that addressed certain aspects of the
MSA migration, including techniques, approaches, analyses, and experience
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reports [8,14,16]. On the contrary, we aim at identifying more generalizable
insights from an academic perspective, while the focus of the primary studies
was typically on specific case study or domains.

3 Research Methodology

The research questions are carefully designed to examine barriers and investigate
solutions for MSA migration

– RQ1: What are the main barriers which hinder or make it difficult
to migrate into microservices?

– RQ2: What are the solutions and suggestions?

We searched for qualified interviewees with knowledge and experience on MSA
migration by a systematic literature review. Through a two-phase searching pro-
cess, we managed to identify suitable candidates who have published related
research papers or had experience in reports on peer-reviewed journals.
First Phase: In the first phase, we followed the guidelines of Kitchenham
et al. [13] and Peterson et al. [19]. Based on our research questions, the fol-
lowing search string was generated:

(decomposition OR clustering OR module OR modularization OR extrac-
tion OR recovery OR evolution OR migrate OR migration OR integrate
OR integration) AND (enterprise OR container OR legacy OR large
scale OR application OR system OR architecture) AND (microservice
OR cloud OR service)

We submitted this search string on different scientific databases. Some of
these data sets do not accept the exact phrase of the search string. The key-
words and binding phrases had to be adopted and passed to advanced search
functionalities provided by these data sets. Table 1 lists the selected data sets
in addition to the number of papers that we found in them. The results were
captured in March 2018.

Fig. 1. Work-flow of collecting the papers
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Table 1. Selected data sets and their returned results based on our search string

Digital library Found papers

IEEE Xplore 82

ACM Digital Library 42

ISI Web of Knowledge 104

ScienceDirect 479

Wiley InterScience Journal Finder 5

Second Phase: In the second phase, we performed forward and backward snow-
balling [24] to gain a comprehensive overview of the research objective. The
snowballing method began with specifying a set of studies with a certain level
of relevance to the topic. Our starting set consists of [5,9,17], and [2]. In each
iteration of snowballing, we compared the search string with title and abstract
of the found paper. Once the search string passed to the title or abstract, we
included the paper in basis set for next snowballing iteration. After 6 iterations
of snowballing, 87 studies were found.

Final Set : We added the results of our first and second phases together and
started the screening of papers via inclusion and exclusion criteria, listed in
Table 2. Figure 1 illustrates the work-flow of collecting the scientific papers.
Through the search, 56 papers remained in the final set. Due to the lack of
space, we will discard the list of papers in our final set. The final set is available
online [6].

We interviewed the authors of the selected paper via email from March 10th

to March 20th, 2018. Fourteen researchers responded with their perspectives on
the research questions and three of them offered an opportunity to conduct a
further interview.

4 Results

We filtered and categorized the email responses. Since the answers of emails
are saved in written and digital form, it facilitates the coding, categorizing and
searching process.

Figure 2 depicts the model that we adopted to analyze our results. This model
was used in other researchers to analyze forces that prevent the usage of agile
methods in model based software engineering. All these researches were refer-
ring to the Customer Forces Diagram by Maurya1 and the Forces Diagram by
Moesta and Spiek from the Jobs-to-be-done framework2 as origin of this model.
In the context of our study—migration to microservices—the model classifies
the forces into six different categories. In the case of a change in a system, the

1 https://leanstack.com/science-of-how-customers-buy/.
2 http://jobstobedone.org.

https://leanstack.com/science-of-how-customers-buy/
http://jobstobedone.org
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first three forces “trigger”, “push”, and “pull” motivate the system to migrate
from the current area to a new area—from monolithic architecture to MSA. On
the contrary, the other three forces “inertia”, “anxiety”, and “context” play the
role of pull factors which hinder the migration.

In our research, we focus on the preventing forces, namely inertia, anxi-
ety, and context. We explain these forces briefly and introduce the correspond-
ing challenges and solutions referring to the interviewing responses. Due to the
acceptance of this method among researchers [10,22], and possibility to adapt
existing solutions from other fields of research, we selected this method to ana-
lyze our findings.

4.1 Inertia

The inertia is the intention of people doing the same thing that they have been
doing before. For instance, the developers who have worked with specific tech-
nologies for years tend to continue working with them as no serious changes are
necessary. We found 6 main issues pointing to inertia among our answers. One
interviewee suggests that “The existing companies are built around a particular
technology stack. Hence, it creates a problem when migrating, because most of
their employees have expertise in that particular technology stack”.

Another interviewee addresses the effect of microservices on architecture of
monolith, “In many cases we have a much more unfavourable situation with older
monoliths, like those from procedural programming of the past. So, the migration
effort to services would be much complicated, leading often to completely new
software architecture, designs, and programs”. Software system transformation
is not the only change required during the migration process, as being pointed
out, “take the advantage of this benefit means re-organizing the development
team.”

Among the interview responses, we notice that the transition to a new think-
ing process is a main obstacle. One of our interviewees mentioned “It is much
easier to version and control one system than many microservices. We have used
to version the entire system and now we need to version each microservice. If
you have one team that works with many services (it is my reality), they have
difficulties to consider each service as a ‘system’ with its own version and con-
figuration. It is not our reality to have many teams and each of them working
in only one microservice at each time”.

In order to overcome these challenges and help the people to change their
habits in fronting new architectures, some solutions are also suggested by our
interviewees. At the first level, explaining the benefits of new architecture and
data models would be helpful in addition to defining some guidelines. These
guidelines would be eventually used as the enforcement to change the team cul-
ture. Furthermore, solutions such as “More research and better guidance for the
organizational, team-related aspects of microservice development” are suggested.
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Table 2. Inclusion and exclusion criteria

Inclusion criteria Exclusion criteria

– Studies in form of Peer-Reviewed
scientific works

– The paper was written before 2010
(Since MSA didn’t exist before 2010)

– The paper discusses extraction of
microservices from traditional disturbed
or centralized architectures

– Do not explicitly discuss the MSA

– The paper discusses the refactoring,
migration to the MSA

– The paper is not accessible

– The paper discusses techniques, tools
or frameworks to extract or speed up the
microservices extraction of monolithic
architectures

– Do not propose a method technique
or a tool to facilitate a microservices
extraction task since

– The paper is written in English – Editorial, abstract or short papers

– The paper describes experiences,
solutions, or evaluation of microservices
extraction

– A study that does not specifically
propose a solution for migration.
(there are enough references to discuss
the theoretical challenges in migration
or splitting systems into
microservices, e.g., [18])

– A study that is developed by either of
academics and practitioners. Rationale:
Both academic and industrial migration
approaches are relevant to this study

– Studies that propose
implementation of a new system using
microservices architecture

– Plain migration (the so called “lift
and shift”), which moves the
application into one functional entity
such as, a server or a container to
mimic a microservices architecture [11]

Fig. 2. Preventing forces on migration to microservices
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Table 3. Summary of challenges and solution in migration to microservices architecture
regarding inertia, anxiety, and context forces

Forces Challenges Suggested solution

Inertia – Complicated design and implementation

procedure for a new architecture

– Declaring the benefits of splitting the

domain model and data model

– To convince the teams to split the

database or domain models and share it

with other team members

– Enforcing cultural changes in teams

and improving governance processes

(e.g., utilizing DevOps, setting team

members by people who have a good

background in microservices)

– To convince the teams to consider each

service as a “system” with its own version

control and configuration

– Establishing guidelines

– Difficulties in re-organizing the

development team specializing in particular

technology stack

Anxiety – Lack of understanding of hidden

complexities of microservices and negative

returns on small scaled systems

– Provisioning of better prototypes,

documentations and quick start guides

– Giving permission to the development

team to maintain the database

– Better automated support for setting

up an initial microservices architecture

– Lack of good guidance, technical

expertise, knowledge of domain and its

related standards, documentation on system

decomposition and building microservices

architecture

– Utilizing informal guidance on

decomposition techniques

– Challenges in handling storage and

splitting data files and big data

– Providing some white papers about

standards in modeling

– Organizational alignment, security,

automated deployment and aggregated

monitoring

– Training, training and training

– Using MDD and DDD to ease the

business-dependent decomposition

– Adopting patterns such as distributed

transactions, polyglot databases

Context – Institutional issues rather than technical – Providing a comparison framework for

different types of technologies for

implementing microservices

– Complex testability due to technical

limitation of hardware and software systems

– Relying on approaches that are more

efficient than HTTP, e.g., Web-sockets,

or using shared persistence storages

– Network communication among

microservices can be cause a bottleneck

– Allowing developers to build

automated deployment pipelines and

design specialized dashboards for

monitoring the deployed application

– It is really difficult to implement DevOps

in parallel of change of paradigm from

monolith to microservices architecture
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4.2 Anxiety

The anxiety is the fear of unforeseen or unexpected events that could happen
during new experiences.

We have extracted 11 points related to anxiety from results of our interviews.
Various reasons have been mentioned by our interviewees which leads to anxiety.
“Microservices is an abstract concept with multiple moving parts. It has a high
learning curve, negative returns on small scale systems, and the concepts only
become clear through experience”, “The stack of implementation technologies
exhibits a certain complexity, while not being always very well documented.
Hence, it requires some effort to setup a prototype to work on”, and “Increased
management complexity”. These comments from our interviewees reveal the lack
of knowledge about the new architecture, which leads to an underestimation of
the complexities behind it. Despite automation tools and approaches which help
the system experts to decompose a monolith to microservices, “there is still a
lack of good guidance on how to decompose your monolith” remarked by an
interviewee.

The reluctance of making changes exists not only among the software engi-
neers for monolithic systems, but database experts also share the anxiety. Two
of our interviewees placed the emphasis on concerns regarding handling the
database. Their anxiety is splitting and storing big data while allowing the devel-
opment team to handle the databases. One of our interviewees brought up the
concerns on operational level that the operation experts are not ready to handle
the deployment and maintenance of system with new architecture. Interviewees
obliviously mention the need of knowledge to overcome most of factors which
lead to anxiety. According to three of interviewees, providing the knowledge in
either a formal and informal way can be achieved by creating some prototypes
and quick start guides, publishing white papers about some common standards,
and training the staff. Model-Driven Development (MDD) [20], Domain Driven
Design (DDD) [3], and informal guidelines can be used to ease the decomposition
of the systems into microservices, as mentioned by two other interviewees. These
methods would help to reduce the occurrence of some unexpected manner by
dividing the system into smaller architectural and organizational units. In order
to handle the unknown complexity of applying microservices, our interviewees
suggested to adopt the patterns such as distributed transactions and polyglot
databases.

4.3 Context

The context factors are considered as forces that prevent experiencing something
new in an established architecture because of the boundaries and structure of the
architectures. Violating these boundaries is in most cases, impossible or harmful
for existence of a system. In an established monolith, the related boundaries to
the fixed structures on the organizational and architectural level are categorized
as context factors, which is acknowledged by the interviewees in their comments.
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Our interviewees have mentioned 7 issues as context among their answers
to the influencing facotrs. We have analyzed the answers of our interviewees
with regard to the boundaries and structural barriers which prevent the migra-
tion to microservices. We divided these factors into two stages. The first stage
corresponds to the technical complexity in handling the testability, as well as
network communications among microservices. Second stage includes the insti-
tutional issues over the technical issues. On the subject of these issues, one of
our interviewees mentioned that “Budgeting the time for a substantial refac-
toring extremely difficult to justify, even in an academic environment, that in
commercial production environments it may be even harder”. Furthermore, the
organizational barriers affect the DevOps implementation while performing a
migration to microservices. In order to overcome the mentioned obstacles in the
first stage, our interviewees recommended to provide an overview of existing
technologies. A framework for comparing different types of technologies could
support the developers by overcoming the technical complexities. Furthermore,
they suggested to take approaches such as web-sockets and shared persistent
storage, which make it more efficient to solve the technical challenges. The
second stage requires more flexibility in development teams. For this reason,
it has been suggested to encourage the teams to build their own deployment
pipelines as well as developing specialized tools for monitoring the production
environment.

4.4 Summary

According to the responses collected from our interviewees, migration to the
microservices challenges organizations on a broader level than splitting databases
or system architecture into smaller parts. Migration to the microservices involves
the cultural, development and organizational aspects of companies. Rather than
a transformation of the entire system from horizontal layers into vertical units,
MSA migration should be considered as a revolution of the system. Even with
good knowledge to the system complexity, the development team should lay
more emphasis on an in-depth investigation towards the character of stakehold-
ers to assess their readiness for a revolution and their threshold of tolerance.
Only through such an investigation can the system engineers and architects
decide about cost and gains of migration to microservices. Some of the barri-
ers are organizational issues (i.e., team skills, guidance, ownership of code and
database). Therefore, a discussion of good practices can be beneficial in migra-
tion to MSA. Furthermore, since DevOps and microservices architectures usually
come together, main part of the identified factors appear to be related to the
introduction of DevOps practices in the development organization (e.g., contin-
uous delivery, testability, independent versioning, and deployment of individual
services). However, investigation on impact of each technology independently is
out of scope of this paper.
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5 Discussion

We introduced two parties of factors which prevent and push the system engi-
neers towards a migration to MSA. Note that in this paper, we only focus on
preventing factors of migration to MSA for the following reasons: (i) Although
we mentioned the pushing factors (i.e. Trigger, Push, Pull) as a part of reference
model that we use for evaluation our results, they are not impeding but help-
ing the migration process. An extensive presentation of these factors could lead
to misunderstanding and distraction from our research. (ii) Since our answers
are collected via emails, we had the fear that asking too many questions reduce
the chance of receiving any answer from our participants. Therefore, we limited
our research questions to two focusing on the pull factors. However, the limited
number of participants and responses is admittedly a drawback for getting a
more comprehensive understanding. (iii) The focus of our work is set on pre-
venting factors. Motivation factors are out of scope of our research, since other
researchers (e.g.,Taibi et al. [21]) have already investigated motivation factors
behind migration to microservices.

Migration to a new type of architecture with more flexibility is the most
important aspect of our work, which is currently named as microservices. The
same concept could be promoted to other terminologies in near future (e.g.,
server-less computing, or function as a service, etc.). In such cases, regardless of
the name of the newly developed architecture, the idea behind our work applies
to the re-engineering of monolithic architectures to adapt the new technologies
with less effort and costs. Books on MSA written by respected authors such as
Sam Newmann [18] and Eberhard Wolff [25] provide a detailed explanation of
MSA. However, our research is not about building microservices, but it is about
migrating to microservices architecture. Our idea is to have a migration with less
effort instead of creating a new system based on functionalities of a monolithic
architecture through some iterations. The objective of our systematic method
is to ascertain the authors who have investigated the migration to MSA and
experienced the barriers and challenges closely. Trying to get an interview with
famous authors is the next problem that we faced. Most of them did not have
enough time to answer to the interview emails. Due to the limitations of place
and time, we could not test all existing methods to reach candidates.

Some of the proposed solutions are very abstract or high level. It could be
the case that problems in the real life scenario cannot be solved solely based on
these answers (e.g., “Establish some guidelines”). Because of the complicated
and context-dependent nature of the issue, our research fails to provide detailed
solutions for individual cases. Alternatively, we proposed a general but expert
thinking process when encountering the MSA migration problem.

In some cases, it is difficult to determine whether some action/statement is
caused by inertia or anxiety (e.g., the “lack of good guidance” statement could
also be due to the inertia to put in a lot of effort to learn new things). We tried to
perform a voting mechanism between three experts to decide on categorization
of such statements.
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Internal Validity : We face the challenge of validation with our small sample
size—number of interviewees—in our research. We have selected the experts
based on their reputation with reference to their peer-reviewed publications. We
managed to elevate the quality of answers by upholding the knowledge level of
participants. Therefore, the target set of the potential interviewees were small.
The main objective of our research is not have a significant correlation between
answers of a statistical survey. Our main goal is to present an overview of the
comments and propositions from the experts on preventing factors to migrate
from monolithic architectures into microservices. Therefore, collecting the empir-
ical results from a survey is out of the scope of this paper.

External Validity : In order to hinder the bias of the researchers through analysis
of results, three researcher have evaluated the answers and categorized them
based on inertia, anxiety, and context. We captured the answers in emails to
prevent loss or misinterpretation of data. Since our selected data sets utilize
different search mechanisms, in some cases we had to adapt our search string to
the syntax of search tool. Therefore, there is a possibility of bias in the selected
papers.

6 Conclusion and Future Work

In this paper, we addressed the challenges of migrating traditional architec-
tures to microservices. We gathered the factors which prevent the migration to
microservices based on the interviews with some experts. Finally, we provided
a classification of factors based on scientific models. Table 3 summarizes the
comments and suggestions of experts while answering our research questions.
Based on our results, anxiety as most mentioned factor by interviewees should
be considered more than other factors. We are going to use these results as a
starting point for our further research. We will start with testing and evaluating
the quality of the proposed solutions. For a thorough evaluation, we will need
proper metrics to measure the quality of these solutions.
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Abstract. In last years, more and more cloud providers are making great efforts
to offer personalized services that fully match customers’ needs. However, it is
not always easy because of the maturity level that requires their customization
capabilities in order to design, implement, operate and improve personalized
services. Furthermore, there is a lack of tools to help cloud providers to
understand what is the current maturity level of their customization processes
and the path to improve them. In this context, this work presents our progress for
building a maturity model for the customization of cloud services. The model is
proposed from a literature review in the area and two interviews to industry
experts. The model, that includes two dimensions (customization capabilities
and maturity levels) aims at helping researchers to develop new contributions in
this research area and practitioners to develop their customization capabilities.

Keywords: Cloud computing � Customization � Personalized � Configurable �
SaaS � PaaS � IaaS � Capability model

1 Introduction

Cloud computing is helping organizations to provide an increased experience to cus-
tomers in all industrial sectors through its characteristics that include elasticity, broad
network access, and on demand self-service, among others [1, 2]. However, the pos-
sibility of taking such advantage depends directly on the cloud provider capabilities to
customize the service characteristics in order to match customer needs. Such require-
ments can range from security and access changes to workflow and business process
logic modification, creating a large scope of options when we refer to cloud cus-
tomization. However, providing customized services that fully satisfy customer needs
is very hard for cloud providers because of several reasons, among which are: (i) the
investment level required to design personalized services considering the number of
clients and the diversity of their needs and (ii) the high costs involved in managing
personalized services during the operation considering the differences in their design
and the request for change raised by customers [2].

Regardless of these issues, cloud providers are making great efforts to offer cus-
tomization possibilities to customers in order to best serve their needs and in this way
improve their experience in two ways: during the customization and implementation of
the service and during its consumption. However, this purpose is difficult to attaint as it
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requires complex and mature capabilities in order to design, implement, operate and
improve personalized services. In addition, there is a lack of evaluation frameworks
allowing cloud providers to measure the maturity level of such capabilities. Assessing
maturity levels can help them to improve the performance of their processes and in turn
of the services they provide to customers [3].

In this context, this paper presents our progress towards the construction of a
maturity model for customization of cloud services based on a literature review in the
area and two interviews with experts of the industry. The objective of this model is
twofold: (i) provide practitioners with a maturity model that can help them place their
customization process on a scale that describes their maturity level, what serves as a
basis to improve such processes and (ii) identify research opportunities in the field of
cloud customization for researchers.

This work is organized as follows: Section two presents our research approach.
Section three describes the literature review methodology, application and results.
Section four presents the industry perspective that describe the results of the interviews
to cloud experts. Section five describes the maturity model, describing its dimensions.
Finally, section six presents the conclusions and future work.

2 Research Design

We propose the method described in Fig. 1 in order to design the maturity model. As
said in the introduction, we consider that cloud providers need to improve their life-
cycle process in order to fulfil customer needs in better way. Consequently, the first
step of our method consists in identifying what are the main stages of the customization
process on which maturity needs to be assessed to make the process more performant.
Then, our proposition consists in defining research questions for each one of the stages
(second step) in order to gather contributions concerning how such stages are per-
formed at different maturity levels. The application of first and second steps are
described in the next subsection. As our aim is to collect both research contributions
and industry insight, we use to this end the research questions within a systematic
literature review (third step) and two interviews with experts from the cloud industry
(fourth step). Third and fourth steps are presented in the Sects. 3 and 4 respectively.
Finally, we design the maturity model from the collected contributions by using a two-
dimensional structure (capabilities and maturity levels) which are very common in the
academy and the industry [3, 4]. The application of this last step is detailed in Sect. 5.

Fig. 1. Method for designing the maturity model
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2.1 Service Customizing Dimensions and Research Questions

Assessing maturity levels and managing relevant processes can help organizations to
improve their visible and invisible performance [5]. We consider thus that the cus-
tomizing lifecycle process contains and organizes the aspects on which organizations
need to improve and evolve in maturity in order to fulfil customer needs. According to
[5] the customizing process includes the following stages: (i) Customization analysis
and design, where aspects like the scope of the customization and architecture are
defined, (ii) Customization implementation, where the aspects previously planned and
designed are implemented and put into practice, (iii) Customization assessment, where
measurements of the already working cloud service are made to evaluate customization
effectiveness (iv) Customization improvement, were new characteristics that fulfill
emerging needs are analyzed and implemented.

As described in the research method, we define research questions linked to the
customizing process stages to lead the design of thematuritymodel from literature and the
industry perspectives. The research questions that we propose are described as follows:

1. Customization analysis and design: How is the customization scope defined? Which
are the tools (models, languages or notations) employed to express requirements
and the architecture design of the service?

2. Customization implementation: How is the customization implementation process
defined? In which degree customization implementation is made in an automatic,
semi-automatic or manual way?

3. Customization assessment: How is customization effectiveness measured?
4. Customization improvement: How is the improvement of the service made?

3 Literature Review Perspective

We propose the following steps to carry out the literature review: (i) planning,
(ii) conducting and material collection, and (iii) reporting. The description and appli-
cation of these steps are presented as follows:

(i) Planning: it consists in the definition of the criteria and the query to conduct the
search and validate the selected works. It aims at identifying the relevant con-
tributions in the research field. In the case of this study, we used the following
criteria:

• Cloud Services Search Terms: IT Service or ICT service or Cloud Service or
Cloud Computing or Cloud Management or Cloud Sourcing or Software as a
Service or Platform as a Service or Infrastructure as a Service.

• Customization terms: Customizing or Personalize or Customized or Adapted
or Adjusted or Custom-build or Custom-made or Tailor-made or Made-to-
order or Tailored or Configurable or Configuration.

• Search Area: Computer Science.
• Document type: Conference paper or Journal paper.
• Search field type: Title.
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(ii) Conducting and Material Collection: this step is related to perform an exhaustive
search for primary approaches by using the criteria previously defined. It also
validates and assesses the found approaches with respect to the research questions.
The goal of this step is to select a final set of works. We used thus the defined
criteria in the Scopus search engine by introducing the following query:

TITLE ((“information and communication technology service” OR “information
technology service” OR “IT service” OR “ICT service” OR “cloud service” OR “saas”
OR “paas” OR “iaas” OR “cloud computing” OR “cloud management” OR “cloud
sourcing” OR “software as a service” OR “platform as a service” OR “infrastructure as
a service” OR “software-as-a-service” OR “platform-as-a-service” OR “infrastructure-
as-a-service”) AND (“multi tenant”OR multitenant OR multi-tenant OR customizing
OR customizing OR personalize OR personalise OR customized OR personalized OR
adapted OR adjusted OR custom-build OR custom-made OR tailor-made OR made-to-
order OR “made to order” OR tailored OR configurable OR configuration)).

This search returned 279 candidate articles as a result. To reduce the number of
articles to be included in the analysis, firstly, a review of the articles titles was carried
out. This filter reduced the number to 89. Secondly, a reading of articles abstracts was
undertaken to filter those works that do not present evidence of answering any of the
analysis questions. This filter limited the number of articles to 31. Thirdly, a complete
reading of the articles was performed to select the final works set, made up of 25
articles [6–30] which were identified and included in the analysis.

(iii) Reporting: this step presents a synthesis of the answers for each research
question. A material analysis and interpretation is presented as follows.

Which are the tools employed to express requirements and the architecture
design of the service?

In our analysis we found that the expression tools range from undocumented
meetings to semiautomatic tools using a mixture of languages that show how graphical
models are commonly used to express requirements and architecture design. Specifi-
cally, we found that 9 papers used Flow Charts, 9 papers used Feature Models, 7 papers
used the UML standard, 6 papers used Architectural models, 3 papers used Trees
models, 3 papers used Components Models and 2 used meetings, interviews, and text
documents.

How is the customization scope defined?
We found several methods for scope definition that includes case-by-case cus-

tomization following an ad-hoc approach, customization following a set of options, and
semi automatic or automatic configuration. We classify such methods as follows: New
modules (5 papers) that consists in developing new functional modules following and
ad-hoc approach as the client request them, in some cases reusing modules made in the
past for efficiency. Selectable Modules (6 papers), it uses an approach that allows the
customer to pick from a predefined list of already developed modules to use in his
application, making the assembling of modules in real time. System Structure
(2 papers), it is used to personalize the workflow and structure of the application
through an interface that allows user to reconfigure their single instance according to
their needs. Feature Selection Aid (8 papers) in this cloud services help users choose
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the features they need to get their desired service by mapping their requirements to the
potential services through automatic matching algorithms.

How is the customization implementation process defined?
In our analysis we found that this aspect ranges from manual, sporadic and ad-hoc

processes to architecture definition processes with customization aspects, extension
points, and characteristics such as reutilization and automatization. We classified the
contributions in: SPL techniques (10 papers) that include the domain analysis of the
product to be developed, the development of assets that can be connected to a base
application and a set of rules for the development and assembling of assets for new
configurations. Development of new Architectures (6 papers) in which the objective is
to develop a new architecture with customization in mind by defining all the major
architectural components and a general workflow. Function customization (5 papers),
that focus on the customization of short pieces of code (usually functions) in order to
customize specific functionalities and improve user experience. Finally, Implementa-
tion of Algorithms (4 papers), that run algorithms that automate or aid users with their
customization process.

In which degree customization implementation is made in an automatic, semi-
automatic or manual way?

In our study, we found that in 17 papers the implementation process was com-
pletely manual, 5 used semiautomatic tools and procedures in certain stages and 3 used
automatic tools and methods in some of activities. Concerning manual processes, they
concern mainly Software Product Lines (SPL) related methods and their variations. The
semiautomatic processes are mostly related to the use of semiautomatic tools for
defining new architectures and customization, and the automatic processes are mostly
related to the implementation of algorithms to automate or aid users with the cus-
tomization process without interacting with IT developers or analysts.

How is customization effectiveness measured?
We found 5 papers that mention the need for establishing service-level agreements

(SLA) with well-defined metrics in order to define the operation expectative of users.
Service levels usually are related to the availability of the service (3 papers), and some
of them refer to other quality and technical aspects such as capacity or security (2
papers). The real performance of the service needs then to be measured in order to
determine if service levels are being achieved. The papers argued that service level
achievement is narrowly related to customization effectiveness. We did not find
measurement aspects related to the service functionality.

How is the improvement of the service made?
We found 17 papers addressing the improvement of customized services through

the development of new functionality or the improvement of the current one. Those
works can be classified in two groups: the works of the first group, that we call
development of independent modules and services, propose methods for the develop-
ment of modules case by case depending on user’s requests and needs. In such case,
each tenant of the service has a different set of modules that cannot be reusable with
other tenants. The works of the second group, that we call integration of reusable
modules and components, consist in preexisting configurable modules, role adaptable
modules, graphical and work flow templates and architectures with extension points
that allow each tenant’s instance to incorporate new modules depending on their needs.
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The base of such propositions is mainly an adaptable architecture compatible with all
instances and a system to keep already created modules updated so they can be used
when needed.

4 Industry Perspective

We carry out two separate interviews for about 90 min each one to two expert con-
sultants working in two different international companies that provide cloud services
mainly in Europe and Latin America. We used the research questions and the results of
the literature review to get insight from them. The main results are described as
follows:

– Which are the tools employed to express requirements and architecture design?
Both consultants responded they use a tool to track customer customizing requests
such as Pivotal Tracker and Jira. To model functional and technical requirements
they use several types of diagrams by using manual tools such as Draw.io. They
agreed with the literature review results concerning the range of tools and stated that
more advanced maturity levels should involve automated tools and graphical
models.

– How is the customization scope defined? Consultant 1 responded that in her
company the scope is defined through a predefined set of configuration options.
Consultant 2 said that the scope is not determined by options but it depends on
customer needs and follows an ad-hoc approach. Both experts agreed with the
literature review results and argued that maturity levels in this capability should
evolve from defining the scope case-by-case following ad-hoc approach to auto-
matic and standardized configuration of service characteristics depending on cus-
tomer needs.

– How is the customization implementation process defined? Consultant 1 stated that
one important aspect in the implementation in her organization was standardization
of customization process activities. In addition, she argued that this aspect should be
assessed through all the capabilities of the model in order to determine the stan-
dardization level at each stage. Consultant 2 stated that in addition, to the literature
review results, highest levels of maturity should involve the integration or aggre-
gation of external and internal services and/or the use of multi-cloud.

– In which degree customization implementation is made in an automatic, semi-
automatic or manual way? Both consultants agreed with the relevance of this aspect
during the customization life-cycle process and the results of the literature review.
Consultant 2 argued that his company tries to automate as much as possible the
implementation process activities. For example, new functionalities are automati-
cally deployed through development, staging (quality control) and production
environments, and services have automatic error detection and auto-repair capa-
bilities (automatic rollback to return to previous version). Both consultants were
emphatic in the fact that automation should be assessed not as an isolated capability
but through the other capabilities of the model in order to determine the automatic
or hand operated level of each stage.
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– How is customization effectiveness measured? Both experts agreed with the
importance of using metrics such as service time response, availability and incident
number per period among others. They argued that maturity in the measurement
should evolve to standardized and automatic processes.

– How is the improvement of the service made? Consultant 1 said they make
improvement not only on functional aspects but on quality aspects (availability,
security and continuity) as well by using operation metrics as main source of
information. Consultant 2 said they carry out improvement from information
automatically collected and analyzed in an analytics platform.

– Do you think that other capabilities should be considered? Consultant 1 expressed
that communication channels with customers are very important especially during
the design stage in order to interact and receive and clarify requirements. She said as
well that quality control is very important during service operation. Consultant 2
said customer satisfaction is very important to measure effectiveness and classical
measurement channels includes surveys, reports regarding accomplishment of
metrics, as well as mail, phone and other channels to receive claims. He also argued
that more sophisticated ways include the use of analytics platforms to collect and
analyze information concerning user behavior when using the service to establish
service usability and customer experience, user comments by using service func-
tionality, sentiment analysis on social networks comments and download platforms
(e.g. playstore).

5 Towards a Maturity Model for Service Customization

5.1 Capabilities

The capabilities of the maturity model, that are based on the results of the literature
review and the industry perspective analysis, are classified on the stages of the cus-
tomizing process (see Sect. 2.1 service customizing dimensions and research ques-
tions) as follows:

1. Customization analysis and design: we define three capabilities to be evaluated in
this stage: scope definition and expression tools (from the literature review), and
communication channels (from the interviews).

2. Customization implementation: we define two capabilities in this stage, cus-
tomization implementation process (from the literature review) and quality control
(from the interviews).

3. Customization assessment: we suggest one capability in this stage, customization
effectiveness measurement (from the literature review).

4. Customization improvement: we propose only one capability, namely, service
improvement (from the literature review).
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5.2 Maturity Levels

Our maturity model evaluates capabilities in five maturity levels that represent the
continual improvement of a cloud provider. To define such levels, we consider rec-
ommendations and insights from in the industry perspective section. In particular, we
did not include a capability regarding the implementation process automation level but
instead we decided to include this aspect within the levels in order to measure
automation maturity in each capability. We propose thus that the more automatic is the
way in which the provider perform the capability, the more mature is the process in
such capability. We made the same with standardization, so that, the more standardized
is the way in which the provider perform the capability, the more mature is the process
in such capability. The maturity levels that we consider are described as follows:

– Level 1 - Initial/Ad Hoc. There is evidence that the provider has recognized the
need for customization. However, there are no standardized procedures; instead,
there are ad hoc approaches that tend to be applied on an individual or case-by-case
basis.

– Level 2 - Repeatable. Service customization is addressed by defined procedures but
not standardized procedures. There is no formal training and there is a high degree
of reliance on knowledge of individuals.

– Level 3 - Standardized. Service customization is addressed by standardized and
documented procedures, which are adopted through training. However, the proce-
dures are not sophisticated, but are the formalization of good existing practices.

– Level 4 - Managed. Procedures are defined, standardized, and under constant
improvement and provide good practice. Service Customization is clearly under-
stood and semi-automatic.

– Level 5 - Optimized. Procedures are based on the results of continuous improve-
ment and maturity modeling in comparison with other organizations. The service
customization is automatic and provides tools to improve quality and effectiveness.

In general terms, while the capabilities escalate maturity levels, the customizing
process acquires greater automation, standardization, improvement implementation
which leads to a better service to customers.

5.3 The Maturity Model

In Table 1 we described the model by using the capabilities and maturity levels pre-
viously defined. In the intersection between those dimensions, we describe the char-
acteristics of the capability depending on the level achieved by the provider in that
capability. We explain below some of the capabilities, their intersections with the
maturity levels and the rational used to define such intersections.

Scope definition assesses both the extent to which the provider is able to offer
variants of the cloud service to the customer and the means the provider provides to the
customer to build or select such variants. In this dimension, the customization scope
ranges from customization made individually (case by case) by request following a
manual ad-hoc approach (level 1) to automatic customization depending on user’s
needs and characteristics (level 5). As a result, for instance, a customizable service with
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Table 1. A maturity model for cloud service customization
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a maturity level 2 allows the user to select among already predefined variants that
cannot be individually changed (see Table 1). These services allow personalization
only by selecting another predefined variant with different preconfigured options.

Expression tools assesses the tools used by the organization to express the func-
tional and non-functional characteristics for the personalization of services. In our
model, we describe this capability from maturity level 1 to 4 ranging from oral and
undocumented meetings to semi-automatic tools that offer tailored graphical languages.

We consider for example that an expression tool is in a maturity level 4 when it
generates graphical templates (graphical models with base information) in a semi-
automatic way according to the service customization context (see Table 1). Such
utility can help analysts reduce time and improve efficiency when creating models to
express customization requirements. Also, we consider that this dimension does not
have a maturity level 5, since in current tools input from users are necessary and we do
not see for the moment a clear evolution to full automation.

Customization implementation process assesses the degree of standardization,
automation and service aggregation of the provider’s customization process. This
capability ranges from manual, sporadic and ad hoc approaches (level 1) to a process
that automatically implements predefined customization components and aggregates
services from multi-cloud sources through a standard approach (level 5) (see Table 1).
To illustrate this, an implementation process with a maturity level 3 is standard for all
services, however, it does not bring any degree of automation or service integration/
aggregation.

User’s Satisfaction Measurement assesses the automation, standardization and
monitoring degree of the process that measures user’s satisfaction through the per-
sonalization life-cycle. This criterion also assesses the means deployed and used by the
provider to allow customers express their experience during the personalization pro-
cess. Our maturity model describes from maturity level 1 to 5 this dimension, ranging
from an informal and sporadic measurement process to an automatic, standard and
monitored measurement process. For example, as shown in Table 1, a process with
maturity level 3 has a regular and constant communication channel with users which
allows the provider to directly measure satisfaction and receive complaints and rec-
ommendations for potential improvement. At this level, the process is standardized for
all services, which ensures consistency and quality, however, it does not bring any
degree of automation and monitoring.

6 Conclusions and Perspectives

We contributed in this paper a maturity model from a literature review and two
interviews with industry experts. The literature review allowed us to define the basis
and main characteristics of cloud service customization from the contributions and
advances in this topic made in the academy. The industry analysis allowed us to gain
insight from two expert consultants in order to validate the previously gathered basis
and characteristics, enrich them with current practices in the industry and sort them in
maturity levels. This last analysis also allowed us to get in-deep knowledge in the
model capabilities.
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As further work, first, the model needs to be validated and improved through
additional interviews, focus groups and other validation techniques involving industry
representatives. Second, a method to use the model is to be designed and validated in
order to facilitate cloud providers its application. Third, a road map is to be proposed to
allow providers to move from a current maturity level to a higher one. Fifth, the model
is to be validated by applying it to several case studies in different industries. Last,
further research is necessary to identify the benefits that cloud service customization
can provide to customers in several areas such as Business and IT alignment [31] as
well as to understand the implications it can bring to organizations in important sub-
jects such as information security [32].
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Abstract. New technological trends and disruptive technologies are allowing
companies from multiple sectors to define and implement omnichannel strate-
gies to provide a better customer experience. The implementation of such
strategies consists of supporting marketing and sales activities through interre-
lated and coherent channels in order to reach target markets. Although this
approach has allowed companies to exploit digital technologies to get com-
petitive advantages, its implementation involves harmonizing marketing, sales,
delivery and service processes as well as the underlying information and tech-
nology infrastructures supporting them for the correct operation of the company.
However, as far as we know, there is no approach dealing with the alignment of
these different aspects which are at different organisational levels. To deal with
this lack, we present in this paper our advances towards an architecture
framework to fit business and information and technology aspects related to
omnichannel development. The framework is applied to a case study in the
educative sector.

Keywords: Enterprise architecture � Digital services � Customer journey �
Customer understanding � Multichannel

1 Introduction

New technological trends and disruptive technologies are allowing companies from
multiple sectors to implement omnichannel strategies to provide a better experience to
customers. Such strategies consist in developing the customer relationship through
multiple digital channels (social networks, virtual stores, mobile applications, sensors,
etc.) and traditional channels (warehouses, distribution points, home delivery, etc.) by
achieving integration between them [1, 2]. This context implies a great complexity
related to the harmonization and synergy needed between business strategy and pro-
cesses, information and technology for the incorporation and operation of channels.
That is why the implementation of omnichannel strategies involve defining, imple-
menting and aligning elements at different organizational levels such as business, data,
application and infrastructure levels. This is where enterprise architecture approaches
become important as they provide the methodology to align in a holistic manner
business and Information Technology (IT) elements [3, 4]. However, in a preliminary
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literature review, we did not find research works supporting the development of
omnichannel strategies considering the specific characteristics of this kind of initiatives.
Such characteristics include:

Physical channels vs digital channels: On the one hand, traditional bricks-and-
mortar businesses that deploy digital channels may require to integrate them to tradi-
tional channels to efficiently execute logistic processes in order to control inventories
and meet delivery expectations to both physical and digital customers [1]. On the other
hand, exclusively digital organizations that open showrooms and face-to-face stores
may require changes in the operation and processes dynamics, forcing them to har-
monize distribution and delivery strategies [2].

Integration of information: the second characteristic relates the integration of
information that flows through the deployed channels. Channels managed indepen-
dently cannot achieve efficiencies in the marketing, sales, delivery and service chain,
opening thus a door to nonconformities when customers do not perceive the same
performance through the different channels and coherence between them [5].

Channel choosing: Although business and digital strategies are efficiently aligned
within the organization, omnichannel strategies are directly related to the interaction of
the organization with the customer and other third-parties. Organizations must thus
select and provide the most efficient channels according to the characteristics of the
target market segment in order to provide a positive experience [6]. When organiza-
tions interact with partners and suppliers, the most adapted channels to ensure the
production and distribution need to be selected in a synergistic manner [7].

Culture of change: due to the close relationship of this kind of approaches with
technology, organizations must be aware of changes in the technology environment and
develop a culture of constant change allowing them to transform organizational
operation and processes and hence the business and digital strategies [8].

To fulfil this lack of research works dealing with this specific characteristics, our
aim is to propose an architecture framework for the development of omnichannel
environments. This work is organized as follows: Section two presents related work.
Section three presents the architecture framework. Section four presents the case study.
Finally, section five describes the conclusions and future work.

2 Omnichannel Related Work

We carried out a literature review including research works [1, 2, 5–27]. In this review,
we identified a lack of architecture frameworks and research works dealing with the
definition, implementation and alignment of IT and business elements for imple-
menting omnichannel strategies in considering the particularities of such type of ini-
tiatives. In particular, the literature review delivered the results summarized below in
form of four issues.

1. There are no frameworks, models or methodologies to help companies implement
IT for adopting omnichannel environments. Organizations deploy channels without
considering a guiding model helping them include and synchronize business and
technology requirements.
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2. We did not find research works supporting information integration when using
different IT services to support deployed channels. Specific IT services are imple-
mented each time a channel is deployed and organizations face too complex
information management.

3. There are no frameworks, models or methodologies that allow organizations to
adopt omnichannel environments based on customer behavior. Channel deploy-
ments are due to specific market pressures and not to an established business
strategy that contemplates the customer journey and in general the customer
behaviour.

4. No contributions were found in the literature regarding technology identification
and forecasting in the adoption of omnichannel environments. However, new
technologies are very important in the adoption of such environments and it should
be considered as a constant activity to identify them in order to be aware of potential
threats and opportunities they may represent.

3 Towards an Architecture Framework

Among the enterprise architecture approaches and propositions in the literature, four
frameworks have been the most predominately used: Zachman Framework [28],
TOGAF [29], FEA [30] and Gartner [31]. These frameworks share a common objective
which is the identification, analysis and integration of the organizational elements
involved in business and technology strategy implementation. However, there is an
attribute that differentiates TOGAF of the other frameworks: TOGAF sets a collabo-
rative environment and capabilities for its integration with other reference frameworks
and best practices such as ITIL, CMMI, COBIT, PRINCE2, PMBOK and MSP [32]. In
addition, it offers several advantages due to its flexibility and implementation
methodology (the Architecture Development Method - ADM) [32]. These reasons have
made TOGAF the leading and the most used enterprise architecture framework [33]. It
is why we have chosen TOGAF as the base approach to build our omnichannel
architecture framework. Considering that TOGAF is an architecture framework for
generic purposes, it does not deal with all the specific problems described in Sect. 2. In
particular, the following aspects are not addressed:

• Technology forecasting: although the TOGAF framework provides guidance for
technology adoption and implementation through the ADM, it does not provide
tools to help organizations identify emergent and disruptive technologies that could
be implemented to improve communication and relationship with customers.

• Customer understanding: although the TOGAF framework provides building blocks
to gather and analyse requirements, constrains and assumptions of customers, it
does not provide elements to help organizations understand behaviour and prefer-
ences of customers. This information is important in order to define the charac-
teristics of the omnichannel strategy.
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We propose thus to adapt TOGAF in order to address the points not covered by this
framework. A general description of TOGAF content framework structure is described
in Sect. 3.1 and the adaptations are described Sect. 3.2.

3.1 The TOGAF Content Framework

The TOGAF content framework [29] provides a structural model for architectural
content that allows organisations to consistently define, structure and present the work
products or outputs resulting of executing the ADM. Such products include process
flows, architectural requirements, project plans, architecture diagrams and views,
project compliance assessments, etc.

The content framework includes three categories to describe the type of architec-
tural work product:

• Deliverables: they represent the output of projects. Deliverables are saved into an
Architecture Repository structured by following the reference model structure.

• Artefacts: an artefact is an architectural work product that describes an aspect of the
architecture. Artefacts are generally classified as catalogues, matrices, and dia-
grams. A deliverable contains one artefact or several of them.

• Building blocks: a building block represents an enterprise component that can be
combined with other building blocks to deliver architectures and solutions. They
can be classified in Architecture Building Blocks (ABBs) that typically describe
enterprise capabilities (e.g. billing, shipping, customer service) and Solution
Building Blocks (SBBs) that represent components (software, processes, data) that
will be used to implement ABBs. Artefacts describe building blocks.

The relationships between deliverables, artefacts, and building blocks are shown in
Fig. 1.

The TOGAF content framework [29] defines all the types of building blocks that
may exist in an architecture. Such definition includes the description of a set of entities
and the relationship between them. Main building blocks include:

• Architecture Principles, Vision, and Requirements entities are intended to capture
the surrounding context of formal architecture models, including general Archi-
tecture principles, strategic context and requirements.

• Business Architecture entities capture architectural models of business operation,
looking specifically at motivational factors, organisation structure, and organization
capabilities.

Fig. 1. The TOGAF content framework structure categories
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• Information Systems Architecture entities capture architecture models of informa-
tion systems, looking at applications and data in line with the TOGAF ADM
phases.

• Technology Architecture entities capture technology infrastructure assets that are
used to implement and realize information system solutions.

• Architecture Realization entities capture change roadmaps showing transition
between architecture states and binding statements to govern architecture
implementations.

3.2 Adaptations to TOGAF

Adaptations to the TOGAF for adoption of omnichannel environments are made by
adding new entities in order to address the aspect no covered by the original content
framework. Those modifications are described as follows.

Coverage Matrix of Issues Identified in the Literature. Solutions to problems 1 and
2 are proposed by means of TOGAF blocks and entities. This framework helps
organizations align business and IT objectives, integrate IT services and data compo-
nents and implement IT. However, in order to adequately address issues related to the
customer behavior and the organization’s IT environment exposed in problems 3 and 4,
it is proposed to extend to the original architectural framework since this framework
does not propose specific elements for the solution of such problems. The resolution of
problems through the original TOGAF and the proposed extensions are presented in
Table 1. Such extensions are presented in the following subsections.

Table 1. Problems, extensions and modifications

Extensions
and
modifications

Problem 1:
there are no
frameworks,
models or
methodologies
that help
companies
adopt IT to
implement
omnichannel
environments

Problem 2: No
research works
supporting
information
integration
when using
different IT ser-
vices to support
deployed
channels

Problem 3:
Lack of
contributions
that allow
organizations to
adopt
omnichannel
environments
based on
customer
behavior

Problem 4: No
contributions
regarding
technology
forecasting in
the adoption of
omnichannel
environments

Original
TOGAF

X X

M1: IT
environment
forecasting

X

M2: customer
understanding

X
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Adaptation 1. Inclusion of the IT environment forecasting entity to the Architecture
Principles, Vision, and Requirements building block. This entity is intended to con-
tinuously capture technological advances and trends that may negatively or positively
impact communication and relationship with customers. Such advances, including
analytics, IoT, artificial intelligence, and soon, may improve customer understanding
and customer journey identification processes that in turn may help organizations
define omnichannel strategies. For the IT environment forecasting entity to be included
within the TOGAF framework, we follow the same structure in which inputs, pro-
cessing and outputs are defined (see Fig. 2). Inputs refer to internal and external
sources of information such as analysis of expert consulting companies in the area.
Processing relates the steps to analyse inputs in order to define omnichannel strategies.
Outputs concern reports with the results of the analysis undertaken. These elements are
described below.

Goals: The objectives of the IT environment forecasting entity are [34]:

• Review the external technological environment to identify those technological
agents and trends that may impact organizations either positively or negatively.

• Review the internal environment, identifying internal needs by interacting with all
areas of the organization.

• Deliver technological information to the organization that allows it to compete and
evolve.

Inputs: Those are classified in external and internal inputs. Regarding types of external
elements, we consider the following [34]:

• External actors: technology-based actors that can impact the organization through
their IT services.

• External needs: It represents the demand side of the organisation environment.
Actually, changing user needs may require changes into the companies in order to
adapt them to these needs.

• External issues: current or future events that significantly influence the organiza-
tion’s environment and impact the achievement of the proposed objectives such as
merge of companies, acquisition of companies, changes in sector regulation, etc.

We consider the following types of internal sources [34]:

• Internal actors: Because of their political power, the impact of their decisions and
their capacity to lead transformation, internal actors should be considered.

Fig. 2. Inputs, processing and outputs of the IT environment forecasting
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• Internal needs: It is defined as the evolution of the internal requirements. It includes
evolving needs from internal customers or departments.

• Internal issues: It involves events or other forthcoming developments (e.g., political
factors, development in organizational culture and government etc.).

Processing Activities: For this entity we include the following processing activities:

• Analysis of external sources: It relates the analysis of external inputs from academic
and industrial environments described before.

• Analysis of internal sources: It relates the analysis of internal inputs from internal
areas described before.

• SWOT matrix elaboration: It consist in describing a SWOT (strengths, weakness,
opportunities and threats) matrix from the analysis activities made before.

Outputs: Only one output is considered, namely, the IT environment forecasting
report. It should contain the analysis performed to external and internal sources
together with the analysis of the SWOT matrix. It should contain information about
new technologies, actors, issues and other environment aspects and their respective
potential impact for the organization.

Adaptation 2. Inclusion of the customer understanding entity to the Architecture
Requirements building block. This entity is intended to capture customer understand-
ing regarding behaviour and preferences when interacting through different contact
points offered by the organisation. Such understanding includes the customer journey
and requirements related to the interplay of customer through physical and digital
channels. For the customer understanding entity to be included within the TOGAF
framework, we follow the same structure in which inputs, processing and outputs are
defined (see Fig. 3).

Goals: The objectives of the customer understanding entity are described as follows:

• Understand how the client behaves through the different contact points offered by
the organization and generate the customer journey.

• Define according to the customer characteristics, the underlying business and IT
requirement that will serve for the definition of the rest of architecture layers or
building blocks.

Fig. 3. Inputs, processing and outputs of the customer understanding
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Inputs: We consider the following inputs for this entity:

• Contact channels: Identify which are the contact channels used by customers during
the different interaction stages.

• Frequency of contact: It can be used to be improve business processes related to
logistics and inventories.

• Identification: Customer identification guarantees the strategies to be implemented
by the organization meet customer requirements.

• Reason for contact: This can help the organization determine marketing, selling and
service strategies and best practices.

• Needs: the organization must understand what the client needs. Needs can be
directly expressed in the reasons for contact, however there are needs that cannot be
explicit expressed and are part of the general analysis of the customer behaviour.

• Emotions: There are several ways to capture these emotions, ranging from quali-
tative analysis from observation to highly complex software to analyse word syntax
and voice frequencies.

• IT environment forecasting: the outputs generated by the IT environment fore-
casting entity must be reviewed in order to identify which market trends and forces
and which new technologies can impact customer relationship scenarios.

Processing: For this entity we include the following processing activities [23]:

• Storage: The organization must create and maintain a database containing the
aforementioned identification, contact and additional specific data as required by the
organization.

• Classification: based on inputs, the organization must undertake a classification of
customers in order to design relationship strategies tailored to each customer cat-
egory. Each organization must determine the most convenient parameters for this
classification. The most recurrent are the age, the contact channel, the preference for
a good or service and the amount of revenue generated by each client. This clas-
sification can be made manually or automatically by using the “K-means” or other
algorithms [23].

• Customer Journey: It consist in describing a map of how the customer interacts with
the different channels or touchpoints. In addition, it is also necessary to identify and
understand the customer sentiments and experience when using such touchpoints
[35]. Such understanding can help organisations improve omnichannel strategies
[35]. For organizations that have never described a customer journey, it is proposed
to find the current path followed by customers during marketing, sales and service
activities by using the current deployed channels.

Outputs: We consider the following outputs for this entity:

• Business requirements: list of business requirements to support the customer
journey and the omnichannel strategy.

• Information system requirements: list of requirements for the total integration of
information, regardless of the channel through which it is generated.

• Technology requirements: list of technology infrastructure, network and security
requirements necessary for the operation of the omnichannel strategy requirements.
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Omnichannel Architecture Framework. Figure 4 shows the structure of the pro-
posed architecture framework which contains the minimum set of building blocks and
respective entities for the implementation of an omnichannel strategy. In this diagram,
the customer understanding and IT environment forecasting entities capture specific
requirements discussed before for the implementation of the omnichannel strategy.
From these inputs, changes in business and logistics processes, roles and skills nec-
essary to adopt the omnichannel environment are captured through the Business
Architecture entities. Then, from the analysis of the new processes, the requirements to
develop the IT applications and services that will support the channels to be deployed
are captured by using the Information Systems Architecture entities. These applications
must be synchronized with business processes and structured to handle information in a
consistent manner no matter which channel the client is using. Finally, IT applications
and services that will support the channels or touchpoint are deployed on the tech-
nological infrastructure represented in the architecture by the technological architec-
ture entities.

4 Case Study

The case study concerns a private education institution with more of 20 years of
existence in the market. It is recognized in the sector for their personnel training
programs in the aeronautical domain. The institution wants to improve the relationship
it has with current and potential students by improving their current customer rela-
tionship strategy and including new channels.

Fig. 4. Omnichannel architecture framework
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4.1 Architecture Vision - IT Environment Forecasting

Inputs: For external sources, institutions that provide similar education programs were
analysed by accessing their website, requesting information by telephone and using any
other channel deployed to identify the following information: deployed channels,
omnichannel management, programs offered, cost of the programs, location advan-
tages, additional benefits. In addition, the existing state regulation and commercial
offers of software and IT service providers were reviewed. For internal sources, surveys
were conducted to the internal stakeholders that form the organization.

Processing: An analysis of external and internal sources was performed. In addition,
the following SWOT matrix was developed. In this matrix, S represents strengths, O
represents opportunities, W represents weakness and T represents Threats.

Outputs: We describe as follows the results that concerns the omnichannel architecture
work. Organizations that compete in the same sector have more contact channels that
the analysed institution, however, there is no integration between such channels so that
they are not able to provide an omnichannel experience to customers. The programs
offered by the organization have been implemented in a very similar by the competi-
tion. No added value is generated to customers in comparison to other institutions. It is
necessary to improve the efficiency of the physical infrastructure since the organization
is distributed in two distant locations. Technological tools used in the pedagogical
process are outdated respecting to the ones used by the competition. In addition,
physical and digital bibliographic resources are scarce. Regarding the IT infrastructure,
a centralization of data must be implemented to have a single source of information for
all the organization dependencies.

Table 2. SWOT Matrix of the case study

Internal factors External factors

S1 High staff demand O1 Implement technological advances
S2 Academic programs aligned

with airlines requirements
O2 Make agreements to complete the

preparatory cycle
S3 International Training O3 Offer new programs
S4 Teachers with extensive

experience in the sector
O4 Make alliances with new airlines

W1 Inefficient physical
infrastructure

T1 Failure to comply with quality standard
renewals

W2 Educational tools and
bibliography - outdated or
insufficient

T2 Lost support from the holding company to
which it belongs

W3 Non-centralized data, different
databases

T3 New regulations asking for requirements
that are not accessible to the organization

304 N. Suarez and O. Avila



4.2 Requirement Architecture - Customer Understanding

Inputs: We proceeded to prepare a template document with the necessary fields (see
adaptation 2 in Sect. 3.2) to be applied to all channels deployed by the organization to
collect customer information.

Processing: Data collected from the organization channels was standardized, unified
and stored in a central database for the next processing steps. For customer classifi-
cation, it was necessary to determine by interviewing different stakeholders which were
the most important classification parameters. As a result, the parameter selected was the
program, what allows us to classify potential and current students in three groups. The
first group includes any program excepting the flight attendant program. The second
group includes the flight attendant program. The third group includes the business
training program. The customer journey for the student registration process, which is
one of the core processes of the organization, is presented in Fig. 5 and described as
follows. Users request information through four main channels deployed by the
organization for this effect: Facebook, Twitter, mail and telephone. Payments made by
users in an external site of a third party (usually banks). The rest of the activities, it is to
say, documentation, registration, scheduling and training, are carried out by the stu-
dents through the web channel and the physical site as presented in the figure, by
following a unique path without the possibility of choosing alternative channels. In
addition, there is no coherence between deployed channels.

Outputs: The following requirements were formulated by the organization:

1. Information standardization and integration through all deployed channels: Web
page, physical site, telephone, Facebook, Twitter, etc.

2. Execution of any activity of the registration process through any of these two
different channels: the physical site and the web page.

3. Changes to software application and infrastructure and acquisition of new IT
capabilities is necessary in order to support the omnichannel environment.

4. Changes need to consider economic and technical resources of the organization.

Fig. 5. Customer journey As-is
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From these requirements, a To-Be customer journey map (see Fig. 6) was elaborated,
where the customer can use any of the two required channels regardless of the last point
of contact used. This strategy is intended to increase the use of the website and decrease
demand on the physical site.

4.3 Business Architecture – Processes and Roles

Regarding processes, the registration process changes since the payment is made
electronically through the website. The electronic payment also allows the organization
to collect and updated user’s information, which eliminates the preparation manual
reports. As repetitive operational tasks decrease, the role of administrative assistants is
concentrated in the management of the payment system that becomes a vital support to
the marketing.

Regarding processes, the registration process changes since the payment is made
electronically in the website avoiding physical records and bank reconciliations.
Electronic payment also allows the organization to collect and update user’s infor-
mation, which eliminates manual fulfilling of formats. Regarding enrolment docu-
mentation, it is done automatically with the data collected in the pre-registration
without human intervention. As repetitive operational tasks decrease, the administrative
assistant role, that was before involved in payment and enrolment operations, is con-
centrated now in the payment system management and becomes a vital support to the
marketing activities.

4.4 Information Systems Architecture – Applications and Data

From the analysis made in IT environment forecasting, customer understanding, pro-
cesses and roles entities, the following design decisions were defined:

1. Applications supporting deployed channels must be integrated and data unified
within a unique database. This will enable agility and integration of core processes.

Fig. 6. Customer journey to-be
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2. The electronic payment service must be implemented on the website and payment
terminal service must be offered on the physical site. Data form both payment
methods need to be integrated to the unique database.

3. The pre-registration web application is to be archived and a functional extension is
to be developed within the IS that support registration documentation and course
registration. Data collected during the pre-registration process is to be standardized
as it will feed the registration process.

4. The standardization of data collection also applies to the data collected from social
networks that will feed a unified database for social networks.

4.5 Technology Architecture – Physical Technology Components

The technology architecture to support the requirements generated by the business
architecture and information systems architecture must implement connectivity with
the electronic payment and payment terminal services, enhance the servers of the
registration IS by adding RAM to support the pre-registration process and make the
connection to the unified database. To this end, it is necessary to extend the internet
channel bandwidth to 20 megabytes in order to ensure agility in transactions. The
necessary adjustments must be made to allow access to the process on the website
through mobile devices.

5 Conclusions and Future Work

From a literature review, we identified a lack of frameworks and research works to help
companies define, implement and align elements at different organizational levels such
as business, data, application and infrastructure in order to implement omnichannel
strategies. To address this lack, we propose an architecture framework by adapting the
TOGAF content framework. Indeed, the original TOGAF is intended for general
business and IT contexts and do not provides tools to tackle the specific characteristics
of omnichannel initiatives. To this end, we proposed two adaptations or extensions: the
first consists of integrating the IT environment forecasting capability and the second of
adding the customer understanding capability. The framework was applied to a case
study in which requirements generated by the new entities were considering in all the
architecture layers (business, data, application and infrastructure) in order to support
the omnichannel environment proposed for the organization.

As further work, first, the adapted architecture model needs to be validated through
interviews, focus groups and other validation techniques involving industry represen-
tatives and architects. Second, an application method is to be proposed to allow
companies to move from its current state to a desired state by using the framework.
Such method could be an adaptation of TOGAF ADM. Last, strength and weakness of
the model are to be identifying by applying it to several case studies in different type of
industries.
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Abstract. This paper describes the implementation of an open-source software
developed using Python, which facilitates the materials selection process com-
monly used in engineering. This software has been developed by non-CS stu-
dents (Materials Engineering, Food Engineering and Chemistry Engineering), as
a project course of their 1st-year cross-curricular course of CS1 (“Programming
Fundamentals”), in order to connect their CS1 learning process with core sub-
jects related to their careers, aiming to motivate both, the use of computer
programming in their personal development and also, their interest in their
professional career. The program developed allows choosing between different
types of materials, based on specific characteristics required by the user; fur-
thermore, this program enables the visualization of the Michael Ashby
methodology for materials selection, which allows non-CS students to solve a
problem related to their career, while it gives upper-level students a new tool to
learn in class. The dataset used covers approximately 10000 distinct materials,
classified by its features as ceramics, metals, polymers, wood/natural materials,
pure elements and other advanced engineering materials. As a part of the out-
come of this project, a public access repository has been created containing the
implemented algorithms and the dataset used. The code developed can be
modified and reused under license “GNU General Public License”. Finally, a
report on the perception of non-CS students taking CS1 and the perception of
upper-level students taking “Material selection” subject is described and
analyzed.

Keywords: CS1 � Ashby methodology � Materials selection � Computer
science education � Project Based Learning � PjBL � Self-efficacy

1 Introduction

The world is constantly changing and so is the higher education. Over the years the
teaching and learning processes have undergone several breakthroughs to satisfy the
society and industry needs, by enabling engineering graduates to recognize and solve
both social and technical challenges. Low et al. [1] affirms that, nowadays, not only
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technical skills are needed to be developed in the new generations of engineers, on the
contrary, soft skills are compulsory to be formed, in accordance to the NEA guidelines
[2]. These soft skills are consistent with the attainment of the 21st century skills, in
which critical thinking, problem solving, communication, collaboration, creativity and
innovation are highlighted as highly relevant for modern engineers.

The 21st century skills are meant to be developed during the student’s higher
education learning. Methodologies such as Problem Based Learning (PBL) and Project
Based Learning (PjBL) have been developed as part of the solution to help the new
generations of engineers improve their soft skills needed in the new era [3]. Khair et al.
[4] analyzed the PBL and PjBL methods, and their studies proposed that PBL is more
suitable for medicine and intern practitioners; on the contrary, PjBL approach has the
conditions for the development of soft skills in engineering student and working life,
due to its relationship to a final product as objective in which several tasks are deployed
to be solved in order to reach an expected solution.

Teamwork is foresight as one the most important soft skills to be developed in
undergraduate students, therefore the multidisciplinarity factor has been introduced to
reinforce social skills. Hirsch et al. [5] state that the projects carried out by multidis-
ciplinary teams generate, in general, higher quality final outcomes, mainly because the
problems are tackled in an integral way and not only analyzed from one point of view,
biased by a specific scope of knowledge. Additionally, according to the authors, the
interaction with real-clients during the project development process reinforces their
communication abilities, teamwork and problem solving skills.

Wing [6] mentioned that computational thinking is a necessary tool for any engi-
neering student. The author highlighted the involvement of several mental tools directly
related to problem solving. In addition, problem solving skills are the fundamental
structure of programming [7] and several authors affirm that the implementation of
software programming in the curricula improves students’ cognitive abilities [8, 9].
Consequently, the students may develop the ability to solve problems of any kind by
the application of their software programming abilities. On the other hand, Plass et al.
[10] state that the burden of problem-solving tasks by using programming skills might
be too heavy for novice students, recommending an introductory preparation course for
freshmen students. The technical and soft skills acquired through problem solving and
executed within a multidisciplinary group environment with a final product as a goal
seeks to prepare students for real-life engineering challenges, in which senior students
and graduates are expected to generate valuable solutions, considering different and
complementary points of view by the applications of their technical and social skills in
a particular teamwork, where several areas of knowledge come together.

In this context, the Escuela Superior Politécnica del Litoral (ESPOL) has integrated
CS1 to its careers curricula (since 2016 for engineering and since 2017 for all careers).
During these years some adjustments have been made in order to adapt the content and
the methodology of the subject to non-CS students and their careers’ needs, e.g. a
biannual non-CS focused Hackathon has been implemented since second semester of
2017 [11].
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With the aim of improving the students’ self-efficacy, teachers and experts from
diverse careers were consulted and chosen as tutors of a final course project. Four
different multidisciplinary projects were proposed based mainly on the tutor’s exper-
tise. After that, the class was divided into groups of diverse careers whose curricula
include a subject related to each project. Then, each group was assigned the project best
related to the students’ careers and the relation with that subject. Finally, five different
stages were defined were the students had to progressively complete the project. One of
these projects was “Material selection following the Ashby Methodology”. The project
was successfully completed by the students and was proposed and tested as a learning
tool for upper-level students of the Materials Engineering career.

2 Material Selection Following the Ashby Methodology

2.1 Material Selection

The “Material selection following the Ashby Methodology” project consisted of
implementing the Ashby Methodology through different phases where the students had
to apply the content of the CS1 course in synergy with the acquisition of domain-
specific skills. At the end of the course, a survey on the perception of students was
performed with the objective of knowing their experience. Also, students of “Material
selection” subject tested the software developed and gave their opinions about it and
about the utility of learning CS1. During the project the students had to apply the
knowledge acquired in classes and had to self learn new concepts related to material
engineering and to CS. In order to facilitate the explanation of the case of study, the use
and development of the Ashby graph of elasticity vs. density module is detailed. The
use is manifested in the filtering of materials according to specific values of density and
modulus of elasticity, through vertical and horizontal lines, respectively. Furthermore,
it allows the selection of materials based on the performance index of this graph for
values of specific rigidity in wires, beams and panels in flexion, which allows the user a
selection in three levels, like the one proposed by commercial software.

The selection of materials is an integral part of the product design and development
process. In general, the criteria for selecting materials are defined by the function,
purpose and constraint of the components. Due to the wide variety of materials
available, this selection can be a challenging task. In fact, it is essential to use a
systematic material selection process, in order to avoid an inadequate selection by the
designer or to overlook a better alternate material.

Each material has properties that result from the physicochemical interactions at the
atomic or structural level, such as density, mechanical resistance, impact resistance,
thermal conductivity, among others. On the other hand, a design for an application
demands a certain profile of the materials, such as low density, high strength, good
resilience, recyclability, low cost, among others. Due to the wide variety of available
engineering materials and respecting the iterative spirit of the design process, a
methodology should be established to facilitate the material selection process among
the many available options.

Connecting CS1 with Student’s Careers Through Multidisciplinary Projects 315



Numerous material selection techniques have been developed over the years, all of
which are based on a huge dataset of materials and their properties. The two key steps
in the choice of materials are selection and classification. The first one allows to
quickly reduce the field of possible materials to a few manageable, while the second
restricts even more options and evaluates and classifies the options to identify the
optimal materials [12].

2.2 Properties of Materials

The density is defined as the weight of the substance per unit volume. Its units in the
international system of units are Kg/(m3) and it is usually represented by the Greek
letter q.

The modulus of elasticity or Young’s modulus defines the ability of the material to
retain its elastic behavior. Its units in the international system of units are Pascal (Pa),
although due to the rank it is usually expressed as Megapascals (MPa) and it is
represented with the letter E [13]. The modulus of elasticity is related to the stiffness of
the bonds of the atoms and the packing density of these.

There are characteristics that depend on their interaction with others, which gen-
erates a change in the behavior and performance of a material. This is true particularly
in the stiffness index of the material, which is the modulus of elasticity divided by
density. The relationship that leads to the stiffness value may vary, depending on the
performance required by the material, and is generally used to optimize/minimize the
weight in some particular application. To minimize the mass of a lightweight taut bar is
an application that can be replicated in different ways in particular designs of
mechanical or civil engineering. This is obtained through the calculation of the specific
stiffness, given by Eq. (1). On the other hand, a typical situation is to arrange a material
in the state of flexion instead of tension, which is modeled according to Eq. (2).
Likewise, the mathematical modeling of a panel in flexion is estimated according to
Eq. (3) [14].

R ¼ E
q
: ð1Þ

R ¼ E
q

1=2

: ð2Þ

R ¼ E
q

1=3

: ð3Þ

2.3 Ashby’s Methodology

Ashby’s methodology compares the relative performance of a variety of materials for a
specific constructive function using performance indexes as design criteria. The
selection of materials, based on these performance indexes, is best done by plotting the
performance indexes that are usually a mathematical combination of material properties
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on each axis of a materials selection chart [13]. In this graph it is demonstrated that the
properties of the different kinds of materials can vary in wide intervals, forming groups
that are located in closed areas, zones or distinguishable fields. That means the same
family of materials can have an appreciable variation in their properties, in the
numerical sense strictly. In these charts, properties such as resistance, modulus of
elasticity, density, tenacity, conductivity, diffusivity and thermal expansion, costs,
among others are plotted in order to deploy a range of materials based on a particular
pair of properties and their derived performance indexes [15].

Figure 1 shows the Young’s Modulus (E) vs. Density (q) chart. As it can be seen,
ceramic materials are plotted and grouped in the yellow bubble at the top-right and
have modules of up to 1000 (GPa). Similarly, the metals are in the reddish zone near
the top right. On the other hand, polymers are found in the dark blue bubble in the
center. Elastomers can be visualized below the polymers, in the lighter blue zone. The
materials with lower density, which are presented in this Ashby graphic, are man-made
foams and natural cellular structures, such as wood. It is evident that this presentation
of the diverse families of the materials offers a general view that shows where the
families and their members are in the space E − q. This helps during the design
challenge since the selection of material for applications of limited rigidity is com-
monly related to the minimization of weight [16].

2.4 Python Programming Language

Python is a programming language with an open-code open for general purposes,
optimized for quality, productivity, portability and integration. It is used by hundreds of
thousands of developers around the world, in areas such as internet scripts, systems
programming, data analysis, scientific research, user interfaces, product customization
and more [17]. Python language can be easily accessed and used by the most expe-
rienced programmers, and also by the beginners, as there are many Integrated
Development Environments (IDE) that facilitate the development and debugging of
code in a single environment, as well as containing various functions and libraries
clearly documented.

Fig. 1. Ashby’s graph: Elasticity modulus vs. Density.
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Python has many advantages, such as its gratuity, simplicity and extensive docu-
mentation, which allow anyone who has the motivation of learning computer pro-
gramming to use it according to their own needs. Another advantage is that it facilitates
modularization, which simplifies code maintenance and avoids redundancy, since
different parts of the program can be modularized without having to repeat the same
code several times. Another advantage is that libraries, lists and dictionaries that help
the programmer achieve their final goal in a well-organized manner can be freely
downloaded [18].

3 The Project Implementation

The final objective of the program is to create two graphs in Ashby’s methodology, the
first graph containing all the materials in the database, differentiated in colors and
symbols, while the second graph should only contain the elements that meet the design
restrictions imposed by the user. In addition, both graphs show the vertical module
lines, the horizontal density and the stiffness line with their respective slope. For this,
Python 3.7 has been used in the IDC PyCharm Community 2018 and the software has
been organized in different modules, each with a specific purpose. The total process is
subdivided into small functionalities, which facilitates the maintenance of the code and
allows the reusability of parts of the program in other similar applications. The result
can be downloaded in [19].

The software is composed of five modules and a main program (in addition to an
extra web scraping script). The “information extraction” module contains a function
that reads a csv file and organizes the information of the materials into a dictionary-type
collection for general use. The second module “filter” contains functions that extract
information about the materials that meet the requirements of the user. The third
“graphic” module is responsible for making two graphs, one of all the materials from
the database and another that only displays the materials that meet the user’s
requirements. The fourth “interface” module interacts with the user in order to set the
problem’s restrictions. Figure 2 shows the flow diagram that follows the modules of the
program. The fifth “escribirArchivos” module puts together all the filter materials’ data
in a csv file in order to allow the user to see the data in Excel.

In order to obtain the information of the materials, the “MatWeb” webpage was
scraped using the Selenium library [20] with a minute pause for each request in order to
avoid overloading the Matweb server. The graphical interface is a data entry panel that
contains options to select and enter values that are represented as limits in the Ashby
chart. The interface allows selecting the slope or indexing according to the geometry of
the material, it also allows enter a value for the limits of the properties (stiffness,
density and modulus of elasticity) and a threshold condition for each of the selected
properties. The families of materials (Metals, Ceramics, Polymers, Carbon, Wood and
Natural Materials, Pure Elements, Fluids and Other Engineering Materials) were
classified based on the information provided by the MatWeb webpage. In addition, it
contains an information button “Info” to fill all the parameters, and another message on
the button “Submit” to help the interpretation of the chosen values as depicted in
Fig. 3.
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Fig. 2. Flowchart of the developed program.

Fig. 3. Graphical interface for parameter input.
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4 Project’s Experimental Results

Tests were carried out following the specific rules of Ashby’s book [13]. Two exercises
were chosen and solved using the software; results were then compared with the book’s
solutions in order to verify the effectiveness of the program. Results provided by the
software and results provided by the book are shown below. Figure 4 describes the
approaches and solutions in the book. Meanwhile, the Figs. 5, 6, 7, 8 show the reso-
lution sequences of said exercises using the implemented software.

Fig. 4. Resolution for exercises ‘E3.4’ and ‘E3.5’ of Ashby’s book.

Fig. 5. Interface with the book’s restrictions for exercises ‘E3.4’ and ‘E3.5’.
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In the first exercise, 237 materials were found that comply with the book’s
restrictions. The following materials and its data can be found in the csv file written by
the software: “TIMETALÂ® 6-2-4-6 Titanium Alloy (Ti-6Al-2Sn-4Zr-6Mo)”, “Tita-
nium Ti-6Al-4V ELI (Grade 23)) “,” Titanium Ti-10V-2Fe-3Al (Ti 10-2-3) Solution
Treated 850Â ° C (1560Â ° F) “,” TIMETALÂ® 3-2.5 Titanium Alloy (Ti-3Al-2.5V;
ASTM Grade 9) CWSR “,” among others; materials that belong to the family of
“Titanium alloys” mentioned in the resolution of the example proposed by the book.

Fig. 6. Ashby’s graphic for all materials from the database, including slope 1 (‘E3.4’).

Fig. 7. Ashby’s graphic for all materials from the database, including slope 3 (‘E3.5’).
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In the second exercise, one material that meets the book’s restrictions was found.
This exercise shows a limitation of the software developed, which needs to receive a
particular type of family to carry out the filtering, while the exercise of the book does
not specify what type of material; However, in the solution given by the book, “Boron
Carbide” can be seen as a filtered material, material that also was found by the soft-
ware, as shown in Fig. 8 (right).

5 Students Perceptions

57 (of a total of 60) CS1 students were consulted about their perception of many topics
of the course. The results of the questions related to all the projects and course per-
ception are shown next.

Fig. 8. Ashby Graphic that shows filtered materials, for exercises ‘E3.4’ and ‘E3.5’.
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Additionally, the developed software was tested with 12 students of the subject
“Material selection” (from a course of 18). The students were asked to solve the
exercises ‘E3.4’ and ‘E3.5’ using the traditional approach and using the software and
then their opinions were asked. Some results are shown below.
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6 Conclusions and Future Works

The use of open source software developed in Python to facilitate the process of
material selection according to the Ashby methodology turns out to be a valid option to
replace those with a private license, given that it allows free access to the source code
in order to make adjustments according to the needs of each user or application.
Additionally, the presented software can be integrated into the classroom as a tool that
helps to understand the Ashby methodology more easily.

The open source program allows to make graphics of “Modulus of Elasticity vs.
Density”, however future works, such as more pairs of properties, may be developed by
students taking “Material selection” subject.

As part of the results of this project, a public access repository with the algorithms
implemented and a dataset with the values of density and modulus of elasticity of
approximately 10000 materials has been created [19] which can be useful for students
and professionals who require similar exercises for the selection of materials.

The projects using this approach were perceived as difficult by half of the students.
However, 87.6% of the students had a positive opinion in relation to the influence of
the project for understanding the course topics. Many students commented that the
projects were challenging and they were forced to learn extra libraries, such as csv,
selenium, folium, opencv, etc. that were not included in the syllabus, and despite the
initial “feeling of hopelessness” they feel increased mastery experiences after the
project was completed.

As a future work a “tracking” of the students’ progress in their careers is suggested.
Furthermore, in order to really take advantage of the 1st-year cross-curricular course of
CS1 a more synergistic relationship between CS1 and other subjects of the upper-levels
in all the careers is needed. Regarding this, many teachers and experts consulted while
searching for tutors declared they would like to introduce more CS related topics,
exercises, projects or applications to their subjects, but they think that they or their
students lack of the abilities needed for that.
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Abstract. It is mandatory for graduating students of an educational institution
to exit the system in an orderly manner. The students usually do this through the
mandatory clearance process. The manual process is time-consuming and
stressful as the students have to move from place to place to get their clearance
document endorsed. It has also been found to be vulnerable to fraud and other
vices. The few automated ones also exhibit some limitations in their function-
alities such as non-user-friendly interface, lack of adequate information to user,
non-prioritization of processes and so on. This study therefore proposes a sys-
tem that overcomes the issues with manual processing while improving on the
identified automated ones. The study adopts a case study approach of a complete
manual system for a leading institution of learning in Southwest Nigeria, with a
view to evolving a working prototype. First a thorough understanding of the
existing procedure is carried out. A new system that is web-based is built using
Hypertext Markup Language (HTML) along with PHP for business logic layer,
CSS for proper rendering of display pages of the front end and MySQL for the
data layer. The new system will reduce the amount of time and efforts wasted on
students’ clearance as well as reduce cost incurred on paper by the institution.
Another advantage is that students can also initiate and monitor their clearance
status from any location they are thereby eliminating the need to travel or be
physically present.

Keywords: Clearance � System � Web-based � Student � Institution � Online

1 Introduction

The Oxford Advanced Learner dictionary defines the word ‘clearance’ as a formal
authorization, permitting access to classified information, documents etc. No one
should be granted access to classified information solely because of their position or
rank in an organizational level, but once a clearance is obtained, access to the requested
information will be granted. However, in the context of an educational institution, we
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consider clearance as a mandatory process that all graduating students or workers
exiting a system must undergo. Although the results of carrying out clearance in most
institutions are the same, the modalities for the clearance may vary from institution to
institution. For instance, in Covenant University, Southwest Nigeria, the clearance is
mandatory for all graduating students and must be done before proceeding on the
mandatory one-year National Youth Service Corps (NYSC) programme of the Federal
Government. A number of students have missed the opportunity to participate in the
programme due to their inability to complete the clearance process. The major reason
given is the absence of personnel responsible for the task of clearing the students at the
time the students need them. At some other institution, clearance is done mostly at the
point of final exit or collection of final results. It is however sad to note that most
institutions still conduct this vital activity using manual means. There are several
concerns when it comes to the issue of manual clearance. According to [1], some of the
issues with current manual clearance include: (i) the unavailability of the clearing
officer as at when needed, (ii) the offices and departments to visit are quite many
requiring so much effort moving around, (iii) the process is time and effort-consuming,
(iv) clearing officer may cleverly delay expecting some kind of gratification from the
students, (v) the queue for clearance may be quite long, students becoming wearied
while waiting, (vi) inability to check system for student records due to power failure or
faulty system and a host of other reasons.

Considering all these factors, there is therefore the need to develop a system that
mitigates all limitations mentioned above. This work leverage on the current advances
in technology to solve the issues highlighted as regards existing clearance system.
A web-based clearance application that has the advantage of web-based information
processing over those of the traditional or manual systems is designed and developed.
Thus, an online clearance system allows users to check their clearance status and find
out whether there is anything standing against their being cleared such as balance of
fees to be paid for tuition, medical or utility, borrowed books that are yet to be returned
to the library, among others. The expected benefits of the online system are enormous.
The online system saves a lot of time, allows for ease of use, faster information
processing, and reduction in the cost of labor and stationery for institution [2].
Moreover, the issue of delayed youth service as a result of inability to complete the
tedious manual process of clearance would be drastically curtailed.

Other sections of this work include related works where a thorough study of
existing traditional methods of clearance is presented. There is also the section for the
design of the new system to overcome the limitations or issues identified. The new
system is web-based and was built using Hypertext Markup Language (HTML) along
with PHP for business logic layer, Cascading Style Sheets (CSS) for proper rendering
of display pages of the front end and MySQL for the data layer. The study will help
reduce the amount of time and efforts wasted on students’ clearance as well as reduce
cost incurred on paper by the institution. Another advantage is that students can also
initiate and monitor their clearance status from any location they are thereby elimi-
nating the need to travel or be physically present for clearance.
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2 Related Works

A clearance system means different things in different contexts. In this study, the term
clearance refers to the procedure that is meant to be followed by students who are
graduating from an institution after having written their final exams in the institution.
Traditional methods of manual clearance have a lot of setbacks as highlighted in the
preceding section. Nowadays, a number of institutions of learning are gradually sub-
scribing to the use of modern technology to improve their operations [3–5]. There
seems to be an overall drive towards online systems given the need for flexibility in
scheduling and the daily emergency of communication technology and capabilities [6].
Online system is presented as a means of conveying instruction to an extensive learning
community in any place and at any time. Indicates that adequate designated online
learning as the driving force and model for transformation in teaching, learning and
formal schooling online course has the potential to provide a learner individualized
attention by the instructor, which is impossible in a large classroom environment
(environmental education and training partnership 2006).

A number of works have done with regard to the development of online clearance
system for an institution of higher learning. [7] developed an online clearance system
using Active server pages (ASP) to create the application interface. [8] in 2015, also
developed a web-based database-driven students’ clearance system. The system was
developed using PHP and MySQL. The aim of the wok was to eliminate the delays
associated with the manual process of final clearance. However, the interface provided
by the work is not user-friendly as it is difficult to navigate. In [9], an online clearance
system for final year clearance of a state government-owned institution in Eastern
Nigeria was developed. They made use of PHP, Javascript, Cascading style sheets
(CSS), Apache and MySQL for the database. The system was able to process data with
great speed and also replaced the error-prone manual clearance system. However, the
application is not informative enough as it does not provide room for the student to
know which of the departments was still pending. It only presents the status as pending.
[1] presented a portal based approach for the development of student clearance system.
The system enabled authorized officers to access the students’ clearance page and clear
the student without the student needing to visit the officer. This system is also con-
figured to send email reminders as well as sms-alerts to all concerned in the process of
clearance. The portal was developed using the HTML and PHP packages while the
database was implemented using the MySQL database package. However, the system
has similar limitation as the one describe in [9] above.

There are several other related works [20–22] where authors tried to develop
systems for academic institutions. In [20] authors have presented an academic research
management system for higher education institutions and demonstrated their imple-
mentations. In another paper [21], authors developed a mobile-based emergency sys-
tem which report and response in case of emergencies in academic institutions. This
system is developed specially for developing countries. In another work a mobile
system was developed for academic advisory [22]. This system helps the higher sec-
ondary students to choose their program based on their right skill an interest. In all
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these works authors tried to develop e-systems for covering different aspects of the
academic organization but not considered the online clearance systems.

Based on the reviewed work, it is certain that online clearance applications have
continued to evolve in order to satisfy the ever-growing needs of users. However, for
the few systems reviewed, we have identified a number of shortcomings which our new
system has tackled. First, existing systems do not show on their platforms for clearing
officers, the departments that have so far cleared the students. This in our opinion
shows that such applications are informative enough as the students have to report this
verbally. The clearing officer is left to believe the report of student in order to clear him
or her. Also identified is the issue of restrictions. There are no restrictions as to which
departments/units should precede the other during the clearance process. This refers to
a situation where clearance is being done for a department that requires the student to
have been cleared by another department first. For instance, the academic department
clearance should proceed only after the library clearance has been done. This is not the
case presently for most systems reviewed. All these and more are the additions that our
system has introduced in the design and implementation as improvement over existing
systems.

3 Theoretical Framework for Online Clearance System

The design and implementation of the online clearance system is premised the model of
input-process-output model (IPO). The model can be used to describe the working of
the our application in the following ways: the students’ clearance requirements serve as
the input to the online clearance system for processing while the end product is the
clearance the student receives from the school. This is as illustrated in Fig. 1 below
with the three main stages involved. It should be noted however, that the end product
type is dependent on the type or form of the requirements (input) supplied to the
system.

              Input    Process   Output

Students Clearance
Requirements

Online Clearance
System

Exit Clearance
Form/Permit

Fig. 1. Input-Process-Output (IPO) model of online clearance system
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4 System Requirements

The system requirements are captured in two categories namely functional and non-
functional requirements [10] which will be discussed as with respect to the clearance
system.

4.1 Functional Requirements

i. Students, clearance officers and administrators must login to access the services.
ii. The system should provide a notification to students, clearance officers and

administrators showing success or failure of their transaction.
iii. The system should be able to display units/departments for which students have

already been cleared for the purpose of transparency.
iv. The system should ensure that the right order of clearance is followed by all

clearing officers.
v. The system should keep transaction history.

4.2 Non-functional Requirements

Non-functional requirements elaborate the performance characteristics of the system
which assures the efficiency and effectiveness of the system [11]. Some of the non-
functional requirements of the application include;

(i) Usability Requirement: should have a clear, friendly, ergonomic and easy to
navigate interface. The users should be able to interact with the system with
ease.

(ii) Security Requirement: system should prevent malicious attempts and attacks by
requesting all users, and students login using their unique IDs numbers.

(iii) Performance Requirement: The system is expected to have a short response time
(the time a request is submitted until the first response it produced).

(iv) Reliability Requirement: The system should be readily available and should with
good fault tolerance mechanism.

(v) In case of attacks, the system should be able to have a backup to prevent the loss
of data and information.

(vi) Scalability Requirement: The system capacity will be made to accommodate
sufficient large number of users such that no matter the number of users using the
system at the same time, the clearing process would not be slowed down.

5 System Design and Modeling

In system design, components, interfaces, modules and their various architectures are
designed in order to satisfy the requirements of the system. System design may also
refer to the application of systems theory to product development [12, 13]. Modeling is
done to help a system analyst understand the functionalities of the system. It can also be
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used to validate the software requirements by examining from a different point of view
[14, 15]. Modeling is used to design a software application before coding begins. The
Unified Modeling Language (UML) is used in this paper to describe the system from
various perspectives.

5.1 Class Diagram

Figure 2 below represents the class diagram of the application with a full description of
the set of objects that share the same attributes, operations, relationships and semantics
[16]. The Fig. 2 shows that there are four classes – USER, STUDENT, ADMIN
OFFICER and ADMINISTRATOR. All the attributers and functions are shown in the
class diagram.

Fig. 2. Class diagram representing the student clearance system
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5.2 Sequence Diagram

A sequence diagram is an interaction diagram that emphasizes the time ordering of
message. It shows a set of objects and the messages sent and received by those objects
[17]. It is used to represent the work flow, message passing and how elements in
general conjoin over time to achieve a result [18].

Figure 3 below describes the sequence diagram of how the operations are carried
out in the system with student, clearing officers and the administrator.

6 System Implementation

The purpose of system implementation is to create a new system or modify an existing
system in compliance to stakeholder’s requirements [19]. The system was implemented
using HTML (Hypertext Markup Language), PHP (Hypertext Preprocessor) and
JQuery. They facilitate the development of web based applications. MySQL server was

Fig. 3. Sequence diagram for student activity
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used for the database management. The figures that follow represent some of the
captured interfaces of the new application. Figures 4 and 5 below represent the user
management window and student management window respectively of the admin
panel. The windows are available only to those that possess admin privileges and show
the list of all registered users and the uploaded students respectively. The administrator
clicks on Upload Students then select the session and he also selects the excel docu-
ment (.csv file) which contain all the students and their information then he clicks on
upload. The information automatically gets updated on the database.

Figure 6 below shows the screenshot of the students’ view on his portal. The
student sees the progress of his clearance. In the existing system we are benchmarking,
this view is not available to clearing officers so they are not aware which departments
have cleared the student and which have not. When the student is cleared from all units
and departments, he or she will then be able to print a copy of the clearance report.

Fig. 4. User management window of the admin panel
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Fig. 5. Student management window of the admin panel

Fig. 6. A student view page
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The Fig. 7 represents the Department Management window and shows the list of all
the departments in the institution. The department can change on rare conditions like
some departments can be modified which can lead to a change in their name causing
the former department to be deleted. The administrator clicks on Upload department
then he select the excel document that contain the department information then clicks
on upload. The information automatically gets updated on the database.

Figure 8 below represents the screenshot of the excel format that is created to be
uploaded by the administrator into the database. The excel document is saved as a .csv
file to make it possible for the database to recognize and upload the document.

Fig. 7. The department management window

336 O. Jonathan et al.



7 Conclusion and Future Work

The online student clearance application developed in this work is an improvement on
existing systems especially in the terms of features and functionalities. This work
represents an improvement over existing systems in the following ways; better per-
formance, more user-friendly, easy to use, among others. On the whole the application
mitigates most of the shortcomings the manual process earlier highlighted. The
application was properly tested with standard testing methods applied. This was done
while developing the various modules of the system as well as when the final appli-
cation was ready. The local errors found during the unit testing were resolved and while
issues with the interface were mitigated during the integration testing.

Presently the application has been deployed for use on the portal of the institution
selected as case study. The application is web-based and can be accessed through the
internet as well as the organization’s intranet. It is recommended that all institutions
plug into this technology as it saves time, money and efforts. In the future, we hope to
further improve on the system by extending the application to a mobile application with
additional functionalities that take care of compelling attributes like convenience and
usability and performance.

Fig. 8. A screenshot of an excel document to upload students
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Abstract. Within the transition from pen-and-paper to digital solu-
tions, many tablet-based note-taking apps have been developed. In addi-
tion, sketchnoting, a highly visual form of note-taking, has gained in
popularity, especially in teaching and learning. While current solutions
already reduce the burden of organizing and searching through stacks
of paper, they provide little support in finding additional information
related to the notes, and search capabilities are mostly limited to textual
queries and content. In this paper, we present a novel solution for digi-
tal sketchnoting aimed at enhancing the learning experience of students.
In addition to common capabilities such as handwriting recognition, our
note-taking app integrates semantic annotation and drawing recognition.
Handwritten notes are recognized and passed through concept recogni-
tion and entity linking tools to enable a knowledge graph-based integra-
tion of contextually relevant learning resources. We extend traditional
search capabilities by including the semantic metadata from the related
material as well as enabling visual queries to find recognized sketches.
Finally, resembling the exchange of paper notes among students, our app
allows to share the semantically enhanced notes with other devices.

Keywords: Sketchnoting · Learning material · Handwriting
recognition · Semantic annotation · Drawing recognition · Visual search

1 Introduction

The classroom is an environment requiring substantial multitasking skills from
students. While following a lecture, they might take notes about the presented
content. Terms that are unknown to them or that require further information
than presented by the teacher can be looked up either at home or while in class.
For instance, in history class about the Second Punic War, the teacher might
mention the battles of Cannae and Lake Trasimene, without indicating where
these places are situated; or in a physiology course, the teacher might mention a
chemical compound, which the student wants to know the structure of. At home,
students might struggle with going through their unorganized notes, especially
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weeks later in preparation for an exam. Some overcome these hurdles by reor-
ganizing their new notes at the end of the day and doing further research of
their own on topics they did not quite understand, though this requires addi-
tional time, especially to get back into the context of the lecture. Still, finding a
certain note if the location or exact phrasing is unknown is an issue.

If they decide to gather further information on an unknown term while in
class, they are likely to lose track of the discourse of the teacher. In fact, look-
ing up information that is outside of the current context would cause the split-
attention effect [2,15] and increase the extraneous cognitive load [17]. When con-
sulting digital solutions for finding related information, students might also suf-
fer from information overload, caused by the vast set of heterogeneous resources
available. The interruption might lead to distraction or even abandonment [9,18]
of the original learning task, i.e., following the lecture and taking notes, in favor
of, e.g., consulting social media, which has a negative impact on the learning and
note-taking process [10]. It would be desirable to scaffold the search for addi-
tional information by integrating relevant related knowledge in the note-taking
environment, which would reduce - to a certain extent - the risk of losing track
of the lecture while going over a large set of resources.

The transition from pen-and-paper note-taking to digital solutions has been
fostered by schools adopting tablet-enhanced curricula. For instance, the Digi-
tal Classroom program of the Luxembourgish government promotes the use of
iPads in class. Naturally, many tablet-based note-taking apps have been devel-
oped recently. Their objective is to overcome the intrinsic limitations of paper-
based note-taking, such as facilitating the organization and retrieval of notes.
Sketchnoting, a neologism combining note-taking and sketches, is a highly visual
note-taking method gaining in popularity and supported by many note-taking
apps [4]. While digital solutions cause less burden in terms of searching a note
than going through stacks of paper, search results are mostly limited to what
has actually been noted, while not considering implicit additional information
related to the content of a note. Although some apps enable searching through
handwritten notes, the search is mostly limited to textual queries, without con-
sidering the expressiveness and semantics of sketches.

In this paper, we present a novel solution for digital sketchnoting aimed at
further enhancing the learning experience of students. Our iPad app for digital
sketchnoting, on top of a common capability such as handwriting recognition,
uses concept recognition and entity linking tools in order to recognize concepts
mentioned in the notes. These semantic annotations further allow to retrieve
and integrate related information from knowledge graphs, avoiding that the user
has to manually search for additional information and thereby lose track of the
lecture. In addition, users can search for terms appearing in the information from
a knowledge graph that were not explicitly mentioned in the notes. Furthermore,
to promote sketchnoting, the proposed app also integrates drawing recognition
to allow users to semantically enhance sketches and perform visual queries over a
note collection. Finally, resembling the exchange of paper notes among students,
our app allows to share the semantically enhanced notes with nearby devices.
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The remainder of this paper is organized as follows. In Sect. 2, we discuss
related work from different research directions, relevant for our solution. The
features of our app are presented in Sect. 3. We conclude in Sect. 4, inclusive of
ideas for future work.

2 Related Work

Paek and Fulton explored how students used a tablet-based note-taking app in
science class [13]. Overall, the participants, including a teacher, responded posi-
tively to the app and did not have trouble adapting to its usage. Its various tools,
such as audio recordings and photo importing, offered the students new ways
to capture information in the classroom. Nevertheless, some of the functional-
ities ended up being less used or applied in a different manner than intended:
While the handwriting method was used, most pupils did so only for drawing
tables and opted for typing out their actual text using the on-screen keyboard.
Participants indicated that the screen did not feel as natural as paper. Recent
products such as PaperLike1 might tackle this issue. The authors concluded that
further research in this area is needed, as there are benefits of handwriting over
typing, especially for young children [11]. Furthermore, though a note-sharing
function was available, only 30% of the population used it: While the app relied
on Google Drive, only few pupils had an account.

Guidera [7] focused on digital sketching as opposed to digital handwriting.
The aim was to evaluate the replacement of physical sketchbooks, used in dis-
ciplines ranging from architecture to graphic design, with digital tablets. The
participants’ response was overwhelmingly positive to this transition: Firstly,
the digital tablet offered the same type of lightweight mobility that sketchbooks
are known for. Secondly, with the support for stylus input, the users relied on a
sense of familiarity in usage, as it reminded them of traditional pen and paper.

Existing note-taking apps already integrate some of the features this work
proposes, without taking advantage of their combination, though. Handwriting
recognition is arguably the most prominent functionality found throughout most
note-taking apps, including iPad’s native Notes app and third-party apps like
Google Keep, Notability, GoodNotes, MyScript Nebo or Noteshelf, to only name a
few. Searching through handwritten notes is often possible, although limited to
the verbatim, not including implicit information. OneNote offers an Ink to Text
feature in the desktop version, enabling to convert handwritten notes into printed
text, effectively replacing what’s been handwritten on the canvas. Though it can
be useful for some, users may prefer to keep their handwriting as the conversion
may interfere with the sizing or styling of the words, which can bear its own
semantics.

Semantic annotation of a resource can be done using concept recognition
and entity linking tools, such as DBpedia Spotlight [12]. Information from a
knowledge graph, such as DBpedia, allows to enhance the explicit content of a
resource. This can be of interest for students, as additional information relevant
1 https://paperlike.com.

https://paperlike.com
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for the current context may improve their learning [5]. Google Docs integrates the
feature to recognize topics mentioned in a document and to allow users to access
web search results directly within the app, similar to the Smart Lookup feature in
Microsoft Word, which is albeit limited to literal, non-contextual lookup. Google
Keep recognizes the concept type of the recognized topics in notes to enable type-
based searches, e.g., regroup every note discussing music. The recent SoLeMiO
Office Add-in enables contextual recognition of concepts to both semantically
enhance a document and suggest related information from a knowledge graph [6].

Finally, drawing recognition is the more niche feature, as it is rarely found in
popular note-taking apps. Shape recognition is offered in apps like Lekh Diagram,
Instaviz or OneNote, to replace user-drawn lines, arrows and circles with cleaner
versions. However, these apps focus more on easing graph drawings than the
recognition of objects. DeepSketch uses convolutional neural networks to enable
sketch recognition [16]. In particular, it does not only label finished drawings, but
also recognizes in-progress drawings, thus allowing their automatic completion
with an existing drawing of the recognized shape. Furthermore, Google’s Quick,
Draw! experiment2 served as a major contributor to sketch recognition, allowing
users to draw a given shape in their own style and thus help train a neural
network with sufficient variations for each category. Consequently, its public
dataset contains over 50 million drawings for 345 categories, e.g., “light bulb”,
making it a powerful basis for building drawing recognition models. This data
can also be used to train a recurrent neural network capable of completing an
unfinished sketch of a shape or object [8]. While shape recognition is provided
by several note-taking apps, the integration of true sketch recognition is still
missing.

3 Enhanced Sketchnoting App

To effectively promote digital sketchnoting as an enhanced method for note-
taking, people are more willing to make this digital transition as long as the
respective apps provide familiarity known to them from physical note-taking.
Thus, handwriting and sketching should be as accurate as possible with sup-
port for stylus input. Sharing notes should be as simple as physically handing a
note to another person. Furthermore, semantic annotation and drawing recog-
nition can enhance the user experience with respect to providing additional,
relevant information for the current context, automatically organize notes and
allow advanced search capabilities, including visual queries and implicit content.

In this section, we present how these different objectives are realized in
our app. In Fig. 1, we present the different components of our app. A note is
passed through both handwriting (Sect. 3.1) and drawing recognition (Sect. 3.2)
mechanisms. The recognized textual content is analyzed by semantic anno-
tators (Sect. 3.3) to extract the main concepts and suggest related resources.
The enhanced note is now prepared for advanced search capabilities (Sect. 3.4).
Finally, we discuss possibilities of sharing notes among nearby devices (Sect. 3.5).
2 https://experiments.withgoogle.com/quick-draw.

https://experiments.withgoogle.com/quick-draw
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Fig. 1. Components of the proposed app

3.1 Handwriting Recognition

An important part of sketchnoting is the inclusion of handwriting as an input
method: The familiarity of using a pen to write and sketch notes on paper can
help bridge the transition from physical to digital note-taking. To that end,
it is important that the offered handwriting tool works as seamlessly and as
accurately as possible.

Our app integrates handwritten text recognition alongside its handwriting
tool to provide several basic functionalities. These include being able to copy the
handwritten text and to use it elsewhere, even outside the application. Addition-
ally, recognizing the user’s handwriting is crucial to allowing users to perform
searches on their content.

Besides these general functions usually found in most other note-taking appli-
cations, the handwriting recognition is also necessary to enable the app’s main
proposed utility: By analyzing the user’s handwritten text, semantically related
resources can be provided to the user based on the concepts mentioned in the
entire note.

Consequently, the app needs to recognize the user’s handwriting as accurately
as possible to provide this additional learning material. Hence, the app integrates
Google Firebase’s ML Kit3 framework as its core OCR engine enabling text
recognition. This engine is part of the mobile packaging of Google Cloud Vision
offerings and it is suitable in three regards for this application. Firstly, as Firebase
is mobile-oriented, the recognition engine and its underlying models have a small
footprint on users’ devices. Secondly, compared to its cloud version, the device-
based variant is free and usable offline. Finally, as of late 20184, the engine also
3 https://firebase.google.com/docs/ml-kit.
4 https://cloud.google.com/vision/docs/release-notes.

https://firebase.google.com/docs/ml-kit
https://cloud.google.com/vision/docs/release-notes
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supports handwriting in addition to printed text recognition, making it ideal for
our sketchnoting app.

In addition to the usage of the ML Kit OCR engine, the app also integrates
its own pre-processing and post-processing stages to improve the engine’s recog-
nition accuracy. The pre-processing consists of binarising the input image for
the OCR engine, i.e., converting it to black and white: As the app has access to
the user’s individual strokes, the latter are redrawn in white and with a uniform
thickness to a black canvas. Furthermore, drawings are hidden from the input
image as they are not considered to contain text: This process is described in
Sect. 3.2. The goal of the pre-processing stage is to highlight the text clearly
and to hide everything else, i.e., sketches. The post-processing is based on a
spell checker, namely Apple’s UITextChecker5 for iOS, which helps to correct
some characters wrongly recognized by the engine because of similarities, e.g.,
“l” and “t”.

3.2 Drawing Recognition

Drawing recognition implies recognizing the object(s) the user has hand drawn
on the note’s canvas, such as a light bulb. The app integrates this feature to
expand its search functionality: By recognizing the user’s drawings in a note,
their labels (e.g., “light bulb”) can be stored for said note and be used for search
results. Thus, the term “light bulb” would not only be searched for in the note’s
written text, but also in its recognized drawings.

To enable this feature, we rely on Google’s Quick Draw6 dataset, which con-
tains 345 categories of objects (e.g., “lightning”, “basketball”), with multiple
variations available for each category. The latter part is important, as the recog-
nition process should be able to account for the unique drawing style of each
user as much as possible: no drawing is ever drawn the same way by different
people. Thus, by having several variations for each category, the model can be
trained more broadly and it will be less sensitive to a single drawing variation
of an object.

An existing convolutional neural network (CNN) model7 trained on this
dataset and available in iOS’ CoreML format was used for the application. Sim-
ilar to the handwriting recognition, the app pre-processes the drawings for this
model: Each sketch is redrawn in white and with a uniform stroke thickness to
a black, hidden canvas. Finally, this new image is resized to 28 × 28 pixels to
conform to the drawing recognition model’s input requirements.

As our app integrates both handwriting recognition and drawing recognition,
it is necessary to know where to apply the correct recognition process for a given
note: The user writes and draws by hand on the same canvas for a note, meaning
the application needs a way to distinguish which user strokes are related to
handwritten text and which are part of drawings.

5 https://developer.apple.com/documentation/uikit/uitextchecker.
6 https://quickdraw.withgoogle.com/data.
7 https://github.com/hetelek/GuessMyDrawing-ios.

https://developer.apple.com/documentation/uikit/uitextchecker
https://quickdraw.withgoogle.com/data
https://github.com/hetelek/GuessMyDrawing-ios
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The chosen approach is to assume every stroke is text-related, unless the
user has manually designated a specific region of the canvas as a drawing. In
the latter case, the application will know where to check for drawings and only
apply the drawing recognition process for strokes which are contained in these
designated regions.

This also means that when the handwriting recognition is processed, strokes
within the boundaries of drawing regions inserted by the user are ignored, i.e.,
hidden. This naturally improves recognition results by the engine as it is not
trying to make out words from drawing strokes.

3.3 Semantic Annotation

Students often rely on switching between multiple apps while studying to look
up information related to their notes, risking the previously mentioned split-
attention effect, an increase of the extraneous cognitive load and information
overload. To reduce these risks, our app uses semantic annotation of notes in
order to retrieve related information from knowledge graphs serving as additional
learning material and integrates it directly within the note-taking app.

The previously recognized content of a handwritten note is passed through
concept recognition and entity linking tools to extract mentioned concepts.
In addition, if the used knowledge graph provides such information, the type
of recognized concepts can be used to classify notes. For instance, the sen-
tence “Johannes Bach was a composer of Baroque music” contains the concept
“Johannes Bach”, whose type is “Person”. With this additional information
available, we can provide relevant resources based on the concepts and their
respective types: While Wikipedia articles can be retrieved for concepts of type
“Person”, maps would be more appropriate for concepts concerning locations.
Thus, the type of suggested additional material can benefit from the type of
recognized concept.

By using semantic annotators from different disciplines and taking advan-
tage of the alignment of ontologies through the Linked Open Data cloud,
results can be combined and further enhanced for a more accurate suggestion of
domain-specific resources, such as knowledge base articles in chemistry. While
the Wikipedia-based DBpedia can provide domain-general articles on many con-
cepts, the BioPortal8 can in turn deliver details on, e.g., chemical compounds.
Similarly, GeoNames9 can return locations from its geographical database that
would be shown in a map.

Figure 2 shows a note on the Second Punic War. The app has so far recog-
nized two concepts, namely “Second Punic War” and “Lake Trasimene”. For the
former concept, the app has displayed the abstract of the associated Wikipedia
article, while a map of Lake Trasimene is displayed, as the semantic annotator
has labelled it as a location. It is important how this learning material is shown
to the user. To avoid distracting the student during the note-taking, the app

8 https://bioportal.bioontology.org.
9 https://geonames.org.

https://bioportal.bioontology.org
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Fig. 2. Related resources found for a note on the Second Punic War

takes a reactive approach by only fetching and displaying related resources for a
note when the user requests them. Furthermore, to better inform the user which
concepts have been recognized in her handwritten text and which resources they
are related to, the app highlights the words directly in the handwritten text, as
indicated by the red borders.

3.4 Advanced Search Capabilities

In an effort to facilitate organizing notes and searching through them, the app
firstly expands the sources for search results and secondly offers a visual approach
to performing searches.

Traditionally, note-taking applications base their search results on the body,
i.e., textual content, of notes. Alternatively, some apps also allow users to man-
ually assign user-created labels to notes to group them together.

In turn, the proposed app goes beyond the textual content of notes and
additionally uses their semantic information. Thus, users can search for con-
cepts and their respective types recognized in a note’s body. This information
can help users quickly regroup all notes based on a concept, e.g., “Johannes
Bach”, or based on the concept’s type, e.g., “Person”. This approach eliminates
the need for users to rewrite several notes as a single note, in case they want to
consolidate related notes which were taken spontaneously and which are scat-
tered throughout the user’s notes collection. A use-case for searching by concepts
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would be for students who are reviewing for an exam and who need to find all
their notes related to the exam’s topics.

Additionally, by also storing the abstract of related Wikipedia articles found
for these concepts, more indirect searches can be performed. Consider that the
teacher mentioned a concept that is not directly written in the user’s note,
but is somehow related. For instance, he might have mentioned that the Lake
Trasimene is quite close to the city of Perugia, and that the user recalls this
mention of Perugia. With access to the entire abstract of the concept’s Wikipedia
article, the user can instead perform a search using the indirect term “Perugia”
which does not appear in a note’s body, yet still retrieve the relevant note.

Fig. 3. Visual search for the drawing “axe”

Furthermore, the app provides visual searches as an alternative to text-based
searches. By integrating drawing recognition, notes can be further classified by
the sketches drawn on their canvas. Thus, users can for example draw symbols,
such as a lightning shape, to mark sections of notes as important. Later on,
by simply searching for the term “lightning”, these respective notes would be
retrieved. Additionally, to reduce the need for using the on-screen keyboard, the
user can also draw the shape or object they are looking for, e.g., a lightning, and
by recognizing this drawing, the app will in turn use its label as a search term.
Again during the preparation for an exam, it could be useful to quickly retrieve
all notes that include a certain sketch, such as a lightning.

Figure 3 shows an example of a visual search, where the user draws a shape
that is contained in the note(s) they are looking for. This drawing will be rec-
ognized as “axe” and this term will consequently be used as a search term.
The note previously showcased in Fig. 2 would be a matching search result.
Note that the two axe sketches in Figs. 2 and 3 differ in drawing style, but the
app still recognizes both as the same object.
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Our app thus uses the body, the recognized drawings and the semantic infor-
mation (concepts, concept types and related resources) of notes as sources for
finding matches to search terms. Naturally, this expanded approach can lead
to too many notes as search results, in case the search terms are not very spe-
cific. To that end, users can combine search terms to gradually narrow down the
number of search results.

Fig. 4. Example of a note’s information available for search results

To illustrate this search functionality, we can consider the search scenario
in Fig. 4 where the user enters multiple search terms. The figure shows all the
information a note holds and which can be used for search results. To find this
note, the user can enter either of the following search terms:

“Lightning” This term will be found in the note’s recognized drawings.
“Bach” This term will be found in the note’s recognized handwritten text.
“Renaissance” This term will be found as a match in the related document
“Baroque music”, specifically its abstract text.
“Person” This will be found as a match in the related document “Johannes
Bach”, specifically its concept type.

3.5 Sharing of Sketchnotes

The objective of the sharing feature is to make it as simple and as straight-
forward as the typical scenario of two students exchanging physical notes in
person. Consequently, the application proposes device-to-device sharing: A user
can discover nearby devices likewise running the application and share notes
with them. To prevent unwanted notes being sent to a user’s device, recipients
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have to explicitly allow their device to be visible to others. If enabled, a screen
as in Fig. 5 is shown.

Fig. 5. Receiving a shared note from a nearby iPad

To make this process as quick as possible, the app does not rely on any
third party service, e.g., Google Drive, requiring a user to have an account [13].
Instead, by integrating Apple’s Multipeer Connectivity10 framework for iOS, the
sender and recipient just need to have Bluetooth or WiFi enabled, even if they
have no Internet access. This framework allows sending the same note to up to
seven other devices at the same time.

Our app does not exclusively rely on a universal format, such as PDF, or
even an image to transfer a note to another device. Instead, by using the app’s
own encoding and decoding for notes, the recipient can receive a note in the
same format as their existing notes. This preserves the shared note’s semantic
information, i.e., recognized concepts and related resources, as well as the ability
to undo the original author’s strokes. The former is important to enable anno-
tation sharing, which can call the student’s attention to an important concept
that was mentioned [3]. The latter can be useful for a student to get feedback
from her teacher: By using the same tools as the student, the teacher can add
her remarks or corrections to the note and send it back to the student. Sharing

10 https://developer.apple.com/documentation/multipeerconnectivity.

https://developer.apple.com/documentation/multipeerconnectivity
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of notes can also be beneficial when used as a way to actively engage students
in creating their own learning material and thereby co-constructing knowledge
in a cooperative way. A generative note-taking method called communal notes
based on social constructivism has been described in [1].

Still, the app provides the traditional method of generating a PDF or image
from a note, in order to save or share it to a different application or cloud service.
Furthermore, the idea of sharing notes using the app’s internal encoding format
can be extended beyond offline device-to-device sharing: By exporting the note
in a custom file format known to the app, the file could be shared via email and
the recipient could import this file into her own app.

4 Conclusions and Future Work

In this paper, we presented an enhanced digital sketchnoting app aimed at
enhancing the learning experience of students. Leveraging the power of semantic
annotation and sketch recognition, the proposed app extends the capabilities of
traditional note-taking apps and provides an integrated solution. In addition to
common handwriting recognition, our solution suggests related, heterogeneous
resources, both domain-general and domain-specific, to the student during the
note-taking process, avoiding the need to manually search for it and thereby
reducing the risk of losing track of the lecture. Search capabilities are extended
by including the semantic metadata from the related material as well as enabling
visual queries to find recognized sketches. Finally, sharing notes among nearby
devices is as easy as sharing their paper-based counterparts. Our solution expects
less organization effort from a student. Instead, it allows them to focus on their
note-taking and learning activities.

We have several ideas for future work. First, by further including seman-
tic annotators and ontologies from different fields, the diversity of suggested
resources can be promoted, with disciplines ranging from chemistry to architec-
ture. Furthermore, the proposed iPad app could integrate Apple’s ClassKit11,
opening its doors to the native Schoolwork app. This would facilitate the
teacher’s job of receiving students’ assignments written in the proposed app
and they would have a central view on every student’s progress. Distinguishing
between handwriting and drawing could be facilitated by taking advantage of
the double tap feature of the Apple Pencil (2nd Generation). Porting the app to
the Android platform would broaden the audience. An evaluation with students
similar to the one in [13] could show the strong and weak points of our app. The
evaluation will assess technical criteria such as usability, efficacy and accuracy
[14], but also pedagogical criteria such as acceptance and learning performance.
This could be done through log-file analysis, user surveys and semi-structured
interviews. The results of the evaluation will help to prepare the app for gen-
eral public release. Finally, we could imagine the integration of more interactive
resources in the app, such as augmented reality (AR). This could incite more
interest in a lecture’s content, e.g., by featuring an AR display of a battle in
11 https://developer.apple.com/classkit.

https://developer.apple.com/classkit
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the Second Punic War directly within the app, providing students with a more
visual and memorable experience.
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Abstract. The aim of this research is to build a compact differential drive robot
using the Virtual Robotics Experimentation Platform. Sensors are embedded in
the Pioneer 3-dx mobile robot to provide necessary data from the real world to
the robot. The main purpose of the mobile robot is its ability to arrive at a given
destination (goal) precisely and astutely, hence, significantly reducing the risk of
human mistakes. Many existing algorithms like obstacle detection, lane detec-
tion is combined to provide the essential and basic control functionalities to the
car. The mobile robot controller model runs on a series of benchmark tasks, and
its performance is compared to conventional controllers. During the scope of
this project, comparisons between different algorithms, hardware and tools have
been made to choose the best-fit for the project. The results are obstacle
detection algorithms and a terrain handling feature, that works very well in
simulations and real-life situations. The major tailbacks during the development
of this project were limitations caused by low hardware computational power,
the presence of stronger processors would exponentially increase the throughput
and consequently improve the accuracy of the scene objects and the obstacle
detection algorithms.

Keywords: Bug � Pioneer 3-DX � VREP � Sonar � API � OS � Scene

1 Introduction

Deriving motivation from natural world, mobile robots can adjust and transform its step
patterns to efficiently navigate and maneuver difficult topography in the environment,
such as, slippery, high hill slopes, or soft grounds, fissures, and especially the detection
and avoidance of static or moving obstacles [1]. These features describe a mobile robot
as a convenient machine suitable on various environments, exhibiting extra
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significance than a legged robot for some specific operations like sensing its immediate
surroundings, moving around its environment, and the ability to imitate intelligent
human behavior to move from start to target through a guide track [2]. Furthermore, a
robot with a symmetric layout, built on the Pioneer 3-DX (a compact differential-drive
mobile robot, Fig. 1), has established an approach similar to insects, that these robots
significantly lack the ability to survive in unfavorable environments or extreme
conditions.

The endless exploration and advancements of novel approaches and methods to
achieve a robotic system that efficiently adapts its motion patterns with respect to the
Pioneer 3-DX environment as a research object in the Virtual Robotics Experimenta-
tion Platform (VREP), has several benefits while handling these steadiness and more
flexible requirements. It is conventional that at least a small lightweight two-wheel,
two-motor differential drive robot is ideal for stability in the walkway configuration,
leaving the world’s most popular intelligent mobile robots for research and education.
The characteristics which the robot possesses, including; dependability, versatility and
stability, have made them the preferred development environment for advanced
robotics [3].

2 Obstacle Detection

Obstacle detection is the method of using sensors, algorithms, and data structures to
detect objects or environmental components that impede motion. Obstacle detection is
applicable to any object that moves, as well as robot manipulators and manned or
unmanned vehicles for land, air, sea, and space; these are all called vehicles here for
conciseness.

The ultrasonic sensor is another example of obstacle detection sensor also called
‘sonar’. The unique attributes that the sonar possesses makes it the most extensively
used sensor for obstacle detection. The features include ease of use, convenient to
operate and it is relatively cheap [4]. The major applications of sonar are during robot
navigation and routing respectively, surveying a particular area for an obstacle through
close range inspection [5].

Unfortunately, a significant disadvantage of ultrasonic sensors is the one to one
module of sensors with respect to distance reading; i.e., in order to attain an acceptable

Fig. 1. Simulated model on V-rep.
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picture of a robot traversing its environment, multiple sensors must be utilized together.
It is ideal to have several rings of sonar sensors on Omni-directional vehicles as the
mobile robot can traverse in any route to arrive at the destination. However, the number
of sensors essential for a fitting field of view is not the only downside to sonar [9]. This
clarifies that “Despite the fact that ultrasonic sensor ranging devices are highly sig-
nificant and play a pivotal role in structural mobile robot applications, only the minority
faction of researchers give attention to its drawbacks.”

2.1 The Bug Family

This section explores the differences and similarities in the various outlined Bug
Algorithms, specifically with respect to the techniques and conditions used to ensure
termination criterion stands. The numerous variations of the Bug algorithms are
extremely related, they vary in their mode of implementation to certify termination.
Therefore, it was noted that every one of the Bug algorithms contain one of five unique
approaches that will allow it to guarantee termination. The specific aim of examining
the methods used is to establish the exact techniques and approaches implemented for
reduction of path length (the distance covered from the point of initiation to the target)
or algorithm complexity, whilst guaranteeing termination.

2.1.1 The Bug1 Algorithm
The Bug1 algorithm was proposed by Lumelsky et al. [10], as an easy and optimum
resolve to the path planning drawback. This is the earliest Bug’s family algorithm,
hence, its solution to the motion planning difficulty is demonstrated in this section.
Bug 1 algorithm is arguably the simplest algorithm discussed in this work. It arrives at
the destination almost at every iteration, hence, exhibiting a high level of consistency.
The instant drawback with this process is the state or quality at which the robot arrives
at its destination. The robot moves on the shortest route, joining robot’s starting
position, (X) and destination, (Y), up until it bumps into a hurdle in its path. When the
robot confronts an obstacle, it revolves around its surface and computes the distance
from the goal. Subsequently, once the robot successfully completes a revolution around
the obstacle, it figures out the point of exit that is next to the goal position. It maintains
or changes direction of motion, depending on the distance of the leaving point from the
hit point. This process can be shown in three phases:

(1) Proceed to the destination.
(2) Circumnavigate the obstacle if encountered, and record the distance to the goal.
(3) Revisit the nearest position and advance.

The robot orbits around each obstacle as it advances towards the goal, thereby
increasing computational efforts. The simplicity of execution makes it worth it; hence,
it completes the task required regardless of time. Its implementation typically follows,
as shown in Fig. 3 below (Fig. 2).

Comparative Analysis of Three Obstacle Detection and Avoidance Algorithms 359



The Bug1 algorithm will definitely search through every obstacle, in search of the
position that is closest to the goal (destination). Afterwards, the autonomous robot
calculates and checks if it can advance towards the target position. In a case where the
robot cannot, we then conclude that we cannot reach the target. The moment the robot
advances and exits at that position, it would not encounter that obstacle moving
forward.

2.1.2 The Bug2 Algorithm
The Bug2 is a direct development that emerged from the Bug1 and it was also proposed
by Lumelsky et al. [10]. As an alternative to obtaining the point at which the robot’s
path length is minimum, the Bug2 algorithm emphasizes on continuing the route of
motion towards the destination, by calculating the slope of the line linking the initial
position and the desired destination. The moment the robot advances towards an
obstacle, it begins to move along the border of any obstacle ahead until it finds a point
with the same slope. This algorithm is simple to implement and consequently more
efficient than the Bug1 algorithm in most cases. The robot does not need to circum-
navigate around the object as in the Bug1 algorithm. In this approach, the robot

Fig. 3. The Bug1 algorithm in environment A

1.Set variable j to 0.
2. Increase j then advance towards the goal resulting to either of the two options:

a. If we arrive at the goal, then End
b. Once we reach an obstacle. Mark the position Hj and advance to phase 3.

3.We follow the obstacle boundary by maintaining the obstacle always to the right. 
At the same time we note Pdist (Hj, y) of the position(s) where P(y, T) is smallest 
and estimate if the robot is capable of reaching the goal at y.

Record the lowest points as Lj. Immediately the robot arrives again at the higher 
points Pj, observe if the goal is attainable by checking if it can arrive at Lj. Once 
the robot doesn’t reach exit state, we conclude that the goal is unattainable. If  it 
terminates, observe the wall following approach  Pdist (Hj, Lj) and traverse to Lj. 
Proceed to stage 1 at Lj.

Fig. 2. The Bug1 algorithm.
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constantly makes an effort to travel along a line that links the initial (XI) and goal
(target) positions (XG), the line called the m-line. The implementation of the model is
shown as explained in Fig. 4:

There has been some explanation in the collected works for path planning [11]
about the leaving conditions for Bug2. Bug2+ was proposed by Antich and Ortiz [12],
and the algorithm cleared every uncertainty, however this explains that the algorithm is
related to Bug2 with a leaving condition. A precise explanation of the approach gives
the Bug2 the feature to outline an exit position [13]. The implementation of the Bug2
algorithm emphasizes the straightforward nature, as shown in Fig. 5 below.

1. To begin, you have to construct a virtual line, V, right from beginning to the goal 
and
initialize j to 0.

2. Increase j and move towards the V line in the  direction of the goal position 
resulting to one of the following:

a. The goal position is attained, then Exit
b. Tag the position you encounter the barrier as Hj advance to stage 3.

3. Constantly maintaining the traversal on the right position, you move forward 
around the borderline of the obstacle. Repeat the stage until:

a. We arrive at the target and exit.
b. The position along V is attained and dist(y, T) < dist(Hj, T). If the robot is

able to advance towards the goal. Mark this point Li. Go to step 1.
Otherwise, update d(Hi, T) with d(x, t).

c. The robot returns to Hi. The target is unreachable. Stop. 

Fig. 4. The Bug 2 algorithm

Fig. 5. The Bug2 algorithm in environment A
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However, it is not good judgement when the robot is given an exit condition, if it
cannot traverse to the goal directly after exit. Consequently, the exit condition is only
fulfilled if it can advance towards the goal position.

As illustrated earlier in subclasses, you define the Bug1 as too precautious,
although operative. However, Bug2 tends to be ineffective sometimes, such as cross-
ings and native cycles, although it typically produces better enhanced paths whenever it
is related to Bug1 [14].

The Bug2 approach was selected for evaluation because of its distinct, however
straightforward, circumnavigation behavior that functions both with local or global
motion planning drawbacks, and unlike the Bug1, it generates more improved routes.
The standard Bug2 was also selected to the disadvantage of the DistBug as being the
easiest algorithm that sustains the key features required for comparison.

2.1.3 The Distbug Algorithm
Kamon and Rivlin developed the DistBug algorithm [15]. The DistBug makes use of a
proximity sensor to detect an obstacle and makes use of it in its leaving condition. The
robot travels comparatively shorter distances than prior versions of the Bug algorithm,
thereby ensuring that the robot to reach its destination in less time. This algorithm
exhibits different obstacle avoidance behaviors. When the robot encounters an obstacle,
it begins to follow the edge of the obstacle, simultaneously estimating and updating the
path length from its existing and next position to the goal. The leaving point, which
prompts a behavioral change from ‘obstacle avoidance’ to ‘move to goal’ paradigm, is
selected based on the condition that the distance of the destination from its next
position is greater than the equivalent path length from its current position. The robot
keeps establishing its obstacle avoidance behavior otherwise. The algorithm is shown
in Fig. 6 and an illustration is shown in Fig. 7.

1. Set variable j = 0 to estimate the thickness of the wall (which is the smallest 
width obtained from a barrier from the environment. It is defined and inputted 
by the user and is a major limitation exhibited from this algorithm).

2. Increase j and move towards the goal pending the occurrence of the instances:
a. You arrive at the goal. Exit.
b. You encounter an obstacle. Tag the position Hj. Advance to stage 

3.
3. Move to the leftmost direction and move along the border of the obstacle, 

while constantly updating the minimum value of dist(y, T) and denote this 
value distmin (T). Repeat this until one of the following occurs:

a. The goal is visible: dist(y, T) − F ≤ 0 . Record the position as Lj. Go 
to step 1.

b. The range based leaving condition holds: dist(y, T) − F ≤ distmin 
(T) – Step. Denote the position Lj. Advance to stage 1.

c. This robot has finished a cycle and arrived at Hj. The goal cannot 
be reached, Hence, Exit.

Fig. 6. The DistBug algorithm
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The DistBug algorithm has also exhibited its unique feature as it increases path-
length execution in Sect. 3 and the motivation for this are extensively described in
Sect. 4 consequently. In a nutshell, it is as a result that each time the DistBug calculate
its exit criterion, it is range based and it considers two factors.

First, if the robot can detect the closest position that precedes any other position
moving towards the goal. The second factor is the STEP condition that always prevents
the occurrence of the Class1 scenario, this can occur when the robot fulfils the exit
condition, once it is at the closest position to the goal than any other position visited
prior to the advancement to the goal.

3 Comparisons of the Bug Algorithms

After discussion of various methods of object avoidance, we will list the merits and
demerits of each algorithm, which can be useful in choosing one for a specific
application. The selection of the best method depends on specific requirements and
resources.

3.1 The Bug1 Algorithm

(a) Merits
i. It is a complete algorithm i.e. in finite time, it finds a path if such a path exists

or terminates with failure if it does not.
(b) Demerits

i. Large memory and computation is required in Bug 1, which results in lesser
efficiency.

ii. It is an exhaustive search algorithm

Fig. 7. The DistBug algorithm in environment A
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3.2 The Bug2 Algorithm

(a) Merits
i. It is a greedy search algorithm i.e. it takes the first thing that looks better
ii. It requires less computation also it is easy to implement

(b) Demerits
i. In some cases, it does not exhibit completeness

4 Results and Evaluation

To verify the proposed method, extensive experiments were conducted in different
terrain environments based on our differential drive robot, as shown in Fig. 5. The
obstacle detection results in three different scenes are presented, to test the obstacle
performance of the proposed method. Subsequently, the feasibility and efficiency of the
Bug algorithms are evaluated in later sections.

4.1 Scene 1: Static Cuboid in the Center of a Wall in the Environment

This environment is a specific scene of a ground with a static cuboid placed in the
center of a back wall. The ground is very flat, and the cuboid is placed as the obstacle at
the center of the scene. In addition, some obstacles were overlapped in the intensity
image. According to the proposed method, the whole obstacle detecting process is
shown in Fig. 8, where the behavior of the Pioneer 3-DX robot was tested. Therefore, it
is shown how the robot successfully exhibits its obstacle avoidance properties and also
how it avoided the cuboid enclosed in the center of the wall and arrived safely at its
target.

Fig. 8. Robot avoids obstacle and arrives at target in SCENE 1

364 C. Yinka-Banjo et al.



4.2 Scene 2: Three Static Cuboid Placed Symmetrically

The second scene consists of a ground with three cuboids. The cuboid is positioned on
a flat ground as an obstacle. It is strategically aligned at three different locations in a
manner that is almost unavoidable and it uses the obstacle detection and avoidance
module to reach its target. In addition, some obstacles were overlapped in the intensity
image. The traversal of the robot from the starting position till it arrives at its target
using the proposed method is illustrated in Fig. 9 where the behavior of the Pioneer
3-DX robot was tested and it shows how the robot successfully implements its obstacle
avoidance module and avoids the static cuboids placed symmetrically in the
environment.

4.3 Scene 3: D-Shaped Cuboid in the Environment

The third environment consists of four cuboids of which, three cuboids have been fused
together to form a D-shaped object similar to a triangle in the V-REP environment with
an additional cuboid positioned as an obstacle close to the final position of the robot.

Fig. 9. Robot avoids obstacle and arrives at target in SCENE 2

Fig. 10. Robot avoids obstacle and arrives at target in SCENE 3
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The robot effectively avoids the obstacle and arrives at the target. The represen-
tation of how the robot demonstrates the avoidance functionality by maneuvering from
the start position to the goal is shown in Fig. 10. The obstacle avoidance methods take
inputs from the sensors and traverses till it successfully arrives at its proposed target.

4.4 Performance Comparison of Bug1, Bug2 and Distbug Algorithms

The experimental data obtained from each Bug1, Bug2 and DistBug algorithms are
given in the tables below (Tables 1, 2, 3 and 4).

Table 1. Average time comparison data for scene 1

Algorithm Time (s)
1 2 3 4 5 Average

Bug 1 55.80 59.20 53.50 57.20 58.90 56.92
Bug 2 22.25 24.63 21.86 25.91 23.58 23.65
DistBug 20.70 39.73 25.30 22.48 23.59 26.36

Table 2. Average time comparison data for scene 2

Algorithm Time (s)
1 2 3 4 5 Average

Bug 1 143.40 147.00 178.80 135.60 171.00 155.16
Bug 2 65.40 75.00 61.20 71.40 76.80 69.96
DistBug 60.60 59.87 67.20 64.20 58.73 62.12

Table 3. Average time comparison data for scene 3

Algorithm Time (s)
1 2 3 4 5 Average

Bug 1 183.00 154.80 172.20 163.80 168.60 168.48
Bug 2 83.40 85.20 82.80 87.00 81.00 83.88
DistBug 64.20 61.20 59.89 68.40 59.96 62.73

Table 4. Path length of the bug algorithms

Algorithm Path Length (mm)
Scene 1 Scene 2 Scene 3

Bird-Eye View 8602.33 6702.35 9985.43
Bug 1 29021.92 20794.86 30112.85
Bug 2 16193.65 9563.87 18286.16
DistBug 12794.79 8941.83 16584.75
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4.5 Average Time Comparison of the Bug Algorithms

The experimental data obtained from each Bug1, Bug2 and DistBug algorithms given
in tables above, are duly represented in the chart below to show the correlations
between the three bug algorithms and the varying speed and distance covered each of
the algorithms exhibit during the simulations. The graph of the comparisons of path
length and average time of the bug algorithms are therefore shown in Figs. 11 and 12
below.

Fig. 11. Path comparison

Fig. 12. Average time comparison
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5 Conclusion

This paper presents a method for real-time obstacle detection and recognition in
unstructured environments based on the use of vision and motion sensors of the Pioneer
3-DX robot. V-REP is introduced as a versatile and scalable simulation framework. By
offering a multitude of different programming techniques for its controllers, and by the
allowance for controllers to be embedded, as well as functionalities in simulation
models, it eases the programmers’ task and reduces the deployment complexity for the
users.

It is therefore shown based on the necessary computations we can hereby compare
the Bug1, Bug2, and DistBug algorithms and their modes of implementation. The
operation of the approach described in earlier sections function on a Pioneer 3-DX
robot and the simulation setup is by V-REP. Due to necessary comparisons of the three
modules, a single scene is used. The results show that Bug1 is the worst one, with its
path length approximately 3.37 times longer than the path length of the Bird-eye’s
view. On the other hand, the DistBug is the best option, as its path length is only 1.49
times longer than the path length of the Bird-eye’s view.

Future Work
The future work will contain several scenes to test the functionalities and to show its
effectiveness of the Bug’s family and it has to highlight at least three of the other Bug’s
algorithms which are Alg1, Alg2, Class1, Rev1, Rev2, OneBug, LeaveBug, Tan-
gentBug, etc. it increases our horizon. After implementation, the algorithms should be
tested on real pioneer robots to see the live outcomes of the real world.
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Abstract. The advent of internet and rapid growth of digital media has vastly
increased concerns of cloud computing as source of data and information
storage ever than before. It allows users to setup their own private clouds since
the public clouds available, can’t surpass their expectations at affordable costs.
With private cloud computing, users do not need to be in a physical location
when accessing personified cloud resources, thus; leading to cost reduction,
improved user experience (ux), staff effectiveness, and file sharing with orga-
nizational collaborations from remote sites. Despite lots of benefits offered,
there have been constant challenges associated with cloud computing from Data
loss & breaches, service vulnerabilities, insufficient due diligence, identity,
access and credential management, poor footprint tracking for threats & mali-
cious insider attacks etc. which threatens network security. This proposed
application is set out to provide immediate solution to help fight against cloud
insecurity, particularly in private cloud domains through restriction of access to
cloud resources, giving access to only trusted members to prove their identities
through Footprint Notifications, Logging Encryption and activities of the
authenticated users, as it is essential to monitor information flow on the cloud for
information assessment purposes. The implementation of a secured Private-
Cloud Computing System is the central focus of this project; the application
is designed by using advanced features of HTML, CSS, JAVASCRIPT, &
JQUERY for the frontend interface while PHP & MYSQL were used to design
the backend of the application and its log encryption..

Keywords: HTML (Hypertext Markup Language) � (CSS) Cascading Style
Sheet � JSON (JavaScript object Notation)

1 Introduction

Cloud computing is an innovative approach to the world of computing whereby
sturdily accessible and virtual resources are made as services available across the
Internet. It has led to an era of important technological trends, which is expected to
redefine the processes and marketplaces involved in information technology, and
marketplace [1]. Users can use diverse devices imbibing the technology of cloud
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computing which includes smart phones, pc’s and laptops to utilize available resources
like storage, software design platforms and programs via the Internet as service ren-
dered by the service providers for cloud computing. The internet’s advent and rapid
growth of digital media has vastly increased concern for cloud computing ever than
before. Cloud computing has turned out to be a technological innovation that has
transformed the activities of businesses and people today [2, 11]. It is the evolution and
convergence point of numerous notions covering grid, enterprise IT management,
virtualization, and distributed application design to provide an effective approach for
scaling and installing applications [3, 12]. The cloud simply refers to Net-
work or Internet. It can also be referred to as something that is located at remote
location which is readily available to provide services over public, and private net-
works such as LAN, WAN, and VPN. Web conferencing, email and customer rela-
tionship management (CRM) can route on cloud. It has able to remove need for various
organizations, individual cloud user and IT companies now moving their services from
their private networks to the clouds since public available clouds can now surpass their
expectations at affordable costs.

With private cloud computing, users do not need to be in a physical location when
accessing cloud resources, thus; leading to cost reduction, improved user experience
(ux), staff effectiveness, and file sharing with organizational collaborations from remote
sites. In simple definition, cloud computing is the utilization of many services like
storage, software development platforms, servers, and software over the internet. In the
era of enterprise server and personal computer, hardware remained essential com-
modity criteria for processing capabilities that rely mainly on hardware configuration of
server. Of particular interest is the Cloud computing feature that offers platform
independency; software is not needed to be installed locally on individual PC or
connecting devices; therefore, it enhances mobility and collaborative among connect-
ing client devices [4, 13].

Up till recent time, Gafunk [Nig] Limited has never been interested in moving her
services to cloud. The company data and their clients have been stored on her cus-
tomized private network and traditional storage media which are usually unsecured and
restricted to local domain. In existing system, office daily tasks at Gafunk are perform
locally within premises of her private server equipment, instead of moving it to public
cloud where daily tasks can be performed synchronously irrespective of her workers
locations across the globe. Security issues of company and clients’ information have
been one of the reasons why Gafunk has been afraid of moving her services to cloud.

The deployment of secured cloud infrastructure within the company will go a long
way to position the company among leading IT companies around the world. With this
deployment, IT officers/workers can carry out their daily office routines synchronously
from anywhere they are provided there is internet service to access cloud information
storage in a secured manner.

374 M. Olowu et al.



2 Literature Review

2.1 Historical Development of Secured Cloud Computing

According to [5], the concept of cloud computing had been evolving since the 1950’s;
the organizations were using composite mainframe systems to process their useful data.
In those early days, these systems were at high cost and very huge. As a result of this,
most organizations started purchasing few machines and activate schedules for time-
sharing so they can make profits as much as possible. Time sharing allows users have
access to mainframe computers from non-processing linked power stations; this type of
computational power shared became the birth of Cloud. [6]; emphasized that during
1955, John McCarthy, the first to name the word ‘artificial intelligence’, a phenomenon
created to save the cost of getting too many computers by simply sharing among a whole
number of users the computing time. Most start-ups couldn’t purchase small computers
which stalled their automation migration; McCarthy’s theory suddenly brought about the
solution most organizations have been clamouring for, especially for those who couldn’t
purchase as much computer systems as they should. So, as technology progressed, the
notion of secured cloud computing advanced through the years unto the 1960s when
foremost improvements began. Then in the 1960’s mid, an American computer scientist
called Licklider started with the concept of interrelated computer systems.

2.2 Understanding Information Security

Information security is concerned about information confidentiality, integrity, avail-
ability and data protection from unauthenticated users to disclose; access, modify,
inspect, record or destroy information [7]. Most times, the information assurance,
information security and computer security are usually misuse, even though they are
related, and they all protect integrity, availability, and confidentiality information.
However, the difference among the three of them has to do with methodology adopted,
subject approach and part of concentration. So many institutions such as hospitals,
banks, government, corporations, police and private establishments collect and possess
sensitive employee information, product information, services, inquiries, financial and
customer position. The computer system emergence has now made it possible to
collect; process and store information before transmitting across the network to the
target computer.

2.3 Types of Secured Cloud Computing Based on Architecture Models

The architecture of cloud computing is basically on cloud services highly accessible in
demand and with multi-users. The growth rate of data and its usage as rapidly
increased, as well as cloud computing. At the moment, archived data is making waves
as the most recognized and suitable one for secured cloud computing; when consid-
ering metrics such as access frequency, integrity, availability, cost, frequency of access,
protection and availability [8].

Cloud computing can be classified into three architecture types which are hybrid,
private and public.
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2.4 Characteristics of Secured Cloud Computing

According to [9], Secured cloud computing can be described by the following char-
acteristics (Table 1):

2.5 Importance of Cryptography in Secured Information

Cryptography is about encryption and decryption; secured information utilizes cryp-
tography to encrypt information into a form that is difficult to comprehend and readable
by human standard and can as well be decrypted back to readable format. The aim of
cryptography is to secure information and data from unauthenticated users during
transmission and storage. Cryptography can also work along with other security
application such as digital signature, information logging, access control, and encrypted
network to improve secured information of cloud or local server data. Most old
applications like FTP and telnet that are less secured are now rapidly being replaced
with encrypted applications. WPA, WPA2 or WEP protocols are being used to secure
wireless communication devices and applications while AES, X.1035 are being used in
the encryption of wire devices and applications. So many other applications like PGP
or GnuPG can encrypt email and data files as part of information security measure.

2.6 Application of Secured Cloud Computing

Secured cloud computing has been recognized with rising competitiveness through cost
reduction, optimal resource utilization, greater flexibility and elasticity. Benefits of
cloud computing isn’t just about data storage or emails, rather these scalable cloud
solutions have become medium of choice for software development, testing and
deployment as well. Its relatively applied in Communication, Big Data Analytics,
Storage, Synchronized workspace, allows Scalable usage, etc.

Table 1. Features of secured cloud computing

Characteristics Descriptions

Manageability Capability of managing systems with marginal properties
Access Method Protocols wherein the exposure of cloud computing is shown
Performance Latency & Bandwidth metrics are used to measure the performance
Multi-tenancy Allows multi tenants and users
Scalability Capability of scaling to satisfy demands and loads higher in request
Data Availability Availability of data and system to work
Control Capability of controlling a computer system, its cost configuration,

features and performance
Storage Efficiency Shows and measures how properties from the raw storages utilized
Cost Accounts for the cloud computing cost and expenses, usually measured

in dollars per gig

376 M. Olowu et al.



2.7 Limitations/Challenges in Secured Information in Cloud Computing

Irrespective of organization size, cloud computing still offers many benefits like any-
where accessibility to data, affordable hosting, information security, overall discount
for cost of investment, though clients and users will still pass through the security and
technicality problems at different stages [10, 11].

3 System Analysis and Design

Here, the section explains in specific terms, techniques and tools employed in this
research work. The methodologies and tools adopted, also touches the following parts
of the study: Analysis of the Existing System, System Coding, System Design, Design
Consideration and Architecture etc.

3.1 Analysis of the Existing System

A critical analysis of the present mode of handling information security in cloud
computing at Gafunk (Nig) Ltd, reveals that the present system does not make use of
any automation. Protection of data and information system from unauthenticated users
to disclose; access, modify, inspect, record or destroy information are too weak to
secure traditional cloud computing in use at Gafunk (Nig) Ltd from being attacked and
hacked. In existing system, Gafunk (Nig) Ltd uses secret passphrase, blank or weak
password as a form of security and authentication system to protect cloud computing
resources from being tampered with. However, password choice will always be an
argumentative point as long as users have to choose one. Cloud users have to struggle
with remembering their precise passwords with a lot to choose from when initiating one
from their special days and ones, leading to weakness in the existing cloud computing
system by giving cloud hackers good chance to guess the correct password. Acute
scrutiny for the existing system shows it’s a system not effective for securing 21st

century cloud resources due to inherent security challenges, lack of confidentiality,
integrity and availability of data can occur due to use of blank or weak password.

3.2 Problem of Existing System

Some of the problems identified in existing secured cloud computing includes the
following:

Hacks, Lack of confidentiality, integrity and availability of data, Lack of effective-
ness in existing information security and Data loss & breaches; Service vulnerabilities &
Insufficient due diligence, Insufficient identity, access and credential management; Poor
footprint tracking for threats & malicious insider attacks, Misplacement of information
on storage devices can occur, which can lead to chaos between management and cus-
tomers. Etc.
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3.3 Description/Analysis of New System

The main features of the new system being proposed will incorporate features like
accuracy, reliability, rapid retrieval of information, ease of operation, security, data
protection etc.

3.4 System Design

3.4.1 Output Design
It is made up of emerging conditions and measures for data preparation, also the
required steps to route the right inputs and super desired user friendly outputs. Errors
can also be controlled by providing to users suitable messages and apt direction.

3.4.2 Input Design
It is the method of changing user-initiated inputs, to computer-constructed forms.
Essentially, it must be involved in the expansion and creation methods, as erroneous
data inputs turn out to be the root-cause of mistakes in the processing of data.

3.4.3 Database Design
Creating a defined database is an essential stage in systems designing, here data
essentials and structures are recognized and analyzed promptly to give an output of the
storage and retrieval systems.

3.4.4 Functional Requirements for the Proposed System
These are the useful necessities that clients are looking to when using an application.
Below stands some of the functional requirements for this proposed application:

i. A cloud user can sign up new account by admin as part of information needed for
future login into secured cloud computing

ii. Logging of events at background for monitoring cloud activities

3.4.5 Non-functional Requirements for Proposed System
Non-functional requirement is described as parts of the system that deals with its
development over time focusing on how its maintained, documented and if its exten-
sible and not how it is been implemented.

3.5 System Coding Tools and Techniques

The system coding tools consist of the code and the environment used in designing this
secured cloud computing for the use of Gafunk (Nig) Limited, Lagos. The coding tools
used various types of programming languages to develop the cloud computing appli-
cation, which includes: Hypertext Markup Laanguage (HTML), CSS (Cascading style
sheet), JAVASCRIPT, PHP, JSON, MYSQL.
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3.6 PHP Library Methods for Encryption

Cryptography has got everyone on their feet when it comes to the future trend of cloud
security. In the case of PHP, bcrypt, Argon2 and Sodium were introduced for both data
and password encryption on the PHP platform, which covers a whole lot of security
areas in coding or criteria’s for infusing security into third party applications and
features. As such I will be making use of this internal libraries to make my private
cloud more secured in the case of hashing passwords and encrypting it for safety.

Below are the major three (3) methods involved in PHP encryption modes; but we
will be concentrating more on Hashing as our method of encryption.

i. Secret Key Encryption: It’s also called a symmetric encryption that employs only
a single key to carry out both encryption and decryption of data. It’s launched using
sodium on PHP. An encryption key will be the initial thing to be generated, with
function- random_bytes(),which will be stored as an environmental variable.

ii. Envelope Encryption: It’s a higher method of encryption as it is more secured
than other methods, it is the process whereby keys will be encrypted with another
key, like a double protection. It’s used mostly when we want to avoid sending our
confidential plaintext information to an intermediary/receiver, no matter how
secured we think the platform may be.

iii. Hashing: A hashing algorithm receives an input value or commonly what is
called a plain text or message and alters it; a lot of times into a fixed length hash,
which will only be authenticated by transferring the original value to the hashing
algorithm. This in turn, perfectly makes hashing the best for storing user cre-
dentials on the cloud.

The swift SHA1 and effectual MD5 are quite popular for check summing and file
verification. Although, not suitable for hashing a user’s password or username due to
their incompatible speed. Nowadays passwords can be cracked by brute force in a
matter of minutes, revealing the plaintext password or username. Thus, purposely
algorithms with slower hashing will be used, e.g. bcrypt or Argon2, from pass-
word_hash() to PASSWORD_ARGON2I

3.7 Evaluation of Major Encryption Algorithms in Cloud Computing
Cryptography and Their Weaknesses

The integration of cryptography in cloud computing can bring lasting security solution
to cloud computing application, but this can be achieved if only the right encryption
and decryption algorithm is used. There are several cryptographic algorithms that can
be used with cloud computing to improve its security features; among them include:
RSA algorithm, RC4 algorithm, Blowfish algorithm, Brie algorithm etc. In order to
identify the algorithm that is most appropriate to give lasting security solutions, the
strengths and weaknesses of each cipher in terms of security, speed, direct monetary
cost, and ease of implementation are considered before considering appropriate security
in smart cards. Here are general discussions relating to the advantages and disadvan-
tages of RC4 and RSA which are most popular cryptographic algorithms used in cloud
computing applications as presented below in this research work.
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4 System Implementation Ad Documentation

This is the exact chapter that is concerned with the implementation and research
evaluation. The implementation was finally achieved based on the input outcome from
chapter three. The inputs were used to achieve the result enumerated as output design
from chapter three. The central focus of this chapter is to enlighten application users on
necessary software and hardware requirements needed to run developed application.

4.1 System Implementation

Now that the implementation of our proposed system (Secured Cloud Computing) has
been achieved and functional, there is a need for total integration of this application to
replace existing (old method) in use presently at Gafunk (Nig) Limited. The users of
this application will need to be carried along until they are fully familiar with the new
system. Several changeover methods are available for the management to adopt without
affecting the management and application users in their present working environments.

4.2 Changeover Recommendation

After careful considerations, a parallel changeover method was recommended for
Gafunk (Nig).

4.3 System Installation and System Run

System Installation works in conjunction with evaluation and documentation of new
system. Having designed and implemented this cloud computing application for
Gafunk, it is time to highlight how to run the program on computer so that one will be
able to understand the approach and the environment on which the application is
intended to run the software for the use of Gafunk (Nig) Limited to achieved target
objectives.

4.3.1 Hardware Specification
For the proper implementation of new system, author recommends the following
minimum hardware requirements for environment where this application will run:
Pentium 4 processor and speed of 3.20 GHz, RAM of 448 megabytes (MB), 500
megabytes (500 MB) of hard disk space, A simple-enhanced windows keyboard and
mouse, A color video graphics array or super video graphics array monitor, Speakers,
CD-ROM or DVD-ROM drive, Sound card, HP Laser Jet printer for report generations
& Uninterrupted Power Supply (UPS).

4.3.2 Software Specification
This includes a web browser (Opera, Google Chrome etc.), Wamp Server: if the
application needs to be implemented on a local system, The system should be running
windows XP or any higher Microsoft windows operating system, HTML, CSS,
JAVASCRIPT for front-end Graphical User Interface design, PHP & MYSQL for
back-end database design, Macromedia flash & not necessarily a private cloud saas.
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4.4 System Documentation

Documentation is the complete facts about a system’s scheme and description, showing
its inner mechanisms, and functionalities.

4.4.1 User’s Guide
After successful implementation, you are now ready to operate the application.

• Double click on the Wampserver icon on the desktop to start the local server
• Go to start and click on internet explorer
• From the address bar, type: http://localhost and press enter key to start navigation
• Welcome to home page of application

After successful testing, application must be moved to cloud to achieve the purpose
for which it was created.

4.4.2 System Maintenance
System maintenance involves all the numerous parts involved in an IT maintenance,
covering the computers, servers and all that is necessary to keep the system working
efficiently and effectively. It is a continual event carried out periodically, covering the
removal of obsolete programs, document updates, design and program errors, data
testing data as well as apprising user support. Maintenance is made up of three
(3) divisions which are:

(i) Corrective
(ii) Adaptive
(iii) Perfective

However, out of all the categories of maintenance system methods listed above,
perfective maintenance method is recommended to enhance optimum performance
(Fig. 1).

Fig. 1. Results of the encrypted credentials via the WAMP server.
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5 Summary, Recommendation and Conclusion

5.1 Summary

These systems have passed through all the activities and process of a software life cycle
from the developmental stages down to the implementation stages and testing. The
secured cloud application has been developed bearing in mind the availability and
improvement in network coverage of internet services that can boost safe cloud ser-
vices within the organization. This research work has showcased important approaches
towards cloud computing application, challenges and future prospects used by other
researchers, cloud vendors, IT experts including users of this professions industrially,
in order to carry out an appraisal on the secured cloud. There is a long list of chal-
lenges, in which cloud service providers will need to address to compel major
acceptance [12, 13]. Due to complication of securing cloud computing environments,
so many companies and organizations are now using hybrid cloud environments that
include private and public clouds. The cloud vendors possess self-approaches of
security management, which usually conflict with individual or company‘s rules
[14, 15]. Having implemented this research, definite problems were noted from the
existing systems which were improved upon during the course of this research. Now,
secured cloud computing system has made authentication on the cloud more secured,
foot print notifications and loggings more resilient.

5.2 Recommendation

Although the recorded successes in improving security of public cloud computing
services through ICT in recent years have been commendable, yet there are still
challenges and hindrances to organization internal security of their networks against
public cloud vulnerabilities [18].

Before implementing security plan, the cloud users need to make sure that it will
complement service provider’s plan instead. In as much as cloud users relish the cost-
effective advantage of cloud computing, the only thing to join hands to overcome is the
challenges-security risks poses against cloud computing. The threats, safety issues,
exposures and hacks surface from different and situations. According to [17], pointed
out the following useful recommendations that are worthy of note for creating cloud
computing security plans. Using licensed IT protection experts, agents and profes-
sionals to routinely evaluate the organizations network securities & policies and cloud
services subscribed to. Approaching cloud security from a risk management point of
view, will see the enterprise’s risk management expert’s plan & involvement. Before
the new private cloud computing service is utilized in an organization, relevant com-
petence training must be recommended for employees and top-management of Gafunk
(Nig.) Limited.

5.3 Conclusion

A careful analysis of this project would reveal that all stated objectives have been
achieved. Gafunk (Nig.) Ltd and the customers, have moved from an use cured zone to
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a more resilient one. The future appears promising for the Private Cloud Computing
platform, despite a lot of challenges facing its development, its benefits and applica-
tions outweighs its challenges. Secured cloud computing offers many useful services
that can benefit organizations as well as individual cloud users. In bigger IT firms the
development and creation of private clouds always produces the best results, saving
cost and improving generally efficiency in the enterprise; All to provide computing
infrastructures at lowest possible cost using concepts of resource pooling, virtualiza-
tion, dynamic provisioning, utility and commodity computing to create private secured
cloud computing that meet their needs [19]. As many physical data will be stored off in
the cloud by various cloud users, organizations and individual users will need to take
drastic steps to ensure data security by employing strict security policies, regulatory
compliance, disaster recovery, user access control policies and procedures and business
continuity are all essential factors a cloud user should consider when moving to public
cloud services offered by any cloud service provider in order to benefit from what
future holds for secured cloud computing. However, the researcher has carried out
explorative research and developed Secured Cloud Computing application framework
to serve as prototype to experts, researchers, developers, inventors and academician to
see opportunities, challenges as well as future prospects that can be explored through
secured cloud computing and resource sharing collaboration for future development of
our world.

5.4 Further Research

Moreover, there is no system with perfection in its specifications, thus, for future trends
and research work, it is recommended that the scope of study must be beyond present
scope of study covered while other features to add should include the following:

i. A 2MFA form of protective logging.
ii. The in-house cloud application should be developed to run on other platforms

other than Web to incorporate users using other different platforms running on
different Operating Systems.

iii. There should be future research work done on how the cloud computing can
employ facial recognition and fingerprint biometric to improve cloud security

Acknowledgement. The authors of this research appreciate the immense contribution of
Covenant University Centre for Research, Innovation, and Discovery (CUCRID) for its support
for this research.
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Abstract. One of the popular cyberattacks today is phishing. It combines social
engineering and online identity theft to delude Internet users into submitting their
personal information to cybercriminals. Reports have shown continuous increase
in the number and sophistication of this attack worldwide. Phishing Uniform
Resource Locator (URL) is a malicious web address often created to look like
legitimate URL, in order to deceive unsuspecting users. Many algorithms have
been proposed to detect phishing URLs and classify them as benign or phishing.
Most of these detection algorithms are based on machine learning and detect
using inherent characteristics of the URLs. In this study, we examine the per-
formance of a number of such techniques. The algorithms were tested using three
publicly available datasets. Our results revealed, overall, the Random Forest
algorithm as the best performing algorithm, achieving an accuracy of 97.3%.

Keywords: Internet � Phishing � Uniform resource locator � URL � Random
forest

1 Introduction

The Internet is increasingly used by individuals and organizations to perform different
activities, such as personal, transactions and other business-related tasks. Today, more
individuals, organizations, and governments are increasingly adopting and maintaining
online presence. Consequently, this, among other benefits, has contributed to the
growth of many businesses [1–4].

On the other hand, the Internet can be employed for malicious purposes. One way is
to exploit the Internet to perpetrate offline attacks. For instance, terrorists use the
Internet to plan and coordinate their attacks [5]. There are also attacks that are per-
petrated on the Internet. These include spreading of malware, fake news and hate
speeches, online scams, identity and intellectual property theft, and cyberbullying.
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These have resulted in loss of confidential information, huge financial losses, reputa-
tional damages, to mention but few [2, 3].

One other common attack Internet users are susceptible to is phishing. Coined in
1996 [6], it combines the methods of social engineering and online identity theft and is
used to lure vulnerable Internet users into giving out their sensitive information [7, 8].
With the information gathered, further cybercrimes, such as blackmailing and identity
thefts, can be perpetrated.

Over the years, the number of phishing attacks have been on an upward surge.
According to the Anti-Phishing Working Group (APWG), the number of detected
phishing sites in the second quarter of 2010 was 85,062. By 2014, in the same quarter,
the number had increased by around 52% to 128,978 [9].

Perpetrators of phishing use different vectors to exploit both technical and social
vulnerabilities of the web and users respectively [7, 8, 10]. One of the commonly used
vectors is phishing URL.

Phishing URLs are usually crafted by attackers to look like legitimate and benign
URLs, to deceive unsuspecting Internet users. The goal is to gain the trust of such users
to click the URLs and reveal their sensitive information. The intention of the attacker
could also be to download malware to victims’ computers [11–15]. In this case, the
downloaded malicious application can steal information from the computers of the
victims, which are then forwarded to the attacker. The malware could also be used to
download other malicious files or create a backdoor to the infected system, which
would allow the attacker to remotely control it. Other potential goals are deleting or
modifying victims’ information; and encrypting the entire files, in which case, the
victim is requested to pay a ransom.

In the past, detection of phishing sites were relatively easy for users due to their
design and look. However, with advancement in technology, they are becoming more
sophisticated and refined and, consequently, very difficult to identify [13, 15]. Another
detection technique employed the concept of visual similarity. It computes the visual
similarity between a requested website, considering its visual appearance or images,
and a known trust site [12, 13, 15]. A third method of detecting phishing sites entailed
the use of whitelist, a list of real and trusted URLs. Any URL not in the list is flagged
as malicious. While the technique was successful in reducing the rate of false positive,
it had its own limitations. It became impractical to keep up with the pace at which
newly trusted sites were being deployed [16]. To get around this, a list, known as
blacklist, of all previously detected URLs was compiled instead. These were imple-
mented in DNS-based browser toolbars and network appliances. Whenever a user
requested a page, the web link is checked against the database. The success rate of this
technique significantly relied on the quality of the list [3, 9, 17–19]. One of the
limitations of the blacklist method is its inability to detect zero-hour phishing URLs,
which are new and unknown URLs (Basnet et al. 2012; Khonji et al. 2013).

To detect zero-hour phishing URLs, different heuristic techniques have been
developed. These techniques detect by identifying the inherent characteristics in
phishing URLs. Existing heuristic methods proposed in various studies are based on
different techniques, including support vector machine (SVM), ranking, logistic
regression, decision trees, and Naïve Bayes [4, 8, 19–21].
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In this study, we compare the performance of different techniques used to detect
phishing URLs. To achieve the objective, in the next section, we summarise some
related studies. In section three, the materials and methods used in the study are
described. Section four presents the findings. The study is concluded in section five.

2 Related Works

A number of studies have sought to compare the performance of existing and proposed
techniques used for detecting malicious contents users can be vulnerable to. Such
studies include comparing methods for detecting mobile SMS spams [22] and email
spam [23–26].

On malicious phishing sites, the study by Aburrous et al. [27] focused on e-banking
phishing websites. Existing data mining association and classification algorithms,
including PRISM, C4.5, PART, JRip, CBA, and MCAR were analyzed. Similar
techniques were evaluated in the research by Aburrous et al. [28, 29].

Some authors concentrated on detecting websites that were generally malicious,
without focusing on any particular malicious intent. One of such studies is that by
Ma et al. [30]. Machine learning methods were used to identify lexical and host-based
properties of the malicious websites. The performance of four techniques: Naïve Bayes,
SVM with both linear and RBF kernel, and ‘1-regularized logistic regression were
analyzed.

A similar research, where both versions of SVM were also tested, was conducted
by Basnet et al. [31]. The study, however, focused on phishing websites. Other tech-
niques examined were RF, J48, MLP, LR, and NB.

Another work on phishing websites was conducted by Gupta [32]. The author
considered the efficacy of Random Forest, Nearest Neighbour Classification, and
Bayesian Classifier. Results obtained showed varied levels of performance by the
different techniques as a result of different percentage splits of the training dataset.

Nawafleh et al. [33] demonstrated the efficacy of associative classification tech-
niques at detecting phishing websites compared with classification algorithms that
employ rule induction, statistical, and probabilistic approaches. Specifically, the
authors assessed the performance of the MAC algorithm against SVM, RIPPER,
PRISM, and NB.

Ali [34] examined machine learning-based phishing detection techniques. Specif-
ically, the author demonstrated the capacity of wrapper feature selection mechanisms to
improve the performance of several detection techniques. Using five-fold cross-
validation, results showed significant improvement in the performance of the BPNN,
NB, RBFN, SVM, kNN, C4.5 and RF algorithms when the wrapper-based feature
selection approach was used.

Our study was motivated by the recommendation by Oluyomi et al. [35]. Their
study entailed the comparison of both commonly and scarcely used machine learning
techniques for phishing detection. Using dataset from UCI Machine Learning Repos-
itory [36], Random Forest was found to outperform the rest of the techniques. The
authors, however, suggested that other datasets should be considered, to confirm if the
performance of Random Forest was dataset-specific.
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3 Materials and Methods

3.1 Datasets Description

Three public available phishing datasets were used in this study. They comprised the
UCI machine learning repository phishing websites dataset [36] and two from the
University of Huddersfield repository [37], which were named Huddersfield_1 and
Huddersfield_2.

The UCI dataset contained a total of 11,055 instances. Those of Huddersfield_1 and
Huddersfield_2 were made up of 2,456 and 2,670 rows of data respectively. A de-
scription of the phishing website datasets are presented in Table 1.

The datasets consisted of 30 attributes, segregated into 4 categories. Table 2 pre-
sents the list of categories and corresponding number of attributes.

3.2 Phishing Detection Techniques

We examined the performance of 35 classification techniques available on WEKA. In
determining the list of techniques to be selected, we considered both popular and not so
commonly used algorithms. Consequently, the techniques assessed include Ada-
BoostM1, Attribute Selected Classifier, Bagging, Bayes Net, Classification via
Regression, Decision Stump, Decision Table, Filtered Classifier, Hoeffding Tree, IBK,
Iterative Classifier Optimizer, J48, JRIP, KStar, LMT, Logit Boost, Logistic, LWL,
MLP, and Multiclass Classifier. Others were Multiclass Classifier Updateable, Naive
Bayes, Naïve Bayes Updateable, OneR, PART, Random Committee, Randomizable
Filtered Classifier, Random Forest, Random Subspace, Random Tree, REP Tree, SGD,
Simple Logistic, SMO, and Voted Perceptron.

Table 1. Description of the phishing website datasets

Description Dataset
UCI Huddersfield_1 Huddersfield_2

#Instances 11,055 2,456 2,670
#Phishing websites 4,898 (44%) 1,094 (45%) 1,485 (56%)
#Legitimate websites 6,157 (56%) 1,362 (55%) 1,185 (44%)

Table 2. Categories and corresponding number of attributes

Category Number of attributes

Address Bar based Features 12
Abnormal Based Features 6
HTML and JavaScript based Features 5
Domain based Features 7
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3.3 Performance Evaluation

To evaluate each technique, we used both 10-folds cross validation and 66% split. First,
the UCI phishing dataset was loaded to WEKA (version 3.8.2) and then classified using
each of the 35 techniques. The best 10 performing techniques in terms of accuracy were
selected. We finally evaluated the performance of each of the 10 techniques on both
Huddersfield phishing datasets. The entire experiments were performed on an HP
laptop (x-64-based processor, Intel(R) Core(TM) i3-3120 M CPU @ 2.50 GHz, 8 GB
RAM, Windows 10).

The performance of each technique was measured in terms of accuracy, precision,
recall, F-measure, ROC area, and RMSE.

4 Results

The accuracy values of the 35 classification techniques under 10-folds cross validation
and 66% split for the UCI phishing website dataset are presented in Table 3. From
results obtained, Random Forest produced the highest accuracy value. Other high
performing techniques were IBK, Kstar, RandomCommittee, MLP, LMT, PART,
RandomTree, Bagging, and J48. With the exception of the ROC Area, where the best
performing algorithm was Kstar, Random Forest also had the best precision, recall,
F-measure, Kappa statistic, and RMSE values (Tables 4 and 5).

Table 3. The accuracy of the thirty-five algorithm under UCI phishing website dataset

S/N Algorithm Accuracy
10 Folds 66% Split

1. RandomForest 0.973 0.973
2. IBK 0.972 0.969
3. Kstar 0.972 0.968
4. RandomCommittee 0.972 0.967
5. MultiLayerPerceptron 0.969 0.964
6. LMT 0.969 0.964
7. PART 0.968 0.958
8. RandomTree 0.964 0.951
9. Bagging 0.962 0.952
10. FilteredClassifier 0.959 0.951
11. J48 0.959 0.951
12. ClassificationViaRegression 0.954 0.952
13. REPTree 0.953 0.948
14. Jrip 0.95 0.948
15. RandomSubspace 0.949 0.948
16. AttributeSelectedClassifier 0.944 0.941
17. RandomizableFilteredClassifier 0.942 0.926

(continued)
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Analysis of the 10 techniques for the Huddersfield_1 dataset (Tables 6 and 7) also
revealed Random Forest as the best performing algorithm. Under 10-folds cross vali-
dation, Random Forest achieved similar accuracy, precision, recall, and F-measure
value of 0.947. For the 66% split option, the recorded value was 0.946. For the RMSE,
the lowest value of 0.2088 (for 10-folds cross validation) and 0.2083 (for 66% split)
were recorded.

Table 3. (continued)

S/N Algorithm Accuracy
10 Folds 66% Split

18. Logistic 0.94 0.943
19. SGD 0.94 0.938
20. MultiClassClassifier 0.94 0.943
21. MultiClassClassifierUpdateable 0.94 0.938
22. SimpleLogistic 0.939 0.941
23. SMO 0.938 0.935
24. VotedPerceptron 0.938 0.938
25. HoeffdingTree 0.936 0.924
26. DecisionTable 0.932 0.928
27. NaivesBayes 0.93 0.929
28. NaiveBayesUpdateable 0.93 0.929
29. BayesNet 0.93 0.929
30. IterativeClassifierOptimizer 0.927 0.924
31. LogitBoost 0.927 0.924
32. AdaBoostM1 0.926 0.928
33. LWL 0.889 0.889
34. OneR 0.889 0.889
35. DecisionStump 0.889 0.889

Table 4. Results from UCI repository dataset using 10 folds

S/No. Algorithm Accuracy Precision Recall F-Measure ROC
Area

Kappa
statistics

RMSE

1. RandomCommittee 0.972 0.972 0.972 0.972 0.992 0.944 0.144
2. PART 0.968 0.968 0.968 0.968 0.988 0.9343 0.1646
3. J48 0.959 0.959 0.959 0.959 0.984 0.9162 0.1853
4. LMT 0.969 0.969 0.969 0.969 0.991 0.9367 0.1599
5. MLP 0.969 0.969 0.969 0.969 0.995 0.9372 0.1568
6. IBK 0.972 0.972 0.972 0.972 0.989 0.9427 0.1443
7. Kstar 0.972 0.972 0.972 0.972 0.997 0.943 0.1472
8. Bagging 0.962 0.962 0.962 0.962 0.993 0.9228 0.1727
9. RandomForest 0.973 0.973 0.973 0.973 0.996 0.9444 0.1436

10. RandomTree 0.964 0.964 0.964 0.964 0.976 0.9264 0.1748
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Table 5. Results from UCI repository dataset using 66% split

S/No. Algorithm Accuracy Precision Recall F-Measure ROC
Area

Kappa
statistics

RMSE

1. RandomCommittee 0.967 0.967 0.967 0.967 0.967 0.967 0.1561
2. PART 0.958 0.958 0.958 0.958 0.958 0.958 0.1818
3. J48 0.951 0.951 0.951 0.95 0.95 0.95 0.1999
4. LMT 0.964 0.964 0.964 0.964 0.964 0.964 0.1744
5. MLP 0.964 0.964 0.964 0.964 0.964 0.964 0.168
6. IBK 0.969 0.969 0.969 0.969 0.969 0.969 0.1534
7. Kstar 0.968 0.969 0.968 0.968 0.968 0.968 0.1533
8. Bagging 0.952 0.952 0.952 0.952 0.952 0.952 0.1823
9. RandomForest 0.973 0.973 0.973 0.973 0.973 0.973 0.1524

10. RandomTree 0.951 0.951 0.951 0.95 0.95 0.95 0.2062

Table 6. Results from Huddersfield_1 using 10 folds

S/No. Algorithm Accuracy Precision Recall F-Measure ROC
Area

Kappa
statistics

RMSE

1. RandomCommittee 0.941 0.941 0.941 0.941 0.971 0.8814 0.2191
2. PART 0.94 0.94 0.94 0.94 0.964 0.879 0.2249
3. J48 0.94 0.94 0.94 0.94 0.964 0.8783 0.2281
4. LMT 0.939 0.939 0.939 0.939 0.981 0.8605 0.2409
5. MLP 0.932 0.933 0.932 0.932 0.977 0.8633 0.2409
6. IBK 0.916 0.936 0.934 0.934 0.969 0.8673 0.2345
7. Kstar 0.941 0.943 0.941 0.941 0.985 0.8812 0.2152
8. Bagging 0.941 0.941 0.941 0.941 0.98 0.8799 0.2101
9. RandomForest 0.947 0.947 0.947 0.947 0.985 0.8937 0.2088

10. RandomTree 0.906 0.907 0.906 0.906 0.909 0.8108 0.3023

Table 7. Results from Huddersfield_1 using 66% split

S/No. Algorithm Accuracy Precision Recall F-Measure ROC
Area

Kappa
statistics

RMSE

1. RandomCommittee 0.938 0.938 0.938 0.938 0.976 0.8731 0.2226
2. PART 0.921 0.922 0.921 0.921 0.961 0.8391 0.2583
3. J48 0.941 0.941 0.941 0.941 0.964 0.88 0.2228
4. LMT 0.932 0.932 0.932 0.932 0.972 0.8605 0.2392
5. MLP 0.932 0.932 0.932 0.932 0.977 0.8602 0.2377
6. IBK 0.926 0.929 0.926 0.926 0.961 0.85 0.2479
7. Kstar 0.933 0.936 0.933 0.94 0.979 0.8644 0.2271
8. Bagging 0.937 0.937 0.937 0.937 0.976 0.8706 0.2231
9. RandomForest 0.946 0.946 0.946 0.946 0.985 0.89 0.2083

10. RandomTree 0.921 0.921 0.921 0.921 0.921 0.8383 0.2806
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In the case of Huddersfield_2 dataset, Random Forest and Kstar were the two best
performing algorithms, with the former at best when 10-folds cross validation was used
(accuracy = 0.957) and the latter producing the best results under 66% split (accu-
racy = 0.953). The performance of the 10 techniques are presented in Tables 8 and 9.

5 Conclusion

Researchers have continued to develop techniques to keep up with the increasing
number and sophistication of phishing websites. Our study set out to examine the
capacity of some of such techniques. Selecting thirty five of the commonly referenced
and unpopular techniques, our findings revealed Random Forest as the best performing
algorithm.

It is essential that Internet users are made to enjoy online experience that is devoid
of malicious actors. This is critical for the survival of the Internet. Our study under-
scores, therefore, the need for more improved detection techniques.

Table 8. Results from Huddersfield_2 using 10 folds

S/No. Algorithm Accuracy Precision Recall F-Measure ROC
Area

Kappa
statistics

RMSE

1. RandomCommittee 0.948 0.948 0.948 0.948 0.974 0.8937 0.2035
2. PART 0.945 0.945 0.945 0.945 0.971 0.8886 0.2187
3. J48 0.945 0.946 0.945 0.945 0.966 0.8896 0.218
4. LMT 0.951 0.951 0.951 0.951 0.987 0.9006 0.1945
5. MLP 0.951 0.951 0.951 0.951 0.985 0.9 0.2108
6. IBK 0.946 0.946 0.946 0.946 0.973 0.891 0.213
7. Kstar 0.949 0.953 0.953 0.953 0.988 0.8074 0.1986
8. Bagging 0.948 0.948 0.948 0.948 0.986 0.894 0.1983
9. RandomForest 0.957 0.957 0.957 0.957 0.989 0.9128 0.1905

10. RandomTree 0.92 0.92 0.92 0.92 0.922 0.8372 0.2772

Table 9. Results from Huddersfield_2 using 66% split

S/No. Algorithm Accuracy Precision Recall F-Measure ROC
Area

Kappa
statistics

RMSE

1. RandomCommittee 0.943 0.943 0.943 0.943 0.978 0.8827 0.208
2. PART 0.939 0.939 0.939 0.939 0.962 0.8765 0.2309
3. J48 0.939 0.939 0.939 0.939 0.949 0.8764 0.2273
4. LMT 0.934 0.934 0.934 0.934 0.978 0.8653 0.2271
5. MLP 0.932 0.932 0.932 0.931 0.986 0.86 0.237
6. IBK 0.943 0.943 0.943 0.943 0.97 0.8834 0.213
7. Kstar 0.953 0.953 0.953 0.953 0.988 0.904 0.198
8. Bagging 0.935 0.935 0.935 0.935 0.985 0.8675 0.2218
9. RandomForest 0.949 0.95 0.949 0.949 0.988 0.8963 0.2026

10. RandomTree 0.921 0.921 0.921 0.921 0.923 0.838 0.2757
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Abstract. This paper presents a history of video games as innovation form
beyond entertainment, offering reasons to establish why it is important to know
and study their history with regards its social and cultural contexts: making
emphasis in the importance that the users have when creating video games
through experience. The social and cultural context in which those video games
were born is fundamental to understand the diffusion and popularity that video
games had throughout the ‘80s and especially in the ‘90s. The objective of this
study is to identify the communication and information strategies of video
games prior to the arrival of the Internet, especially the way in which this
information was shared in the Spanish context. In the first part of the paper, we
introduce the theoretical and methodological framework in which this research
is based, through the concept of cultural archeology. In the second part, we
present stories created by the users to analyze the gaming experience and how to
share it, using the concepts of playformance and play-world, to finish ques-
tioning the gamer’s identity as a white, young, middle-class male subject.
Finally, we want to point out the importance of sharing knowledge and strate-
gies as a fundamental part of the social interaction of the gamer’s experience.
We observed video games as a tool to identify something beyond: the society
and the uses that move around a cultural product.

Keywords: Video games � Cultural archeology � Gamer experience �
Retrogaming

1 Introduction

In this article, we will identify how video games were played, talked about, and how
information about them was shared in the Spanish context prior to the arrival of the
internet.

For this reason, we are not talking about a traditional history of video games, but
rather a guided history through the gaming experience and by sharing the game with
others. We hereby present a narrative and experiential route of what it was like to play
video games prior to the arrival of the Internet and the popularization of gaming
consoles in Spanish families.
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In the first part of this paper, we introduce the theoretical and methodological
frameworks in which this research is based, through the concept of cultural archeology
(Foucault 1969) to reexamine the discourses about the past to reorder the present; this is
to say, the history of video games from a current point of view. Thus, we use the
concept retrogaming (Souminen 2008, 2012; Juul 2009) constructed through nostalgic
discourses and the appropriation of new technologies. Through ethnographic research,
consisting in interviews made to twenty-four gamer experts of the ‘90s, we draw one
history of video games in a personal, intimate way, constructed through the emotions
and shared experiences of gamers.

In the second part, we present one of many histories constructed by the users. To
analyze the game experience and the way of sharing it, we will use the concepts
playformance and play-world (Frasca 2001a, b). We will also focus on the so-called
Golden Age of the Spanish software and the post-golden era in the Spanish context to
settle the panorama of our investigation. The identity of the gamer as a male, white,
young, middle-class subject is also questioned in order to make space for new ways to
identify the gamer from that time period.

1.1 Making Cultural Archeology in the Video Game Field

Our work here is to draw a cultural archaeology through nostalgic discourses and the
appropriation of new technologies; a cultural archaeology based on the examination of
discourses and the arrangement of the past in order to write down a history of the
present. For Bolter and Grusin (2000) new technologies adapt the uses and dynamics of
the old technology in the sense in which their development can be conceptualized with
more precision through correction.

This experience can be analyzed in the discourses generated by the gamers of a
very specific timeframe: the ‘90s. This decade has been called retrogaming by some
experts (Suominen 2008, 2012; Juul 2009): an era which generated many of the video
games we still play nowadays, a period of time in which some of the most successful
video game sagas of all time were developed. According to a newspaper article on the
20 most successful video game sagas published in The Independent (2014), eight of
them originally appeared in the ‘80s, number 1 being the Super Mario series, created in
1981.

Retrogaming is a phenomenon capable of having an impact in our contemporary
lives.

The retrogaming phenomena impacts many aspects of our daily lives and the
cultural products surrounding us—cinema, music, literature, fashion—. There was a
time, according to Suominen (2012), in which video games generated a social and
cultural impact in transnational generations. In his study based on the three big com-
panies from the ‘90s—Nintendo, Microsoft, and Sony—, certain elements of the video
games from that era can be identified in many aspects of our present lives. Soumeinen
uses the aforementioned circles to categorize this presence. There are products that
occasionally flirt with retro video games, products that have similar aspects with the
video games of a previous era, and there are video games which are very heavily
influenced by the retro. These three circles touch different aspects related to video
games, from playability to graphical elements.
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These nostalgic discourses are key to identify the gamer experience. Middle-ager
nostalgia from what video games used to be in the ‘80s and ‘90s, is the same from those
who listen to 70’s rock music. It’s not that every previous time was better than now, but
the time in which it started was the very birth of the product itself before it became
popular, and even before it covered an alternative category, a non-mainstream one,
transformed as well into nostalgia (Suominen 2012).

Therefore, Michel Foucault is key to understand nostalgic discourses. Cultural
archeology can be defined as the unconscious level of a culture that allows the real
perceived forms of our everyday lives. The archeological approach allows the objects,
ideas, thoughts, experiences, and so on, to offer a new specific historic paradigm
(Foucault 1969). Making cultural archeology does not only include the totality of the
cultural discourses of a time period, but also the laws, practices, conditions and,
functioning that regulate the construction of specific cultural phenomena.

In the Game Studies, Huhtamo (2007) applied the archeologic method to map the
prehistory of video games, dating back to the 19th century and the culture surrounding
proto-interactive machines and devices. Järvinen (2001) presents as well his own video
game archeology, which we take especially into account since it is an archeology of the
users, the gamers. Järvinen recognizes that the gamers’ practices must be looked for in
the history of the first computer video games and consoles. For him, the game’s
situation is mostly an aesthetic phenomenon in which certain perceptions, affects, and
emotions come into play upon the subject. This places the gamer in a specific position
of use determined always by the historic characteristics of the biggest length in the
video game. There is a vast literature in Spanish regarding the gamer’s experience, but
this is usually done from an educative and pedagogic point of view, focused on
justifying the role of video games as a key element in the learning process, not as
leisure.

It is necessary to mention that in the retrogaming context not only cultural
archeology has been made, but also actual excavations and with the help of expert
anthropologists; this is the case of Atari and the unsold gaming cartridges in the early
‘80s that were buried in Alamogordo, New Mexico. Around Christmas, 1983, five
million E.T. the Extraterrestrial gaming cartridges, a ludic transposition of Steven
Spielberg’s movie. The video game was a complete commercial failure due to the little
time given for its development—five weeks—, and for this reason, Atari shut down the
activity and hurried thousands of these cartridges. In 2014, an archeologic expedition
was organized to retrieve these retrogaming treasures.

2 Methodology

We made ethnographic research through interviewing twenty-four game experts from
the ‘90s, with the objective of tracing one history of video games in a personal, intimate
way, constructed through the emotions and shared experiences of gamers. This is to
say, a biographic outlook on video games.

We used two main sources to carry out these stories: first, the in-depth interviews
through audio recordings and their transcriptions; second, the textual productions
related to the video game world in that particular timeframe in Spain. Both forms of
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texts must be understood as discursive practices (Foucault 2001). To Foucault, dis-
course is more a social practice than a sign system which represents reality with more
or less fidelity. This is why it is often talked about discursive practices to emphasize on
the speech as a constructor of objects, and not only a way of naming in a represen-
tational act. Those discursive practices generate a regulative framework that establishes
objects, rules, and communities in each moment of history; these practices make
possible to talk about the concrete elements in each moment of time. This social
practice—discourse—sets up what can be named and what can’t. Discourses become
social practices that create objects that can be named and talked about (Foucault 2001).

The discourse’s analysis provided by Foucault presents four different stages: First,
the object described by the discourse is questioned; second, the inner logic that allows
the construction of said objects is analyzed; third, a search for the subjects that generate
and benefit from this discursive construction is set in motion; finally, it searches for the
implicit objectives found deep within discursive practices. This whole discursive
entanglement must be understood within a sociocultural process, in which organizing
normative systems and knowledge field practices appear, intertwined through a con-
stitutive, object-generator discourse.

The in-depth interviews were chosen utilizing the snowball method, due to the diffi-
culty upon finding subjects with the specific profiles. This in-depth interview had a script
intended to focus upon certain central notions on the narrative construction process upon
gamer experience. The script’s main topics where the places, where, how, and with what
the video games began to be played, the mass-media that used to spread information all
around theworld, the preferred game genres andwhywere they chose, the bridges between
these video games, the reality, and the perception about them from the rest of society.

The written material of that timeframe was selected due to its relevance with
regards to the performed interviews. These materials are composed of gaming-
specialized media up to the most relevant gaming manuals from back then. Therefore,
the selection of this material does not end up being an in-depth analysis of the texts, but
rather an amalgam of intertwined texts, generating and giving coherence to the gamer’s
experience narrations.

3 The Golden Age and Post-golden Age of the Spanish
Software

For this investigation, we took into consideration the narratives made by some gamers
of the post-golden age, this is to say, what comes immediately after the so-called
Golden Age of the Spanish software. Mention should be made that this timeframe is set
approximately between 1983 and 1992, time in which Spain was between the top hosts
of European video game developers, headed only by the United Kingdom. We invite
the reader to check out the articles by Portalo (2009), Gutiérrez (2012), Pedja and
Spidey (2015) for further development on this timeframe. Loguidice and Barton (2009)
offer a profound and thorough analysis of the ‘80s and ‘90s video games that surely
came in handy to make archeology of many of the video games here mentioned. We
name here only some of the most representative video games of the connection
between them and the Spanish society. It must be pointed out that the term Golden Age
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of the Spanish software was coined by specialized magazines of the time which we will
be analyzing further on and which we find fundamental to understand how information
was distributed and shared back then. One of the most representative video games of
that timeframe was Bugaboo (The Flea), from 1984, and Crazy Climber, from 1984.

There are certain video games of that time that teach us not only that they do have
an impact on society, but also that society has an impact on video games. For this
reason, the golden age is not limited only to the decontextualized video game pro-
duction; on the contrary: it produces video games that touch themes directly related to
that moment of Spanish society. El Golpe is a representative case since it reflects this
aforementioned bidirectional phenomena, which allows the video game to be consid-
ered as a cultural product in the anthropologic sense of the word.

El Golpe is a 1984 video game which parodies the failed Spanish coup d’état from
February 23rd, 1981. As we can see on the cover itself, it was quite colorful and it
depicted cartoonish versions of the very protagonists of that historical event from
Spanish society. More examples of this bidirectional impact can be found in Bull Fight
(1984), Olé, Toro (1984) and, although out of the golden age, Chorizos de España
(2013) (Navarrete 2014). This video game’s spaniardness teaches us how often cultural
models are exported through mass products.

It must be pointed out that the so-called Golden Age coincides with the booming
decade of the 8-bits, and the post-golden age refers to the jump made to 16-bits
consoles, which unleashed the dissolution of many Spanish companies in the early
‘90s. This 16-bits consoles implied a huge technological jump that many Spanish
companies were unable to make.

3.1 At Home, at the Bar, or at Gaming Lounges?

The place in which the gaming act took place is the first observable category that comes
into account in the narrations. There is a gaming aspect based upon the experience of
playing in public spaces, which no longer hold the same impact from the ‘80s and ‘90s.
Playing at bars or at gaming lounges was a subterfuge for socialization amongst gamers
and video games.

Oriol—People used to play a lot on recreative slots at bars and at gaming lounges, the
fandom sprung from there.

They shared these offline fiscal spaces in the same sense in which we now share
digital online spaces thanks to the internet. The fact of sharing these spaces meant also
getting in touch with the machine, a physical representation of that video game, which
more than was more than one machine, as we can see below.

Emotions as well as the interactions experimented in the gaming lounges differed
from the domestic versions of the game, the distance between the domestic and the
coin-op versions were huge (Livingstone 2002; Newman 2004). Doing, touching,
moving, ways in which our organism gathers information and shares lived experiences.

This is how the concept playformance is formed: for playing video games a series
of actions named in the play-world is needed, which generates a concrete gaming
experience. Doing, touching and moving are not only actions but rather ways of
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understanding the world, ways in which our organism acquires information and
understands the world (Frasca 2009: 43).

Another relevant factor was the enormous distance between domestic 8-bit consoles
and the machines one could find at gaming lounges:

Jorge—Playing video games at bars was very different from domestic gaming.
Domestic consoles were less potent.

Cost and presentation were the key motivations for the gamers to attend these
places instead of staying at home with their 8-bits. It must be mentioned that these—
home, bars, gaming lounges—were not the only existent gaming places that appear in
nostalgic discourses, but there is a fourth space: a friend’s home.

Ferran—I used to hang with my friends Albert and Santi, my hometown friends. They
had the best of ‘90s video games: the SNES Wildcard.

This refers to key nodes developed by gamers in these networks. In their stories,
key figures such as Albert and Santi appear, popular for having a SNES emulator for all
the games: a Wildcard. It is an emotional journey through childhood, the bonds cast
when we were kids, through a technologic narrative. Making cultural archeology takes
us back to SNES Wildcard for the construction of our first socialization decades. We
found out that humankind prefers to play together and share leisure as a group (Pujol
2010). Once again, video gaming is a social and not an alienated phenomenon.

Ludology ceases not to point the fact that narration is not the only way of telling
things, but that discourses are transmitted in diverse ways accordingly to the rules,
structures, and gaming experiences. To this, two warnings must be made to all video
game researchers: one, gaming is a social, physical experience (Frasca 2009: 42). Two,
gaming always occurs with another; physical presence or not, gaming implies some
kind of performative action.

Through these nodes, information about video games was distributed. Nodes had
changed by the late ‘90s: being up to date didn’t mean any more to be friends of the
most upbeat kids from town; the arrival of the internet became the central outlet for
information sharing.

Valeria—To be informed about video games I used EresMas, Telnet Spain. I used the
IRC, MSNGroups and some of the first primitive Terra chatrooms.

Viviana—I used the Meristation forum or the TrucoTeca webpage in the 96.

The context in which gamer experience was shared shifted from physical to digital,
from a friend’s house to the online forum. The expert gamer digitalizes and shares his
knowledge in a much wider and open space; gamer cooperation is born thanks to social
gaming. The social experience of playing video games is no longer the activity of
playing together on the same screen, but trying to get to the next level through sharing
acquired knowledge. Therefore, gaming cheat codes are shared and the information is
widespread through the net. Cheat codes are essential parts of video games, part of the
unwritten rules by which a game is played.
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Our study approach upon video games questions the traditional vision on the gamer
as an impacted subject through its gaming practice and proposes an active role in which
we read our surroundings. We are transformed into seekers and creators of meaning,
interpreted in our surroundings, subjects capable of rewriting it and relocate the product
in our everyday lives. We must approach video game studies as a relation-tool and not
an alienation-tool, this is to say, the entanglement of dialogue relations and emotions
can be enforced through gaming practices, without it being important if it’s a familiar
space or elsewhere. In this fashion, video games are objects in which the gamer’s
experience is based. Through video games, we can explain society and the social and
cultural dynamics of a given moment. Through the object and its use, we talk about the
subject. The gamer-subject experience allows sharing information between the com-
munity beyond the video game-object.

3.2 Information Distribution: Specialized Magazines

Talking about video games sometimes means going down memory lane, talking about
our toys, but in a social way: through friends, gaming lounges, and cassette and cheat
code sharing. It’s something that comes from the experience of how we learned to use
this machines that our parents before us didn’t know how to use and therefore couldn’t
help us, unlike when we learned to ride a bike or to kick a ball. These are competencies
that they couldn’t offer us, which we had to learn on our own, with those around us, a
familiar perhaps. For this reason, magazines were fundamental; they helped out beating
a level, not to die over and over again in the same jump, not to make the same mistake
time after time.

Ignacio Abril, Navy Moves programmer—The mines from the first stage were hellish.
Even today I find them difficult. That was another time. Putting something like that in a
current video game would make 99% of the players to bail in the act (Pedja and Spidey
2015).

Many of the video games from back then were—in Ignacio’s words—hellish. Due
to inexperience or the fact that these machines were originally thought as recreational
within public spaces, based upon the Insert Coin logic (this means utilizing the bigger
number of coins in the smallest amount of time possible) it would be pretty hard to find
this typology in today’s video games. Ancient video games didn’t allow to save in-
game progress, it was limited to three lives per game, without any possibility of
continuing after that. The Atari 2600 console synthesizes this non-friendly aspect from
the video games of back then.

For these reasons, in the times before wi-fi, gamers learned how to beat difficult
levels in magazines; in them, one could learn how to overcome a difficult level, cheat
codes and many more. There were also guides—not to be mistaken with game
instructions—a sort of walk-through manuals for gamers (Consalvo 2007).

Gaming magazines represented one of the main bridges between video games and
the public. It must be taken into consideration that those magazines spoke about video
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games in a wider spectrum, talking about social reality and its cultural products.
An article writer from back then confirms it:

El Raffo—Reading a review was decisive, specially for those games in the middle or
low range.

A review did not talk only about the game, but also about the public, the society,
the experience of playing with others that worked at the magazine, etc. The very
editorial committee was conformed by young people passionate for video games, that
more often than not hadn’t even finish high school. They were the only available
experts of the time, quick-playing teenagers that could talk about the topic in an
informal and direct style for the readers to understand what they were being told. This
aspect has changed in actual magazines, more technical and formal each time.

Victor—I clearly remember two Spanish gaming magazines from back then: Micro-
mania and Hobby Consolas. The first one was mostly for PC games and most times it
included a CD with game demos so people could try them out. The second one focused
mostly on gaming consoles. I’m sure that I must have some old numbers of both
magazines back home—perhaps more from the ‘2000s than from the ‘90s.

In Spain, the informants agree upon the fact that the two most influential magazines
were Micro Mania and Hobby Consolas. Each one had different objectives: while one
focused mainly on PC gamers, the second one focused on console players. Interest-
ingly, these magazines were usually kept and shared. Many times, the games or cheat
codes mentioned were for video games not owned yet, but this information will surely
come in handy in the future.

Miguel—From my hardcore-gamer times I remember the most mythical magazine was
Hobby Consolas. This one was a must-buy because of the final pages, which had all the
games being released sorted by consoles; we could fantasize about which games we
were going to buy. Other popular magazines were Micro Mania and PC Mania, but this
last one was mostly for nerds because every now and then you would find the occa-
sional hardware article that did not interest anyone.

Hobby Consolas was the top magazine from back then, and it is interesting that the
communication and distribution of video games were based on the new releases. This
allowed the gamers to think and imagine the experience of acquiring the advertised
video game, creating a wish-list of those to buy in future purchases. Reviews usually
followed the same structure: screen frames from the game with complementary text. At
the end of the written review the results were quantified in a scale from 0 to 10—or
from 0 to 100—aspects such as playability, graphics quality, play time, sound effects,
and an overall score.

Juan—There are two big Spanish classics from the ‘80s and ‘90s: the totemic
magazines Micro Mania and Hobby Consolas; one of them focussed mainly on PCs
(first tapes, then game cartridges and PCs), while Hobby Consolas was dedicated to
consoles—as you might have deduced yourself—. I think Micro Mania is still being
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published, so it must be over 25 years old. Micro Mania was fundamental, and its
format was like a ‘90s newspapers, brutal.

This differs from the previous narrative, in which the gamer expresses his negativity
towards PC magazines; We have here a more positive experience, pointing out that the
magazine was brutal. Therefore, through cultural archeology, we can find one of the
many possible histories of cultural products. The emotions presented in each of the two
narratives is totally different but valid enough to trace a history of video games.

Specialized magazines were relevant not only because they distributed information
between video game development companies and gamers, but also to launch cultural
products belonging to the context in which they were produced. An emblematic case of
this is represented by the Spanish magazines and the Golden Age of Spanish software.
As an example, the first number of Micro Mania—released in 1988—depicted one of
the most talked about games from the Golden Age: Turbo Girl.

This is the embodiment of a fundamentals synergy to compete with other countries,
for example, the United Kingdom, the United States, and Japan. To have a technologic
company in the video game sector it’s very important having a good information
distribution in the context in which it’s produced, in order to give more visibility to the
product, and a bigger commercial impact, in the same fashion in which other countries
push their products to the local market before releasing them to the international
market. It is fundamental to understand the importance that these magazines had to the
Golden Age sector.

In an international scale, there is a pioneer magazine in sharing and distributing
information to different markets, the Nintendo Club magazine. Through yearly sub-
scriptions, gamers had delivered to their homes a new issue of the magazine each
month.

Viviana—I remember having a good collection of the TodoSega magazine, and some
numbers of MicroHobby. Many of them were gifted to me because I was quite young
back then (around 6 years old in 1994). When I grew up I started buying Hobby
Consolas and PlayManía. There was also Nintendo Acción, although I didn’t have any
home console until 2000.

What comes to our attention in this excerpt is that the gamer’s path narration about
his experience as a specialized magazines reader, but as a gamer as well. This journey
goes through the impact that multiplatform magazines had in their day, this is to say,
magazines that informed about video games from various consoles opposed to
magazines focused on a single console.

Viviana—Load’n’run was a magazine that included Spectrum gaming cassettes. Stars
was quite similar. Input covered three gaming platforms. Nintendo Acción became
Revista Oficial Nintendo, and it belonged to the same editorial that latter published
Play Mania, Todo Sega, and Super Juegos.

Nintendo magazine was the first one to have the objective of analyzing only the
video games released for that console. After that, many magazines dedicated to a single
platform appeared in the market, dividing the public among consoles. The video game
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market started to have different sectors divided into specialized clients. The market
shifted from a general one, where the reader was interested in the video game disre-
gards the console it was being distributed through, to a market in which the gamer
wants to know about the video games that are released exclusively for his machine. It
must be added that the marker stretched notoriously in the ‘90s when more gamer
profiles appeared and the video game industry began to be the huge empire of the
cultural industry we know today.

Julia—In Spain, Nintendo Acción was one of the most popular magazines and,
although the title says Nintendo, there were news about all the consoles and upcoming
games, as well as tips at the end of the magazine on how to do certain things to unlock
a secret level.

It is interesting how Nintendo Acción went from a multiplatform magazine to and
up focusing on the video games of a single console. This first approach was due to a
marketing strategy to catch the public from other consoles to then redirect them to the
Nintendo console.

After this Golden Age of the video game magazines—from the year 2000 onwards
—, the readers started to center solely upon the magazines deeply specialized in a
specific console. Gamers were not interested in the games developed for other plat-
forms, which caused the magazines to became specialized and technical. There were no
longer articles about video games and society, and the journalists became video game
technicians, utilizing an elevated language and a technical analysis of said game.
The spontaneity was lost, and so was that rebel approach that characterized the jour-
nalist when they first came into notice, becoming the video game institutionalization as
a mass media product, something serious. There’s no longer space for the elements
surrounding the video game—social, cultural, etc.—.

Some of the previous magazines mentioned in the narratives no longer exist, some
continue in both digital and printed formats, and some only digitally.

4 Discussion: Social Innovation and Impact of Video Games
in Spain

Ludology ceases not to alert us about narration not being the only way of telling things
since discourses are transmitted through diverse ways as rules, structures, and game
experiences. To this it must be added two warnings that all video game researchers
must keep in mind: the game is always social and physical (Frasca 2009: 42). The game
occurs always with someone else, physical presence or not, and it always involves
some sort of performance. All these lines should alert about the fact of there is always
some kind of produced discourse being transmitted in video games, and that these
generate diverse actions. The social impact that video games have had—and still have
—in society is undeniable: My friends and I used to play video games as an excuse to
be together (Sherry 2001). But back then, the timeframe mentioned in this cultural
archeology, this wasn’t so evident. Video games had a marginal aspect in the media
and research. Gamers were a minority and were very far to be considered a mainstream
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group; nevertheless, in the narratives gathered this importance of playing video games
and the impact they had in the lives of the gamers and the society in general emerges.

Julia—Back then, 1998–1999, it wasn’t that common to see gamer girls, as they are
called now, so they didn’t have someone to share it with since boys didn’t see it all
right. Still, at school, I had a group of 3 or 4 friends to talk about upcoming releases and
speculated on how they would be like, etc.… I used to be the most trained, since I had
my own PC and gained my own money, so I used to read the news in Meristation’s
webpage, which is still up since 1997, and in Trucoteca, which was basically the same
but with cheat codes and gaming guides.

This gamer girl helps us understand how playing video games does not exist in an
empty social space, there is always a time and a place where this action occurs. The
construction of distant relation of patriarchal and conservative society in the Spain of
that timeframe is also important. It was not only a boy’s activity, but there was also a
little group of gamer girls existing and functioning with the same dynamics boys used.
The information circulated in the same way, even when looking for cheat codes. Only
in the inside of the group could be shared cheat codes, information, and strategies. The
social group is fundamental for gamers (Jessen 1999).

One of the first critics from this perspective came from Selnow (1984) in an essay
in which he defended a hypothesis about playing video games being basically a solitary
activity. Therefore, the longest a gamer spent immersed in video games the more he
detached and drifted from their friends and other social interactions. Also, this dynamic
generated in the gamer the loss of social abilities necessary to his everyday life. As it
has been observed in this review through the research in the psychological field, the
same results show how prejudices about the effects of video games have very little to
do with the gamer’s reality.

The works done about the influence of video games in social surroundings have
found data that contradicts the idea of social alienation. For starters, gamers prefer to
play with friends or other players (Tejeiro 1998; De Waal 1995) rather than playing
alone in the PC or gaming console. Also, the video game transforms into an element
that makes new relations with other users possible, from sharing the same fandom with
new friends or generating friendships with other players. The development of collab-
orative gaming through the internet has facilitated this subject interconnection of
people with the same likings (Kline 1998). This is to say, contrary to what is usually
believed, users prefer to do this activity in the company of other users of the same video
games, generating new social relations thanks to their likings.

We have also researched the possible influence of aspects that could show a social
alienation in relation with video games, as is the number of friends or people that
conform a surrounding (Estalló 1995), without mentioning significative results. In other
researches, it has been tried to prove if there was a relation between playing video
games and personal situations like solitude, popularity, or social status. Furthermore,
most of the people that start in the video game practice do it thanks to a friend or family
member (Griffiths and Hunt 1995). As told by Estalló (1995), gamers don’t feel like
their hobby affects their personal relations.
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5 Conclusions

What has been described here is not a history of video games, but rather a history of the
experience of playing and sharing the game with others; a narrative and experiential
journey of how it was to playing video games and—perhaps—how has it changed.
Therefore, this essay proposes to fill a void present in the Game Studies, studying the
gamer’s experience and the exchange of it. Thanks to the cultural archeology here
described, we have been able to trace a history out of the many possible about video
games seen as an interaction between nostalgic discourses, gamer experience, and
technology innovation. We have traced the evolution of the perception of the games
and their impact.

Making cultural archeology on video games is a nostalgic journey, it means talking
about our toys and games in a more social way, sharing our experience of how we
learned to use these machines. This approach to gamer studies tries to avoid classifi-
cations and game categories as technological products. Most of the times gamers
themselves trace video game stories that cannot be encapsulated within traditional
categories without having to hear first their discourse and tracing an epistemic journey
throughout the gamer.

In the analyzed time frame it was difficult to imagine the full extent of the console’s
potential, video games were completely different back then. Their narratives ware the
same over and over again, and the characters were constructed in a very simple manner,
but playability was the most important thing. It’s very likely—as it was pointed out in
many interviews—that this was the very reason why they became the most influential
cultural products from said timeframe. Nintendo, and his most known character, Mario,
are still in the market today, having a huge market success, something that cannot be
said about many consoles from back then. Therefore, we think it’s important to con-
sider these aspects to understand the brief but intense history of video games.

Finally, we want to point out the importance of sharing knowledge and strategies as
a fundamental part of the social interaction of the gamer’s experience. Only then, we
can understand video games as a tool to identify something beyond: the society and the
uses that move around a cultural product such as video games.
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Abstract. In this paper, we present a bibliographic review that contains the
most important aspects of the digital transformation in scientific collaboration.
We reviewed 162 scientific papers where authors have identified and analysed
the digital changes in scientific research and the impact they have generated in
the scientific community.
The main research question for this bibliographic review is the following:

What are the key dimensions of digital transformation in scientific collabora-
tion? The objective is to explain the changes in design practices in the science
assessment criteria and ways of sharing knowledge through new techniques and
software arising from stabilization of new tools. We will observe the most
important aspects of the digital transformation in science, with the main con-
tributions from the most representative authors in this area.
We show how open access and open science can solve the digital divide in

science to create new modes of scientific communication.

Keywords: E-science � Open access � Open science � Scientific digital divide �
Digital collaborations

1 Introduction

Nowadays our lives have introduced digital practices in daily activities. This change is
also reproduced in professional settings, like the scientific one.

Research practices have been modified from this transformation, from communi-
cation with other researchers to the analysis of data. In every discipline, we observed
the so-called “digital turn” or the digital transformation in scientific collaboration.

In this paper, we present a bibliographic review that contains the most important
aspects of this transformation. We reviewed 162 scientific papers where authors have
identified and analysed the digital changes in scientific research and the impact they
have generated in the scientific community.

The study makes a step forward in explaining the relations between digital infras-
tructures, digital collaboration, and open access practices. The digital transformation
represents a new strategy for sharing knowledge between scientific collaboration.
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We are interested in identifying which are the digital mechanisms that account for
success in scientific collaborations and the principles of co-evolution of the digital
infrastructures in scientific communities.

The main research question for this bibliographic review is the following: What are
the key dimensions of digital transformation in scientific collaboration? The objective is
to explain the changes in design practices in the science assessment criteria and ways of
sharing knowledge through new techniques and software arising from stabilization of
new tools. We will observe the most important aspects of the digital transformation in
science, with the main contributions from the most representative authors in this area.

This review is pertinent to identify the effects of the digital transformation in
scientific collaboration, identifying digital communication elements and innovative
processes to explain the relationships at work, communication patterns, the use of
technological tools and the cognitive products that come out of this interactive process.

The evolution of disciplinary scholarly practices has transformed knowledge pro-
duction, with the introduction of technology in research being one of the major drivers
of changes. These changes must consider some aspects. The first one is the transfor-
mation from physical to digital journals, and the second is the promotion of Open
Access to break social barriers such as legal, economic, or technological.

Open Access has been redefined in many occasions. In 1993 at Budapest, Open
Access was defined as the free availability of the Internet to read, copy, distribute, add,
or use material for any legal purpose to break economic and technological barriers.
Another declaration of Open Access was in Berlin 2003, emphasizing the contributions
of scientific investigation; it refers to data, photos, or graphics. Moreover, the Salvador
Declaration 2005 is focused on the development, access, and use of science
information.

Open Access gives freedom to use scientific publications under some conditions.
This tool allows to use, publish, edit, and produce derivative research of the original
work with the agreement of the original authors. In this sense, Open Access contributes
to building knowledge society by promoting information and communication. How-
ever, each region needs to create politics to promote, develop and limit Open Access.
For example, in Latin America, Copyright results in a barrier which obstructs the uses
of data and limits the use of publication. A lot of Open Access journals in Latin
America keep restrictive copyright policies, which is inconsistent with the values of
Open Access.

However, Open Access is an essential instrument by which Open Science is based
on the new strategies to diffuse knowledge and cooperative work using digital tech-
nologies. Open Science encompasses some instruments for openness as Open Data that
focuses on fomenting the open publication of raw data and Open source that foments
the openness of research prototypes and software.

Open Science development is showing the world that investigators are achieving
attempts that otherwise would not be possible without collaborative networks and
technological tools combined together. Some of the remarkable examples are signifi-
cant in biology and medicine, such as drug development strategies getting better thanks
to the addition of open strategies. The resulting changes are reshaping the industry. The
relevant studies include drug development in malaria and tropical disease. Despite the
risks that open science can have, this process is working better than traditional ways of
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co-working and at least for now it’s a more efficient and fair way to make real science
with global impacts.

Through time, a lot of advantages have been shown taking into account the
powerful effects of Open Science and Open Access in the ways individuals tend to
form collaborative teams, sharing profiles and creating a diversity of knowledge. This
process changes local realities with the promotion of collaborations, including pro-
viding low-resource groups access to global resources and information In consequence,
it’s important to learn about these wide strategies to deal with persistent challenges.

Since Open Science and Open Access are seen as a strategy of knowledge pro-
duction and dissemination that opposes the traditional closed strategies of knowledge
production and dissemination, the purpose of this paper is to analyze the arguments
treated by scientists in the dispute over whether to use it or not.

2 Digital Infrastructure

Digital transformation causes a change of space where research is conducted;
researchers work in online and offline space at the same time. This mixed infrastructure
is also called “e-Infrastructure” or digital infrastructure and it refers to research envi-
ronment, regardless of their location in the world [1].

Leigh Star [2] has studied infrastructures in different research laboratories through
ethnography, to understand the details of work practice, extensive prototyping, and user
feedback. The use of digital infrastructure by researchers, tools, and communities
requires organizations negotiating and positioning the implication of networks. Digital
infrastructure is built on new types of scientific and engineering information settings,
and pursuing research in new ways and with improved effectiveness [3], demands a re-
engineering of the scientific system.

This concerns network infrastructure, where hardware and software platforms and
tools and applications provide creative technology environments. Dreyfus [4] suggests
that the way that we communicate to other people and actions in the connected world is
not the same as the way we conduct ourselves in the physical world.

Digital computation, data, information, and networks enable people to reduce
barriers of location, time, institution, and discipline [3]. Such environments enable
researchers to distribute and cooperate over time and geographical, structural, and
disciplinary distance. The digital infrastructure should be shaped and achieved in a way
that allows research projects to adapt effective application –specific, yet interoperable
[3]. Authors present this infrastructure for areas of knowledge because each field needs
a digital infrastructure built ad hoc for specific needs.

For Tilson, Lyytinen, and Sorensen [5] the ubiquity of digital computers and
connecting those computers through a digital transmission structure represent the
revolution in scientific settings. Digital infrastructure includes dimensions like band-
width, characteristic of facility, potential, ubiquity, flexibility, style, radio rate, power
supplies, and sharing methods.

We can recreate a research environment using a digital tool, for example in
myExperiment [6]. Another example is the Living Labs method to user-centric ICT.
For Eriksson, Niitamo, and Kulkki [7], the implementation of Living Labs is built on
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the connection of the user in the innovation development, thus creating the innovation
scheme user-centric, as contrasting to technology-centric. These are shaped and
authenticated in cooperative multi-contextual experiential real-world settings. For
example, the Living Labs in Paraguay [8]. For Katzy, Baltes, and Gard [9] this space –
which involves actors – meets the purpose to co-create and experiment.

Digital infrastructure is also understood as digital libraries that contain not only the
digital equivalent of published documents, but also pictures, videos, programs and any
extra kind of multimedia objects that a group may describe as suitable to its working
and communication requirements [1]. All disciplines identify the value of digital
information being accessible at all times and from any place [10]. Friedlander [11]
establish that scholars in the US used many on- and offline sources to support their
research. In the UK, generic web search engines were valued ‘very significant’ by 45%
of academics [10].

3 Digital Collaborations

We have observed that E-science in digital infrastructure is composed of interactions
and knowledge between researchers using digital tools. Atkins et al. [3] present how
many researchers were academically trained mainly with conventional tools; they have
since incorporated digital tools into their professional career.

For Heimeriks, Horlesbergerm and Van der Besselaar [12], the emergence of digital
information, online open database, and ICT have allowed a fundamental decreasing of
the prices associated to cooperation, communication, and information distribution
within the science organization and between information creators and users, with new
patterns of communication and collaboration emerged. Communication networks are
relevant indicators for the emergent configurations of collaboration, composed by actors
involved (nodes), structure of the network (relations), and knowledge (content) [12].

Academic web networks are crucial to share research with other institutions and
researchers. Smith and Thelwall [13] identify how academic domains tend to be better
linked than commercial domains, and how university and research groups web pages
are essential. Fenner and Haak [14] introduce the unique identifiers for research like
ORCID to create a unique identity for a researcher to use in many scientific digital
environments.

One of the most significant changes in e-science are scientific publications. Digital
transformation has changed the way researchers publish their research, from an offline
journal to an online journal. Successively it has changed the way researchers write a
scientific paper. The tendency in the last years is to publish a paper as the result of the
collaborative work in a research project and scientific networks. Dynamic publications
and collaborative authoring are another form to understand the digital transformation in
Science and Technology [15]. Authors say that publication can now change with the
expansion of digital tools, such as cooperative authoring and writing instruments [15].
Circulation of drafts, presentations of papers, and sharing of citations and positions are
cooperative initiatives that offer a social aspect to the private action of writing [16].

One of the most extraordinary transformations in the last years is the cloud, a way
of arranging cooperation [15]. Before we used emails with text and the track changes
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option activated. Nowadays, we use cloud instruments that synchronize files within the
workgroup and generate a backup of archives, operating a collaborative authoring tool
to work simultaneously on documents. Dropbox and Google Drive are two of the most
popular cloud storage solutions.

Also, if we have different environments to collaborate with our colleagues, email is
still one of the most popular means on the Internet in science [17]. In academic
communication, mailing lists and discussion groups transfer information and are a
appreciated instrument for academics to gain access to knowledge [18]. These groups
can generate new relations or strengthen current links between researchers. Weller and
Puschmann [19] define Twitter as a instrument to direct users to significant works and
as a font for unconventional influence.

The stabilization of digital technology as part of the collaborative process is
transforming tools used as epistemic objects from models to surgery technology, or the
robotized arm of a production chain [20]. This process modifies, at different levels and
depending on the type of research group, the phases of the innovative process. Possible
patterns of innovation based on distributed cognition will be pinpointed [21].

Digital tools are part of the action of researchers. Brassac [22] observe how the
creative process is not simply intellectual, but that takings place within a connection to
the world that is made up of analogic and digital units. These tools are intermediary
objects that connect human actors [23]. Digital tools fund a canal for innovative
processes, conveying information. Brassac et al. [22] argue that objects can help actors
to solve problems. For Brassac et al. [22], displaying objects is a potent mode of
making evidence. Objects are not defined only by their design, but also for the use,
gestures and talk.

For Edmonds [24] the advent of digital media and computational instruments has
unlocked innovative possibilities for ingenious practice, but digital tools themselves are
not the only factors to be considered. Creativity can be manipulated by the circum-
stances in which it takes place like environment, tools, and actors.

4 The Dark Side of Digital Transformation: The Digital
Divide

ICTs can benefit and move a country forward in social and economic growth. But ICT
have been disproportionately distributed in most emerging countries [25].

For Rice [26] the global digital divide is indicated to as the technological gap, the
ethnic digital gap, and the absence of digital insertion. Many authors [27–30] advance
the notion of social growth and equal access to information as distributive integrity.
Part of the motives for the small profile of researchers in developing countries is the
modest access to scientific journals from developed countries, aggravated by the
organization of copyright [31].

So digital transformation produces digital gap among developed and least devel-
oped countries, where access to the ICT is not distributed in the same way. The
consequence of this is that many researchers from least developed countries cannot
have access to scientific publications, books, grants, and scientific networks, which is
basically knowledge.
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Information in developing countries is not clearly available or public, and aca-
demics can not have access to it like in many developed countries, and it is more
valuable than everything else. Difference of access to knowledge and technical
advantages between scientists become a key aspect in science. Various academics are
not participants in digital scientific networks. The implication of digital transformation
needs to be comprehended more profoundly because of the mode in which advances in
digital tools are giving to the use and circulation of power in society [32].

ICT is a suitable and effective way to manage information, have developed a crucial
element to refining scientific performance [33–35]. Molloy [36] assesses the current
journal structure which works in contradiction of the dissemination of data; barriers
inherent in the current journal system.

Aguado-Lopez and Vargas [37] analyze the idea that the dominant scientific
communication model involves a system of colonization of information. Harris [38]
says that simply moving knowledge and instrumentation is not sufficient to support
developing countries shape their research base. Scientists must have easy access to the
digital instruments from commercial and innovative research areas [3]. Harnad [39]
argued that value ranks of commercial publishers build most digital journals inacces-
sible to possible readers, thus increasing this digital divide and the barriers.

5 Open Access and Open Science

One of the most innovative solutions to solve the digital divide in science is Open
Access (OA). The effects of OA in science can decrease existing asymmetries and the
digital divide. OA solves information famine and helps countries to bridge the digital
divide. We identify the step in which OA is a digital transformation that solves the
access to scientific knowledge.

Phelps et al. [40] concern OA to scientific publications as a facilitator for growth,
while restricted access to a minor subset of people with a subscription is a limitation to
growth. OA can re-appropriate scientific knowledge as a device of political action of
science in developing countries, such as in the LAC region [37], ensuring that
knowledge is part of the extension of human rights, social equity and democratization
of knowledge [41]. OA thus constitutes a political move toward a decolonization and
the re-appropriation of knowledge, allowing the “return” of publicly-funded research.
For Piedra et al. [42] OA is a direct reaction to knowledge privatization.

OA be able to restore information as a free good on a worldwide scale [29]. It is an
umbrella term that incorporates a multitude of conventions about the future of infor-
mation dissemination [43], a mode to improved the “developing world” [44] to the
organization of knowledge by offering access to scientific production available in the
“developed world” [45–50].

Agreeing with Murray-Rust [51], it is frustrating that journals privilege copyright
for supporting information of an article. Information should not be ‘free’, but open for
re-use in studies expected. In the OA movement many libraries and universities are
starting to take direct actions to high-prices journals. Digital transformation also gives
easy to access to millions of people to illegally-copyrighted scientific publications.
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OA may provide an opportunity to develop a supportable infrastructure for both modes
of information production [52].

Alperin, Fischman, and Willinsky [53] have focused on the growing OA movement
in scientific organizations in Latin America and the Caribbean countries (LAC). In
these countries, Internet usage grew at a 603% between 2000 and 2008, but the level of
ICT expansion has been weaker than in other parts of the world. In LAC countries we
do not have many scientific collaborations due to a deficiency of subsidy and imperfect
facilities to check the principal journal in an area, which confronts potentials to conduct
leading-edge high-grade investigation [54].

We have a huge difference between the presence of the OA publications in LAC
countries and Europe and the US. Gomez et al. [55] found that most LAC countries
developed their DOI indicator with Argentina, Brazil, and Chile. A study of peer-
reviewed papers circulated in 2008 [56] found that approximately 20% were obtainable
online, with alterations in scientific fields: Earth Science 25.9%; Physics and Astron-
omy 20.5%; Chemistry 7.4%. Lawrence [57] investigated that highly cited papers in
applied informatics matched were freely accessible on the Web.

The mutual strengths of LAC institutes and scholars resulted in 13% of all Latin
American journals being accessible and 51% of the amount of online journals [44].
LAC journals are using the OA publishing model to increase the sense of public
missions about LAC universities to share knowledge [53]. Gomez and Bongiovani [29]
have recognized the growth of OA publications between 2007 and 2010 in Argentina
(236%), Brazil (12%) and Chile (85%). Authors say that territory is mobilized, working
and knowledge about access to information and its effects. LAC countries are moving
onward and becoming a principal strength behind access to information. The devel-
opment of free, publicly accessible journal article collections has confirmed methods in
which networks can change academic communication [58].

Tenopir et al. [56] identify that researchers are reticent to the public accessibility of
their data: only 36% of researchers approved that others could access their data easily.

European countries have launched activities to promote their Open Data (OD)
policies and portals. EU countries have successfully developed a basic OD policy, with
20 countries having an integrated and dedicated OD policy [59].

Neelie Kroes [60] says that in order to achieve development in science, we need to
be share and open. Pampel and Dallmeier-Tiessen [61] introduce the OA to study data
as the base of academic knowledge. To promote data sharing in public repositories, it is
essential to recognize the difficulties that influence researchers concerning the sharing
of their data.

Nicholas et al. [62] discussed that we need to observe information search and
access in the broader setting of research. The Transparency and Openness Promotion
(TOP) [63] promotes public archiving of data, computer code, etc. These authors
suggest a pre-registration process before planning the work. Journals can attach badges
to a paper that meet certain transparency standards of open data, open materials and
preregistration. In computational science, Stodden [64] explains that incompetence to
access scientific information and code standpoints as a obstacle to confirmation and
knowledge transfer.

OA also works for grants and project funding. Many agencies have adopted
strategies that hold open knowledge. The National Institutes of Health, the Wellcome
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Trust, the European Research Council, and the European Commission Framework
Horizon 2020 also necessitate subsidized projects to realize project-related research
data freely obtainable [65]. For these authors, democratization of research sponsoring
does not necessarily lead to a decrease in dependence but rather to an increase in
reciprocity. Also in medical research, we are in an open data challenge [66]. Fecher and
Friesike [43] show how the ‘representative school’ is worried with the concept of
access to information, focusing on the principal access to the products of research.

Murray-Rust [51] conveys the connotation of the prefix ‘open’ to the shared
meaning of open source software. Open source instruments open access to academic
communication as the Public Knowledge Project [67]. For Harris [38], technology is a
basis of scientific research, and frequent unsatisfying obstacles occur once acting
experiments under the difficult environment found in laboratories in most developing
countries. In many developing countries, we need to find advanced methods to over-
come equipment insufficiency.

Open innovation is another topic in OA that intensified communication and
interaction between scientists and corporations [68]. At the moment, we have several
platforms to innovate together between problem solvers that contribute to different
challenges like Innocentive, Inpama, and Presans.

6 Discussion

Nowadays our lives have introduced digital practices in daily activities. This change is
also reproduced in professional settings, like the scientific ones. Research practices
have been modified from this transformation, from communication with other
researchers to the analysis of data. In every scientific discipline, we observe the so-
called “digital turn”. This term identifies a series of new professional practices to access
and share knowledge between researchers. Digitalization has opened up new possi-
bilities for researchers in their handling of information and knowledge.

Unlike previous generations, researchers today have a seemingly endless variety of
potential scientific collaborations and research networks available through the digital
tools. Indeed, the internet has become a powerful social and professional intermediary.
It has partially displaced the role of physical institutions, such as laboratory, office and
colleagues from the same department. Thanks to Internet, it requires less time and
efforts to beginning and managing a scientific collaboration. As we observed, recent
studies have shown that Internet-mediated collaboration is generally thought to increase
scientific productivity.

Professional activities are being eroded by the proliferation of extensive ‘networks’
of professional possibility. ‘Liquid science’ has transformed scientific activities into a
type of practices where researchers can do research with colleagues from different part
of the World.

This article explored how information and communication technologies in this
specific professional setting have affected the way in which research teams are related.
In particular, this investigation explores the extent to which the scientific networks are
composed and how they obtain and manage information thanks to the digital trans-
formation. Observing the ways of communication and collaboration of research teams,
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information search and access to the knowledge, and the majors trends and changes
they have perceived in the last years.

Cooperation in science has become increasingly important due to research networks
and a shared vision that key societal challenges can only be addressed through science
cooperation. Joint research endeavors are another factor enhancing scientific collabo-
ration between countries and international institutions.

The future challenges of scientific research are in successful collaborations that can
benefit scientific development in less developed countries. Regional collaboration is
known to be especially important for countries whose scientific infrastructure and
capacity can benefit from forging alliances with researchers from institutions abroad.

In the 2003 OCDE meeting, it was declared that cooperation in science and
technology, in national and international settings, is considered a necessary condition to
achieve the socioeconomic independence of the developing country to improve the
number of scientific co-publications. International co-publications are most cited and
there is a positive relation between the number of authors per document and the number
of quotes received. Cooperation in Science is associated with better quality and sci-
entific relevance; and from here, the tendency of the governments is to promote
cooperation in research through bilateral and multilateral collaborations.

7 Conclusion

We have observed how digital transformation makes knowledge open; new dynamics
are drawing a new era. The digital turn, meaning the replacement of conventional tools
with digital ones at the academic level, has changed the way researchers work together.
Digital transformation has revolutionized not only science and e-science, but other
settings too: e-Business, e-Government, and e-Life [69].

The key point is to construct a “horizontal” infrastructure through technology to
draw an innovative scientific community. Peer-to-peer processes are the beginning of
this horizontal infrastructure based on open knowledge for everybody, through col-
laborative networks easy to manage [70]. Innovative methods of communication and
value mechanism that trial the conventional scientific communication structure have
developed within a handful of disciplines whose work association turns their perceived
benefits.

Firm guidelines, transnational criteria, and top practices should be approved to
incorporate digital transformation worldwide. Researchers think this transformation can
give access to knowledge faster and easily, to collaborate, share, and advance
regionally, mostly for less developed countries. We agree with Houghton [52] that it is
important to take a complete method to ‘re-engineer’ the organization, which involves
the creation, production and distribution of scientific knowledge and the organization
of rights, access, evaluation methods, and research knowledge organization.

Open Science and Open Access have a special potential to be more efficient,
innovative and to democratize knowledge, and its production, management and dis-
semination towards the community. In the case of science-related knowledge and data,
there are some aspects that are limiting the acceptance of this idea among scientists.
These problems include: (1) a lack of information that can help to use and understand
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the open data published, (2) the quality of the data available due to the easy access for
anyone to publish it and (3) the fear of scooping or using one’s data without addressing
its original creator. Nonetheless, if these problems are solved, Open Science can benefit
the scientific community. It can allow researchers to publish their research and get
feedback from a wider audience that can include professionals from areas not related to
science. It can help to infer and obtain more knowledge from research results increasing
the efficiency and the return of investment. Finally, it can help to preserve data that
would otherwise be forgotten.
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Abstract. The paper describes the glossaLAB international project as a con-
tribution to confront the urgent need of knowledge integration frameworks, as
required to face global challenges that overwhelm disciplinary knowledge
capacity. Under this scope, glossaLAB is devised to make contributions in three
main aspects of such endeavor: (i) development of a sound theoretical frame-
work for the unification of knowledge, (ii) establishment of broadly accepted
methodologies and tools to facilitate the integration of knowledge, (iii) devel-
opment of assessment criteria for the qualification of interdisciplinarity under-
takings. The paper discusses the main components of the project and the
solutions adopted to achieve the intended objectives at three different levels: at
the technical level, glossaLAB aims at developing a platform for knowledge
integration based on the elucidation of concepts, metaphors, theories and
problems, including a semantically-operative recompilation of valuable scat-
tered encyclopedic contents devoted to two entangled transdisciplinary fields:
the sciences of systems and information. At the theoretical level, the goal is
reducing the redundancy of the conceptual system (defined in terms of “inten-
sional performance” of the contents recompiled), and the elucidation of new
concepts. Finally, at the meta-theoretical level, the project aims at assessing the
knowledge integration achieved through the co-creation process based on (a) the
diversity of the disciplines involved and (b) the integration properties of the
conceptual network stablished through the elucidation process.
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1 The Co-creation of Knowledge in Historical Perspective.
Problems and Challenges

As a consequence of the constant development of information and communication
technologies, the capacity to interact in an ever stretching milieu of data, information
and knowledge producers offers a constantly evolving landscape of knowledge
acquisition and creation, characterized by new possibilities and challenges.

In both ancient and modern perspectives, knowledge has been primarily seen as an
individual activity. Indeed, it is the Platonic soul which acknowledges the eternal
forms, and the Cartesian cogito which offer the first pillar of certainty. However, since
the past century several views conceive knowledge as a social activity which is pri-
marily carried out through social interaction [20]. In the case of the strong construc-
tivist perspective, reality itself “is both revealed and concealed, created and destroyed
by our [social] activities” [2, 18]. But even in the most classical tradition, in which the
role of the individual plays the crucial part in the unveiling of reality, the importance of
social interaction in the construction of knowledge has also been stressed throughout
times. The Academy and the Lyceum, the medieval schools and universities, the Royal
Society and the Republic of Letters, the Saint Simonians and the Positivist Schools,
represent a few but highly relevant examples of institutionalized social relations for the
development of knowledge in the most classical traditions. Therein, the communica-
tion, exchange and confrontation of ideas (as it happens for instance in the platonic
dialectics) is fundamental to the creation of knowledge. Thus, it is possible to speak
generally of co-creation of knowledge mediated by networks of knowledge agents, the
same who develop the network of concepts used for the representation of reality (or, as
the radical constructivist would rather state, the construction of reality) [7].

Yet the qualification of knowledge agents and relations (i.e. adequate interactions)
in the process of justification of truthful believes is significantly different in each
tradition.1 In the historical development that leads to the constitution of positivism, it is
the individual agent that follows the basic principles of the scientific method and
adheres to the basics of her discipline who properly creates new knowledge in her
domain and field of expertise. Here the assumption that our questioning of reality can
be analytically broken down (which is in the core of modern epistemology since
Descartes) provides a basic guiding for the structuring of knowledge networks: a
treelike structure may suffice [7]. Aristotle himself provides a master guide to deploy
the tree of knowledge through the posing of appropriate questioning: from the most
general categories to the more specific ones, the endeavor of knowledge can be
articulated in branches whose nodes are disconnected from other nodes at the same
level [1, 35]. When the knower or a group of well-connected knowers end up, so to say,
at the level of the leaves, it is possible to relink, in a synthetic effort, the parts which
were previously divided in the analytical moment, grasping the tree in its full unity.
This synthetic moment which was actually appreciated in the Cartesian epistemology
[7], was unfeasible when the analytical mode was generalized from an individual

1 In the case computer science, Millo and Lipon offers an interesting discussion about the social
process involved in the justification of belief, particularly with respect to mathematics [32].
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researcher to science as a whole, as it particularly happened in the 18th century. The
path to the division of science into specialized disciplines was the natural consequence,
despite the concerns stated by a few, and in particular, by Leibniz’ caveat against
breaching the necessary unity of science [29]. From the network perspective, the tree-
like-structured disciplines started to be further apart, reducing the interaction among
them. In the nineteenth and twentieth century, this division of science into separate
disciplines grew to a much larger degree as the positivist tree of knowledge keep on
growing.

1.1 Knowledge Co-creation in Network Perspective

The network perspective offers a suitable framework to analyze the problem of co-
creation and integration of knowledge, as some of the authors have argued elsewhere
[9, 10]. To this purpose, it suffices to draw on the abstract network, which is just
comprised of a set of nodes and links [3, 8]. Indeed, the definition of conceptual
systems, provided in another contribution to this volume [4], as a set of concepts and
relations between them, is actually a network theoretical definition. However, as
suggested above, the network perspective enables us to map not only the network of
concepts (Fig. 1a), but also the networks of knowledge agents (Fig. 1b) as two sides of
the same coin. This can be better seen for knowledge within a given discipline.

The dynamics of disciplinary knowledge correspond to the evolution of the con-
ceptual network and, at the same time, the evolution of the interaction among the
scientist whose joint undertaking corresponds to the continuous process of falsification,
verification, and theoretical re-structuration [28]. Therefore, the knowledge of a dis-
cipline and its evolution can also be expressed by means of the communicative
interaction among scientists, which can be mapped by an actor network [8]. The
conceptual network is internalized by every peer, though in a slightly differ way. At the
same time, the conceptual network as a whole can be taken as the one comprising the
predicative relations supported by the community. A parallel representation of the

Fig. 1. Dynamics of the conceptual network evolving as: (a) passive network of concepts;
(b) active network of interacting peers.
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passive network of concepts, on the left, and the active network of agents (peers), on
the right, is represented in Fig. 1. The (individualized) conceptual networks, mostly
shared by all peers, is represented at the lower part of the agent network. K ! K’
represents the evolution of individual knowledge, while Q{K} ! Q{K} represents the
evolution of knowledge qualified by the scientific community. The situation is different
when we step out of a single discipline.

1.2 The Challenge of Reconciling Scientific Disciplines

As referred above, the process of fragmentation of the scientific enterprise derived from
the epistemological groundings of modernity had as a consequence that the tree-like-
structured disciplines started to be further apart. Hence, the interaction among disci-
plines and their respective conceptual networks was gradually reduced.

The concerns regarding the consequent mutilation of fundamental relations through
the process of fragmentation of the reality under-study emerged since the second half of
the twentieth century [21]. Appeals for reunification of science arose in different arenas
caused by the necessity to address the fundamental complexity of the reality and the
problems to be solved. The emergence of systems science, cybernetics, information
theory, and the broad quest for interdisciplinarity belong to this trend [5, 19].

The relevance of this concern can also be observed in the pleas made by interna-
tional institutions, as UNESCO and OECD, since the 1970s to merge scientific dis-
ciplines into integrated frameworks. However, despite the national and international
endeavours to boost interdisciplinary research in the past decades, several barriers have
significantly blocked its establishment. According to several studies, the most relevant
barriers correspond to the lack of: (i) appropriate theoretical frameworks, (ii) broadly
accepted methodologies and (iii) assessment criteria for interdisciplinarity [6, 14–16,
33]. As shown below, these constitute the main problems addressed by glossaLAB
project.

As discussed in [9], the situation is actually different in the various trends to
integrate scientific knowledge. According to UNESCO’s classification [21], there is a
gradation of theoretical integration that goes from the mere juxtaposition of disciplines
in multidisciplinary settings, whose conceptual networks stay apart from each other, to
transdisciplinary setting which “assumes conceptual unification between disciplines”
and the sharing of a consistent conceptual network at a higher level of abstraction, as it
is the case of systems science. The diverse situations in between correspond to inter-
disciplinarity of different degree.

The network perspective (and Fig. 1 in particular) can also be applied to represent
the case of interdisciplinarity. To this end, we can add a level of abstraction in the
network of agents, taking as an agent one entire discipline. In this case, the conceptual
network among disciplines is more heterogeneous than among disciplinary peers.
However, if a good transdisciplinary setting is achieved, the corresponding conceptual
network will be of a higher level of abstraction. The communication between disci-
plines (agents) will be mostly done using the more abstract conceptual network, while
disciplinary concepts are used within the cluster of peers (abstracted as a single agent).

In intermediate situations, most of the communication will be done within the
clusters of peers, while the interaction between clusters will be less dense and less
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consistent. The lack of interdisciplinary understanding among interacting disciplines
results in the relative disconnection among the corresponding clusters. The structural
properties of the conceptual system reveal, as we will see in Sect. 3, its capacity to
integrate knowledge. In sum, the network representations of knowledge systems and
communities can be used as a proxy for the qualification of the integration of
knowledge in interdisciplinary settings.

2 Project glossaLAB: Background and Objectives

GlossaLAB project stems from several endeavours to provide a more robust toehold to
the unification of knowledge through the strengthening of the general studies of sys-
tems and information. These fields offer in themselves a broad framework for the
unification of knowledge in virtue of the conceptual abstraction of systems, information
and related concepts with respect to the nature of the reality involved (which can be of
physical, biological, social, technological or symbolic nature) [27]. However, the
development of disciplines within the broader field of information and systems has
resulted in the deployment of conceptual networks and perspectives which are not fully
consistent (ibidem).

As it was essayed in the encyclopaedic projects which conforms the background of
glossaLAB project, the establishment of good foundations for the integration of
knowledge implies tackling, on the one hand, the challenge to reduce the distance
within the network of related knowledge agents, on the other, the distance within the
network of concepts. Just two sides of the same problem [9, 27].

More specifically the goal of the project is stated as “the development of an
interactive open platform for conceptual elucidation and its application to the inter-
disciplinary co-creation, learning, dissemination and assessment of the knowledge
underpinning interdisciplinary frameworks (in particular, the general study of systems
and information). This development comprises: at the technical level, the semantically
interoperable recompilation of valuable scattered encyclopedic contents; at the theo-
retical level, the reduction of conceptual redundancy (defined in terms of “intensional
performance” of the contents recompiled) and the further elucidation of concepts; and
at the meta-theoretical level, the assessment of knowledge integration based on
diversity and conceptual network integration”. The solutions adopted at these three
levels will be shown in Sect. 3.

2.1 Facilitating the Co-creation of Knowledge

The way to achieve project objectives takes the form of developing the Encyclopaedia
of Systems Science & Cybernetics Online (ESSCO) using the corpus of the Interna-
tional Encyclopedia of Systems and Cybernetics [17], the Principia Cybernetica [22]
and glossariumBITri [11]. Among the methodological groundings it is worth men-
tioning the concept of interdisciplinary-glossaries developed within BITrum project as
elucidation tools devoted to the clarification of concepts, methods, theories and
problems in interdisciplinary settings, which at the same time are used as proxies for
the evaluation of the related knowledge integration [9].
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Underneath ESSCO, glossaLAB is also devised to host other focused interdisci-
plinary-glossaries devoted to specific research and innovation projects and frame-
works. A subsidiary integration of these interdisciplinary-glossaries implies that those
articles sufficient general as to become of general interest for the study of information
and system can escalate to the level of ESSCO.

According to the aforementioned complementarity between the conceptual network
and the agent network, the purpose of strengthening the capacity of systems science for
the integration of knowledge implies not only analyzing and fortifying the network of
concepts, but also the network of agents. Therefore, one of the dimensions of the
projects concerns the development of communication and impact mechanisms linked to
the glossaLAB platform for knowledge co-creation.

Figure 2 offers an overview of the project as a whole, highlighting the flow of
content from the corpus to the glossaLAB platform and from here to other dissemi-
nation pathways.

3 glossaLAB: A Three-Dimensional Endeavor

3.1 Technical Level: Integrating Scientific Networking

Network technologies facilitate encompassing the participation of the scientific com-
munity in the theoretical venture envisaged, keeping quality control and avoiding the
multiplication of unnecessary redundant terminology. To this purpose, MediaWiki
technology offers a panoply of tools and applications that enable the development of an

Fig. 2. Overview of glossaLAB project as regards ESSCO’s development and content flow.
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editorial policy for ESSCO, driven to the achievement of high quality standards and its
subsequent acknowledgement by the scientific community at large [31]. At the same
time, MediaWiki framework offers a wide set of open resources in constant evolution
which facilitate the development of visualization and semantic navigation tools based
on the same network approach that is used at the theoretical and metatheoretical levels
(s. Fig. 2, shadowed area). This specific target is intended to increase the utility,
outreach and impact of ESSCO, which, as discussed above, is fundamental for the
achievement of project’s general objective. The currently ongoing development for the
actualization of the glossariumBITri interactive platform [11] using MediaWiki tech-
nology, started in a previous project, offers a toehold for the development of glossa-
LAB platform.

The current design follows a number of blue-prints for an article page, homepage,
index pages, submission form, etc., devised in accordance with the objectives at the
theoretical and meta-theoretical levels (Sects. 3.2 and 3.3). Figure 3 shows the blue-
print of an article page for ESSCO, indicating for instance where the different contents
come from. The publication record shown on the upper right side of the article sum-
marizes the edition, curation and review process that the article has gone through. The
upper tabs give access to the discussion (peer-review records) and edition history.

Fig. 3. Layout of a generic article page indicating content sources
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Figure 4 describes in detail the parts of an article page of a Scholarpedia’s article
that has been taken as a model for the ESSCO lay-out in virtue of the parallelism
between their respective editorial policies and the scientific quality and impact of
Scholarpedia’s articles, which are indexed as a regular journal articles [24]. In a large
extent, the functionality is derived from MediaWiki open-source components cus-
tomized to glossaLAB objectives, while some Scholarpedia’s components have also
been taken as a model, and often as code source, for the development of the platform.
In addition, visual navigation tools based on semantic network analysis and repre-
sentation (using the approach shown in the following sections) are currently under
development.

Fig. 4. Layout and functionality of article components in Scholarpedia.

430 J. M. Díaz-Nafría et al.



3.2 Theoretical Level: Leveraging a Rich Legacy

The work that has been carried out over decades for the development of the Interna-
tional Encyclopedia of Systems and Cybernetics (directed by Charles François) [17] as
well as the Principia Cybernetica [22] and glossariumBITri [11], represents an
excellent platform to fulfil the theoretical purposes of the project. Charles François’
enthusiasm, dedication and work quality constitutes an invaluable legacy capable to
show the insight variety and penetration of the systems science community. Such a
sweeping compilation of perspectives, understandings and theoretical frameworks,
requires, within the scope of the project, being properly disseminated and actualized in
order to encompass the on-going research. Thus, the theoretical target of the project
concerns the effort to: (i) eliminate the redundancy usually observed in the varied usage
of scientific terminology, (ii) incorporate new concepts, perspectives, theoretical
frameworks and research topics, (iii) reframe the network of concepts and focus the-
ories in the simplest possible way.

Targets (i) and (iii) can be rephrased in terms of the increase of intensional
performance

Definition 3.1. Intensional performance is the capacity of a conceptual system C to
refer a knowledge field K. The larger the relation between the extensions of K and
C the larger the intentional performance of C.

Definition 3.2. The relative intensional performance of a set of definitions (re-framed)
with respect to an original set is the relation between the number of definition in the
original set with respect to the second, provided that K is preserved.

Thus, the intensional performance is better if a smaller set of definitions captures
the same internal content as the original set.

In order to obtain guidance to increase performance at the theoretical level, a
metatheory of knowledge systems, as addressed in Sect. 3.3, offers a cornerstone. To
this end, a formal theory for the analysis and representation of knowledge integration is
being developed [4, 9]. Its relevance, applied to the field of systems science was
highlighted by Klir [27]: “The comparison of individual conceptual frameworks used in
individual approaches to general systems theory appears to be very difficult. A meta-
theory must be used to decide whether one concept is identical to, is different from, or
is a proper subset of a concept drawn from another theory”.

Figure 2 illustrates the theoretical undertaking in the passage from the contents of
the original corpora into ESSCO. An editorial team is committed to this work assisted
by a scientific council. At the same time, this team is in charge of leveraging the
participation of the systems science community and the proper integration of the new
contributions into ESSCO.

Strengthening the Agent Network. As a measure to ensure participation of the sci-
entific community (the counterpart of the fortification of the conceptual network), the
contents of ESSCO (in continuous development) are linked to other dissemination and
exploitation pathways (see Fig. 2 lower part), in particular, to scientific journals,
encyclopedic editions, and scientific social networks [36]. In addition, a stakeholder
engagement strategy contributes to leverage both scientific contributions from the
community and dissemination of results.
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3.3 Metatheoretical Level: Assessing Knowledge Integration

Using and advancing the methodology developed for the glossariumBITri [9, 10],
glossaLAB aims at escorting this knowledge integration with the assessment of its
performance (s. top right corner of Fig. 2). Just this achievement, concerning the
qualification of knowledge integration, is considered by international institutions in
charge of regional and global scientific policies as a necessary condition to strengthen
the position of interdisciplinary and transdisciplinary research [6, 13–16].

The activity at this level is of two types: (i) the development of formal approaches
to represent and analyze knowledge conceptualization and integration [4, 9], (ii) the
application of these approaches to assess the achievements of knowledge integration at
the theoretical level using the contents of the elucidation platform as proxies of the
conceptual network [9].

Interdisciplinary-Glossary as Proxy of Knowledge Networks. In order to obtain a
network of concepts corresponding to the theoretical framework already clarified, we
follow a simple idea: the semantic network structure is derived from the meaning
relations stablished by the authors in their own texts dedicated to the clarification of the
conceptual network [9, 12].

In so far as an author’s sentence implies a unit of sense, the syntactic co-occurrence
of words (properly arranged in groups of derivative words) in the space of a sentence
stablishes a semantic association to be explored in terms of link frequency [25]. For
instance, if we observe a high co-occurrence degree between “link” and “connection”,
on the one hand; or “feedback” and “regulation”, on the other, this is derived from the
semantic proximity between these terms. In the first case, due to a relation of equiv-
alence, in the other, due to a causal relation. In brief, the occurrence of terms and links
enables the examination of the relevance of different categories and their semantic
connection. Figure 5 shows the co-occurrence network corresponding to the glossar-
iumBITri edition of 2016, filtered to relatively high frequency of terms and links (for
more details about how to derive this network and the analysis of results derived from
the network cf. [9, 10]). Besides the application to the assessment of knowledge
integration, discussed in the referred literature, other applications of the co-occurrence
networks, worth considering for future work, concerns the retrieval of definition
statements in corpora [26] or the detection of semantic similarity [23].

Bi-Dimensional Assessment of Knowledge Integration. So far we have addressed
the problem of assessing how far an interdisciplinary knowledge network is from the
extremes of multidisciplinarity and transdisciplinarity. However, we have dismissed the
relevance of the amplitude of the knowledge that is being integrated, i.e., the number
and diversity of the disciplines convened. To bridge this gap, the qualification of
knowledge integration concerns a double assessment:

• The diversity of the contributing disciplines (the more disciplines contributing the
more diverse the knowledge integrated), and

• The integration effectively achieved through the collaboration of disciplines (the
integration is weak if each discipline handles different aspects separately; the
integration is sound if the theoretical constructs gets to merge into a general
understanding of all the concept domain).

432 J. M. Díaz-Nafría et al.



A. Discipline Diversity Index. To the purpose of evaluating this diversity, we draw on
the Universal Decimal Classification (UDC) which has the virtue of covering all
knowledge fields y a broadly accepted categorization of disciplines. But in order to
apply it, we need first determining the granularity level in the distinction of disciplines.
In a first approximation, this can be carried out determining the number of relevant
UDC digits used to distinguish the knowledge areas involved in a particular research
[30, 35, 37]. However an adaptive implementation of the UDC categories need to be
introduced in our categorisation of Knowledge Domains (KD): (i) some UDC cate-
gories should be disregarded, for example, the ones not related to knowledge but to
document typologies, (ii) some categories are scaled from a lower granularity level
because of their relevance for the subject field, and (iii) some category groups have to
be merged since correspond to different aspects of the same knowledge, for example,
applied and theoretical.

Taking N as the number of considered KD, the diversity of participating disciplines
is determined using Shannon Diversity Index weighted by the maximal value of
diversity, which is attained by an equal participation of all the KD, that is log2 N. After
normalization, the diversity index of an equalized participation of all the KD is 1, while
for a single participant KD is 0. In general, the more KD and the more equal the
participation, the index is closer to 1.

Fig. 5. Co-occurrence network of glossariumBITri edition of 2016 [11]. Term frequency >50
(130 most frequent concept-words); Most frequent links (thickness proportional to frequency);
Colors: semantic clusters determined by intermediation measurements.
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Definition 3.3. Calling pi the frequency of occurrence of a contribution from the KD
i the diversity index is:

DI ¼ 1
log2 N

XN

i¼1
pi log2 1=pið Þ ð1Þ

For the application to ESSCO, a selection of 67 KD have been selected from the
UDC, corresponding in most of the cases to 2 digits of UDC code (about 7 per UDC
group). Table 1 shows the first 10 categories selected corresponding to the first UDC
group (the whole list has been published in [9]).

For the practical application of the normalized domain categories, each contribution
(e.g. article of the encyclopedia) identifies the domain categories that best fits the
knowledge area which supports the knowledge represented in the contribution. As
regards the agent network each peer is identified by the domain categories matching her
expertise. This identification also serves to the organization of the peer-review process
and other communication and dissemination activities.

B. Integration of Disciplines. As discussed in Sect. 1, the structural properties of the
conceptual network and of the actor network revels the integration capacity of the
interdisciplinary setting at stake. A co-occurrence network derived from the elucidation
corpus, as the one represented in Fig. 5, enables the assessment of integration prop-
erties (as shown in [9, 10]). To this purpose we use both quantitative and qualitative
assessment. Regarding quantitative assessment, a good integrated conceptual network
exhibits at a time, as discussed in Sect. 1.2 and [9]: low average minimal distance
(between any two concept-words) and relatively high clustering (for an effective

Table 1. Knowledge Domain Categories selected for the classification of contributions.
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referencing of the concept domain, which can be smaller if the size of the network size
is small). Thus, high clustering coefficient, C, and low average minimal distance, L,
provides an indication of integration reached. Indeed, its ratio compared with the
equivalent ratio for random networks correspond to the small-world coefficient which
reflects the two factors contributing to the increase integration: r ¼ C=Crand

� Lrand=L
which is used to measure knowledge integration.

In addition, the network analysis enables the qualitative identification of integration
issues (as discussed in [9] for the case of glossariumBITri). This assessment provides
specific and valuable guidance for the forward planning of the theoretical work.

4 Conclusions

In Sect. 1, we have presented the background problem addressed by glossaLAB project,
namely, the fragmentation of knowledge derived from the epistemological grounding of
modernity and the extension of the scientific enterprise. We have analyzed this problem
using a network perspective applied to the levels of the conceptual network and the actor
network in order to characterize the structural properties of poor and sound knowledge
integration. In Sect. 2, we observed that project objectives focus on three big challenges:
(i) the development of a sound theoretical framework for the unification of knowledge,
(ii) the establishment of broadly accepted methodologies and tools to facilitate the
integration of knowledge, (iii) the development of assessment criteria for the qualifi-
cation of knowledge integration. In Sect. 3, we have seen the means adopted to address
these challenges. To cope with (i), the project draws on systems sciences, which have
been proven to provide a sound platform for the integration of knowledge in general, but
requires overcoming differences between sub-disciplines, which is done departing from
sound corpora. To cope with (ii), the project draws on well experienced methodologies
derived from systems science, the interdisciplinary-glossaries developed in the past for
similar endeavors, and technical solutions applied to numerous projects on knowledge
co-creation. And finally to cope with (iii), a novel methodology to assess knowledge
integration is devised, based on sound theoretical underpinnings.
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Abstract. In every discipline, we observed the so-called “digital turn”
or the digital transformation in scientific collaboration. A survey was
designed and applied to researchers within the framework of the H2020
project EULAC Focus. The researchers consulted embrace different dis-
ciplines and are located in different universities and research insti-
tutes. There are 305 different interviews and 159 variables or observed
responses. The research explores how information and communication
technologies in this specific professional setting have affected the way
in which research teams are related. In particular, this investigation
explores the extent to which scientific networks are composed and how
they collaborate thanks to the applied informatics, observing the digital
tools used by researchers to communicate and collaborate.

Keywords: Scientific collaborations · Digital transformation ·
Research groups · Scientific publications · Scientific networks

1 Introduction

Unlike previous generations, researchers today have a seemingly endless variety
of potential scientific collaborations and research networks available through
digital tools based on applied informatics. Thanks to the Internet, less time and
efforts are required to begin and manage a scientific collaboration. Some studies
have shown that Internet-mediated collaboration is generally thought to increase
scientific productivity [1,2].

This article explores how information and communication technologies in this
specific professional setting have affected the way research teams are related. A
research team or group is conceived as any contact network integrated by at least
2 researchers, with a common purpose, regardless of whether or not they belong
to the same institution, different institutions or even different countries. In par-
ticular, this investigation explores the extent to which scientific networks are
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composed and how they obtain and manage information thanks to digital trans-
formation. Observing the ways of communication and collaboration of research
teams, information search and access to the knowledge, and the major trends
and changes they have perceived in the last years.

In this paper, we are interested in identifying which are the digital mech-
anisms that account for success in scientific collaborations and the principles
of co-evolution of the digital infrastructures in scientific communities. For this
purpose, a survey was designed and applied to researchers within the frame-
work of the EULAC Focus project. The researchers consulted embrace different
disciplines and are located in different countries. The objective was to study
how the new information and communication technologies have affected the way
research groups are related. The first response was recorded on 12/16/2016 and
the last on 2/13/2018. Members belong to both European and American coun-
tries. There are 305 different interviews and 159 variables or observed responses.
As to date there is limited research specifically on digital tools based on applied
informatics, this study aims to be an exploratory investigation that identifies
the various affordances and transformations provided by the technologies, with
the intent of also highlighting areas in need of further research.

These are the two hypotheses that have guided this research:

– Hypothesis 1. Scientists working in local research teams tend to have less
scientific collaborations/publications.

– Hypothesis 2. Scientists tend to use online tools for the production of scientific
collaborations/publications.

To test these hypotheses, we will observe the size of the networks of the
researchers, its structure (local or global), the frequency of interactions and the
modality (analogical or digital tool) in relation to the number of publications.

What follows is a brief review of the existing literature and the study’s
methodology, and then a more in-depth exploration of emerging patterns of
usage and their professional consequences.

2 Methodology

2.1 Design and Measurements of the Survey

This is a quantitative research consisting of an online survey sent to a multi-
stage random sample of European and Latin America and Caribbean university
researchers in all disciplines via email from the accounts of the members of the
EULAC Focus project (10 scientific institution in Latin American and Caribbean
countries, and 9 in European Union) to their scientific networks connection and
institutional colleagues.

The invitation was then subsequently shared via email and social networks
(Twitter, Facebook, LinkedIn, ResearchGate, Academia.edu) by willing network
connections in a ‘snowballing’ fashion [3]. While the ‘snowball method’ can have
epistemological limitations with regards to generating statistically significant
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representative samples, the research method is nevertheless capable of collecting
data indicative of broader social patterns and trends, especially when the survey
reaches a broad cohort of participants [3–6].

The study population contains researchers, including Ph.D. students and
postdoctoral researchers. The questionnaire contained items relating to digital
transformation in science, detailed questions about digital communication and
scientific production, in addition to questions about their research activities. In
terms of statistics, the methodology includes a combination of descriptive and
inferential analyses based on the data collected. For the inferences, the Pois-
son regression model [7] is used, in its variant that corrects the over dispersion
present in the data, quasi Poisson. This model, a member of the family of gener-
alized linear models [8], has a clear application when the response variable is the
product of case counting and seeks to determine rates associated with a period
of time (here, number of publications per year). All data processing was done in
R Statistical Software [9].

The objective was to study how the new information and communication
technologies have affected the way in which work teams are related through
159 variables or observed responses. The survey consisted of a combination of
open-ended, multiple-choice and Likert-scale questions and took approximately
15–20 min to complete.

Only a subset of the variables collected in the survey are used for current
analysis. There are three variables that are constructed from others:

– PubTotal: contains the total number of publications reported in the survey.
– PubScience: contains only the number of publications considered as scientific.
– Loc: Contains the grouping of locations of reported team members.

2.2 Data Collection

The first response to the survey was recorded on 12/16/2016 and the last on
2/13/2018. Members belong to both European countries and American countries,
for a total of 18 countries. The survey had a total of 305 respondents, of whom
most, but not all, answered all questions under consideration. In addition, for
this research, the responses of those interviewed who indicated that they worked
alone were not considered, only those who indicated that they were working as
a team or both. In terms of gender, 4 people preferred not to inform (1%), 101
are female (34%) and 200 are male (66%). This leaves a total of 264 interviews
to consider. Figure 1 shows the demographic pyramid of the surveyed.

The figure shows that those responding to the survey are mostly male, with
ages between 33 and 45 years old. Moreover, female scientists face ‘patrifocal’
constraints in some developing world cultures that limit their access to new
technologies and the ability to network outside the domestic arena [10]. Age is
also a social factor that differentiates access to social networks (generally favoring
experience and tenure) and technology adoption and use (generally favoring
youth). In combination, unequal access to network and technology resources
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Fig. 1. Demographic pyramid of the sample

along regional, gender and age dimensions can be grouped together under the
phrase ‘geo-social asymmetries’ [1].

Detailed demographic information was collected from the research partici-
pants, because it is one of the main objective of the EULAC Focus project.
Researchers from 18 different countries were surveyed, 67% of the respondents
work in an Ecuadorian university, followed by Mexican universities (14%) and
Spanish universities (5%). There is an obvious bias towards Ecuador, because the
principal researcher is based in this country. All other countries represent 13%
of the sample. For regions, we have 1% from USA, 9% from European Union,
and 90% from Latin American and Caribbean Countries.

The majority of participants work in universities (92%), where they are pro-
fessors (68%), graduate students (13%), and post docs (5%). There is a balance
between the surveyed who embrace scientific or technical careers and humanistic
or artistic careers.

3 Results

3.1 Scientific Production

In this first section of our results, we will focus on the production of the
researchers that have answered all the questions of the survey. Two response
variables were constructed, considering the sum of the total (PubTotal) and the
scientific production (PubScience) measured in publications count terms. Both
are counting variables, suggesting the use of the Poisson distribution. In the
data set the estimated mean for the total production is 10.06 and its estimated
variance is 86.93. For scientific production, the estimated mean and variance are
7.99, 53.49, respectively. So, we note over-dispersion problems. For this reason,
quasi-Poisson regression models are proposed for its analysis.
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The following is the list of variables and its levels, in case it is not of a
numerical type. The first level is the reference level and is written in italic letters.

– Country: Argentina, Brazil, Chile, Colombia, Cuba, Czech Republic,
Ecuador, France, Germany, Italy, Mexico, Netherlands, Peru, Portugal, Spain,
UK, USA, Venezuela.

– Gender: Female, Male, Prefer not to say.
– Position: Academic technician, Associate Professor/Reader, Director, Doc-

toral student, Head of Hospital Teaching, Lecturer/Fellow, Master, Mas-
ters student, Occasional Professor, Official Radiation Protection, Post
Doc/Assistant, Private company worker, Professor, Project Manager,
Research Assistant, Research technician, Researcher, Scientific Director,
Senior Lecturer/Senior Fellow, Senior Researcher, Student.

– InsType: Government, Private Sector, Public Research Institute, University.
– Discipline: Agricultural Sciences, Astronomy And Astrophysis, Chemistry,

Earth Sciences, Economic Sciences, Geography, History, Legal Sciences And
Law, Life Sciences, Linguistics, Mathematics, Medical Sciences, Other, Ped-
agogy, Physics, Politic Science, Psychology, Science (Field Not Defined), Sci-
ence Of Arts And Letters, Science of Earth And Space, Sociology, Techno-
logical Science.

– AloneTeam: Alone, Both, Team.
– LocSameIns: FALSE, TRUE.
– LocDiffIns: FALSE, TRUE.
– LocDiffCou: FALSE, TRUE.
– FreqInt: Bi-weekly, Daily, Less often, Monthly, No answer, Twice a week,

Weekly.
– ContactLetter: Essential, No answer, Not Used, Used.
– ContactPhone: Essential, No answer, Not Used, Used.
– ContactEmail: Essential, No answer, Not Used, Used.
– ContactList: Essential, No answer, Not Used, Used.
– ContactInsMess: Essential, No answer, Not Used, Used.
– ContactVideoC: Essential, No answer, Not Used, Used.
– Age: (Numeric).
– pubTotal: (Numeric).
– pubScience: (Numeric).
– TeamSize: (Numeric).
– Loc: DiffIns, DiffIns/DiffCou, SameIns, SameIns/DiffCou, SameIns/DiffIns,

SameIns/DiffIns/DiffCou.

A first, purely additive, quasi-Poisson regression model to study the associ-
ation between the response variable (pubTotal) and the remaining explanatory
variables is as follows:

log(λ1) = Country + Gender + InsType + Position (1)
+ AloneTeam + Discipline + Loc + FreqInt + ContactLetter

+ ContactPhone + ContactEmail + ContactList + ContactInsMess

+ ContactV ideoC + Age + TeamSize
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where λ1 is the rate of total publications per year.
Tables 1 and 2 contains the analysis of deviance of the model factors, with

terms added sequentially (first to last). The reference level in each case is the
first. In bold type are indicated the factors that are significant at α = 0.1 (that
is, with 90% confidence)1.

Table 1. Analysis of deviance for total production (1).

Df Deviance Resid. Df Resid. Dev Pr(>Chi)

NULL 263 1731.06

Country 17 171.41 246 1559.66 0.0228

Gender 1 2.41 245 1557.25 0.5124

InsType 3 7.38 242 1549.87 0.7258

Position 18 201.36 224 1348.51 0.0074

AloneTeam 1 1.99 223 1346.52 0.5515

Discipline 19 230.27 204 1116.25 0.0024

Loc 5 51.75 199 1064.50 0.1008

FreqInt 5 29.72 194 1034.79 0.3813

ContactLetter 2 2.56 192 1032.23 0.7963

ContactPhone 2 43.90 190 988.33 0.0201

ContactEmail 2 1.61 188 986.71 0.8662

ContactList 2 39.29 186 947.42 0.0302

ContactInsMess 2 29.25 184 918.17 0.0739

ContactVideoC 2 51.21 182 866.96 0.0105

Age 1 10.11 181 856.85 0.1798

TeamSize 1 20.65 180 836.20 0.0552

Now, scientific production refers to the number of publications per year that
take into account only those considered as scientific production, so that if λ2 is
the rate of annual scientific publications (pubScience), a second purely additive
model proposed is:

log(λ2) = Country + Gender + InsType + Position (2)
+ AloneTeam + Discipline + Loc + FreqInt + ContactLetter

+ ContactPhone + ContactEmail + ContactList + ContactInsMess

+ ContactV ideoC + Age + TeamSize

Comparing the results of Tables 1 and 2, it is important that the “Loc”
factor is not significant when explaining the total publications, but it explains
1 Hereafter, Df: Degrees of freedom. Resid: Residual. Dev: Deviance. Pr(>Chi) [or

Pr(> |t|)]: p-value.
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the scientific production. It is clear that the location of researchers in a team
work has an impact on scientific production and not on all the publications.
This activity can be done individually for the researcher with local and national
means. Consequently, we will concentrate on scientific publications exclusively
to analyze how liquid science is distributed in the scientific networks.

Table 2. Analysis of deviance for scientific production (2).

Df Deviance Resid. Df Resid. Dev Pr(>Chi)

NULL 263 1325.94

Country 17 118.50 246 1207.44 0.0546

Gender 1 0.43 245 1207.01 0.7534

InsType 3 8.46 242 1198.56 0.5839

Position 18 164.67 224 1033.88 0.0040

AloneTeam 1 3.31 223 1030.57 0.3827

Discipline 19 159.59 204 870.98 0.0087

Loc 5 43.12 199 827.86 0.0777

FreqInt 5 18.53 194 809.33 0.5126

ContactLetter 2 2.62 192 806.71 0.7399

ContactPhone 2 29.38 190 777.33 0.0341

ContactEmail 2 3.71 188 773.62 0.6527

ContactList 2 35.49 186 738.13 0.0169

ContactInsMess 2 16.60 184 721.53 0.1483

ContactVideoC 2 37.42 182 684.11 0.0135

Age 1 9.28 181 674.83 0.1442

TeamSize 1 22.79 180 652.04 0.0221

On the other hand, in Table 2, Gender, InsType, AloneTeam, FreqInt, Con-
tactLetter, ContactEmail, ContactInsMess and Age factors are not significant,
and will be excluded in the search for a more parsimonious model. This does not
mean that they are not important, but that nowadays they do not seem to make
a difference in scientific production, e.g. male or female essentially produce in
the same way, and email and other forms of contacts excluded are valued by all
of them in similar ways. Then the new model for pubScience is:

log(λ3) = Country + Position + Discipline + Loc + ContactPhone

+ContactList + ContactV ideoC + TeamSize (3)

Table 3 contains the analysis of variance of the model, now considering the
levels of the factors versus the reference level. For space reasons the table include
only levels that were significant for factors Country, Position and Discipline.
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Table 3. ANOVA for scientific production (3).

Estimate Std. Error t value Pr(> |t|) Exp

(Intercept) 1.97 1.03 1.92 0.06 7.20

CountryPeru 1.57 0.70 2.24 0.03 4.79

PositionResearch technician −3.28 1.56 −2.10 0.04 0.04

DisciplineOther 0.74 0.40 1.86 0.06 2.09

LocDiffIns/DiffCou 0.09 0.21 0.41 0.68 1.09

LocSameIns −0.03 0.16 −0.17 0.86 0.97

LocSameIns/DiffCou −0.19 0.31 −0.62 0.53 0.82

LocSameIns/DiffIns −0.39 0.22 −1.77 0.08 0.68

LocSameIns/DiffIns/DiffCou −0.06 0.16 −0.39 0.70 0.94

ContactPhoneNot Used −0.36 0.19 −1.91 0.06 0.70

ContactPhoneUsed −0.27 0.13 −2.13 0.03 0.76

ContactListNot Used 0.11 0.18 0.59 0.56 1.11

ContactListUsed 0.34 0.17 2.03 0.04 1.40

ContactVideoCNot Used −0.55 0.19 −2.85 0.00 0.58

ContactVideoCUsed −0.19 0.12 −1.61 0.11 0.83

TeamSize 0.02 0.01 2.44 0.02 1.02

Table 3 is produced by fitting a quasi-Poisson regression model, since we
assume that there is over dispersion in the sample. We add a column Exp with
the exponentiation of the parameters estimates. The dispersion parameter Φ is
estimated in 4.31, so the estimated variance is 7.99×4.31 = 34.44, near that one
estimated directly from the data (53.49). The model goodness of fit is poor, as
can be seen from the residual deviance (715.12) and residual degrees of freedom
(197). Nevertheless, this is to be expected since only a very small subset of all
the variables that would explain the variability is used.

All the factors in Table 3 are significant because at least one of its levels is sig-
nificant. Then, we can interpret the estimators obtained from the model. Because
the model fits in a logarithmic scale, the explanation is clearer by returning to
the linear scale. Then, in mathematical terms the model (3) is:

log(λ3) = β0 + β1x1 + β2x2 + β3x3 + β4x4 + β5x5 + β6x6 + β7x7 + β8x8

where the estimated parameters are the βi, (i = 0, 1, · · · , 8), β0 is the intercept,
and the values of the variables, xi. The βi are really vectors, because they accom-
pany categorical variables that have one parameter for each level of the factor
(minus the reference), except β8 because TeamSize is a numerical variable and
β0. Then

λ3 = exp(β0 + β1x1 + β2x2 + β3x3 + β4x4 + β5x5 + β6x6 + β7x7 + β8x8)
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and if the other variables remain constant, the effect of the i-th variable on the
mean λ3 is exp(βixi) = (eβi)xi and every unit of increment in the variable xi

produces a multiplicative effect of eβi in the response λ3.
In the next sub-sections we analyze each of the significant factors (levels) in

relation to scientific publications productivity.

The Country : Figure 2 shows the box plot of pubScience by country. The highest
median values in the sample correspond to Peru, Spain, and Venezuela, however,
only the number of scientific publications in Peru is significantly different from
the rest according to our model (3). This is because the reported with respect
to Spain and Venezuela has a high variance.
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Fig. 2. Box plot of scientific publications by country

According to Table 3, the coefficient associated with Peru is 1.57, exponenti-
ating 4.79, then a researcher from Peru has an estimated 4.8 times more scientific
publications than a researcher from Argentina (reference level).

Position: The only significant level with respect to the position is Research tech-
nician. Its estimated coefficient is negative (−3.28), exponentiating 0.04, then
research technicians have 0.04 times the number of publications that academic
technicians (the reference level) and also that the rest of positions.

Discipline (Specialty): According to Table 3, the only significant level for dis-
cipline is Other. The scientific production is greater than the rest, but surely
this is because in this category there are several different disciplines together.
Consequently, the only interesting conclusion in this case is that there do not
seem to be significant differences in the scientific production of the disciplines
explicitly considered.
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Location: In Fig. 3 the proportions of the research teams are shown, according to
whether their members belong to the same institution (SameInst), to a different
institution (DiffInst), to institutions of other countries (OtherCountry) or its
combinations. The majority of their networks is located in the same institution
(36%), 24% of the participants have colleagues in the same or in different insti-
tutions of the same country or in different countries. 20% of the sample report
colleagues only from different institutions. The rest has similar interpretations.
These proportions are useful to know the distribution of the research teams, and
to know if the group is international or not.
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Fig. 3. Location of team members (proportions)

Figure 4 shows the box graphs for pubScience of each location level. The
medians and variability displayed in figure do not show many differences for
each level of location, however it is clear that those researchers who reported
working mainly alone have the lowest productivity of the sample, while those
who reported work both alone and with other institutions and other countries
show the highest productivity.

According to our model, SameIns/DiffIns is the only factor that is signifi-
cant. Its coefficient is −0.39, exponentiating 0.68, then the team that includes
colleagues from the same institution and different institutions, has 0.68 times
the scientific production than those teams that include colleagues from different
institutions only (the reference level). Given the importance of these variables
for the study, Table 4 contains similar explanations for the rest of the Location
levels.

Then, it is interesting that the sample consulted reports a higher productivity
if working in teams with different institutions only or different institutions and
different countries. This result confirms Hypothesis 1 in the sense that produc-
tivity is estimated to increase when the research teams include members from
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Table 4. Location of the team members’ analysis.

Level exp(Est.) Comment

DiffIns/
DiffCou

1.09 Teams that includes colleagues from different institutions
and countries, has 1.091 times the scientific production
that those teams that includes colleagues from different
institutions only

SameIns 0.97 Teams that includes colleagues from the same institution
only, has 0.97 times the number of scientific publications
that those teams that includes colleagues from different
institutions only

SameIns/
DiffCou

0.82 Teams that includes colleagues from the same institution
and different countries, has 0.82 times the scientific
production that those that includes colleagues from
different institutions only

SameIns/
DiffIns/
DiffCou

0.94 Teams that includes colleagues from the same institution,
different institutions and countries, has 0.94 times the
scientific production that those teams that includes
colleagues from different institutions only

different countries, and not just locals. This increase is slight but appreciable,
as indicated by the first row of the Table 4.

Contact Means: The way we propose to analyze the scientific networks
and how these networks work is to examine the construction of the links
between researchers and the use of different technologies, analogical and dig-
ital. Researchers and analogical-or-digital devices constitute this network of a
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scientific community where everything is constantly under mediation and coop-
eration.

By focusing on the tools to communicate with the colleagues, we can observe
how these have changed in the last years. Researchers have passed from ana-
logical to digital tools to communicate with the rest of colleagues. The form to
communicate in professional settings, and not, have changed strongly with the
increase of the numbers of national and international networks. In Fig. 5, it can
be possible to observe how researchers communicate with the rest of the nodes
of their networks using analogical tools (Letters, Phone Calls) and digital tools
based on applied informatics (Emails, Mailing Lists, Instant messaging, Video
conference).

9%

84%

4%
3%

60%

18%

2%

20%

19%

0%

80%

39%

41%

4%

16%

41%

10%

2%

48%

49%

18%

2%

31%

0.00

0.25

0.50

0.75

1.00

Letters

PhoneCalls

Emails

Mailin
gLists

Messaging

VideoConf

Source

P
ro

po
rt

io
n

Labels

Essential

No answer

Not Used

Used

Fig. 5. All the mechanisms of contact the team members.

In Fig. 5, it can be observed how letters are not used by 84% (n = 256) of the
researchers, converting it in an obsolete tool. A majority of researchers (80%,
n = 244) agree that emails are essential in their professional tasks. This great
agreement among the interviewees explains why these factors are not significant
in our model.

In the last years messaging services via mobile have increased their impact
to communicate between colleagues. For researchers, this service is considered
essential and useful (89%, n = 269). Among the factors that are significant (see
Table 3. The reference level is “essential”), we have:

– Phone: Respondents who say they have not used it have 0.7 times the scientific
production than those who consider it essential. And those who say they have
(but is not essential) has 0.76 times the scientific production than those who
consider it essential. Clearly the use of the telephone is essential.

– Lists: Interviewees who say they have not used them have 1.11 times the
scientific production than those who consider it essential. And who say they
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have (but are not essential) have 1.4 times the scientific production than those
who consider it essential. The use of lists is necessary but not essential.

– Video: Respondents who say they have not used them have 0.58 times the
scientific production than those who consider it essential. And those who say
they have (but is not essential) have 0.83 times the scientific production than
those who consider it essential. Clearly the use of the video conference must
be considered essential.

So, considering the use of the telephone and video conferencing as essential,
as well as using the lists as a means of communication, increases the scientific
productivity of the team. This affirms Hypothesis 2, since these mechanisms are
characteristic of the digital era in communications.

The Size of the Network : One important question of the analysis is to understand
if the researcher works in a collective way, if they prefer to work in a research
team or alone. Only a small number of researchers, 6% (n = 19) work alone, and
are excluded from this analysis. The size of their research groups is between 3
and 6 persons (63%), 34% of the researchers work in groups that have more than
6 researchers (see Fig. 6).
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Fig. 6. Size of the research groups.

According to our model, each member that is added to the team increases
1.02 times the number of scientific publications. The importance of working in
a team is evident.

4 Discussion

We have observed that more productive researchers work in medium and big
research groups to achieve important results, and in consequence, to increase the
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number of scientific publications. Members of these research groups must come
from different institutions and different countries to have advances in science.
Heterogeneity of a research group is a determining variable to observe if the
team can have a positive record or not.

It is surprising that in a digital era where the communication is instant and
run to the screens, personal telephone conversations are considered essential
to have great professional relations with the colleagues. Of course that emails
and instant messaging are considered essential too, but phone conversations are
needed to negotiate and to be clear between partners in order not to incur in mis-
understandings caused by a text message. The use of this type of communication
increases the number of scientific publications and scientific collaborations.

Video conferences are an evolution of phone conversations, where the body
and facial expressions help to add more details to the voice, and for this it is
considered essential to be more productive in science. This digital infrastructure
based on applied informatics helps researchers to share and distribute scientific
facilities regardless of their type and location in the world. Liquid science has
increased collaborations between researchers, institutions and countries, creating
a digital scientific infrastructure. In this new era, the effective and multimodal
communication in teamwork is essential.

5 Conclusions

The most representative changes that digital communication in scientific net-
works has provided to the scientific community are mainly two: (1) The efficiency
related to communication, and, (2) The information and knowledge flow.

The exploratory and explanatory findings offered by this study suggest that
researchers view the digital transformation of science as welcome intermediaries
to create and manage scientific networks. The majority of this study’s partici-
pants believed that technology merely enhanced their abilities to work in scien-
tific networks, increasing the number of their scientific publications.

Hypotheses 1 is confirmed since teams that include different institutions and
countries show greater scientific productivity than teams composed only of local
researchers. Hypothesis 2 is also confirmed as communications through digital
media such as telephone, video conferencing or electronic lists are used and
considered essential by those teams that show greater scientific productivity. A
very clear recommendation is then that the research teams try to include among
their members, researchers from different countries and get ready to use intensive
media of the contemporary era.

Somewhat superficial and not specific, traditional views on the difference
between analogic and digital tools is still largely prevalent. However, the conclu-
sions that can be drawn from our analysis should be limited for three reasons.
First, the lack of representatives of different countries; the research was car-
ried out mainly in only three of them for the survey (Ecuador, Mexico, and
Spain). Although, we have chosen these countries according to the availabil-
ity of researchers that collaborate with the members of EULAC Focus project.
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Thus, further research is needed. Second, the analysis related only to the uses
of researchers from different disciplines and at different stages of their careers.
These researchers can adopt and shape not shared perceptions of the digital
tools that they use. Finally, data do not allow to test if these scientific net-
works generate some positive results to the research, or they are not competitive
like other scientific networks, for example not build on digital technology. The
project has bias that can conduct the researcher to respond in a positive way to
the introduction of digital technology in their scientific activities and networks.

In the future, it is expected to improve the planning of the survey, seeking
the prior construction of a specific sample framework. This, although difficult
on a world scale, is worth it because it would allow to represent countries and
different configurations of work teams in a better way.
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1 Introduction

This proposal puts global governance in the context of human evolution. This is
innovative and productive in two ways. First, the historical significance of the estab-
lishment of global governance can be imagined so as to allow a comprehensive picture.
With the words of Edgar Morin [1], we are still living in the “prehistory of human
spirit”. Global governance that transforms the global risks into challenges that can
successfully be handled would mark a decisive step in hominisation and usher in the
transition from humankind to humanity. A proper world society could materialise as
“Homeland Earth”. The current crises turn out as coming-of-age problems of the
human species. But the future is open. Homo sapiens-demens can succeed or fail.

Second, apart from visioning Homeland Earth as common goal, taking human
evolution into account provides methodological hints on how to establish global
governance in a realistic way. This is not a detailed blueprint for a determinate set of
institutions to deal with one singular aspect of the many-faceted global challenges. At
the contrary, it is an evolutionary framework of enabling spaces that allows for a
diversity of institutions to emerge such that they are set up to converge to an
overall system of global governance. The latter way goes over the agents of change,
which are global citizens, and their interaction, which is a global dialogue, heading for
collective action on the planetary level, which yields global governance.

The question to be answered here is how are those organisational relations of social
information processes specified such that appropriate designs of supporting information
and communication technologies can be developed.

2 Problem Statement

Systems emerge through organisational relations when co-operation of agents produces
synergy effects [2]. The less friction is in the interaction of the agents as a consequence
of relations promoting synergy, the more enduring are the systems. Natural systems we
witness today succeeded in being most enduring in virtue of their ability to adapt to
synergy requirements.

Social systems crystallise in social relations that allow the proliferation of the
common good, the social synergy, for participant actors. Global challenges embody a
crisis in the worldwide availability of the common good. They show that hominisation
is an ongoing process. A re-organisation is needed as never seen before that is all about
the common good.

Twomajor steps of anthropo(socio)genesis – the becoming of humans and society –
can be distinguished so far [3]:

(1) The transition from a less developed state of co-operation among our animal
ancestors to a state of sporadic, but ever-increasing co-operation in dyads of early
humans based on joint intentionality (about a common goal, common initial
conditions and a common strategy to achieve the goal). Dyadic co-operation
guaranteed the common good for both actors.
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(2) The transition from dyadic co-operation to an obligatory triadic form of social
relations that mediate the interaction of individuals in the context of society.
A common culture provides the ground for collective intentionality. The third of
the triad is not another individual but rather the generalised other in the sense of
George Herbert Mead. It is relations of society that relate individuals to each other
with respect to the common good – even if the concrete content of the common
good became a matter of disputation and conflict.

Today, another transition is about to start. A third step of anthropo(socio)genesis
is in reach, by which the collectivity of human intention would be topped by a cos-
mopolitan sharedness on a planetary scale. The desired relationship is a new triad,
materialising social synergy, so to speak, an omniad, when generalised onto the level of
Homeland Earth.

There are three kinds of social relations:

(1) Antagonistic relations that make positions conflict with each other in a contra-
dictory, mutually exclusive manner. They threaten humanity with extermination
because there is only one solution – the elimination of one side of the antagonism.

(2) Agonistic relations that make different positions indifferent to, and co-exist with,
each other in a compossible manner. They seem indispensable to social life [4],
but do not suffice for collective action on a planetary scale.

(3) Synergistic relations that enable mutually supportive positions that complement
each other for any goal and for the common good too, humanity-wide.

Antagonistic relations have to be reduced to a minimum, and agonistic relations
have to be put in the service of truly synergistic relations to enact this third step of
human evolution.

First of all, such a transition is necessary, since the social relations of any partition
of humanity are based on the principle of othering of partitions that are considered
outside of them, thus not doing justice to legitimate self-interests of the rest of the
partitions. Frictions from which the global challenges emanate render the continuation
of civilisation unsustainable. They are caused by the lack of relations that would be
valid for all partitions from a bird’s eye view, that is, from a meta-level perspective.
The establishment of such relations would mean the abolition of those frictions by a
new supra-system in which all existing systems take part and shape according to the
new relations on a higher level, following the application of the subsidiarity principle
(in its positive sense) as a basis for the preservation of diversity and autonomous
agency [5, 6]. This needs not to mean a world government. But it means global
governance by rules, regularities, resource regimes, eco- and techno-structures that in
our time need to be transnational and trans-state in reach.

Furthermore, this step is not only needful but also possible. Despite some literature
based on biologistic biases unable to imagine a transgression of the conceptual
framework of the nation-state “we”, transnational relations have been taking shape.
There is empirical evidence of co-operation between culturally homogeneous groups
several tens of thousands of years ago, between cities around five thousand years ago,
and between modern states since the seventeenth century [7–9]. This co-operation
between collective actors like groups, cities and states has already been paving the way
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for co-operation among the whole of humankind in the same way that dyadic, inter-
personal co-operation between individual actors opened up the space of possibilities for
triadic, societal co-operation. Examples are, as top-down models, a diversity of his-
torical empires and contemporary regional federations with an economic or political
focus like the EU as well as a diversity of organisations that fill the space beyond states,
with the League of Nations as forerunner, and international organisations after 1945
like the UN family. Both supranational and international organisations turn rather in the
direction of transnational organisations. Though they are still mirroring changing
geopolitical balances of power, managers that have been running them developed an
identity beyond the nation state, at a higher level [10]. Besides the top-down models,
another model of transnational institution building has emerged that pays attention to
bottom-up processes too. Examples are self-regulating communities, in particular in
the economic field [11] as well as the large number of civil society organisations
(CSOs), part of which are non-governmental organisations (NGOs), in particular,
international NGOs (INGOs). And there have been social movements flashing up.

However, all those developments taken together will not accomplish the third
transition in human evolution by themselves. Additional and specific efforts by the
actors are needed for both quantitative and qualitative reasons.

Any transition from a state in which originally independent systems have become
dependent on each other to a state in which a critical mass of them establish a
suprasystem – a system of which they become elements that are able to complement
each other for the sake of each of them and for the sake of the whole system – emerges
not before a quorum of them catch up with the complexity of their interdependence
that manifests in frictions. Any such suprasystem reduces these frictions. This is due to
a reduction in the difference of complexity between a certain number of the
suprasystem’s elements-to-be and the challenges they face. They increase their com-
plexity through the generation of requisite information to counterbalance the fric-
tions [12]. The systems would remain in the old state as long as the conditions allow or
would even disintegrate, if they failed to generate requisite information [13].

This is also true for a possible world society that steers itself. Faced today with the
global challenges, all actors, whether individual or collective, if they were to survive
and thrive in the foreseeable future, would need to adapt the actuality of their inter-
action full of friction to the potentiality of harmonisation with proper social relations on
a level beyond and above the contemporary global players. At least, a considerable
number of actors are able to go ahead, raise their intelligence and institute those
relations.

In that context, developments in the direction of global governance as listed above
are, so far, lacking the right balance of qualitative and quantitative features for
coping with the complexity of the current state of interdependence of the social
systems populating the planet. Either the form of institutions is still missing the right
content for a world society that takes successful measures to mitigate the global
problems or, if the content is right, the critical mass to tackle the problems has not yet
been accomplished.

Deficiencies hamper the full realisation of self-organised social information pro-
cesses that would underpin the appropriate transformation of the social systems
involved. As one of the authors has analyzed elsewhere from a network theoretical
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perspective, the deficiencies of the current ICT networks, powered by big-data
technologies, as regards the generation of the requisite information to bring about the
third step of social evolution [5]. Deficiencies appear in the fields of co-operation,
communication and cognition. In each of the fields a potential can be identified the
actualisation of which is imperative in order to execute the third step in social
evolution.

(1) Co-operative information processes play the role of consensualisation on the
social systems level, about the goal and the means to achieve the goals. The
deficiency is that actors still do not explicitly dedicate the social relations they are
(re)producing to the advancement of the common good. But, in principle,
common intentionality can underlie the complex structure that administrates the
commons. Global conscience and global consciousness can emerge in a hyper-
“commonalist” vein, which means caring for the commons from the local to the
planetary scales in a subsidiarity scaffolding, and can gain dominance over tra-
ditional relationships that cause violent global frictions.

(2) Communicative information processes convey collaboration between actors, that
is, preparing support for the decisions upon goals and means by bringing together
different perspectives as well as guiding and monitoring the process of achieving
the goals, and preparing adjustments of means and goals. The deficiency is that
actors do not yet deliberate commonly as much upon possible goals as upon
possible means. But, in principle, there can be consilience about the larger picture.
A conversation on the design of another world, open to any actor, can be
carried out globally.

(3) Cognitive information processes conceive the co-ordination of possible activities
according to the position in the social system a single actor finds herself placed
on. The deficiency is that actors do not yet discern sufficiently the possibility of
extending their scope of action that is currently restricted because of frictions
and the lack of meaningful information, properly adapted to the action level. But,
in principle, they are able to reflect upon the quality of social relations and
understand that friction-free relations would benefit each actor. They are able to
anticipate a meta-level of possible new social relations on a global scale and make
improvements they concern.

Co-operative, communicative and cognitive information build a hierarchy in that
co-operation builds upon communication and communication upon cognition. The
imperative of hyper-commonalism on the co-operative level of information benefits
from being underpinned by all-inclusiveness on the communicative level and the
imperative of all-inclusiveness benefits from being underpinned by meta-reflexivity
[14] on the cognitive level. The lower levels are necessary conditions for the higher
ones so that the higher levels shape the lower ones.
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3 Proposal

3.1 Starting Point

What follows is the proposal of how to bring about the emergence of a nested network
of new civil society institutions at different levels, all based on cosmopolitan principles
and the idea of the common good, which together form a task force for the needed
societal change at a global level.

The institutionalisation of global governance that is targeted on a successful res-
olution of the social dysfunctions causing the global challenges would be doomed to
failure if it ignored the informational imperatives described above. As a consequence
of the analysis, these imperatives need to be taken into account to tackle the global
challenges in a proper way:

(1) on the systems level, the imperative of a commons-oriented global conscience/
consciousness that guides global action for the sake of the common good in an
adequate subsidiary concert with the lower action levels;

(2) on the level of the actors’ interaction, the imperative of an all-inclusive global
conversation open to any local actor of any perspective with the aim of
exchanging positions on possible solutions of how to deal with the global issues;

(3) on the level of an individual actor’s mind as well as of organisational goals of a
collective actor, the imperative of a globally concerned meta-reflexion about the
transformation of social relations on which the fate of humanity depends.

Future-oriented global governance is based upon these conceptual cornerstones.
How can these imperatives be met?

3.2 A Framework of Enabling Spaces

It is true that global challenges that threaten the survival of humanity in totality can be
alleviated only by acts carried out as if humanity were united. But the success of global
action depends on how fast the deficiencies identified in social information processes
can be fixed and a critical mass of knowledgeable and determined actors can assemble
as “spearhead of the willing” before a window of opportunity closes.

All actors today are exposed to the three information imperatives. Though all
actors share a responsibility for the future of humanity, even if in different grading and
often not wittingly, they are free to respond to the imperatives in different degrees and
cannot be expected to be as responsive as they should. Since a critical mass of actors
suffices, anyway, a framework needs to be designed that enables any actor to participate
in the spirit of global conscience, global “conversability” and global concernedness and
to form an emergent critical mass. Such framework functions as an environment of
“enabling spaces” [15] that are accessible to any actor.

Enabling spaces are spaces of possibilities that are anchored in reality, namely, in
the current realities of co-operative, communicative and cognitive information pro-
cesses. The spaces of possibilities build a hierarchy of necessary conditions according
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to the hierarchy of real information processes and the informational imperatives. This
hierarchy of the spaces of possibilities works as scaffolding along which new effective
spaces can emerge.

To turn the order upside down, the following spaces of possibilities to be realised
can be considered as enabling spaces building upon each other while giving succes-
sively room to each other:

(1) At the bottom is the cognitive field where meta-reflexive actors can raise concern
about global issues, can develop a new cosmopolitanism and become ready to live
global citizenship.

(2) Evolving global citizens can, on their part, populate multiple planetary commu-
nicative spaces in which they start to conduct an all-inclusive debate about global
issues, a global dialogue, in particular, about facts and figures of global devel-
opment and how to assess them, which, in turn, has repercussions on the cognitive
field so as to solidify global citizenship and recruit new global citizens.

(3) The communicative spaces of the global dialogue in statu nascendi can, on their
part, contribute, eventually, to the establishment of an all-embracing global public
sphere at the top of the hierarchy at which global governance is to be completed –
decision-making in the name of, and mandated by, the whole humanity as well as
the implementation of measures to safeguard the commons and the common good
for the world society, guided by an emerging conscience along with a con-
sciousness on the global level, which, in turn, feeds back to the intermediary level
so as to strengthen the multiplicity of planetary communicative spaces for the task
of collaboration and, as preparation for decision-making, for the task of impact
assessment as well as to create new such spaces if need be.

This framework enables the respect for the informational imperatives to the greatest
extent without use of strict enforcement. The social space of global citizens helps attain
global concerns, the social space of planetary communication furthers global dialogue,
and the social space of the global public contributes to global consciousness with a
global conscience.

According to that framework, global governance is distributed along nested
information processes: every level provides a space for information processes that are
conducive to the emergence of information processes that comply with the imperative
on the next higher level and every level is a space that reinforces those information
processes that it necessitates on the next lower level. The meta-reflexions taking place
in the space of global citizens are conducive to the global dialogue and the space of the
global dialogue that includes the former space shapes the reflective processes there as
these are part of it; at the same time, global dialogue is conducive to global governance,
while global governance demands global dialogue as part of it. Thus, the model pro-
posed here conceptualises global governance as unfolding in time over levels of rel-
ative autonomy, as emergent product of a punctuated bottom-up process that entails a
top-down process that re-organises the preconditions from which global governance
arises and upon which it builds. Since individual actors reside on the bottom level,
interact with each other on the intermediate level and produce social relations of
synergy on the top level once they co-act, global governance is a process of social
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self-organisation in which agency is the driving force that is nudged by the structure it
produces. Nevertheless, it is an open-ended process that scaffolds from the local to the
global in a subsidiary manner.

3.3 Instituting Nuclei

The framework of enabling spaces for global governance addresses anybody without
discrimination and shall provide an environment friendly to the emergence of changing
institutions to safeguard the global common good. Given the right environment, right
nuclei have to be instilled in those spaces as seeds for desired institutions. The nuclei
work as clues that can be taken up by any of the actors to make them consider
global issues in any field of information processes they are involved in, particularly
if, according to the subsidiarity principle, they concern the global level, and make them
turn into (1) “citizens of the earth” who engage with initiatives, movements, organi-
sations in a (2) “communicative democracy” for a (3) “politics of humanity and
civilisation”, as Morin formulated [15].

The overall objective of providing such nuclei is to strengthen the forces that are
already there and try to shift the balance towards Homeland Earth. They shall be
supported to gain power through integration without skipping their differentiation.
In a qualitative respect, a screening and revisiting of the political aims they pursue in
the light of the global informational imperatives is compulsory. In a quantitative
respect, an aggregation in a common network they join is mandatory as long as a
critical mass shall be acquired.

Such a stepwise, piecemeal institutionalisation of global governance can comprise
the building of particular, new institutions and the insertion and incorporation of
particular, required new traits in old institutions as well. Nuclei can go either way.

A combination of nuclei described in the following paragraphs seems most
advisable and feasible to concretise the enabling spaces framework. There are three
suggestions to give existent institutions on the global citizens, global dialogue and
global governance levels each a kick. And the suggestion to install germs of novel
institutions for the technical integration across all levels must be based upon the
analysis of the demand of new organisations of those social information processes. The
suggestions here attend to the subsidiarity principle.

Reform of Thinking and Education for Citizens of the Earth. According to Morin,
the reform of thinking together with a reform of education is the conditio sine qua non
for any substantial change towards Homeland Earth [15].

What is needed is complexity thinking in every-day thinking, an understanding
why trans-disciplinary approaches are required, a logic that stretches beyond deductive
reasoning, systems and evolution literacy, ethical, inter-religious and inter-cultural
education to build intellectual and emotional capacities of open-minded actors fit for a
new planetary era.

Having said that, the organisational innovation to be supported by newly ICTs is as
follows: to support initiatives in any country to reform the education systems to include
pedagogics for peace, global social justice and a thriving planet, wherever appli-
cable, from the kindergarten over the primary and secondary schools to universities and
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to continuing education. Artists shall be encouraged to write fiction, to write songs, to
perform theatre plays, operas, musicals, dancing, to produce pieces of artwork,
installations and exhibitions that are dedicated to the new way of thinking required or
put given pieces into the context of today’s challenges. Similarly, scientists should be
stimulated to focus their research on such issues. A “Global Youth Exchange Pro-
gramme” shall be planned [17]. Social impact foundations shall be asked to offer
initiatives in the field the opportunity of applications for funding. These foundations
could develop a co-ordinated programme.

Constructive News for Communicative Democracy. Communicative spaces enable
humans to grasp the world they live in through exchange with, and adapt their views to,
each other. What Morin calls democracy in that context is the insight that none of us
owns the absolute truth but that we can converge to consilience by adding our indi-
vidual perspectives until common pictures emerge. In the age of global challenges, it is
mandatory not to exclude any perspective because it might prove precious to save
civilisation.

Media are influential and condition the free intercourse. It is a fact that worldwide
mainstream media are biased and convey partisan interests of elites [18]. Journalists
maintain not only connections to INGOs like think tanks propagating a certain political
agenda but also to governments and the so-called intelligence communities of certain
states. Editorial offices gather to arrange how to label certain phenomena of the political
and economic world like political leaders and groups or economic measures in a way
that reminds of Orwell’s Newspeak. Due to deteriorating working conditions, inves-
tigative journalism is hard to practice and P.R. industries that economically outbalance
media industries feed the media with fabricated news that are not questioned. Com-
mercialisation reinforces echo chambers that trigger off the public’s most primitive
instincts and even diversion plays a role in that topics relevant for a peaceful future of
different cultures in harmony with nature are neglected.

“Transformation-oriented”, “impact-oriented”, “future-oriented”, “solution-
oriented”, “constructive journalism” are denominations of a new genre. According to
that, journalists shall not bring bad news but constructive news and direct their
attention to problems and the attempts to solve them, including failures to learn from
them. Already existing examples are medias like Le Monde Diplomatique or Lettre
Internationale. Film-makers follow this trend, e.g. in the Austrian movie “Die Zukunft
ist besser als ihr Ruf” or the French movie “Demain/Tomorrow – Take concrete steps
to a sustainable future”.

Having said that, the organisational innovation to be supported by newly designed
ICTs is as follows: the establishment of a constructive media fund fed by social
impact foundations to support media outlets that comply with the imperative of a global
dialogue for the sake of civilisation. Only such an independent body can guarantee the
production of communication free from private or state interests that tend to block
interests of whole humanity. In addition, it shall provide materials for self-organised
learning and teaching materials in the line of a pedagogics for peace, global social
justice and a thriving planet.
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An Addendum to the UN General Assembly for a Politics of Humanity and
Civilisation. Now that globalisation has produced an infrastructure of a world society
without a common consciousness, according to Morin, a regime of global governance,
based upon a somewhat revised United Nations, would be required to produce a new
civilisation [16].

There is a growing number of social entrepreneurs, philanthropists, retired politi-
cians, professionals, intellectuals, artists and others, working in not-for-profit sectors,
who have also become part of social movements or civil society organisations, from the
local to the global, all of which – individuals or collective actors – anticipate in their
actions, some values, norms and principles of social relations, that could be univer-
salised for all of humanity. They would represent the vanguard of a global conscience.
More often than not, however, they are scattered around the world, focusing sometimes
on a narrow section of a global challenge and become blinded through such a routine,
that they lose the larger picture, if they ever had one, and hence do not develop a
common, comprehensive, single integrated strategy. Many of them refrain from pro-
grammatic work, developing political demands, entering political negotiations, and
even when some of them, form independent forums, or when they are invited to join
international meetings or the UN system, they are sometimes not treated as being on an
equal footing with the policy makers. Their influence on politics is as a consequence,
rather marginal. Some of the latest examples may be the Global Solidarity Summit in
July 2017 in Hamburg, organised by a coalition of more than seventy organisation and
initiatives, attracting more than 2.000 people, or those NGOs that had been operating
rescue ships in the Mediterranean, to save refugees and migrants on their way to
Europe, from being drowned.

On the other hand, there have been proposals to sidestep the UN by proclaiming a
global parliament [19] or, if not, to reform the UN such that the present General
Assembly (GA) would become one of a two chamber world-parliament. Whereby the
second chamber should represent the world population by members of the national
parliaments, if not through direct elections as Václav Havel proposed. Such a solution
would create legislative powers for the whole parliament, which would replace the
present international law – that, in principle, is only binding for those nation states that
share a consensus. Transnational law would be binding on all subjects and promote
world jurisdiction on a par with a world government of a world state [20]. Since current
governments are so far not inclined to give up sovereignty, these plans for a world
parliament are, in effect, stalled. This is especially the case since re-nationalisation is
taking place on a worldwide scale, sometimes even comparable to the international
political situation a hundred years ago.

Having said that, the organisational innovation to be supported by newly designed
ICTs is as follows: The idea of using the momentum of global civil society movements
and organisations that enact global ethics shall be taken up, along with the idea of
designing an addendum to the UN GA to finally outbalance some of the negative
effects of national sovereignty. The transnational, avant-gardist civil society momen-
tum needs to better translate into international politics and international politics, in turn,
needs to receive an impetus to go transnational. Thus, the UN shall establish a per-
manent expert group (PEG) of global civil society representatives that have
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expertise and valuable performance of work in transnational fields. These representa-
tives shall not represent the people of the world, as it is, but, so to speak, the future
population of a united world. They would represent CSOs and global movements that
act for a viable and flourishing future, guided by an emergent global conscience, or
would be persons who as eminent persons make outstanding contributions to the
betterment of the world. All those persons would be chosen by the UN in due con-
sideration of the criteria are outlined above. This PEG shall be endowed with the right
to elaborate, in constructive sub-groups, on proposals on any aspect of dealing with
the global challenges to be presented to the UN GA, which, for its part, can prepare
resolutions and reach consensus decisions incorporating those proposals. Thus, the
PEG at the UN GA would, in the course of a third generation of UN-CSOs relations,
enjoy consultative status with the GA itself, as well as with diverse UN agencies.

This suggestion would confirm the agreement at the Millennium NGO Forum in
May 2000 that a permanent assembly of CSOs should be established to meet before
annual sessions of the GA. The important point here is that there is no need to change
the basic mechanism of current procedures of the UN GA. The state representatives are
free to vote in favour or against such resolutions or abstain, or simply absent them-
selves from voting. The civil society representatives that would enjoy an enhanced
status, by being accredited members of an official UN body, could build up political
pressure at a higher level and could achieve this, the more reasonable their proposals
are. Progress could also be achieved through states that are willing to form coalitions
and implement measures, without waiting for all states to take part. Such an example is
the Treaty on the Prohibition of Nuclear Weapons that was negotiated through the
adoption of a mandate of the GA and signed by a group of member states.

What occurs at a United Nations Organisation, complemented in such a manner,
would deserve proper media coverage. Apart from traditional media, the constructive
media fund could make a specific focus of media coverage of the activities of the PEG
of global society representatives and its sub-groups.

4 ICTs for Homeland Earth

The suggestions above concentrate on the promotion of an eventual “global mind” –

global consciousness with global conscience – as the essential feature of global gov-
ernance. A global mind needs a “global brain” [21]. The penetration of societies with
Information and Communication Technologies (ICTs), the Internet and further
advancements, are looked upon as the technical requisites for the global brain of
humanity. ICTs mediate all social information processes – cognition, communication
and co-operation. Also, social media can be designed and used for the support of
cognition (through, e.g., websites) of communication (through, e.g., online news
portals) and of co-operation (through, e.g., wikis) [22].

Having said that, the technical recommendation for the support of the re-
organisation of social information processes from the world level down to the most
local level along the nuclei discussed above in relation to the imperatives of our time is
as follows: An information platform shall be launched that provides applications that
serve the growth of any of the aforementioned nuclei – first, the pedagogics for peace,
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global social justice and a thriving planet, second, the constructive media fund, and
third, global civil society’s PEG at the UN. That is:

(1) On the cognitive level, online materials and online courses, video recordings of
artistic performances and pieces of art, electronic fiction books that abide by the
pedagogical principles in question shall be offered.

(2) On the communicative level, the participation in producing and using constructive
news and in events of deliberating on which path societies should take shall be
offered.

(3) And on the co-operative level, the PEG shall be offered online tools that facilitate
their tasks of working out solutions.

Moreover, synergy effects would arise that reinforce the integration of the three
levels and boost global governance.

To serve the purposes of global governance on all levels of information processing,
this platform must be, on the one hand, run by some non-for-profit structure instead of
classical private for-profit-corporations to keep it free from private interests, on the other
hand, modelled in such a way that very strong consistency conditions are satisfied
including, for example, (a) an easy and fair access of meaningful information for all
involved actors, (b) a quality control making sure that all content is serious and true-to-
fact, as well as properly and transparently related to the various tasks and goals, filtering
out hate-filled, discriminating, sexist, racist, and inhuman contributions, (c) a security
regime that prevents any manipulation and corruption, and (d) an adaptable information
management architecture, described below, based on the subsidiarity principle from the
local to the global levels, through which the information flow is substituted by synthetic
information percolating ‘meaningfully’ across organisational levels.

4.1 ICT Architecture Based on Cyber-Subsidiarity

Though so far we have focused our attention to the level of global governability, this
shall be based on the participation of citizens dealing with issues scaling up from the
local to the global. However, the very common citizen has a very restricted autono-
mous capacity to move through the digital network gathering the information which is
mostly meaningful to the issues at stake, as discussed in [5]. At the same time, the
capacity to manage relevant information, from our-selves and the environment we are
living in, offers new avenues to deal with issues of significant social concern.

If we compare the information management model within the living organism with
respect to the model that corresponds to the internet powered by current big-data
technologies, we observe a significant difference [6]. Concerning their respective sizes,
the information volume in living beings is interestingly much larger for the time being.
However, while the internet is notably characterized by the overload of information
agents (among which we can mostly find information dwarfs and a few information
giants), the former is based on the minimization of information management require-
ments at the higher levels and the recursive coordination of autonomous agency (ibid).
This is a result of the application of the aforementioned subsidiary principle to the
organisation of living beings, and a natural pathway to the emergence of sustainable
systems from the local to the global, as intended hereby [5].
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As argued in [5, 23], the free-scale network structure exhibited by the Internet
routing network offers a sound footing for the instantiation of the subsidiarity principle.
However, the real structure of the internet, particularly when it is powered by current
big-data technologies in the present situation of strong inequality, represents an
important breach in the subsidiarity principle. Moreover, current big-data technologies
seem to intensify the already intolerable inequality, pushing the periphery outwards and
consequently increasing cultural and social exclusion (ibid), thus hampering the nec-
essary transition discussed in Sect. 2. To overcome this issue, we propose a cyber-
subsidiarity model for the organisation of human cooperation backed up by subsidiary
information management following the Viable System Model proposed by Stafford
Beer [24]. This model, consisting of a decentralised multi-layered organisation of
autonomous operational units, offers at a time a means to preserve autonomy, identity,
environmental and social sustainability at different levels, from the local to the global.

The Viable Systems (VS) model, devised from the analysis of the necessary and
sufficient conditions of viability of living organisms as a paradigm of sustainable
autonomous organisation, is based on three fundamental principles: (i) The principle of
recursion, stating that any VS is composed of nested VS (s. Fig. 1a); (ii) The principle
of requisite variety, stating that the variety of a system must be greater than the variety
of the issues the systems is facing; (iii) The principle of subsidiarity, stating that the
variety is resolved at the lowest (recursive) level, so that only the residual variety
percolates to the upper organisational level (firstly to the metasystem or system’s
management bodies; secondly, to the upper recursive level).

Fig. 1. Cyber-subsidiarity model: (a) Vertical nesting, (b) Horizontal organisation.
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The viability of each nested system means that it is able to autonomously manage
the variety of its operational context (namely, solving the problems related to its own
activity and subsistence), by means of a proper information management to coordinate
cooperation, facilitate meaningful communication, and enable the development of
meta-reflexivity. To ensure the necessary and sufficient conditions of system’s sus-
tainability, VS must be composed of five subsystems that interact with each other,
represented in Fig. 1b:

(S1) Every VS embraces several primary activities of which different operative
units take care. Each operative unit is a VS itself, according to the principle of recursion
and performs at least one of the fundamental functions of the organisation.

(S2) represents the information channels and functions that allow the primary
activities in S1 to communicate and cooperate with one another while facilitating S3 to
supervise and coordinate activities in S1. It is responsible for the immediate pro-
gramming and sharing of resources to be used by S1, conflict resolution and stability.

(S3) encompasses the structures and controls arranged to establish S1 rules,
resources, rights and responsibilities. It guarantees internal regulation, optimize
capacities and resources and looks after synergy at the operational level. It has a
panoramic view of the processes developed in S1 used to carry out strategic planning,
while it offers an interface for S4/S5 to comply with and facilitate forward planning and
preserve system’s identity. Within S3, an audit subsystem, System 3* (S3*) is devoted
to assess sporadically overall performance.

(S4) has the function of giving account of environmental changes in order to
forecast forthcoming scenarios. At the same time, it takes care of how the organisation
has to adapt to preserve its viability in the long-term, developing forward planning.

(S5) is responsible for political decisions in the organisation as a whole, balancing
the demands of different parties and guiding the organisation as a whole. It preserves
and keeps up-to-date system’s identity.

These subsystems respond to a triple role in the dynamics of system’s adaptation:
systems 1–3 deal with the “Inside and Now” of the operations of the organisation;
system 4 deals with “Outside and Then” as a strategic response to external, environ-
mental and future demands; and system 5 deals with balancing the “Inside and Now”
and the “Outside and Then” with political and axiological directives that maintain
the identity of the organisation as a sustainable entity. According to the principle
of recursion, VS is composed of VS, which can be symbolically stated as:
VSM def

= S1f g;MjS1 def
= VSM; M def

= S2, S3, S3*, S4, S5f g� �
.

In addition to the aforementioned fundamental principles, other regulative princi-
ples, devoted to the distribution of variety, action and information, provide sufficient
directives for the design of sustainable organisations and sustainability assessment of
already stablished organisations. As regards information management, most of the
information is handled at the operational level. Here, the information input is filtered in
order to focus on the activities and issues the unit is devoted to (to this end, group’s
ontology play an important role). Since this approach holds at any organisational level,
only the information that is needed in order to handle the issues not solved at a given
level will percolate to the upper level. More details are provided in [25, 26], describing
the application of the model to the dealing of issues of planetary concern.
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5 Conclusion

This paper shows that the design of IT need not be restricted to technical considerations
alone that promise high returns on the markets. It can take social factors into consid-
eration when it comes to questioning the underlying design objectives, which is an
asset of integrated technology assessment and technology design, and it needs to do so
if and because the evolution of humanity is facing threats of exterminism that renders
profitable efficiency secondary. The deliberation of design objectives requires, fur-
thermore, an extension of the focus of research and development towards social sci-
ences and humanities – hence an inter- if not transdisciplinary account.
Transdisciplinarity itself is best carried out with the help of systems thinking.

This paper demonstrates how the inclusion of social and human science issues can
work in a systems perspective to provide a sound basis for the alignment of IT design
issues with humane goals. It provides an example of how such a collaboration can work
out in the case of finding ways to implement global governance, based on the cyber-
subsidiarity model to articulate cooperative action from the local to the global.
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Abstract. The paper departs from the general problem of knowledge integra-
tion and the basic strategies that can be adopted to confront this challenge. With
the purpose of providing a sound meta-theoretical framework to facilitate
knowledge conceptualization and integration, as well as assessment criteria to
evaluate achievements regarding knowledge integration, the paper first reviews
the previous work in the field of conceptual spaces. It subsequently gives an
overview of structural tools and mechanisms for knowledge representation,
recapped in the modal stratified bond model of global knowledge. On these
groundings, a novel formalized representation of conceptual systems, structures,
spaces and algebras is developed through a set of definitions which goes beyond
the exploration of mental knowledge representation and the semantics of natural
languages. These two components provide a sound framework for the devel-
opment of the glossaLAB international project with respect to its two basic
objectives, namely (i) facilitating knowledge integration in general and partic-
ularly in the context of the general study of information and systems; (ii) facil-
itating the assessment of the achievements as regards knowledge integration in
interdisciplinary settings. An additional article tackles the solutions adopted to
integrate these results in the elucidation of the conceptual network of the general
study of information and systems.

Keywords: Knowledge conceptualization � Knowledge integration �
Conceptual systems � Conceptual structures � Conceptual spaces � Conceptual
algebras

1 Introduction

Knowledge of people in general and scientific knowledge in particular has become an
extensively large system, which is continuously growing. Even various big knowledge
domains, such as mathematics, physics or information sciences, are so huge that an
expert in one subdomain (say, group theory) does not know and understand what is
going in another subdomain (say, probability theory). This brings scientists to the
problem of knowledge integration. There are different approaches to this problem. One
of the most powerful approaches to knowledge integration is abstraction. Another
useful method of knowledge integration is algorithmization. The third tactic is
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conceptual knowledge integration. It consists of two major steps: domain knowledge
conceptualization and systemic integration. In domain knowledge conceptualization,
the existing domain knowledge is transformed into the conceptual form. There are three
key goals of this process. The first goal is to bring diverse forms of knowledge rep-
resentation to a synthesized description in a unified format. The second goal is sim-
plification of existing advanced knowledge making it comprehensible to a much wider
audience in comparison with the top experts in a specific domain. The third goal is
preparation of knowledge for the subsequent knowledge integration.

The glossaLAB project, to which the present work is contributing, aims at enabling
knowledge integration through the utilization of interdisciplinary glossaries [23–25].
In these glossaries, not to be confused with usual glossaries, the meaning of concept
names used in interdisciplinary settings (particularly devoted to the study of systems
and information, as well as application problems that requires strong interdisciplinarity)
are simultaneously elucidated from the different disciplinary perspectives summoned.
Its ultimate purpose is contributing to the development of sound transdisciplinary
settings in which the integration of knowledge is effectively achieved (ibidem). In the
first place, the commitment to the study of systems and information offers good
groundings for knowledge integration in general, in virtue of the abstraction of the
concepts involved. On the other hand, its form, as an online hypertext in continuous
development by an interdisciplinary community of users, offers the means to carry out
the theoretical work required for knowledge integration and meta-theoretical assess-
ment of the integration effectively achieved. To both purposes, we need modelling
conceptual systems as well as addressing the problem of knowledge integration. We
concentrate our attention here in the first part, the modelling of conceptual systems,
while the specific problems of knowledge integration have been analyzed in previous
works [22, 23] and is further addressed in another work [24].

To build, explore and utilize a mathematical model of this process, we apply the
representational model of a concept [10], hypertexts, hypermedia [6, 44] and named set
theory [13, 18]. In a conceptual knowledge system, each concept is represented by a
hypertext (hypermedia) and is mathematically modeled by syntactic and model logical
varieties [8, 12], which is a system of interconnected named sets. Here we construct the
base for knowledge conceptualization and integration developing formalized repre-
sentation of conceptual systems, structures, spaces and algebras. That is why in Sect. 2,
we give an overview of the previous work in this area. However, our overall goal, in
which this paper is only the first step, is to develop a theory of conceptual knowledge
integration, which demands taking into account all forms of knowledge representation
and not only the conceptual one. That is why in Sect. 3, we give an overview of
structural tools and mechanisms of knowledge representation coming to the conclusion
that although these tools and mechanisms are highly developed in contemporary
epistemology, methodology and AI, they do not pay enough attention to the conceptual
level of knowledge systems. This demands developing new tools for knowledge
conceptualization and integration. Construction of the first level of tools and mecha-
nisms for knowledge conceptualization and integration is the main purpose of this
paper.

With this in mind, in Sect. 4, we build a mathematical model of conceptual systems
in the form of conceptual spaces and algebras. It is necessary to remark that our theory
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is essentially different from the previous research due to the following reasons. The aim
of the conceptual spaces constructed before was exploration of mental knowledge
representation and reconstruction of conceptual semantics. Our goal is exploration of
textual knowledge representation and construction tools, structures and mechanisms for
conceptual knowledge integration in the textual form. Finally, a conclusive section
summarizes results as regards the objectives of the work.

2 Conceptual Spaces as Tools for Learning Theory
and the Semantics of Natural Languages

The concept of conceptual space was introduced and studied by Peter Gärdenfors in his
theory of conceptual representation in the mind, aiming at building foundations of
learning theory and the semantics of natural languages [29, 30, 32, 33]. In his works,
Gärdenfors further developed the approach of Osgood, Suci and Tannenbaum to the
measurement of meaning [45].

According to Gärdenfors, conceptual spaces are defined as systems of quality
dimensions of different types. Quality dimensions based on perception can be, for
instance, temperature, brightness, color, weight, pitch and the three ordinary spatial
dimensions. The dimensions represent perceived similarity and dissimilarity in the
following sense: the closeness between any two points of the conceptual space cor-
responds to the similarity judged through perception. Points in a conceptual space
denote objects, while regions of similar points represent concepts [29].

This makes it natural to call these structures by the name attributive conceptual
spaces. In contrast to this, spaces introduced and studied in this paper are called
structural conceptual spaces.

Properties correspond to convex regions in the conceptual space. For instance, a
sour taste corresponds to a convex region in the five-dimensional space of basic tastes.
As a result, a concept, according to Gärdenfors, is a bundle of properties joined to
information about the way how these properties correlate to each other [32]. For
instance, the concept of an orange encompasses properties corresponding to regions of
color space, shape space, taste space, nutrition space, and other spaces.

One of the most important applications of conceptual spaces concerns the modeling
of the semantic processes involved in language acquisition. According to the main
assumption in this application new words are never learnt separately as single words,
but rather as words within the same domain. For example, once the child learns a color,
other color words are learnt at the same time. On the other hand, they learn them in
connection to objects which are colored, and through the uttering of color relations
while stating sentences about the world, be it real or imagined. These links establish
correlations among dimensions of the concept space which determine the convex
region of the concepts involved.

Based on his theory, Gärdenfors describes a linguistic learning process in the
following way.

“What is it that you know when you know a language? Certainly, you know many
words of the language (its lexicon), and you know how to put the words together in an
appropriate way (the syntax). More important, you know the meaning of the words (the
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semantics of the language). If you do not master the meaning of the words you are
using, there is no point in knowing the syntax (unless you are a parrot). You can
communicate in a foreign language with some success just by knowing some words
and without using any grammar. In this sense, semantic knowledge precedes syntactic
knowledge.” [34].

Operations in conceptual spaces such as concept composition were formalized and
studied in [1, 41, 48]. Method of utilization of grammatical structures within con-
ceptual spaces in categories were developed and studied in [7].

All this clearly demonstrates that the existing theory of conceptual spaces is
essentially oriented on mental processes of conceptual information processing [16]. At
the same time, conceptual information and knowledge representation in encyclopedia
and dictionaries as well as text formation for these sources have dissimilar regularities
and conditions. That is why to develop a theory having in mind our purpose, we need
different types of conceptual spaces and other structures, which we construct in this
paper.

3 Structural Tools and Mechanisms of Knowledge
Representation

There are three main areas where researchers explored and developed knowledge
representation with the modern emphasis on formal structures, methods and techniques:
epistemology as field of philosophy, methodology of science and artificial intelligence
[17].

Studies of knowledge started with the beginning of philosophy. Great Greek
philosophers Plato and Aristotle paid considerable attention to problems of knowledge.
Knowledge was enthusiastically studied in ancient Indian teachings and doctrines such
as Samkhya, Nyaya, Jaina, Buddhist and other school of Hindu philosophy [47].

However, philosophers made the main emphasis on mundane knowledge devel-
oping logic as a tool for cognition in the form of knowledge acquisition and justifi-
cation. Researchers started to study and develop knowledge representation when
people tried to make their computers intelligent, teaching computers to solve problems
people can solve. The reason was that mundane knowledge was represented by notions
and texts of natural languages, which computers were not able to understand. Orien-
tation on computers brought force formal methods with orientation on structural tools
and mechanisms of formalized knowledge representation.

As a consequence, the most widespread model of knowledge is the standard
(positivist or logical) model, in which knowledge is represented by logical propositions
and/or predicates (cf. [20, 46, 51]). Another popular approach is the structuralist model
of knowledge, in which knowledge is represented by collections of models utilizing
means of set theory (cf. [4, 52, 54]).

Some researchers treat knowledge as a collection of devices for the formulation and
resolution of problems, modeling knowledge through systems of propositions and
queries, sometimes including several types of problem representation, as well as,
guidelines to address the problems using erotetic logic in order to analyze problems
thoroughly and to solve them. This representation was consolidated in the interrogative
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model of knowledge (cf., for example, [35]). Another approach treats knowledge as
assemblies of highly organized guidelines, concepts and solutions to problems [53].

The first unified approach to formalized knowledge representation was achieved in
the structure-nominative model [11]. The unified character of this model resides in the
fact that other formalized models of knowledge became subsystems of the structure-
nominative model, at the time the structures employed within each model are named
sets of systems of named sets [18]. In this vein, the aforementioned standard model of
knowledge corresponds to a logic-linguistic subsystem of the unified model, while the
structuralist model corresponds to a model-representing subsystem.

3.1 The Modal Stratified Bond Model of Global Knowledge

Later on this unified model was broadened and improved by one of the authors [18]
moving further in the modeling of global knowledge. Nowadays, the state-of-the-art to
this regard is the modal stratified bond model of global knowledge developed by the
same author [17], virtually capable to embrace any other system model of scientific
knowledge and knowledge in general.

In accordance with this model, general knowledge has three basic dimensions – the
modal, the systemic and the hierarchical dimension – although separate knowledge
items may only have one or two of these dimensions.

The modal dimension reflects the three types of knowledge modality referred to in
Table 1.

We can find examples of assertoric knowledge in logical propositions or state-
ments, for instance, “the Sun is a star”. Examples of hypothetic knowledge can be
found among beliefs whose certainty is weak, for instance, “there is a lot of water in the
shadowed craters of the moon.” On the other hand, questions and problems, such as
“how can the water be conserved on the moon surface?”, constitute basic forms of
erotetic knowledge.

Knowledge modalities shape strata of knowledge systems determining their hori-
zontal structure, while its vertical structure is determined by the hierarchical
dimension whose levels are referred to in Table 2. These levels are in themselves
comprised of layers and sections.

Finally, the systemic dimension of knowledge is composed by the three categories
referred to in Table 3.

Table 1. Modal dimension of global knowledge.

Knowledge modality Its epistemic structures are explicit or implicit expression of

Assertoric Being knowledge
Hypothetic or heuristic Being possible knowledge
Erotetic Knowledge deficit
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4 Conceptual Systems, Structures, Spaces and Algebras

In this section, we build a formalized representation of conceptual systems. The basic
element (block) of this representation is the concept, which itself has a certain structure.
Construction of conceptual spaces and algebras is based on definite models of concepts.
Let us consider some of these models as a basis for the subsequent consideration of
conceptual systems, spaces, algebras and structures.

4.1 Models of Concepts

The first known model of a concept belongs to Gottlob Frege, who treated concepts as
ways of thinking of objects, properties and relations [28]. Formally, this is represented
by the following diagram.

In this triadic structure, the denotation of a concept is a set of all objects denoted by
the concept, while the sense of a concept accounts for its cognitive significance being
the way by which people conceive of the denotation of this concept.

Bertrand Russell conceived concepts as constituents of propositions, whereas his
model of concept is similar to the model of Frege [49].

Table 2. Hierarchical dimension of global knowledge.

Knowledge level It is comprised of

Componential Elements and groups of elements upon which structures of the attributive
level of knowledge are assembled

Attributive The static knowledge structures which are built up by the elements of the
componential level

Productive The dynamic knowledge structures which includes the means of
acquiring, producing and transmitting knowledge

Table 3. Systemic dimension of global knowledge.

Knowledge
category

It is comprised of Examples

Descriptive
(declarative or
propositional)

Knowledge about properties and relations of
objects

“A cat is white”
“Two is less than three”

Representational The set of representations (through
knowledge structures) of an object

The image of Jose that
Alex has of his friend

Operational Knowledge about how to perform actions,
how to organize behavior and how to
regulate and control system’s operation

Algorithms,
regulations,
instructions,
procedures, guidelines,
etc.
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In this triadic structure, the denotation of a concept consists of particular exem-
plifications of the concept, while the meaning comprises the set of propositions
describing the concept.

Cohen and Murphy consider four types of existing concept models: extensional,
fuzzy set-theoretical, prototypical and semantic models [21].

Hampton describes that five broad classes of models have been proposed by dif-
ferent researchers [36]:

1. The classical model takes concepts as clearly and entirely determined by a system
of necessary and sufficient features as the system attributes, which later were
divided into two groups: defining features and characteristic features.

2. The prototype model represents a concept by an object with the most common
attributes of the category or the system of these attributes, which is called the
prototype. Objects are denoted by the concept if the similarity to the prototype
suffices.

3. The exemplar model is similar to the prototype model but instead of being based on
one prototype, it is based on a set of exemplifications.

4. The theory-based model has the form of a structured frame or schema, comprising
theoretical knowledge about the relations between these attributes, as well as their
causal and explanatory links.

5. The psychological essentialism model agrees with the classical “core” definition of
concept, though admitting among its determinations empty “place holders”, as it
can be, for instance, further attributes which are still unknown.

It is also worth mentioning the novel quantum model of concepts, which has the
form of the triad state-context-property. Here the states of a concept correspond to
unitary vectors within a Hilbert space, affected by a linear operator modelling the
influence of the context [2].

The Representational Model. Currently the most general model is the representa-
tional model of a concept which was co-introduced and studied by one of the authors
[10] and was later developed by the same author [15]. Within this model a particular
type of named sets or fundamental triads constitute its surface structure [18]. In this
model, whose higher specification level is illustrated in Fig. 3, the concept name can
either be a word or a text.

As it has been proven, this model, as a structure of a higher abstraction degree,
comprises virtually any other concept model [15]. In this regard, the aforementioned
concept model from Frege (Fig. 1) can be derived from the representational model
considering “sense” and “denotation” as conceptual representatives. Similarly, the

Concept Name

SenseDenotation

Fig. 1. Frege’s concept triangle
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concept model from Rusell (Fig. 2) can be derived from the representational model
considering “meaning” and “denotation” as conceptual representatives.

In a lower specification level, the conceptual representative is differentiated in the
three components referred to in Table 4.

In addition, the collection of all knowledge about the concept domain DC is called
the abundant domain knowledge.

In the case of being “knowledge” the name of the concept at stake, an article about
knowledge within an encyclopedia or a dictionary is a representation of the concept
knowledge. In other words, while one concept may have several representations, the
union of representations of this concept is also a representation of the same concept.

4.2 Conceptual Systems

However, concepts, as consider in the previous paragraphs, do not exist separately but
form conceptual systems.

Name

MeaningDenotation

Fig. 2. Russel’s concept triangle

Fig. 3. Higher specification level of a concept in the representational model.

Table 4. Components of the conceptual representative in the representational model.

Component Corresponds to Equivalent to

Concept Domain (DC) The domain of reality referred to by
the concept C

Denotation in the
models of Frege and
Russell

Meaning (or broad-
spectrum concept
knowledge)

Knowledge about the concept
domain DC

Sense in Frege’s concept
model

Representation A set of representations of the
knowledge about the concept
domain DC

(it includes) meaning in
Russell’s concept model
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Definition 4.1. A conceptual system is composed of concepts and relations of different
levels.

Within the conceptual systems, we can find concept of three different types, sys-
temic, emphasized and background concepts, as referred to in Table 5.:

Considering concepts, it is necessary to distinguish properties of concepts and
properties that define concepts. For instance, states of concepts in the quantum model
are properties of concepts [2] while quality dimensions in the model of Gärdenfors are
properties that define concepts [32].

4.3 Conceptual Spaces, Algebras and Structures

To define conceptual spaces and algebras, we discern relations of two types: pure
relations and operational relations.

For instance, properties are pure relations. Relations between elements in a network
are also pure relations. Operational relations define operations. In essence, any oper-
ation can be presented by a relation. For instance, we can define R+(a, b, c) is true if
and only if: a + b = c. In particular, R+(2, 2, 4) is true while R+(2, 3, 4) is false in the
conventional arithmetic.

Definition 4.2. A conceptual system is a conceptual space or more exactly, a struc-
tural conceptual space, if it is a logical model, i.e., it has only pure relations.

In other words, a structural conceptual space consists of formal (abstract) repre-
sentations of concepts, e.g., of prototype, exemplar or representational models, and
formal relations between these models.

For instance, in the quantum model of concepts, referred to above, concepts are
mapped by vectors within a Hilbert space [2].

A conceptual space in the theory of Gärdenfors, referred to above, is a multidi-
mensional feature space, in which vectors denote objects and regions denote concepts
[31, 32]. The basis of a conceptual space is comprised of quality dimensions, which

Table 5. Types of concept within a conceptual system.

Concept type Consist of They have descriptions within
the conceptual system
(definitions)

Primary or
Systemic

Knowledge items from a given
knowledge domain

Yes

Secondary or
Emphasized

Concepts which are used in
descriptions of primary/systemic
concepts

Yes

Tertiary or
Background

Concepts which are used in
descriptions of primary/systemic
concepts

No
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denote basic features, such as weight, color, taste and so on, used for the definition and
comparison of concepts and objects of concepts and objects.

A different kind of semantic spaces found useful applications for building a theory
of meaning and its measurement [45].

Different kinds of operators are acting in conceptual spaces. For example, in the
quantum model, linear operators acting on the Hilbert space of concepts model con-
textual impact [2].

Operations with concepts convert conceptual spaces into conceptual algebras.

Definition 4.3. A conceptual system is a conceptual algebra if it is a conceptual space
with operations.

Note that concepts can include physical elements. For instance, if we take the model
of Frege, then the concept dog includes all real dogs as its denotation. However,
theoretically we study only formal concepts, in which form names are used instead of
physical or mental objects.

Definition 4.4. A conceptual structure consists of formal concepts and abstract rela-
tions of different levels.

It means that on the top level with only binary relations a conceptual structure is a
network of concepts [5, 25, 37, 39, 40, 42].

Structural conceptual spaces and conceptual algebras are special cases of conceptual
structures.

Because properties (features) form intermediate structures, in accordance with the
general theory of structures [15], attributive conceptual spaces of Gärdenfors [31, 32]
also are special cases of conceptual structures. Another special case of conceptual
structures was studied in the theory of meaning and its measurement [45].

At the same time, abstract conceptual spaces form an important type of semantic
spaces [17]. As a result, networks of concepts represent a principal category of semantic
networks [9, 14, 50].

In turn, semantic spaces are a significant form of knowledge spaces [3, 17, 19, 26,
38]. In this case, semantic networks shape a noteworthy sort of knowledge networks
[55]. Interestingly, as the authors have argued elsewhere [22], the network of knowl-
edge agents represents a counterpart of the semantic networks [43].

There are two categories of conceptual spaces: mixed and abstract conceptual
spaces.

Definition 4.5. A conceptual system is a mixed conceptual space if it has physical
and/or mental elements.

Mental spaces are examples of mixed conceptual spaces. They consist of small
conceptual bundles associated, on the one hand, to long-term schematic knowledge,
named “frames”; on the other to long-term specific knowledge [27].

Conceptual spaces have their structures.

Definition 4.6. A conceptual structure is an abstract conceptual space if it is a logical
model, i.e., it has only pure relations.

Abstract conceptual spaces are used for exploration of arbitrary conceptual spaces
and belong to the World of Structures [15]. All conceptual spaces studied in scientific
literature are abstract.
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There are two sorts of conceptual algebras: mixed and abstract conceptual algebras.

Definition 4.7. A mixed conceptual space with operations is a mixed conceptual
algebra.

This shows that it would be useful to study not only mental spaces as in [27] but also
mental algebras for the modeling and investigation of human mentality and mental
conceptualization of knowledge.

Definition 4.8. A conceptual structure is an abstract conceptual algebra if it is an
algebraic system, i.e., it contains both pure and operational relations.

There are various operations in (abstract) conceptual algebras. Many of them are
used for formation of new concepts or transformation of existing concepts. Operation
of the first type is conceptual combination. For instance, concepts Pet and Bird are
combined into the conjunction Pet-Bird. Operation of the second type is conceptual
abstraction. For instance, the concept Cat is transformed into the concept Animal.

These componential and abstraction procedures (among conceptual levels) are
actually widespread in science and global knowledge, and include more complex
process than the stated above, as it is, for instance, the case of metaphorization. Indeed,
they represent some of the most fruitful processes in knowledge creation (at the pro-
ductive level). For its analysis, it is worth mentioning the utilization of category theory
as proposed by several authors who have developed formal approaches to analyze the
general problem of abduction and metaphorization [56].

To conclude, it is necessary to remark that conceptualization converts assorted
knowledge systems described in Sect. 3 into conceptual spaces and algebras, which
provide better knowledge comprehension and more efficient knowledge integration
[22, 24].

5 Conclusion

Thus, we have explored the field of conceptual knowledge representation and con-
structed new tools, structures and mechanisms as the base (foundation) for knowledge
conceptualization and conceptual knowledge integration in the textual form such as
conceptual structures, structural conceptual spaces and conceptual algebras. It is
demonstrated that these tools give and adequate picture of textual knowledge repre-
sentation in the form of concept networks, which pave the way for the integration of
knowledge aimed at the glossaLAB project. The next step is exploration of existing and
creating new operators in structural conceptual spaces and operations in conceptual
algebras.
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Abstract. Communication between users and intelligent devices is nor-
mally done through a graphical user interface. In addition, devices that
communicate using Bluetooth are also implementing a control interface.
Thus, most of the devices in an enclosure such as home or work can
be remotely controlled. This implies that each device can have an inter-
face and an IP assignment for its own control. In this way, users must
learn and manage several communication interfaces. In this paper, we
present a model of a general graphical user interface to control different
smart devices that can consume HTTP requests or that are controlled
by Bluetooth. In addition, we present an authentication approach for the
Internet of Things that uses the proposed model.

Keywords: Internet of Things · Dynamic Graphical User Interface ·
HTTP Security Model

1 Introduction

Nowadays, Internet of Things (IoT) is very important for the technology evolu-
tion because it embraces multiple technological services that solves daily prob-
lems. This concept focuses on the idea that each device can process internet
data connections to other devices in real time. Thus, in the same way in which
humans use internet, devices will be the main users in the ecosystem of IoT [3].
The application of IoT technologies are numerous and diverse due IoT solutions
are expanding to a lot of areas of daily life [14].

IoT involves the combination of hardware and software. Currently, there are
a lot of IoT devices with a specific function such as video cameras, switches,
actuators, etc. Thus, IoT emerges with the responsibility of controlling different
devices through internet [1]. Then, it is necessary the design and development of
standards to admit a great amount of applications in order to face the common
requirements of several industrial areas, environment, society, and people [2].

When users develop smart devices, they must use multiple Graphical User
Interfaces (GUI) to control each element of the device. For instance, it is possible
c© Springer Nature Switzerland AG 2019
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to find in a smart house doors and lights control [23], fire alarm [9], and smart
windows shades [11]. Each IoT provider offers their own control interface pro-
voking a problem for final users for managing all this kind of resources at once.
Another problem is that when using several devices there are several authentica-
tion requests, which generates a security issue because not all people or devices
should have access to all devices.

In this work, we propose a conceptual model for graphical user interfaces
to provide IoT developers a standard to deploy and configure control elements
for their devices. Thus, providers of IoT devices can save time in the develop-
ment process because they just need to focus on the hardware and software for
controlling the device.

The paper is structured as follows. Section 2 presents the main concepts of
model dynamic interface. Section 3 presents the security a review. In Sect. 4, we
illustrate the model Security for HTTP systems. Section 5 presents the related
work. Section 6 presents a case study. Finally, Sect. 7 concludes the paper and
proposes the future work.

2 Model for Dynamic GUI

The aim of this section is to present the design of a model for GUIs that can be
used by IoT developers for configuring elements and control of the device. With
this in mind, a device could be remotely controlled and could act as a physical
access point to the services available in Internet [14,22].

2.1 Communication Control (Interface - Thing)

We propose two ways to control the device: sending parameters via Bluetooth
or managing HTTP requests. It is necessary to establish a bidirectional commu-
nication with the device in order to manage its behavior. Figure 1 presents the
interaction between the interface and the device. The component Interface -
GUI consists mainly of control buttons of two types. The former is designed to
send codes by Bluetooth to the device that must previously be paired with a
smartphone. The latter is designed for objects that work with web services; then,
when the button is pressed, the URL previously configured by the IoT provider
will be consumed. Regardless of the button, an order is sent to the device. In the
interface there is a component called Request To which checks the structure
of the button and sends the HTTP request or the message via Bluetooth. Upon
receipt of the command by the component Handle request on the device, the
task Process operation is performed. The device will be in the disposition to
respond the status of the task or some message to the interface by the same con-
nection method. In this case the component Request To will also be listening
to messages from the device confirming bidirectional communication with GUI.
The message will be shown in the interface by the component Monitor output
that will be able to display or embed HTML tags.
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Fig. 1. Communication GUI with device

2.2 Interface Configuration by WebHook

IoT providers will complete the entire configuration process through a Web-
Hook1, which is a web service that has custom callbacks and listens HTTP
requests to respond with another request. Its main advantage is to provide ser-
vices to third parties in the flow of an application. It is done through this system
because there is no need to (a) have a configuration system for the elements of
the interface and (b) provide the business logic for security. Initially, provider
must register their device in the WebHook so that the user can search for the
smart device.

Fig. 2. Model configuration for GUI

1 https://www.webhooks.org/.

https://www.webhooks.org/
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The GUI will show control buttons that are the main elements. Said buttons
will be managed by the IoT developer through the WebHook independent of the
interface. Each time the user chooses the device in the app. Then, the elements
managed by the IoT provider will be loaded by consulting the providers database.
Figure 2 shows two work environments in the GUI and development IoT con-
figuration process. The IoT provider must send the element’s data through a
HTTP request in JSON format. It must also provide a unique code or token for
the object as an authentication method that will be given at the moment of the
device creation. In the GUI, the WebHook (after validating the data) must map
the code or token and depending on the case, the WebHook must send them to
the API-REST of the interface. Table 1 shows the data that should be sent in
JSON format.

Table 1. Data for create button

Index Example value Required

type “bluetooth”, “url” Yes

codBluetooth “A1” Yes (if type is bluetooth)

conectionKey “123456” Yes (if type is bluetooth)

url “http://domain.com” Yes (if type is url)

verbHttp “POST”, “DELETE”, “GET”, “UPDATE”Yes (if type is url)

data array or object Yes (if type is url)

color “color hex.” Yes

shape “round, square, clasic” Yes

2.3 Dynamic Interface in IoT

The interface of a dynamic web application can change depending on the needs
of users, which is inferred by the (relatively) frequent modification of the source
code [12]. The proposed structure of the dynamic interface is focused on the
ability to change its elements in execution time. There must be two mecha-
nisms in the dynamics of an emerging interface. The first is code mobility, which
allows moving an active program fragment (along with its status) from one site
to another during execution. The second is a tracking service, which allows the
components to meet and interact with each other despite their movement (pos-
sibly uncoordinated) during the lifetime of the application [8].

Figure 3 presents the main elements in the proposed interface. The architec-
ture shows two main components: Abstract Devices and Layout Interaction.

– Abstract Devices. As mentioned before, the main idea is to bring the ele-
ments of each IoT device from the database. For this, the first thing that the
interface does is to consult the component Data Filter to save the associ-
ated devices in the storage space of the smartphone. In any case where the

http://domain.com
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Fig. 3. Dynamic architecture GUI

developer changes the elements of a device, in real time Data Filter will be
listening for changes in the database. The device is the main model of the
architecture. An array of the elements associated with the device is created,
where the structure of the element is defined with attributes such as color,
size (height - width), shape and the associated event according to the type
of connection to control the device. In this component we also find Listener
messages that depending on the connection with the device creates an ele-
ment called Message View, where is extracted in HTML format to show it
in the interface.

– Layout Interaction. In the main activity of an app, the layout consists of
three elements: the first one called Search device, which will be responsible
for selecting the device or changing it by the user. The second element called
Extract elements, which is responsible for extracting the elements in the
view dynamically. The last one is Show Message, which is responsible to
print text in the device after communication embedding HTML tags in the
view.
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3 Security in IoT

3.1 IoT Capabilities

The collection of data from the devices should be used to offer intelligent ser-
vices to users. The interconnection of equipment and the network represents in
IoT one of the greatest responsibilities. There are some capabilities that the
IoT developers apply depending on the scope. Table 2 shows the most general
concepts that smart things should have [14].

Table 2. IoT capabilities

Capabilities Description

Communication
and cooperation

Devices are able to connect to Internet resources or even to
connect to other devices on order to make use of services
and data as well as to update their state

Addressability Based on IoT, devices can be automatically located by
discovery services and thus the can be remotely configured

Identification Devices can be identified in a unique manner. This
identification allows to retrieve information from the
internet and be connected to the network

Sensing Devices can collect all desirable information of their
environment using sensors

Actuation Devices can include actuators to manipulate some specific
elements in their environment

Embedded
information
processing

Devices have a processor or microcontroller as well as
storage capacity. These resources are used to process all
services included in the devices

Localization Based on Global Position Systems (GPS), smart devices
can be located

User interfaces Smart devices can provide dynamic ways to communicate
with people in an appropriate manner

3.2 Security Architecture

The Internet is the physical layer that connects different devices. Its main respon-
sibility is to transport information from one node to another. World Wide Web
or (web) is an application layer that operates over the Internet and provides an
interface for information. Data on the Internet is integration, privacy, and avail-
ability [7]. For IoT, security is a very important issue to take into account since
smart devices that are deployed can be vulnerable. Cyber attacks on IoT-based
systems are critical as they can cause physical damage [19]. As IoT is part of the
internet, it is likely to have vulnerabilities. Even there is no universal architec-
ture, different authors have raised and discussed the architecture with which IoT
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should operate in a context. This work is based on a three-layer architecture [20]:
the perception layer, network layer, and application layer. In terms of security,
the security of all layers must be guaranteed.

– Perception Layer. It is in charge of obtaining data either from the user or
from the system on which it is acting. The main actuators are the sensors
that are integrated into the IoT technologies capable of uploading the data
to the cloud by means of Amazon AWS. With this in mind, in this layer the
best work options are Arduino2 or Raspberry3 devices.

– Network Layer. It is responsible for connecting one device to other IoT
devices, use the corresponding tools which allow the transmission of data
between devices, and process the data.

– Application Layer. It is the layer for users’ applications. In this layer, there
are industrial or home applications that use IoT making possible smart homes
or smart cities.

These layers are known as IoT three-layer architecture, plus there is a five-
layer architecture that collects information from the three layers mentioned
above and two more layers such as the transport layer and the processing capac-
ity. In addition, IoT security must also include the security of the entire sys-
tem that crosses the perception layer, the transport layer, and the application

Fig. 4. IoT devices connection

2 https://www.arduino.cc/.
3 https://www.raspberrypi.org/.

https://www.arduino.cc/
https://www.raspberrypi.org/
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layer [21]. In some applications, such as AWS from Amazon Web Services4, where
the security is based on the use of certificates when registering a device in the
application, the user is the only one who knows said certificate and the keys that
it generates. Each connected device must have credentials to access the message
agent or the Device Shadow service. The AWS security protocols protect the
data when it goes from AWS to IoT and viceversa.

Figure 4 shows the connection between devices that implement IoT and cloud
in order to keep information secure, which is generated by smart devices such as
sensors, cameras, smartphones, etc. Then, users can use an application through a
smartphone after the corresponding authentication using a username and pass-
word, which is encrypted with a hash method. Later, users can consume the
available IoT services, which are linked to the application IoT sensors avoiding
linking to unknown sensors. The device gateway allows creating a secure access
point from the sensor to the internet connection in order to consume the corre-
sponding services. Finally, requests are sent between the sensor and the mobile
device through HTTP or bluetooth.

3.3 IoT Authentication

The security is based on an identity between a device and IoT platform. As
we mentioned, IoT can be operate in a three layers architecture to guarantee
the security of the information. Each layer might have to a business authenti-
cation. This work is focused in the application layer; however, the perception
Layer should encrypt data and sensors or actuators should present its identity.
Authentication in the network layer could take advantage if there is a third agent
that provides key parameter services for the application layer [6]. A protocol is
a standard to define a process. The end-device communication could implement
a protocol. Then, we present some that have been used depending on needs of
the communication between device and IoT platform.

– Constrained Application Protocol (CoAP)5. The protocol HTTP in
IoT communication allows low overhead and multi-cast support. CoAP
depends on REST, which is a principle adopted from HTTP and embedded in
UDP (User Datagram Protocol) for the transaction [17]. Additionally, CoAP
was designed to request-response and uses synchronous and asynchronous
responses. The reason to implement it is a reduced bandwidth.

– The Representational State Transfer (REST). REST uses methods
POST, GET, PUT, DELETE, and HTTP offering a system oriented to the
resources. Thus, all asynchronous operations request-response can be done
through the HTTP command. In addition, REST can handle JSON or XML
content.

– XMPP: Extensible Messaging and Presence Protocol. It is an exten-
sible messaging protocol that was designed to exchange messages and is one

4 https://aws.amazon.com.
5 https://coap.technology/.

https://aws.amazon.com
https://coap.technology/
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of the most used protocols on the internet. However, being an old protocol, it
is not enough to provide the necessary services for some of the new emerging
data applications. Nevertheless, it is a communication protocol suitable for
IoT. It has integrated TLS/SSL security.

– AMQP: Advanced Message Queuing Protocol. It is a transport pro-
tocol that provides asynchronous communication. Unlike other protocols,
AMPQ can send massive messages per second. It is one of the most used
protocols by large companies to send their millions of messages per day.

– MQTT: Message Queue Telemetry Transport.6 It is a TCP communi-
cation protocol, which works asynchronously publishing/subscribing. These
protocols have the IoT requirements better than others of request/response
since they require less computer resources. The MQTT protocol is designed
to use low bandwidth and battery use [10]. For security, authentication uses
password and mail and TLS/SSL may be required.

4 Model Security for HTTP Systems

A security scheme represents the permission to the actions of the system. Regis-
tered users must provide the appropriate identification for their access [5]. The
presented model defines a central node between a device and a GUI. The request
to know if the device can be controlled can be requested from any end, but the
other end will have a dead access because the control has the end that requests
it. Users of the interface are saved in the database.

Fig. 5. Model token design

Moreover, a token is a set of unique characters in the system, which iden-
tify clients and have a time of use. Systems that consume application services
are generally authenticated with a previously requested security token with cre-
dentials through an HTTP request. This section shows a security system for
6 http://mqtt.org/.

http://mqtt.org/
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multiple applications or systems called dead access. When any action is taken,
the token dies. Figure 5 shows the design of the security model for the control
of the devices. In the GUI, an authentication thread (user login) occurs on the
user side, where it is consulted in the Central Processing Unit (CPU), when
the user exists. Thus, the CPU corresponds to the services provided by the web
services for all the authentication in the business logic. The control is a cyclical
process between both clients. Each client notifies and prolongs the authentica-
tion of the other. Both clients must perform the authentication process to obtain
their active token, which corresponds to Invocation Token with Credentials and
Deploy Token (see Fig. 5). If the user asks the interface to control some device,
after the generation of the token in GUI, it must send an HTTP request to the
CPU to kill the token of the device and generate a new one. After the response
Access control with Token and Dead Token and create new Token, it sends a
new token to the device and it verifies the new token (through Verification New
Token) in the CPU to be able to perform the operation. The opposite case is
when the device is executed manually by the user where it performs the whole
process of calls to the CPU.

5 Case Study

In this section, we present an implementation of the interface model, which is
controlled by the proposed communication.

5.1 Context and Device to Control

We built a prototype for controlling window shades activated by HTTP requests
or messages by Bluetooth to test the two connections of the interface. The oper-
ation of the window shade is based on two circular movements (up - down).
Figure 6 presents the components of the prototype. Mainly, this is made up of
an Arduino-based microcontroller that is composed of other components such as
Arduino Ethernet, HC-05 device to manage communication by Bluetooth and
an actuator for movement. A servomotor was implemented as an actuator that
performs two movements. The arduino is configured as a web server listening for
GET requests for its operation. In addition, it is also listening Bluetooth mes-
sages to control movements. Then, movements can be performed by Bluetooth
and Http; however, the goal is controlling the devices through an interface.

5.2 System Interface

Figure 7 shows the main components of the interface together with the two com-
munication protocols proposed for the control. First of all, there is a selector
which shows the devices that the user already has added to the application. In
the GUI, we validate the main process, which is the communication with the
device. We create buttons with the same functionality but with a different event
call according to the communication. In this case, the green buttons will work
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Fig. 6. Electronic prototype

Fig. 7. Dynamic interface

when the device to be controlled (i.e., window shade) is connected by Bluetooth,
which will make the window shade get up when the Turn On button is pressed
or get down when the Turn Off button is pressed. In the HTTP communication,
we use the blue buttons, which send HTTP requests to get up or get down the
window shade. Finally, a button called Hide Messages allows hiding the messages
generated by the monitor.
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6 Related Work

To design the dynamic model of the interface, it is necessary to analyze the
context and review the related work, where an interface with several devices is
developed or modeled.

Castillejo et al. [4] presents an application in which WSN (Wireless Sensor
Network) is implemented where the data collected by the application is sent
by portable devices. The main problem is that the system requires Bluetooth
connection due to the heterogeneity of the network to integrate different plat-
forms and introduce a service-oriented solution in a single application where the
user manipulates multiple hardware systems from this single application. In this
application, the main idea is to include services in the application without hav-
ing any external intervention. In our proposed interface, we also seek to be able
to manipulate several applications from a single interface to improve the user
experience.

Amazon Web Services (see Footnote 4) presents an application called AWS
IoT which allows IoT users to control a device remotely. This application provides
bidirectional communication between the devices and the AWS application. In
addition, it allows users to control these devices from their cell phones or tablets.
The application works by means of a registration in AWS.

Prehofer et al. [16] presents an approach to model systems for IoT using sen-
sors and UML modeling to then generate REST interfaces. From the structured
models, it shows how RESTFULL interfaces can be generated mainly functional
for IoT manipulation. One of the main issues that should be taken into account
is the uniform interfaces which should allow to read and manipulate resources
through HTTP operations. This project focuses on obtaining optimal REST-
FULL interfaces to be able to interact with the intelligent devices properly.

Kortuem et al. [13] presents how in industries they implement the use of the
IoT in order to overcome the disadvantage of the infrastructure. In this project,
they turn their tools into intelligent objects through devices with integrated
sensors and wireless connections. Intelligent objects interpret sensor data and
are capable of making decisions. For the intervention of the user, an application
with integrated buttons was implemented. In addition, a remote interface was
developed to operate the intelligent objects.

ur Rehman et al. [18] present the use of a cyber-physical system (CPS),
which is a system that integrates physical and virtual capabilities communi-
cated through the network. Attributes of CPS includes real-time, fault-tolerance,
security, safety, scalability, reliability, distributed, adaptability and heterogene-
ity. For this system, security is very important due to its constant connection to
the web. Then, they search threats surrounding the CPS. Finally, this security
model is implemented in a smart home for its validation.

Odusami et al. [15] present different methods to detect malware in mobile
applications. The study carried out a survey on malware detection techniques
towards identifying gaps providing the basis for improving and effective measure
for unknown android malware. Similar to this work, the security problem and the
consequences of a failure are analyzed. The main objectives of the implemented



Dynamic Interface and Access Model by Dead Token for IoT Systems 497

study is to observe the stopping of malware on android and to propose a more
efficient method.

7 Conclusions and Future Work

In this work, we have implemented two models: representation of dynamic inter-
face and design of a security model for the systems in the devices that handle
HTTP. The main problem faced was the use of various graphical interfaces in
IoT for each device. IoT represents the evolution of technology therefore has a
high degree of interest in society. Implementing solutions to IoT problems helps
this emerging revolution.

Based on the validation, we show that the interface model complies with the
problem solution. Apart of the development of the device, the interface controls
its events. For the security model, hacking tests were carried out. These tests
need to be carried out by external consultants.

As future work, we will create a model or technique for the user to temporarily
schedule the control events of the device as well as control other devices made
by other IoT developers. Another task we have is to extend the security model
to authenticate devices that only use Bluetooth as a control connection. In this
way the access for people will be guided only by the GUI.
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Abstract. Certain vehicles need to send information to their monitoring sta-
tions constantly, this information is usually sent by the vehicles, through the
cellular network. The use of these wireless networks depends on coverage that it
is not usually available in all geographic areas. This is the case of road segments
where the coverage of data service of cellular networks is partial or zero, making
transmission impossible. A particular case is the roads between the municipality
of Juan de Acosta and the city of Barranquilla in Atlántico department
(Colombia). As a solution, Delay-Tolerant Networks (DTN) emerge, which
allow the transmission of data to the monitoring stations when there is no
cellular network coverage. In this work, a simulated evaluation of the perfor-
mance of some message routing protocols for DTN is performed, in the Juan de
Acosta – Barranquilla scenario. Using “The Opportunistic Networking Envi-
ronment”, we determined the performance of these message routing protocols.
The results show that the first contact message routing protocol, presents the
highest rate of delivery messages (delivery rate) and the lowest delivery latency
(delivery latency). In addition, the Spray and Wait protocol presents better
results in System message overload (overhead) than the first one. The Oppor-
tunistic Networking Environment simulator, the performance of these message
routing protocols was determined in this scenario. The results show that the
Firstcontact message routing protocol presents the highest rate of delivery
(deliveryrate) and the lowest delivery delay (deliverylatency). In addition, the
Spray and Wait protocol has a better result in system overhead than the first one.
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1 Introduction

Networks are groups of computing devices connected each other that allow the
accomplishment of a task. Additionally, a group of networks can form a network, as is
the case of “internet” which is a network of networks. To have several interconnected
devices, it is necessary to ensure the transmission of messages from the sender to the
destination. In some networks, an information package may pass through several
intermediaries before arriving at its destination. The assurance of this transmission is
made by means of routing algorithms [1].

According to the mode of communication, networks can be classified into:
infrastructure networks in which there is an access point or base station through which
the communications are made, or the AD hoc type, in which two Devices communicate
directly with each other without any intermediary [1]. Cellular networks (GSM, Global
System for Mobile communications) are that type of infrastructure, as all communi-
cations between devices pass through the base stations distributed by the connection
area. In places where there are no base stations, or they are out of reach of wireless
devices, information exchange is not possible.

Connections in infrastructure networks (such as the Internet, which uses Trans-
mission Control Protocol/Internet ProtocolTCP/IP for message routing) have charac-
teristics such as: established and constant bidirectionality between sender and receiver,
delay in Milliseconds when requesting and receiving information and low loss or
corruption data [2, 3]. However, there are networks that not accomplish with the
aforementioned characteristics. In such networks, protocols such as TCP/IP does not
work. These networks are known as Delay-Tolerant and Disruption Networks
(DTN) [4]. Finally, the reliability of transmission is low in DTN networks, unlike those
using TCP/IP [4].

DTN networks consist of nodes that seek to communicate in scenarios in which the
connection between them fails or is null. A particular case of DTNs is the Vehicu-
larDTN (VDTN). In this type of networks, the vehicles are used to retransmit messages
moving in the network, and to collect messages from origin nodes [5]. Indeed, DTNs
can be used in several application. For example, Montoya et al. [6] have implemented a
monitoring system for agriculture. This study does not implement a DTN but it can be a
solution in zones with poor coverage.

In a system of vehicles monitored by GSM, it is necessary to have a connection
between the nodes and the base stations to have knowledge of the vehicle information
(position, speed, acceleration, fuel levels and oil). In cases where there is no base
station, it is not possible to know the status of the vehicles, generating uncertainty in
the monitoring operation, until by its displacement, the vehicle re-enters a coverage
area of a base station GSM and it can deliver the information to its supervisory center.

The VDTN architecture is presented as a solution to a system as described above.
With the help of the message routing protocols, it is possible to maintain communi-
cation with the monitoring center. However, according to the scenario, some protocols
present better performance than others, in terms of the probability of message delivery,
the time it takes the message to go from node to node, and the number of messages to
be transmitted so that there is successful delivery to the destination.
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For the evaluation of performance in routing protocols, several authors are devel-
oping hardware implementations called testbed, these allow to demonstrate and eval-
uate applications of VDTN and validation of the results of simulated evaluations [7].
Developed a prototype of a testbed VDTN in the laboratory using robotic cars, com-
bining LEGO MINDSTORM NXT, desktop computers and laptops. On the other hand
in [8] a testbed is presented using real cars developed with the objective of validating
technical concepts in a controlled environment. Finally [9] presents a routing protocol
called RAPID and for its evaluation are used simulations and a testbed. The testbed
consists of 40 buses that travel in an area of 250 square kilometers.

On the other hand, the evaluation by simulation of different routing protocols is a
resource used by several authors through the use of simulation software such as NS-2
(Network Simulator), NS-3 u ONE (The Opportunistic Networks Environment) [10],
And few authors use real scenario maps with these tools. [11] uses the NS-2 software to
evaluate the performance of a routing protocol based on probabilistic gradients. In [12]
the NS-3 software is used to evaluate the design of a new routing protocol in a map of
the city of Valencia comparing with existing protocols. Another way to evaluate the
performance of different routing protocols is through the use of grids, although these do
not provide realistic or very frequent scenarios as is the case [13, 14]. In [15] synthetic
maps are used for the evaluation of Epidemic y Spray and Wait routing protocols.

The simulator ONE is a discrete event simulation engine where the main agents of
the simulation are the nodes that move on a map. Each node generates, transmits, and
delivers messages to other nodes when come into contact For protocol performance
evaluation, many authors use the map that loads by default ONE (a portion of the city
of Helsinki - Finland), as is the case of [15] that compares the performance of the
routing protocols Epidemic, Spray and Wait, Prophet y Maxprop. [16] evaluates the
performance of the protocols, such as Epidemic, First contact, Direct delivery, Prophet,
Spray and Wait y Maxprop. [17] proposes a scheme to avoid nodes which not forward
messages and/or delete messages received. Performs a simulation using the Spray and
Wait routing, improving with its proposal the probability and reducing the overhead in
the network. [18] proposes a mobility model that represents the movement of vehicles
and population after a disaster that affects the network of transport. Finally [19] pro-
poses two routing protocols based on contact information between nodes, these are
compared with protocols such as Maxprop, Prophet y Spray and Wait.

Few authors have performed real scenario mapping in ONE such as [20], which
evaluates the performance of the Epidemic, Spray and Wait y Maxprop routing pro-
tocols on the map of the city of Tirana, capital of Albania.

The work presented in this article is carried out with the objective of determining
the characteristics of the message routing protocols in VDTN in the Juan de Acosta
– Barranquilla route and that could serve as an alternative for the monitored vehicles
that transit it, seeking to reduce the uncertainty about its status in areas where GSM
coverage is not available. It is organized in the following way, in the first section a
definition of the delay-tolerant networks, the routing protocols used in this evaluation
and the evaluation metrics is made. This is followed by defining the software used in
this simulation and the used methodology. Finally, simulation results and conclusions
are presented.
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2 Delay-Tolerant Networks (DTN)

Delay Tolerant Networks or DTN are those that experience intermittent or often zero
connections and have a delay in delivering long information. DTNs were proposed as
part of the interplanetary network, where satellites do not have a constant line of sight
between them or the earth.

In DTNs the senders and receivers of messages are nodes. Nodes can represent
vehicles, cell phones or any device that could wirelessly exchange messages, infor-
mation processing, and storage space. The DTNs base their operation on “routing” a
message through a series of nodes, being stored and forwarded by each one. The
operation is performed when two nodes are within their communication ranges, until
the message reaches the destination node. This process is known as “store, carry,
forward” [21].

In recent years, the use of DTNs has been of interest to researchers since they allow
communication in adverse environments where there is no constant connection
between nodes [8]. For this reason, the current applications of DTNs include satellite
communications [22], deep space communications [23], submarine communications
[24], communications in emergency and disaster situations [11] and communications
for Vehicular networks [25].

2.1 Routing Protocols

The development of new routing protocols is a constant activity, in the review of the
literature of this article we found numerous routing protocols. They base their operation
on the “store, carry, deliver” paradigm, however they can be grouped depending on
(a) the way make such copies, based on the information known by the nodes and (b) the
number of copies it generates. For the first group, there are stochastic and deterministic
protocols [26]. The stochastic routing protocols assume that the behavior of the nodes
is totally random and is not possible to determine the future encounters of a node in this
way when delivering a copy to a node operating under one of these protocols is done
without regard if the node has a high probability of delivery.

On the other hand, deterministic protocols assume that future encounters of a node
can be predicted based on factors such as the history of encounters, geographical
location, among others, making possible to copy messages only to nodes that have a
certain probability of to meet the destination node to increase the message delivery rate.
On the other hand the routing protocols can generate a single copy of the message, a
certain number of copies or an unlimited number of messages; however as more
messages are generated, more resources will be used, for example, storage space.
Following are the routing protocols that were evaluated are detailed, all these are
stochastic protocols that generate different numbers of copies.

502 N. Amaya-Tejera et al.



2.2 Direct Delivery

It is a protocol that handles a single copy of the message in the whole network, it bases
its operation in that the node that generates the message only transmits it when it comes
in contact with the destination node. Direct delivery is characterized by not excessively
occupying the storage space, however, it can make the delivery time of the messages
variant, depending on the location of the sending and receiving node. The operation of
Direct delivery is represented in Fig. 1.

2.3 Epidemic

It was the first proposal for DTN networks made by [27]. Each node in generating a
message creates an ID to each message, when two nodes come in contact, exchange the
list of IDs to determine which messages are common between the two nodes and which
are not. When detecting the non-common messages, the messages are copied so that at
the end of the transmission both nodes have the same messages, if the node receiving
the new copies of a message has the space to store those copies. In this way, it is sought
to create copies of a message on all the nodes to ensure that one of them is delivered to
the destination.

However this proposal makes an excessive consumption of storage space making it
ideal to use when there is a storage space of considerable size. The following, is the
pseudo code of the Epidemic protocol at the moment two nodes come into contact:

Fig. 1 Direct delivery protocol. Based in [26].
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1: Procedure Name: OnContact
2: Input: node a, node b, integer ContactDuration
3: DropExpiredPackets(a,b) /* Drop packets with their
lifetime expired in both nodes */
4: ExchangeSummaryVector(a,b)
5: if ContactDuration > 0 then
6: pkt=GetPacket(a)
7: if pkt then
8: if NotReceivedBefore(pkt,b) then
9: if IsDestination(pkt,b) then
10: SendPacket(pkt,a)
11: ConsumePacket(pkt,b)
12: else
13: SendPacket(pkt,a)
14: StorePacket(pkt,b)
15: end if
16: ContactDuration=ContactDuration-
size(pkt)
17: end if
18: end if
19: end if

Algorithm 1. Epidemic Pseudocode [27]. 

2.4 Firstcontact

This routing protocol bases its operation on delivering a copy of the message to the first
node with which it has contact. After the transfer is made the message is deleted,
maintaining a single copy in the network. The process is repeated until the message
reaches its destination. This process not ensure the delivery of the messages in all cases,
since the transference can be made to a node that is not in the path of the destination
node. The operation of Firstcontact is shown in Fig. 2.

Fig. 2 First contact protocol based in [27].
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2.5 Spray and Wait

The routing protocol was proposed by [28] with the objective of ensuring the delivery
of messages, creating a certain number of copies but controlling not consume resources
such as storage space. It consists of two phases, first to spread (Spray) and then to wait
(Wait), hence its name.

In the first phase the sending node creates a message from which a certain number
of copies are generated. These copies are delivered to the first nodes with which contact
is made. If the message is delivered to the destination in this phase, the route is
terminated. If the delivery of the message to the destination is not met in the first phase,
then each node maintains a copy of the message and retains it until it is delivered Direct
to the destination node.

The two phases of Spray and Wait are in operation like Epidemic with a controlled
number of copies and Direct delivery respectively. This routing protocol is also
characterized by having two types of functions called Vanilla and Binary in their Spray
phase. In the first mode, N copies are generated, and a single copy is delivered to the
first N-1 nodes to be contacted (the sending node keeps a copy).

In Binary mode the first node delivers half of the copies to the first node it comes in
contact with (N/2), then each of these nodes delivers at the next contact the half of
copies with which it counts and so on until each node only retains a single copy of the
message. The following is the pseudo-code of the Spray and Wait protocol in Binary
mode, right in the moment the nodes come in contact:

1: Procedure Name: OnContact
2: Input: node a, node b, integer ContactDuration
3: DropExpiredPackets(a,b) /* Drop packets with their

lifetime expired in both nodes */
4: ExchangeSummaryVector(a,b)
5: if ContactDuration > 0 then
6: pkt=GetPacket(a)
7: if pkt then
8: if NotReceivedBefore(pkt,b) then
9: if IsDestination(pkt,b) then
10: SendPacket(pkt,a)
11: ConsumePacket(pkt,b)
12: else
13: NrOfCopies=GetNrOfCopies(pkt,a)
14: if NrOfCopies > 1 then
15: SendPacket(pkt,a)
16: StorePacket(pkt,b)
17: SetNrOfCopies(pkt,a,NrOfCopies/2)
18: SetNrOfCopies(pkt,b,NrOfCopies/2)
19: endif
20: endif
21: ContactDuration=ContactDuration-size(pkt)
22: endif
23: endif
24: endif

Algorithm 2. Spray and Wait Binary Pseudo-code [28]. 
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2.6 Evaluation Metrics

When a new protocol is created or evaluated the performance of several existing
protocols in a specific scenario, it is important to demonstrate which one is better. In
this sense, to make this comparison, an evaluation metrics are necessary, here are some
of the most used [19]:

Deliveryrate (DR) or “delivery index”, specifies a quantity of delivered messages to
their destination with respect to all created messages, is calculated by the following
Eq. (1):

DR ¼ N� of delivered messages
N� of created messages

ð1Þ

The DR result is more favorable when it is equal to 1 (or 100% if it is represented
by percentages), since the number of messages delivered should be as close as possible
to the number of messages created.

Deliverylatency (DL) or “delivery latency”, also known as Averagedelay (AD) or
“average delay” [20]. It is calculated as the average time the delivered messages arrive
at their destination using the following formula (2)

DL ¼ D Delivery time
N� of createdmessages

ð2Þ

When comparing different protocols through its DL, a better result is obtained when
approaching zero, since the delivery time of the messages should be the smallest
possible.

Overhead (O), represents the overhead of the system and is calculated as the
difference in total messages transmitted and delivered over the total delivered (mes-
sages transmitted are those that are copied between nodes) as shown in Eq. (3):

O ¼ N�of created messages� N�of delivered messages
N�of delivered messages

ð3Þ

In the evaluation of DTNs routing protocols, O is expected to approach zero (or 0%
if it is represented by percentages), since it represents the overload of messages that
have been created but not delivered in the network and occupy resources such as
storage space and energy. This metric is fundamental for the evaluation of DTNs since
it can saturate quickly the network with message overload [20].

2.7 The Opportunistic Networks Environment

DTNs message routing protocols can be evaluated in a simulation before implemen-
tation, so software has been designed for this purpose has been developed. The sim-
ulator ONE (The Opportunistic Networks Environment) [9] is a discrete event
simulation engine where the main agents of the simulation are the nodes. There are
mobile and static nodes. A node represents an element that can fulfill the DTNs
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“store, carry, deliver” paradigm. Nodes have different characteristics to model the
behavior of a real node. These characteristics can be the routing protocol, the storage
capacity for messages, a communication interface, the communication range, the speed
transfer speed on the communication interface, and others.

In ONE simulator to ensure communication and messages exchange between
nodes, there are equal communication interfaces. A communication interface is
determined by the name of the interface, the transfer rate and the communication range.

In addition, the nodes have mobility models, algorithms that define how each node
moves on the map. Among the mobility models implemented by ONE are the “Shortest
Path Map Based Movement” or SPMBM that chooses a random point on the map and
moves to it using the shortest route established by the streets or map routes. There is
also the Stationary movement model that is used when nodes without mobility are
required.

In this article a simulated evaluation of a rural environment between a city and a
municipality is carried out. It is a scenario that focuses on the road that communicates
the two communities. The monitored vehicles that follow this route, suffer discon-
nection due to lack of GSM coverage, due to the shortage of base stations. The
motivation of this work is due to the obvious need to provide connectivity to an area of
low cell phone network coverage. It is a fairly busy municipal interconnection route
and a work like the one proposed establishes a starting point for an implementation
aimed at solving the problem. The evaluation will determine the performance of
message routing protocols by changing the number of nodes and their storage capacity.
The protocols to be evaluated are Direct delivery, Epidemic, First contact and Spray
and Wait.

3 Materials and Methods - Description of the Evaluation

The present study arises due the necessity to track vehicles in rural areas where the lack
of network coverage is a problem, then a simulation which recreate the conditions in a
real road is necessary.

The first step to develop the simulation was the selection of the software to perform
the evaluation. Meléndez et al. [29] has been used LabVIEW as software to simulate
the process. Nevertheless, ONE was chosen [9] as a tool validated by the scientific
community due the multiple jobs that are supported; consequently, Juan de Acosta
– Barranquilla scenario is represented considering the following factors.

3.1 Juan de Acosta – Barranquilla Scenario

To use the Juan de Acosta – Barranquilla scenario map, the following procedure was
performed:

• From the Open Street Map website, the area of interest in OSM format was selected
and downloaded.

• Using the Java Open Street Map (JOSM) tool, filtering was performed, eliminating
those elements that were not relevant such as mountains, peaks, lakes, etc., leaving
only the vehicular routes of the Juan de Acosta – Barranquilla scenario.

• Finally, the OSM format is converted to a. WKT file to be used with ONE.
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3.2 Generation and Reception of Messages

In the DTN there is sending and receiving messages between the nodes that compose it.
For this test it has been established that mobile nodes (which pretend to be vehicles) are
the message emitters. Also on the map are distributed static nodes that pretend to be
base stations of cellular telephony, which will be the receivers of the messages. These
base stations are distributed considering the location of the existing base stations that
are in the evaluated scenario.

In establishing the nodes in this way, we seek to emulate the real-world behavior of
supervised vehicles that consistently generate and send messages when there is cov-
erage. In the simulation these messages are considered successfully sent when the
vehicle finds coverage of a base station.

3.3 Mobile Nodes

In the simulation there are three groups representing mobile nodes, each with a min-
imum and maximum speed. These groups simulate different types of vehicles that
travel on the map. The speeds of the groups are from 3 to 70 km/h, 50 to 100 km/h and
50 to 80 km/h.

Number of Mobile Nodes: The number of nodes in each of the three groups of nodes is
set at 10, 20, 30 and 40 for a total of nodes in the simulation of 30, 60, 90 and 120.

Range of Communication Between Nodes: The mobile nodes have a single commu-
nication interface with a transfer speed set at 1 MB/s and a range of 100 mts. The static
nodes or base stations have two communication interfaces, the first is the same used by
the mobile nodes and the second with a transfer rate of 1 MB/s and a range of
35,000 mts.

3.4 GSM Communication Coverage

The objective of this work is to determine the performance characteristics of the
protocols evaluated in an environment where due to the lack of coverage in the whole
route that the nodes (vehicles) must meet, there are intermittences on communications.
In the simulator ONE, a group of fixed nodes representing the base stations were
established. The location of the base stations was determined by the following
procedure:

• The OpenSignal application was installed available for Android and IOS devices.
This application allows to determine the position of the base stations and the level
of GSM communication coverage.

• Trips from the city to the municipality by the two main routes were made, in this
process the application registered information of the state of the base stations.
Parallel to this was a direct observation of the base stations that were visible from
the route.
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• Once the above steps were taken, it was determined that the coverage zones in the
Juan de Acosta – Barranquilla route are in the urban centers next to the road where
they have a base station. The coordinates of these base stations are obtained from
the OpenSignal application.

The base stations were then located on the ONE map, representing the study
scenario. The location of the base stations was adjusted to less than 100 meters of the
route, because in the ONE simulator sending messages between nodes is possible if
they have identically configured communications interfaces.

4 Consolidating Simulation Parameters

The application ran sixteen times for each of the following routing protocols: First
contact, Direct delivery, Epidemic, and Spray and Wait. For the Spray and Wait
protocol a number of copies were used in the first six phase of Binary type.

The consolidation of the simulation parameters is shown in Table 1. For each run
application the values of “storage capacity” and the number of mobile nodes where
modified. The parameters for the simulation, were selected taking into account the
previous works developed in this same subject.

5 Results

Due to the different metrics that are evaluated by varying parameters, the results are
presented divided by metrics and from Presented from smaller to greater number of
nodes (30 and 120); In each graph the storage capacity is varied. Delivery rate and
overhead are presented in percentage, delivery latency is presented in minutes.

Table 1. Simulation parameters.

Parameter Value

Time 24 h
Simulation Map Juan de Acosta – Barranquilla Route
Number of groups 4 (3 mobile groups and a group of base stations)
Number of nodes 30, 60, 90, 120
Storage capacity 5 Mb, 10 Mb, 15 Mb, 20 Mb
Mobility Models SPMBM
Speed 3 km/h–100 km/h
Message lifespan 5 h
Message size 500 Kb–1 Mb
Generating time messages 60 s
Routing Protocol Direct delivery, Epidemic, First contact, Spray and Wait.
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5.1 Delivery Rate Evaluation Results

According to Figs. 3 and 4 it is observed that First contact and Spray and Wait present
greater DR in all the scenarios when the number of nodes is varied. In the case of Spray
and Wait, a direct relationship between the storage capacity and the DR is observed,
this is due to the number of copies generated by the Spray phase when there is a new
message, causing it to occupy large storage space in the nodes and it is impossible for
new copies to be received when they are filled out.

The Direct delivery protocol presents better results when the number of nodes
increases. On the other hand, the Epidemic protocol presents the worst results in DR,
although for each scenario of 30, 60, 90 and 120 nodes a better result is obtained as the
storage capacity is increased, however the DR decreases as there are more nodes. This
is due to Epidemic way of operating, which generates unlimited copies of the message,
making it possible for more storage capacity to receive more copies, but there comes a
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point where copies of a message must be rejected because there is no storage capacity.
In the same way, when the number of nodes increases, more messages are produced
that saturate the network

5.2 Delivery Latency Evaluation Results

Based on Figs. 5 and 6 it is observed that the routing protocol with higher DL is Direct
delivery, on the other hand First contact presents the lowest DL; Although both routing
protocols are single copy, the transfer between several nodes of First contact favors the
delivery time of the messages even increasing the number of nodes increases DL.

The Epidemic protocol presents a DL that varies depending on the number of nodes
and the storage capacity. When observing its progress, it can be affirmed that Epidemic
decreases DL when the number of nodes is increasing. On the other hand, Spray and
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Wait although the scenario of smaller numbers of nodes and less storage capacity
presents the lowest DL of all scenarios, this number increases when these two
parameters increase. This is due to the Spray phase, which delivers a limited number of
copies to the nodes which is contacted regardless.

5.3 Overhead Evaluation Results

Figures 7 and 8 show that Epidemic is a protocol which generates overload in the
system by creating unlimited copies of the message to all the nodes contacted, for this
reason when increasing the number of nodes major tends to be O, Resulting in the
highest value in all scenarios for all protocols. Because the value of O is significantly
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higher for the Epidemic protocol, making difficult the interpretation of the graph, the
following images show the performance of the First contact, Direct delivery and Spray
and Wait protocols.

Figures 9 and 10 show that First contact presents greater overhead when there are
more nodes, this is because the message is delivered to any node no matter that it may
or not be suitable to deliver the message to the faster receiver, in this way a single
message can be delivered multiple times until it reaches to its destination. The Direct
delivery protocol does not generate overhead because for each delivered message a
single transfer is made to the destination node.
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Fig. 9 Overhead of 30 nodes vs Storage capacity.
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Fig. 10 Overhead 120 nodes vs Storage capacity.
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6 Conclusions

It is clarified that the base stations were not located in the actual positions on the
map. This is because the simulator ONE does not allow the transmission of messages
between nodes with communication interfaces of different characteristics. This prevents
different communication ranges for the base stations representing the GSM commu-
nication coverage. However, the new location of the stations does not affect the results
of the simulation, because they are placed in places close to the main roads and/or roads
that serve to enter and exit urban centers, in this way the mobile nodes will have contact
with the base stations and the message transfers will be made, if applicable. Since other
GSM coverage services are not considered, the location of the base stations is adjusted
for the simulation.

Based on a balance between the three metrics considered (delivery rate, delivery
latency y overhead), and according to the performance results of routing protocols, it is
stated that the protocol with better performance to be implemented in the DTN network
in the Juan Acosta – Barranquilla scenario is First contact, followed by Spray and wait.
It is clarified that the results of this evaluation correspond to values of the parameters
“number of nodes” and “storage capacity” used in this article. In this way different
results can be obtained by having a more crowded scenario than the one represented
here or in the opposite case.

Non-probabilistic protocols were used in this article. For future work, it is desired
to perform further evaluations with other types of protocols, in addition to adding
protocols to the message feature to multiple destinations. Similarly, it was observed
that the mobility model used does not allow the total emulation of a realistic rural
environment and situations such as slowing down at mandatory stops, or accidents,
detours or roadblocks, among others. Tables 2 and 3 show which protocol performs
better in the selected metrics in each of the two scenarios (30 and 120 nodes).

Table 2. Scenario: 30 nodes. * No epidemic

5 MB 10 MB 15 MB 20 MB

Delivery rate First contact First contact First contact First contact
Delivery latency First contact Spray and wait Spray and wait Spray and wait
Overhead* Direct delivery Direct delivery Direct delivery Direct delivery

Table 3. Scenario: 120 nodes. * No epidemic

5 MB 10 MB 15 MB 20 MB

Delivery rate First contact First contact First contact First contact
Delivery latency First contact Spray and wait Spray and wait Spray and wait
Overhead* Direct delivery Direct delivery Direct delivery Direct delivery
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Abstract. Software traceability is a necessary process to carry out source code
maintenance, testing and feature location tasks. Despite its importance, it is not a
process that is strictly conducted since the creation of every software project.
Over the last few years information retrieval techniques have been proposed to
recover traceability links between software artifacts in a coarse-grained and
middle-grained level. In contexts where it is fundamental to ensure the correct
implementation of regulations and constraints at source code level, as in the case
of HIPAA, proposed techniques are not enough to find traceability links in a fine-
granular way. In this research, we propose a fine-grained traceability algorithm to
find traces between high level requirements written in human natural language
with source code lines and structures where they are implemented.

Keywords: Software traceability � Information retrieval � Static code analysis �
Software maintenance � Program slicing � Natural language processing �
Healthcare

1 Introduction

Software traceability is a research area in software engineering that aims to recover
traces and links between high-level artifacts (e.g. documentation, use case diagrams,
requirements specifications) and source code artifacts (e.g. classes and methods) [12,
26]. Due to its nature, the traceability of the code constitutes an imperative role in code
comprehension and helps to perform a wide variety of tasks such as bug tracking,
feature location, and software testing. Traceability focuses on making easier the
assurance of stakeholder’s needs and the correct implementation of functional and non-
functional requirements in any software system [33].

Although traceability should be carried out from the beginning of any software
project [37], in practice, it is an unusual activity. Developers usually center their efforts
more on building the software system than on making documentation artifacts. Simi-
larly, it is a common practice of developers to face the documentation of the system in
the final stages of any project to fulfill deadlines [37]. These practices may cause
serious problems when assuring the quality of the constructed artifacts as well as the
verification of the compliance of final products with the initial requirements and needs
of stakeholders.
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In the context of critical software systems, it is crucial that the software products
comply with security, privacy, and safety regulations (e.g., HIPAA law for healthcare
information systems). Software companies and regulatory entities, such as the HHS (U.
S. Department of Health and Human Services) Office for Civil Rights, must assure
regulatory compliance of software systems [3]; typically, regulators conduct manual
inspection of the source code to achieve such purposes [14, 17, 35]. To support people
on critical mandatory constraint’s verification (which is a difficult and error-prone
traceability task), research has devoted to develop automated techniques on traceability
links recovery. However, existing techniques only go down to link classes and methods
with high-level constraints. Mandatory constraint’s compliance requires going to
deeper granularity levels in order to confirm and assure that software systems imple-
ment mandatory regulations and requirements.

Fine-grained traceability link recovery is intended to fully support requirement
compliance of software, by linking critical mandatory constraints to specific code
structures such as statements, conditions, variable assignments and basic code blocks.
To accomplish such objective, we developed a software traceability technique which
based on heuristics, IR techniques and static software code analysis, is able to identify
traces between software mandatory constraints and source code structures.

2 Related Work

Requirement mapping is an expensive task that is required to ensure the software
compliance of constraints and features given by stakeholders and organizations [14]. In
the particular case of HIPAA [1], there are several studies conducted to classify the
statutes by topology in order to make the validation process a more comprehensive
task. HIPAA law is divided in three principal sets of regulatory constraints, in the
particular case of healthcare software systems, HIPAA establish a set of standards and
rules that must be covered and taken into account in order to protect the security and
confidentiality, and ensure the correct management of all patients’ data [3]. Breaux
[15, 17], defined a semantic model by identifying language patterns to extract rights
and obligations from HIPAA statutes, the requirement classification was conducted for
privacy rules on HIPAA regulations. Based on the Breaux methodology, two frame-
works were constructed and evaluated [16, 27, 38]. Alshugran et al., proposed as well a
process to extract privacy requirements from HIPAA, since the law regulations are
written in a complex and dense format, authors proposed a set of methods to analyze,
extract and model privacy rules [9]. There are also studies that intend to find the best
way to evaluate the legal compliance of HIPAA requirements in software healthcare
systems. Maxwell et al. proposed a production rule model to encourage requirement
engineers to keep trace between law and high level artifacts across every development
process [30], authors validated the proposed technique against iTrust, an HIPAA
compliant healthcare system.
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2.1 Traceability Links Recovery

Most techniques for traceability link recovery between software requirements and
source code operate at coarse-grained and middle-grained levels of granularity [2, 10,
11, 13, 18, 21, 24, 28, 29, 31]. Fasano [24] proposes ADAMS, a tool for automatic
traceability management; the recovery link technique proposed, uses Latent Semantic
Indexing (LSI) as an improvement of the Vector Space Model technique [20, 23],
under the assumption that almost every software system has high level software arti-
facts with well-defined hierarchical structure. ADAMS is able to recover traceability
links between software high level documentation and classes in the source code.

Marcus and Maletic [29] address the problem of recovering traceability links
between methods and documentation, using LSI, which extract the meanings (i.e.,
semantics) of the documentation and source code, using all the comments and identifier
names presents in the source code.

Paloma et al. [31] designed a tool called CRYSTAL (Crowdsourcing RevIews to
SupporT App evoLution) to create traceability links between commits, issues (given a
software release) and user reviews, using IR techniques with some adaptations to
remove useless words, calculate the textual similarity of the artifacts, and select the
candidate links according to a criterion (i.e., a threshold value).

De Lucia et al. [28] adopt the use of smoothing filters to reduce the effects of noise
in software artifacts. By an empirical study, the authors describe a significant
improvement of the IR techniques Vector Space Model and Latent Semantic Indexing.

Diaz et al. [21] proposed the usage of code ownership to improve the candidate links
generation under the assumption that if a developer authored code that is linked to a
particular high level artifact, then other code developed by the same author is likely to be
associated with the same artifact. This technique was adopted to tackle the problem of
vocabulary mismatch present in the associated artifacts. Their solution was named
TYRION (TraceabilitY link Recovery using Information retrieval and code OwNership).

2.2 Alternative Methods and Improvements for Traceability Link
Recovery Techniques

There are also approaches that aim to produce results at a fine-grained granularity level,
between features and specific source code structures like statements, decisions and
basic blocks [22]. Those strategies, mainly take advantage of the execution traces of
defined features in a software system, heuristics, and source code static analysis
techniques [19, 32, 34–36]. Wong et al. [36] propose a technique based on execution
slices, which takes as an input set of test cases that exercise and a set of test cases that
do not exercise the feature of interest. Using dynamic information extracted by running
the instrumented software system (i.e., list of statements executed), the technique is
able to distinguish between code that is unique to a feature, and code that is common to
several features.

Dagenais and Robillard [19] propose a model based on heuristics and source code
static analysis, to recover traceability links between the software documentation, and
the software API documentation. The authors designed a meta-model representation of
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the involved artifacts (i.e., documentation, source code and support channels) to
understand the context in which a code-like term is used.

Sharif and Maletic [5, 34] developed an approach to support the evolution of
traceability links. The process to update and evolve traceability links is supported by
the differentiation between versions of the involved artifacts in a traceability link. The
authors compare XML tags to address the new locations and evolve the links.

2.3 Limitations of Adopted Strategies

Current IR-based techniques for recovering traceability links, designed to associate
software requirements to code, have focused on coarse-grained granularity (i.e., files
and classes), they trace high-level software artifacts to files, classes, up to methods. The
reason for this is that granular source code structures (e.g., if-statements or exception
handling statements) usually do not contain enough textual information that matches
the vocabulary of high-level artifacts [23]. This leads to low accuracy of IR-based
techniques. Therefore, it is necessary to define new techniques or improve the existing
ones if we want to generate traceability links between high-level documents (such as
software mandatory constraints) and code structures (e.g., conditionals, assignations,
method calls).

3 Dataset Description

In order to trace high level constraints into source code by using a software traceability
technique, we define a taxonomy to classify HIPAA statutes that are more concerned
with software implementation standards and regulations. Not all sections written in the
HIPAA rules are related to software healthcare management systems; since in this
study we aim to trace regulations related to software implementations, we filtered the
most related HIPAA statutes and user data security regulations (as stated in the privacy
rule); then, we extracted a set of law statutes that apply for our particular problem.
Table 1 summarizes the HIPAA administrative simplification, in this study we decided
to analyze the Security and Privacy rule of HIPAA since it contains the major part of
regulations related to the implementation of healthcare management systems.

We take as input those statutes derived from HIPAA security and privacy rules as
were defined in the administrative simplification; then we identified those that are
suitable to associate with source code implementations and configurations in healthcare
systems. As a result, we defined a taxonomy of rules in which we classified the law
constraints according to three categories.

The first category (A) defines the rules that could be easily traced into code. It
consists of regulations that mainly refer to functional requirements that must be
implemented in every HIPAA compliant healthcare system. The second category
(B) has those statutes that define constraints related to software implementation and
non-functional requirements, still suitable to be traced to code. Finally, the third cat-
egory (C) groups statutes and standards related to the way in which organizations and
health care providers assume practices and methods to interact with healthcare systems
in order to protect the private information of patients, and that therefore are unsuitable
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to be traced to code. Table 1 shows a summary of the HIPAA taxonomy from privacy
and security rules that we considered in this study.

3.1 Healthcare Systems

In order to design a fine-grained traceability algorithm with the ability to trace and
associate links between high level artifacts and software source code structures, we
identify healthcare software systems whose source code is available. Thus, we focused
in java open source healthcare systems with available documentation (e.g. use cases,
user stories, user manuals). It is also important to mention that such health care systems
were explicitly defined as HIPAA compliant in official pages.

Our search process identified four candidates: iTrust [5, 7], OpenMRS [4], OSCAR
[6] and TAPAS [8]. These open source projects have available documentation that
describes in different ways the features and characteristics implemented by each sys-
tem. Table 2 summarizes the main characteristics of these four health care systems.

Table 1. Taxonomy of HIPAA Security and Privacy regulations.

ID Category Subpart Statutes samples

A Potentially suitable to trace into
code

Security
Standards:
General Rules
Administrative
safe guards
Technical
safeguards

164.306(a)(1), 164.306(a)(2),
164.306(a)(3),
164.308(a)(1)(ii)(D),
164.308(a)(5)(ii)(C),
164.308(a)(5)(ii)(D)

B Moderate suitable to trace into
code

Administrative
safe guards

164.308(a)(1)(i),
164.308(a)(1)(ii),
164.308(a)(4)(ii)(A),
164.308(a)(4)(D)(B)

C Indirectly related to health care
software systems

Security
Standards:
General Rules
Administrative
safe guards
Physical
safeguards

164.306(a)(1), 164.306(a)(2),
164.306(a)(3), 164.306(c),
164.306(d),
164.306(d)(1), 164.306(d)(2),
164.306(d)(3)

Table 2. Summary of open source health care systems chosen to analyze in this study.

Name Repository Version

TAPAS https://sourceforge.net/projects/tap-apps/ v. 0.1
iTrust https://sourceforge.net/projects/it v. 21
OSCAR https://sourceforge.net/projects/scarmcmaster v. 14.0.0
OpenMRS https://github.com/openmrs v. 1.12.x
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Each of the health care systems have conventional features that implement stan-
dards defined in HIPAA law. The features that we could evidence in all systems by
observing the deployed applications include user authentication, patient historical data
management, appointments definitions, diseases reports, audit controls and data
encryption.

We observed the extension of files that interact with the source code in some way
from each system, as described in Table 3. For source code analysis we took into
account .java .js and .jsp extensions. Such files contain statements written in java and
javascript, and also html and custom tags; .xml and .properties files have relevant
information about constants and variables that are used within the source code, hence
were also relevant for our purpose. Finally, .sql files contain sql sentences with sig-
nificant information about data and entities related to the application domain and are
referenced in the source code.

3.2 Extracting Requirements from High Level Artifacts

Since we want to associate high level requirements with source code, one of the
problems that we had to face is the extraction of specific requirements from the
available documentation on each health care system.

We setted apart several phrases and paragraphs from requirements explicitly
declared in the software high level artifacts (query of our algorithm). Then, we
extracted software requirements embedded in sentences from the documentation of all
four systems, according to the next format:

Article½ � þ Subject½ � þ ObligationVerb½ � þ Complement½ �

The extracted requirements were textually taken from documentation without any
modification. In some cases, following the precise definition of the format leads to the
extraction of phrases with no sense or context. For that reason, in such particular cases,
we included in the extraction additional information (i.e. terms that were not taken into
account when the filter was applied) from the surrounding text of such phrases com-
plete them. Table 4 shows some examples of specific requirements extracted from
artifacts of each system.

Table 3. Summary of source code artifacts that were taken as the corpus of the traceability
algorithm

iTrust OpenMRS OSCAR TAPAS

JAVA 936 1545 3810 221
JSP 266 447 1655 0
JS 3636 416 875 0
XML 14 820 193 14
SQL 192 2 711 0
PROPS 7 39 39 2
TOTAL SC ARTIFACTS 5051 3269 7283 237
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Finally, we selected all the extracted requirements that were more suitable to trace
into code according to the proposed taxonomy of HIPAA Security and Privacy regu-
lations. To put it another way, we associated each extracted requirement with a HIPAA
statute and focused on those in the categories (A) and (B) of the proposed classification
(Table 2).

4 Fine Grained Traceability Algorithm

Different approaches have been adopted to conduct a traceability link recovery process.
In order to support regulatory compliance verification at a granular level, we proposed
a technique that involve information retrieval (IR) techniques, static code analysis and
heuristics derived from observations after a process of manual analysis of source code
implementations.

The proposed algorithm takes advantage of search algorithms developed in infor-
mation retrieval techniques as well as heuristic derived from observations and static
analysis of source code. Figure 1, shows a summary of our proposed technique.

4.1 A1: Call Graph Construction from Source Code Files

The files and artifacts that contain the source code and relevant structures present in the
implementation of a system are all of a very different nature. Java classes are consti-
tuted by attributes and methods, javascript code files are batch processing files that are
stored in plain text, JSP files are a combination of java code, javascript code, tomahawk
and html tags. The process of A1 as depicted in Fig. 1, can be summarized in the

Fig. 1. Proposed fine-grained traceability link recovery process
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generation of a plain text file with the information of methods headers (i.e. access
modifier [optional], return type, name, parameter list, exception throws [optional]) and
their path in the different source code artifacts.

4.2 A2: Indexing Phase

Before going through the algorithm of information retrieval, several processing tasks
are performed on the text for both the corpus and the query. The query is a list of
requirements writing in natural human language to be traced into the corpus, which is
the source code of a selected system.

When dealing with two entries of a different nature, the treatment of the terms that
make up the corpus and the query is essentially different in both cases. With respect to
the treatment performed on the query, tokenization, stemming, stopword removal, part
of speech (a.k.a. POS) tagging, punctuation removal, number spell out and word
embedding [3, 5, 8, 16, 25] task are performed. On the other hand, the tasks carried out
with the terms that make up the corpus include stop word removal, splitting by camel
case, punctuation removal and tokenization.

4.3 B: Information Retrieval Process

Once the corpus and the query are indexed, they are treated as entries for the infor-
mation retrieval algorithm to obtain a ranked list of the possible corpus files that are
most likely related to the text of the query requirements.

After executing the algorithm of information retrieval, k files are obtained in order
of relevance for each requirement; that is, if the query file contains a set of n
requirements in total, the list of ranked links will contain a total of kn most related files
to each entry in the query file.

The determination of the number of links taken into account (k) for each
requirement was determined empirically. In other words, after several tests of execution
we determined that the optimal value for k fluctuates between 25 and 30 files per
requirement. This number is sufficient to obtain the most strictly relevant files, ignoring
those that are least related to requirements.

4.4 C: Parsing Phase

Once the list of possible files more related to a given requirement based on textual
similarity is obtained, the next phase of the algorithm consists of analyzing source code
implementations and perform abstractions through program slicing, to find structures at
source code level that are related to the implementation of a particular requirement. In
order to correctly extract different structures within the code, we use parsers for each
type of file that was included in the corpus file. The parsers statically analyze code
elements present in .java, .js, .jsp, .xml, .sql, .properties and plain text files. Parsers
receive as input a source code fragment and give us an Abstract Syntax Tree
(AST) representation of it in a way that make it easier to process.
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4.5 D: Program Slicing Process

After executing the parsers for each type of source code file, it is possible to extract
code fragments of interest since we are able to perform an exhaustive static analysis of
source code. For each of the files that were identified by the information retrieval
algorithm (LSI), silicing criteria were defined taking into account the subjects present
in the description of each requirement. Within the source code there are terms (e.g.
subjects, adjectives, verbs) of the problem context and therefore it is possible to define
slicing criteria from the names of variables, objects, classes and methods. To illustrate
this point, let’s assume that a requirement r1 contains a total of 4 subject names; so it is
possible to define 4 slicing criteria to conduct a program slicing process in each file
obtained from the retrieval information algorithm for r1 after executing the process
defined in B (Fig. 1). For each source code file, a slicing process is performed to obtain
the code lines within each file that affect or are affected by a particular criterion. The
result of this operation is a set of slices for each file ranked in B.

4.6 E: Full Trace Construction Phase

The information given by the process of abstraction of the source code through pro-
gram slicing is not enough to build entirely the trace of a requirement. To put it another
way, consider a slice of source code obtained after applying the process defined in D; it
is highly likely that such fragment of code contains calls to other methods within the
system that do not necessarily contain terms in common with a high level requirement
but that fulfill a very important role in the implementation. This problem can also be
seen as a consequence of delegation.

In this phase of the algorithm the fragments of code obtained in the slices are
analyzed and, for each call to an external method that is not defined in the parent file, a
search process is carried out according to the definition header of the method that is
invoked with the support of the mapping file obtained in A1. Each of the methods that
are referenced are also included in the trace of the requirement and recursively, a
slicing process D is performed.

To carry out the process of evaluation and testing of our approach, we developed a
tool in Java that implements the traceability technique previously exposed. It was
named Fine Grained Traceability Hunter (FGTHunter). We implemented a set of tools
designed for static analysis of source code, as well as information retrieval algorithms.

Table 4. Some specific requirements extracted from the available documentation of selected
healthcare systems

ID Requirement System Documentation

ITRUST-1 “An HCP is able to create a
patient [S1] or disable a
selected patient [S2]. The
create/disable patients and HCP
transaction is logged (UC5)”

iTrust http://agile.csc.ncsu.edu/
iTrust/wiki/doku.php?id=
requirement

(continued)

Recovering Fine Grained Traceability Links 525

http://agile.csc.ncsu.edu/iTrust/wiki/doku.php?id=requirement
http://agile.csc.ncsu.edu/iTrust/wiki/doku.php?id=requirement
http://agile.csc.ncsu.edu/iTrust/wiki/doku.php?id=requirement


5 Results

We executed the traceability algorithm implemented in the FGTHunter tool for each of
the open source systems. We collected the results and evaluated the precision of our
technique to find traceability links between high level artifacts and source code lines.
The algorithm was able to successfully find a large number of the high-level
requirements filtered for this study, along with new traceability links that were not
originally found by the manual construction of traces.

To evaluate the performance of our technique, we calculated the F1 score for each
extracted requirement that was associated with a HIPAA statute; then, we calculated
the average of F1 scores obtained in each statute. Results were grouped for each of the
analyzed systems. Table 5 summarizes our findings.

The audit management is a fundamental part of any software system that aims to
keep track of all the operations that are performed by every actor that use the system.
Table 5 shows the average of the harmonic mean (average of F1 score) for the
requirements in each healthcare system that are related to HIPAA statute 164.312 (b).
The precision of FGTHunter for iTrust and OSCAR systems had an approximate value
of 0.4 whereas in TAPAS the precision was much lower. In the process of observation
that was made when performing the manual code inspection, we noticed that very few
code lines in TAPAS handled the audit control; this may explain the low precision for
this case.

The access control of the information within a system ensures the correct manip-
ulation of the data. In the four systems that we analyzed, the access of the information
was restricted by the definition of roles and user permissions to see, read, modify or
eliminate the data. Table 5 shows the F1 score means of FGTHunter obtained after
executing the algorithm to find the lines of code that most are related to the require-
ments associated with the statute 164.312 (a) (1) of HIPAA in each system. The

Table 4. (continued)

ID Requirement System Documentation

OSCAR-1 “Your password is stored in an
encrypted format such that even
the system administrator cannot
find out what it is. If you have
forgotten your user name and/or
password, your administrator
can reset the password for you
but he/she cannot tell you what
the original password was”

OSCAR http://oscarmanual.org/oscar_
emr_12/General%
20Operation/access-
preferences-and-security/
accessing-oscar

TAPAS-1 “The system must have the
ability to manage users in the
system. Like clinical data, users
should not be able to be deleted
from the system as they will be
tied to activities in a record”

TAPAS http://tap-apps.sourceforge.net/
docs/use-cases.
html#UCSYSADM-01
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Table 5. Summary of results for all healthcare systems analyzed in this study.

HIPAA statute Description Average F1 score

164.312(b) “Implement hardware, software, and/or procedural
mechanisms that record and examine activity in
information systems that contain or use electronic
protected health information”

iTrust: 0,39
OSCAR: 0,39 TAPAS:
0,15

164.312(a)(1) “Implement technical policies and procedures for
electronic information systems that maintain
electronic protected health information to allow
access only to those persons or software programs
that have been granted access rights as specified in
§164.308(a)(4)”

iTrust: 0,25
OSCAR: 0,39
OPENMRS: 0,66
TAPAS: 0,39

164.312(a)(2)(i) “Assign a unique name and/or number for
identifying and tracking user identity”

iTrust: 0,43
OSCAR: 0,65
OPENMRS: 0,77

164.312(d) “Implement procedures to verify that a person or
entity seeking access to electronic protected health
information is the one claimed”

iTrust: 0,6
OSCAR: 0,87
TAPAS: 0,46

164.312(a)(2)(iii) “Implement electronic procedures that terminate an
electronic session after a predetermined time of
inactivity”

iTrust: 0,30
OSCAR: 0,32
TAPAS: 0,46

164.308(a)(5)(ii)(C) “Procedures for monitoring log-in attempts and
reporting discrepancies”

iTrust: 0,48
OSCAR: 0,73
OPENMRS: 0,66

164.308(a)(1)(ii)(D) “Implement procedures to regularly review records
of information system activity, such as audit logs,
access reports, and security incident tracking
reports”

iTrust: 0,4
OSCAR: 0,39

164.312(e)(2)(i) “Implement security measures to ensure that
electronically transmitted electronic protected health
information is not improperly modified without
detection until disposed of”

iTrust: 0,41

164.308(a)(5)(ii)(D) “Procedures for creating, changing, and
safeguarding passwords”

iTrust: 0,53
OSCAR: 0,69

164.312(a)(2)(iv) “Implement a mechanism to encrypt and decrypt
electronic protected health information”

OSCAR: 0,83

164.308(a)(7)(ii)(A) “Establish and implement procedures to create and
maintain retrievable exact copies of electronic
protected health information”

OSCAR: 0,96
TAPAS: 0,58

164.308(a)(4)(i) “Establish and implement procedures to create and
maintain retrievable exact copies of electronic
protected health information”

TAPAS: 0,32

164.312(c)(2) “Implement electronic mechanisms to corroborate
that electronic protected health information has not
been altered or destroyed in an unauthorized
manner”

TAPAS: 0,63

164.312(c)(1) “Implement policies and procedures to protect
electronic protected health information from
improper alteration or destruction”

TAPAS: 0,51
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average harmonic mean has an acceptable level (greater than 0.4 points) in OPENMRS,
OSCAR and TAPAS; on the other hand, for iTrust the algorithm had the lowest
performance. According to our observations, the access control by roles in iTrust was
handled by access restrictions defined in the configuration .xml files for the TOMCAT
server.

Assigning a unique identifier to each entity of a system ensures the correct
manipulation of the data and facilitates the control of the information integrity.
According to our observations, the restrictions of non-repetition were always defined at
the database level, that is, the traceability of the requirements associated with the
Statute 164.312 (a)(2)(i) of HIPAA was carried out analyzing .sql files with thousands
of code lines impacting negatively on the precision of our technique. However,
according to the results, for OSCAR and OPENMRS systems the algorithm reaches its
highest performance, probably because at the application level, the uniqueness of the
identifiers for each entity was also validated.

Ensuring the correct implementation of access control mechanisms is a fundamental
aspect in any system that manipulates critical information. Such control strategies range
from verification of passwords and access codes to role management within the system.
Considering the wide spectrum of artifacts in each system that may be related to
HIPAA Statute 164.312 (d), it is natural that the accuracy tend to be very high;
however in TAPAS that value is low, maybe because the access control in this
application is not clearly defined at the application level (i.e. there is no login forms or
access restrictions) and externally they must control the access to the information by
applying restrictions policies.

Finishing the session after a period of inactivity is a measure of additional pro-
tection that usually exists to avoid improper manipulation of the data. The session time
limit for a given user is usually specified in a particular line of code within the
application, either through a property file, a database record or a global variable.
Considering the quantity of artifacts analyzed and the reduced number of code lines in
which the requirements related to statute 164.312 (a)(2)(iii) of HIPAA are imple-
mented, for iTrust and OSCAR the level of precision was very low. According to
Table 5, TAPAS is the exception probably because in many parts of the code the
mechanisms of termination of sessions are repeated, once a particular operation has
started.

As a security measure, many information systems keep a record of unsuccessful
attempts prior to login for a particular service. Depending on the number of failed
attempts, an account is blocked for a period of time or indefinitely until an adminis-
trator decides to unblock it. Table 5 summarizes the traceability results for the
requirements related to HIPAA Statute 164.308 (a)(5)(ii)(C). iTrust was the system
with less precision in this aspect, probably because there are very few code lines where
the control of failed attempts is made.

When a user of the system views or edits the information of a particular patient, the
audit information should be able to be consulted to follow the detail of the modifica-
tions in critical data, as is established by the statute 164.308 (a)(1)(ii)(D) of HIPAA.
Table 5 shows the average of the harmonic mean for the systems that implemented
control mechanism of visualization for audit data. In general, the performance of the
traceability algorithm was acceptable, above 0.4.
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As a measure of securing information in the event of a disaster, data security should
be periodically generated from the information contained in the database in order to be
effectively restored. The HIPAA statute 164.308 (a)(7)(ii)(A) refers to this topic.
OSCAR was the system in which our algorithm reached a higher precision, while
TAPAS was the opposite case. This particular behavior can be proved when we
compare the source code artifacts from both systems that were involved in the
implementation of such statute, from our findings in the GOLDSET we can observe
that OSCAR contains more lines of code associated with data backups and database
restoration than TAPAS.

6 Conclusions

Traceability in software systems is a necessary and important process that must be
conducted from the beginning of any project where a large number of people work and
delegate tasks. Especially in contexts where it is required to follow strict and critical
rules to ensure the correct treatment of data in sensitive information, such is the case of
medical health systems that obey written legal regulations such as HIPAA.

From the results it was possible to appreciate that the precision of FGTHunter
obtained an acceptable performance (in general, more than 0,4 F1 score mean for each
requirement) when in the code there were present good design practices and conven-
tions to name entities according to the context of the problem.

Techniques of static code analysis play a predominant role in the construction of a
totally autonomous technique to recover traceability links between high level
requirements and source code artifacts. An information recovery technique alone would
not achieve a level of precision adequate enough to build the full trace of a requirement.

The restrictions and standards written in legal texts are usually described in a very
technical language and detached from a particular context. For this reason, as a step
prior to the execution of the algorithm, it was necessary to filter and extract official
documentation requirements for each software system that had a relationship with some
HIPAA statute within the taxonomy that we defined.

Although it is not a mandatory task in the execution of our technique, when starting
from requirements that are defined from a specific context (i.e. system domain) the
precision of the technique would improve.

Regulations related to audit control standards and session expiration in the
implementation of healthcare systems were in general terms the ones that achieved less
precision when analyzed with our traceability algorithm (over 0,35 F1 score mean for
each related system). Very few lines and source code structures related with these
requirements were successfully mapped by our algorithm for each system; This may be
explained probably due to the few places within the source code where these
requirements were implemented, increasing in that way the recall of our technique and
decreasing the precision. With respect to the other statutes defined in the privacy and
security rule of HIPAA, the performance of our algorithm was acceptable (over 0,4 F1
score mean) and in some cases excellent (over 0,8 F1 score mean).

Although, it is very difficult to reach a perfect degree of precision in a traceability
technique based on an information retrieval algorithm without the help of an external
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person to delimit the list of ranked links, our proposal would undoubtedly facilitate the
work of those people who seek to certify a system compliance with rules and standards
at a source code level, as in the case of HIPAA.

7 Future Work

Our technique was designed for projects written in JAVA EE; future work may require
to improve our traceability algorithm so that it would be generic in any programming
language independently of the syntax and particular rules. For this purpose we could
use controlled techniques of machine learning, and train models constantly with the
new trends in programming and design patterns. We could also follow the original
approach of our technique and define syntactic analyzers for each programming lan-
guage in such a way that the source code slicer and code analysis algorithms can be
applied.

To evaluate the performance of our technique in other regulations different to
HIPAA, we would have to conduct an adequate study of the structure of such regu-
lations and find software systems whose source code and documentation is available
for analysis.

An empirical study to assess the performance of our tool with real users and
regulation reviewers would give us an important feedback for real situations. This point
should be boarded in future improvements for our algorithm.

References

1. Health Insurance Portability and Accountability Act of (1996)
2. Huang, J., Gotel, O., Zisman, A. (eds.): Software and Systems Traceability, p. 27. Springer,

London (2012). https://doi.org/10.1007/978-1-4471-2239-5
3. HIPAA Compliance & Enforcement (2018). http://www.hhs.gov/hipaa/for-professionals/

compliance-enforcement/. Accessed 27 Sept 2018
4. Home - Documentation - OpenMRS Wiki (2018). https://wiki.openmrs.org/. Accessed 11

Nov 2018
5. iTrust — Medical Free/Libre and Open Source Software (2018). www.medfloss.org/node/

542. Accessed 11 Nov 2018
6. OSCAR EMR — Site (2018). http://oscarmanual.org/oscar_emr_12. Accessed 11 Nov 2018
7. start [iTrust] (2018). https://152.46.18.254/doku.php. Accessed 11 Nov 2018
8. TAPAS Home (2018). http://tap-apps.sourceforge.net/docs/srs.html. Accessed 11 Nov 2018
9. Alshugran, T., Dichter, J.: Extracting and modeling the privacy requirements from HIPAA

for healthcare applications (2014)
10. Antoniol, G., Canfora, G., Casazza, G., Lucia, A.D.: Information retrieval models for

recovering traceability links between code and documentation, San Jose, CA, pp. 40–49
(2000)

11. Antoniol, G., Canfora, G., Casazza, G., Lucia, A.D., Merlo, E.: Tracing object-oriented code
into functional requirements. In: Program Comprehension, Proceedings, Limerick,
pp. 79–86 (2000)

12. Antoniol, G., Canfora, G., Casazza, G., Lucia, A.D., Merlo, E.: Recovering traceability links
between code and documentation. IEEE Trans. Softw. Eng. 28(10), 970–983 (2002)

530 A. Velasco and J. H. Aponte Melo

http://dx.doi.org/10.1007/978-1-4471-2239-5
http://www.hhs.gov/hipaa/for-professionals/compliance-enforcement/
http://www.hhs.gov/hipaa/for-professionals/compliance-enforcement/
https://wiki.openmrs.org/
http://www.medfloss.org/node/542
http://www.medfloss.org/node/542
http://oscarmanual.org/oscar_emr_12
https://152.46.18.254/doku.php
http://tap-apps.sourceforge.net/docs/srs.html


13. Antoniol, G., Canfora, G., Lucia, A.D., Merlo, E.: Recovering code to documentation links
in OO systems. In: Reverse Engineering, Atlanta, GA, pp. 136–144 (1999)

14. Avancha, S., Baxi, A., Kotz, D.: Privacy in mobile technology for personal healthcare. ACM
Comput. Surv. 3(1), 1–3 (2012)

15. Breaux, T., Antón, A.: Analyzing regulatory rules for privacy and security requirements.
IEEE Trans. Softw. Eng. 34(1), 5–20 (2008)

16. Breaux, T.D., Antón, A.: A Systematic Method for Acquiring Regulatory Requirements:
A Frame-Based Approach (2007)

17. Breaux, T.D., Vail, M.W., Anton, A.I.: Towards Regulatory Compliance: Extracting Rights
and Obligations to Align Requirements with Regulations (2006)

18. Capobianco, G., Lucia, A.D., Oliveto, R., Panichella, A., Panichella, S.: Improving IR-based
traceability recovery via noun-based indexing of software artifacts. J. Softw. Evol. Proc.
25(7), 743–762 (2013)

19. Dagenais, B., Robillard, M.P.: Recovering traceability links between an API and its learning
resources (2012)

20. Deerwester, S., Dumais, S.T., Furnas, G.W., Landauer, T.K., Harshman, R.: Indexing by
latent semantic analysis. J. Am. Soc. Inf. Sci. 41(6), 391–407 (1990)

21. Diaz, D., Bavota, G., Marcus, A., Oliveto, R., Takahashi, S., Lucia, A.D.: Using code
ownership to improve IR-based Traceability Link Recovery (2013)

22. Dit, B., Revelle, M., Gethers, M., Poshyvanyk, D.: Feature Location in Source Code:
A Taxonomy and Survey (2011)

23. Dumais, S.T.: Improving the retrieval of information from external sources. Behav. Res.
Methods Instr. Comput. 23(2), 229–236 (1991)

24. Fasano, F.: Fine-Grained Management of Software Artefacts, Paris (2007)
25. Goldberg, Y., Levy, O.: word2vec Explained: deriving Mikolov et al.’s negative-sampling

word-embedding method, arXiv:1402.3722 [cs, stat] (2014)
26. Gotel, O.C.Z., Finkelstein, C.W.: An analysis of the requirements traceability problem. In:

Requirements, pp. 94–101. Springs, CO (1994)
27. Kiyavitskaya, N., et al.: Automating the extraction of rights and obligations for regulatory

compliance. In: Li, Q., Spaccapietra, S., Yu, E., Olivé, A. (eds.) ER 2008. LNCS, vol. 5231,
pp. 154–168. Springer, Heidelberg (2008). https://doi.org/10.1007/978-3-540-87877-3_13

28. Lucia, A.D., Penta, M.D., Oliveto, R., Panichella, A., Panichella, S.: Improving IR based
Traceability Recovery Using Smoothing Filters (2011)

29. Marcus, A., Maletic, J.I.: Recovering documentation-to-source-code traceability links using
latent semantic indexing. In: Software Engineering. Proceedings, pp. 125–135 (2003)

30. Maxwell, J.C., Antón, A.I.: Checking Existing Requirements for Compliance with Law
Using a Production Rule Model (2009)

31. Palomba, F., et al.: User reviews matter! Tracking crowdsourced reviews to support
evolution of successful apps (2015)

32. Qusef, A., Bavota, G., Oliveto, R., Lucia, A.D., Binkley, D.: Recovering test-to-code
traceability using slicing and textual analysis. J. Syst. Softw. 88, 147–168 (2014)

33. Ramesh, B., Jarke, M.: Toward reference models for requirements traceability. IEEE Trans.
Softw. Eng. 27(1), 58–93 (2001)

34. Sharif, B., Maletic, J.I.: Using fine-grained differencing to evolve traceability links. In:
TEFSE/GCT 2007, pp. 76–81, March 2007

35. Shen, W., Lin, C.L., Marcus, A.: Using traceability links to identifying potentially erroneous
artifacts during regulatory reviews (2013)

Recovering Fine Grained Traceability Links 531

http://arxiv.org/abs/1402.3722
http://dx.doi.org/10.1007/978-3-540-87877-3_13


36. Wong, W.E., Gokhale, S.S., Horgan, J.R., Trivedi, K.S.: Locating program features using
execution slices, pp. 194–203 (1999)

37. Yadav, V., Joshi, R.K.: Evolution traceability roadmap for business processes, vol. 20,
pp. 1–20. ACM, New York (2019)

38. Zeni, N., Mich, L., Mylopoulos, J., Cordy, J.R.: Applying GaiusT for extracting
requirements from legal documents (2013)

532 A. Velasco and J. H. Aponte Melo



Using Graph Embedding to Improve
Requirements Traceability Recovery

Shiheng Wang, Tong Li(B) , and Zhen Yang

Beijing University of Technology, Beijing 100124, China
yeweimian21@163.com, {litong,yangzhen}@bjut.edu.cn

Abstract. Information retrieval (IR) is widely used in automatically
requirements traceability recovery. Corresponding approaches are built
based on textual similarity, that is, the higher the similarity, the higher
possibility of artifacts related. A common work of many IR-based tech-
niques is to remove false positive links in the candidate links to achieve
higher accuracy. In fact, traceability links can be recovered by differ-
ent kinds of information, not only the textual information. In our study,
we propose to recover more traceability links by exploring both textual
features and structural information. Specifically, we use combined IR
techniques to process the textual information of the software artifacts,
and extract the structural information from the source code, establish-
ing corresponding code relationship graphs. We then incorporate such
structural information into the traceability recovery analysis by using
graph embedding. The results show that combined IR techniques and
using graph embedding technology to process structural information can
improve the recovery traceability.

Keywords: Requirements traceability recovery · Graph embedding ·
Structural information

1 Introduction

Software projects usually consist of many software artifacts, such as require-
ments documents, source code. The traceability recovery can get the relation-
ships between these artifacts [5]. Traceability links is critical role for software
comprehension. Usually, it need to create and maintain traceability links in whole
software lifecycle. Unfortunately, in most cases, traceability links recovered from
current artifacts. The creation and maintenance of traceability links are primarily
manual. It consume lots of work and easy to make mistake. A completely man-
ual traceability approach is usually only applicable to small projects. Although
many researches attempt to automate the work, it has encountered a lot of diffi-
culties due to the poor accuracy and too many false positives traceability links.
Since most software artifacts contain textual data, many approaches are based
on IR techniques. This kind of approach considered that the artifacts have high
textual similarity are related. The source and target artifacts form candidate
c© Springer Nature Switzerland AG 2019
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links. The software engineer can discriminate the right or wrong links in the
candidate links [2].

If the word used in the source artifacts are same to the word used in the tar-
get artifacts, IR-based techniques will have a good performance. But researchers
often encounter the lexical mismatches problem due to artifacts developed by
different software engineers. Therefore, IR-based approaches suffer from the lex-
ical mismatches [1]. In addition, some artifacts usually are short, most IR tech-
niques cannot get the suitable similarity values between them. This leads to
many correct links fall to the end of the candidate list. These problems limit the
traceability recovery.

Some approaches [1] focus on lexical transformations to solve problem. While
others utilize different types of information to recover the links between arti-
facts [6], such as structural information of the code.

In our research, we propose to use textual information and structural infor-
mation of software artifacts in combination to enhance the traceability recovery.
We propose to utilize the structural information more effectively by using graph
embedding.

Specifically, the contributions of our research are as follows:

1. Embedding code relationship graph by using the graph embedding technology,
effectively expressing and utilizing the structural information of the code.

2. Analysis and extraction of various structural relationships such as inheritance,
implement, parameters, and return values between the source code.

3. Comprehensive use of textual information and structural information to
enhance the traceability recovery.

The paper is structured as follow. The second part discusses related work.
The third part describes the background information of traceability recovery.
The fourth part describes the approach we proposed. The fifth part describes
the evaluation of the experiment. The sixth part analysis the effectiveness of
the experiment. The seventh part summarizes the paper. The eighth part is
discussion and future work.

2 Related Work

Information retrieval is a widely adopted technology in traceability recovery. [7]
using the IR methods: vector space model (VSM), probabilistic Jensen and Shan-
non (JS) models, and relational topic modeling (RTM). [8] Statistically analy-
sis of widely used IR methods: JS, VSM, Latent Semantic Index (LSI) and
Latent Dirichlet Allocation (LDA). [4] proposes a simple method that only uses
the nouns in the artifacts to improve the accuracy of the traceability recovery
method. [5] proposed an automation technique that using machine learning tech-
niques for LDA. The approach saves traceability links and learns probabilistic
topic model. The learning model achieves semantic classification and visualiza-
tion themes. Although [4–7] continues to improve the IR method and extract
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more semantic information, it is one-sided to focus on textual information only,
and the results in implementation are not ideal.

The structural information between source code is also very useful in trace-
ability recovery. [3] introduced a way for traceability recovery in requirement
document by using textual and structural information. [3] speculated that the
relevant requirements share relevant source code elements. Building Evolving
Interoperation Graph (EIG) using the JRipples [11] structural analysis tool. The
traceability link graph (TLG) is proposed that encodes requirements and source
code into nodes, and edges between nodes are recovery links. [1] proposed to use
the textual information of the verb-object phrase in the requirement and source
comments and the structural information of the source code to perform traceabil-
ity link recovery. They process the natural language text, such as requirements
and code comments, and source code separately. They use WordNet to handle
synonym problems. [2] proposed to use feedback from software engineers to clas-
sify links to enhance the effect structural information. Specifically, they utilize
structural information only when the engineer verifies the traceability link and
classifies it as the correct link. Although the results of [1–3] have improved,
structural information has not been fully explored.

There are other ways to come up. [6] proposed to use code ownership infor-
mation to capture the relationship of source code. [9] proposed a neural network
architecture that uses word embedding and RNN techniques to automatically
generate traceability links. [10] proposed a traceability recovery method called
Trustrace to identify traceability links by building VSM in the CVS/SVN change
log. [12,13] proposed to use closeness analysis of code dependency. These meth-
ods improve the results, but limited.

3 Background

This section outlines the techniques involved in the traceability recovery process.

3.1 IR-Based Traceability Recovery Process

The IR-based traceability recovery firstly indexes the artifacts by extracting
terms from their content. The text normalization phase is required before the
indexing process. The output of the indexing process is an m× n matrix (term-
by-document matrix). The widely used weighted mode is TF-IDF, which places
more emphasis on words appear many times in the document and contain in
minority documents, so it has high discriminative weight.

Engineers can use IR methods to compare artifacts after artifacts are indexed,
and sort the similarities of all artifacts.

3.2 Latent Dirichlet Allocation

LDA is a generative probabilistic model. Each document has multinomial distri-
bution over T topics, and each topic has multinomial distribution over the words
of the corpus.
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To compare the similarities of the documents, we use the Hellinger Distance,
which is a measure of symmetric similarity between two probability distribu-
tions. Previous research on topical modeling also used it as a means of capturing
similarities between documents. The Hellinger distance is defined as (1).

H(P,Q) =
∑

x∈X

(√
P (x) −

√
Q(x)

)2 (1)

The number of topics is key, and how to choice the correct number is unde-
cided.

3.3 Graph Embedding

Information networks are common in society. Analysis of large information net-
works has attracted more and more attention from academia and industry. Graph
embedding is a representation learning technique that maps nodes in a graph to
real number vectors, and expresses the relationship in the graph by the relation-
ship between the vectors.

The main purpose of Graph Embedding is to map the nodes to the vectors.
These vectors are used to represent the relationship in the original graph.

This paper uses the LINE (Large-scale Information Network Embed-
ding) [14]. After defining the objective function, LINE use a new edge-sampling
which samples according to the probabilities of the edges weight. The first-order
approximation can map directly connected nodes to closer distances, and the
second-order approximation can map nodes with the same neighbor to a closer
distance. Therefore, the first-order approximation can retain more local struc-
tural information, while the second-order approximation can retain more global
structural information. As shown in Fig. 1, the node 6 and node 7 have a very
high weight edge connection between them, and the node 5 and node 6 have
many identical neighbor nodes. Considering the two approximations, the nodes
5, 6, and 7 are all Map to a closer distance in the embedding space.

4 Approach

4.1 Overall Process

The overall process is as shown in the Fig. 2. We extracting the textual infor-
mation of the document and source code, and calculating the text similarity
between the software artifacts. In our case, the document is use case. For the
source code, we also analyses the structural information between the source
codes besides extracting the textual information, organizes the source code into
a graph, embeds it using the graph embedding algorithm, and the get the embed-
ding vector of the code nodes, calculates the distance between the code nodes.
The candidate links are generated based on the textual similarity and distance,
and we set a threshold to filter the candidate links.
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Fig. 1. An example of information network

Fig. 2. The overall process

4.2 Process Textual Information

The software artifacts usually contain a large amount of semantic information,
so the text information of the software artifacts can be extracted and processed
by using the IR technology.

It need to preprocess the text of the software artifacts. All software artifacts
need to: Segmentation of words: Dividing words according to separator. (ii)
Morphological analysis: conversion of word case, conversion of nouns singular
and plural, recovery of abbreviations, extraction of stems. (iii) Deletion of stop
words, key words and most non-text marks.

The identifier of the source code, such as the class name, method name,
contains important information, so we must handle the identifier appropriately.
Identifiers often use Camel-Case and consist of several different words, distin-
guished by the case of the first letter of the word. So we need to split the source
code identifier into separate words based on the letter case.

Then indexing the processed document. The m×n matrix (term-by-document
matrix) will be gotten after the indexing process. The widely used weighted mode
is TF-IDF, which places more emphasis on words often appear in the document
and contain in minority documents.
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Then the engineers can use IR methods to compare artifacts and rank the
similarities.

Firstly, we use the TF-IDF and the LDA model to calculate the textual
similarity, and the similarities of the artifacts are sorted to generate the candidate
links. We use the use case and source code as source and target artifacts.

4.3 Process Structural Information

The Construction of the Code Graph. Source code artifacts not only
contain textual information, but also inheritance and other structural relation-
ships between source code, and such structural information between source code
is very valuable for recovering traceability links of software artifacts. There-
fore, we should not simply treat the source code as plain text, but rather
to discover the structural relationship between the source code to help recov-
ery traceability links of the software artifacts. The dataset software repository
selected in this paper is developed by Java. Therefore, we propose the follow-
ing six relationships between source code, namely inherit, implement, attribute,
parameter, return and exception, and represented by the set Relationship =
{Inherit, implement, attribute, parameter, return, exception}. The relationship
is shown in Table 1.

Table 1. Relationship between source code

Relationship Description Weight

Inherit Class A inherit class B 1

Implement Class A implement interface B 1

Attribute Class A has a class B type attribute 1

Parameter Class A has a method whose argument type is Class B 1

Return Class A has a method whose return type is Class B 1

Exception Class A has a method whose exception type is Class B 1

We can organize the source code as a graph. The nodes in the graph are
the source code classes, and the edges represent the relationships between the
code elements. The graph structure is a natural and effective representation of
the structural relationship of the source code. The code relational structure dia-
gram can fully reflect the relationship between the source code. For the software
project selected in this article, we can use existing tools to parse its source code.

There are many tools for parsing Java source code. These tools can parse
Java software projects and extract code elements and the relationship between
them. This article uses Eclipse JDT, a lightweight code analysis tool that can
quickly builds Java code to a DOM structure’s Abstract Syntax Tree (AST).
Each element in the code corresponds to a node on the AST. By traversing the
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AST, you can get all the code elements and the relationships between them to
build a software code structure diagram.

We use Eclipse’s JDT tool to parse the source code, get the structural infor-
mation, and construct the corresponding relationship graph of the structural
information.

The graph G(C,E) a directed weighted graph that shows the relationship
between code classes, where the vertex set C = {c1, ..., cn} is a collection of code
classes, and the edge set E = {(ci, cj), the relationship between ci and cj} is a
collection of edges. The S is the collection of source artifacts. The List = {(s, c)}
is the candidate links.

In software projects, the closeness of relationship between different source
code classes is different, and there are more relationship types and relationship
numbers between source code classes with more closely related relationships.
Therefore, we believe that if there are multiple relationship types or multiple
relationships between two source code classes, the relationship between the two
source code classes should be closer. Therefore, the edges (ci, cj) in the code
graph G(C,E) are weighted, and the weights represent the closeness of the rela-
tionship between the source code classes. The specific definition of the weight
is as follows: for each relationship between two source code classes, the weight
of the edge between them is incremented by one. For example, if there is one
attribute relationship between the code nodes ci and cj , two parameter relation-
ships, and two return value relationships, the weight between the edges (ci, cj)
between them is 5.

Embedding the Code Graph. The main purpose of graph embedding is
mapping the nodes to low dimension vectors. The structural information here
can be different levels order. The first-order structural information can keep the
distance between the adjacent nodes in the embedding space is still very close,
and the higher-order structural information can keep the distance of the nodes
with similar contexts in the embedding space still very close.

In this paper, we use LINE which can work for any type of information
network: undirected, oriented, unweighted or weighted. This method optimizes
the objective function and preserves the network structure. The algorithm is
very efficient in practice.

We use the LINE graph embedding technology to embed the code nodes, and
map them into low-dimensional space. If the two source code classes have a close
relationship, the distance between the vectors of the two source code classes will
be closer. Therefore, the closeness of relationship between the source codes can
be expressed according to the distance between the vectors corresponding to
the code nodes, that is, if the two source code classes have closer distances, the
relationship between them is closer.

The reason why the graph is embedded in this paper is that when using the
structural information between the codes to calculate the similarity between use
case and source code, the distance between any two vertices on the graph needs
to be calculated. By using the graph embedding technique to obtain the vector
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corresponding to the source code node, the distance between the source code
nodes can be calculated. There are many kinds of distances between two vectors
in the representation space. In our study, the Euclidean distance (2) is used to
represent the distance between two source code nodes.

d(x, y) :=
√

(x1 − y1)2 + (x2 − y2)2 + · · · + (xn − yn)2 =

√√√√
n∑

i=1

(xi − yi)2 (2)

4.4 Calculate the Similarity by Combining the Textual and
Structural Information

We have calculated the textual similarity between artifacts and the distance
between nodes, and then we will update the candidate links with textual infor-
mation and structural information.

We proposed that if a text artifact d(use case) has a high similarity to the
source code ci, and the source code cj is associated with the source code ci
in the structural information, then the similarity between d and cj should be
improved. On the contrary, if a textual artifact d(use case) has a low similarity
to the source code ci, and the source code cj is associated with the source code
ci in the structural information, then the similarity between d and cj should be
reduced. Follow the same idea, we update the similarity between the text artifact
d and the source code cj according to the following formula (3), (4).

Sim(d, cj) = SimText(d, cj) +
SimText(ci, cj)
dist(ci, cj)

(3)

Sim(d, cj) = SimText(d, cj) − SimText(ci, cj)
dist(ci, cj)

(4)

Finally, we will filter the generated candidate connections. There are usually
two ways to do this. You can sort the generated candidate joins and pick the top
k links with the highest similarity. Instead, we set a threshold for the candidate
connection and filter out the links above the threshold.

5 Experiment Evaluation

In this section, we describe the evaluation the proposed method.

5.1 Dataset

The software repository of our research is eTour which is an electronic touristic
guide. It contains 58 Use Cases, 174 classes and 366 correct links. The artifact
language for the eTour systems is English. The correct traceability links which
called oracle is restored to analyze the proposed experimental method.
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5.2 Research Questions

In our research, we have proposed questions:

1. Whether combining the textual information and structural information of the
software artifacts can improve the traceability link recovery work? Whether
the structural information contributes to traceability links recovery work?

2. Whether use graph embedding technology to indicate the structural informa-
tion of the source code can help the software artifact traceability recovery
work?

3. Whether the combination of different IR methods can improve the traceability
recovery method? Specifically, can a combination of different IR technologies
achieve better accuracy and recall than using only one IR technology?

In response to our research questions, we compared only using the IR-based
method with the combination of IR technology and graph embedding technology
in the traceability recovery. For obtaining the experimental results of traceability
recovery by combining different IR methods, we apply TF-IDF and LDA model
combination to the recovery of artifact traceability links.

5.3 Metrics

Our research uses precision and recall metrics to evaluate proposed approach
(5), (6).

precision =
|correct ∩ retrieved|

|retrieved| % (5)

recall =
|correct ∩ retrieved|

|correct| % (6)

We evaluate the result by comparing precision and recall.

5.4 Analysis of the Results

The Fig. 3 shows the number of correct links found in traceable link recovery.
It can be seen from the figure that the combination of TFIDF and LDA, and
using graph embedding technology for traceable link recovery can improve the
number of correct connections captured, thus indicating that the combination
of IR and graph embedding technology can improve traceability link recovery.
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Fig. 3. The retrieved correct links

Fig. 4. The correct links captured by each method

The Fig. 4 shows the correct links captured by each method. Using graph
embedding technology can capture more correct links. We also found that most
of the correct links are captured by the TF-IDF method, but the LDA method
also captures many correct links that ignored by TF-IDF.

The Fig. 5 shows the accuracy obtained in traceable link recovery. It can be
seen from the figure that the use of combined IR method and Graph Embedding
technology for traceable link recovery does not significantly improve accuracy,
even with LDA technology, the accuracy is slightly reduced.

The Fig. 6 shows the recall obtained in traceable link recovery. It can be
seen from the figure that using graph embedding technology for traceable link
recovery can greatly improve the recall. In the case of using TFIDF and Combine
TFIDF and LDA, the recall is significantly improved. In the LDA case, the recall
has also increased slightly. This shows that graph embedding technology can
significantly improve the recall of traceable links, and graph embedding helps
traceability link recovery.
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Fig. 5. The precision of traceability recovery

Fig. 6. The recall of traceability recovery

In conclusion, using graph embedding technology can capture more correct
links and significantly increase the recall of traceability links, so graph embedding
technology is helpful. And using multiple IR technologies can achieve better
results than using one IR technology alone.

6 Threats to Validity

The repositories used in our research is difficult to compete with actual industrial
projects. But it is near to the repository used in other research. ETour has been
used as a benchmark repository for TEFSE 2011 traceability recovery challenges.
Nonetheless, we plan to use other artifact repositories to replicate the experiment
to confirm our findings.

Regarding the calculation of the distance between source code nodes, we
use the Euclidean distance. Although Euclidean distance is useful, it has limita-
tions. It treats the differences between the different properties of the sample as
equivalent, which sometimes does not satisfy the actual situation. Therefore, the
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Euclidean distance is applied to the case where the metrics of the components
of the vector are unified.

We use LDA to calculate the text similarity of software artifacts. Although
LDA is very useful, but it is very difficult to select the appropriate number of
topics T . The inappropriate number of topics T will reduce the result.

7 Conclusion

Maintaining the traceability links often is an time-consuming work. The research
strive for reducing manual work and increase productivity partly. The use of IR
technique for recovering links has achieved promising results. But it often suf-
fer the terms mismatch problem of artifacts developed by different people. In
addition, some data have a lot of noise. In this case, this problem suppresses
the IR technique to distinguish between related and unrelated artifacts. This
article combines the textual information of the software artifacts with the struc-
tural information to recover the traceability link. Textual information of the
software artifacts is processed by using different IR techniques, and the struc-
tural information of the source code is represented by using the graph embedding
technology. We Improve the traceability recovery by comprehensively utilizing
textual and structural information.

8 Discussion and Future Work

Our study uses the LINE model for graph embedding of source code nodes,
which is applicable to any type of information network. In the future, we will
use other graph embedding to embedding source code nodes.

Our study implementation on the eTour software repository. In the future
we will try to recover traceable links for more software repository.

Our research focuses on the inheritance, implement, class attributes, function
parameters, function return, and exceptions thrown by functions. These features
are crucial for program comprehension and traceability recovery. We plan to
utilize these and more features in other effective ways in the future.

Furthermore, the domain knowledge of software engineering is also significant
for traceability recovery according to our empirical research. Therefore, we plan
to utilize the logical reasoning to recover traceability links directly in the future.

Acknowledgement. This work is supported by National Key R&D Program of China
(No. 2018 YFB0804703), International Research Cooperation Seed Fund of Beijing Uni-
versity of Technology (No. 2018B2), and Basic Research Funding of Beijing University
of Technology (No. 040000546318516).

References

1. Zhang, Y., Wan, C., Jin, B.: An empirical study on recovering requirement-to-code
links. In: 2016 17th IEEE/ACIS International Conference on Software Engineering,
Artificial Intelligence, Networking and Parallel/Distributed Computing (SNPD).
IEEE (2016)



Using Graph Embedding to Improve Requirements Traceability Recovery 545

2. Panichella, A., et al.:. When and how using structural information to improve IR-
based traceability recovery. In: European Conference on Software Maintenance and
Reengineering. IEEE (2013)

3. Mcmillan, C., Poshyvanyk, D., Revelle, M.: Combining textual and structural anal-
ysis of software artifacts for traceability link recovery. In: Workshop on Traceability
in Emerging Forms of Software Engineering. IEEE (2009)

4. Capobianco, G., De Lucia, A., Oliveto, R., Panichella, A., Panichella, S.: On the
role of the nouns in IR-based traceability recovery. In: IEEE International Confer-
ence on Program Comprehension. IEEE (2009)

5. Asuncion, H.U., Asuncion, A.U., Taylor, R.N.: Proceedings of the 32nd ACM/IEEE
International Conference on Software Engineering - ICSE 2010 - Software Trace-
ability with Topic Modeling, Cape Town, South Africa, 1–8 May 2010, vol. 1, p.
95. ACM Press (2010)

6. Diaz, D., Bavota, G., Marcus, A., Oliveto, R., Takahashi, S., Lucia, A.D.: Using
code ownership to improve IR-based Traceability Link Recovery. In: IEEE Inter-
national Conference on Program Comprehension. IEEE (2013)

7. Gethers, M., Oliveto, R., Poshyvanyk, D., Lucia, A.D.: On integrating orthogonal
information retrieval methods to improve traceability recovery. In: IEEE Interna-
tional Conference on Software Maintenance, The College of William and Mary.
IEEE (2011)

8. Oliveto, R., Gethers, M., Poshyvanyk, D., Lucia, A.D.: On the equivalence of infor-
mation retrieval methods for automated traceability link recovery. In: 2010 IEEE
18th International Conference on Program Comprehension (ICPC). IEEE (2010)

9. Guo, J., Cheng, J., Cleland-Huang, J.: Semantically enhanced software traceability
using deep learning techniques. In: 2017 IEEE/ACM 39th International Conference
on Software Engineering (ICSE). IEEE Computer Society (2017)

10. Ali, N., Gueheneuc, Y.G., Antoniol, G.: Trust-based requirements traceability. In:
2011 IEEE 19th International Conference on Program Comprehension (ICPC).
IEEE (2011)

11. Buckner, J., Buchta, J., Petrenko, M., Rajlich, V.: JRipples: a tool for program
comprehension during incremental change. In: International Workshop on Program
Comprehension. IEEE Computer Society (2005)
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