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Abstract. Automated instrument localization during cardiac interven-
tions is essential to accurately and efficiently interpret a 3D ultrasound
(US) image. In this paper, we propose a method to automatically localize
the cardiac intervention instrument (RF-ablation catheter or guidewire)
in a 3D US volume. We propose a Pyramid-UNet, which exploits the
multi-scale information for better segmentation performance. Further-
more, a hybrid loss function is introduced, which consists of contextual
loss and class-balanced focal loss, to enhance the performance of the
network in cardiac US images. We have collected a challenging ex-vivo
dataset to validate our method, which achieves a Dice score of 69.6%
being 18.8% higher than the state-of-the-art methods. Moreover, with
the pre-trained model on the ex-vivo dataset, our method can be easily
adapted to the in-vivo dataset with several iterations and then achieves
a Dice score of 65.8% for a different instrument. With segmentation,
instruments can be localized with an average error less than 3 voxels in
both datasets. To the best of our knowledge, this is the first work to
validate the image-based method on in-vivo cardiac datasets.

Keywords: Instrument localization · 3D US · Pyramid-UNet · Hybrid
loss

1 Introduction

Cardiac intervention therapies, such as cardiac electrophysiology (EP) and tran-
scatheter aortic valve implantation (TAVI), have been broadly applied to achieve
lower risk and shorter recovery time for patients. To guide the instruments inside
the heart during intervention, fluoroscopy imaging is typically considered using a
contrast agent to visualize the vessel and tissue. However, radiation dose, harmful
agents, invisible soft tissue and lack of 3D spatial information in X-ray imag-
ing complicate the interpretation of the instrument during the interventions.
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Fig. 1. (a) Block diagram of our method; (b) Pyramid-UNet structure for segmenta-
tion, the outputs are supervised by hybrid loss; (c) Encoding for contextual loss.

To address this, 3D ultrasound (US) is considered as an alternative solution
for intervention guidance, which has a richer spatial information and no radia-
tion exposure. Nevertheless, the low-resolution and low-contrast imaging of 3D
US lead to difficulty for a sonographer to timely localize the instrument dur-
ing the surgery. Therefore, automatic instrument segmentation and localization
methods are highly demanded for clinical practice. As a promising approach,
3D US image-based instrument localization has been studied in recent years
[1,5,6,8,9]. Conventional machine learning approaches with handcrafted features
were applied to localize the catheter in a phantom heart or an ex-vivo dataset
[5,9]. However, the limited discriminating capacity of handcrafted features can-
not always handle the complex anatomical structures in 3D US images. More
recently, deep learning methods, such as convolutional neural networks (CNNs),
have achieved a significant performance improvement in medical applications.
For instruments detection or localization in 3D US using deep learning, two
main approaches have been studied: voxel-based classification by a CNN [6,8]
and slice-based semantic segmentation [6]. Although they achieved better results
than the approaches with handcrafted features, these deep learning methods still
have limitations. Particularly for the slice-based semantic segmentation method,
the authors [6] employ a 2D convolution method on the decomposed 2D slices.
However, the 3D contextual information in 3D US cannot be fully exploited.

To better exploit 3D contextual information, we propose as the first contri-
bution a 3D CNN for instrument localization in 3D US, which is shown in Fig. 1.
More specifically, we propose a compact UNet with pyramid structure (Pyramid-
UNet), which is able to keep both high-level and low-level features simultane-
ously at different image scales, while reducing the complexity of the standard
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UNet [2,10]. From our experiments, our proposed Pyramid-UNet improves the
segmentation performances when compared to a standard UNet structure. More-
over, as the second contribution, we design a hybrid loss function, which consists
of contextual loss and class-balanced focal loss, to learn a better discriminating
representation. The contextual loss controls the CNN towards high-level contex-
tual information encoding for the prediction domain. The class-balanced focal
loss enables the network to balance and focus more on challenging voxels of
difficult structures. To validate our method, we first performed an experiment
on the collected ex-vivo dataset for RF-ablation catheter localization (for EP
operation), which successfully segmented the instrument with Dice score 69.6%.
Furthermore, we conducted an experiment on an in-vivo dataset for guidewire
localization (for TAVI operation). With limited images of the in-vivo dataset,
we performed fine-tuning on this dataset by using the pre-trained model from
the ex-vivo dataset, which achieved Dice score of 65.8%. Based on the successful
segmentation result, the instrument’s tip can be localized with an average error
less than 3 voxels on both datasets. To the best of our knowledge and as the
third contribution, this paper is the first one to validate the image-based cardiac
instrument localization in an in-vivo dataset.

2 Methods

The block diagram of our proposed method is shown in Fig. 1, which is based
on three stages: (1) the input 3D image is decomposed into smaller patches;
(2) each patch is segmented by our proposed network and the output patches
are combined back; (3) the instrument axis and its tip are extracted after the
segmentation, which can then be visualized for clinical experts.

2.1 Pyramid-UNet

We adopt the popular segmentation net 3D UNet [2,10] as our backbone archi-
tecture, but we introduce the following modifications for our application, as
shown in Fig. 1(b). Because of the limited amount of images in the dataset, we
experimentally reduce the number of multi-scale levels of UNet and convolutional
channels at each level, which leads to less trainable parameters and avoids over-
fitting. When compared to a standard UNet (19.4M parameters), our re-designed
compact UNet is more compact and efficient (4.6M parameters). Typically as
the network goes deeper, the discriminating information at low level can van-
ish or be omitted. Although UNet [2] employs skipping connections to preserve
low-level information, it still cannot fully preserve the information at different
levels. To address this, we design a Pyramid-UNet, which is shown in Fig. 1(b).
We consider the multi-scale inputs at different UNet levels to preserve more low-
level information within the encoding stage. The proposed image pyramid scaling
at the input is attractive, since it potentially compensates the information loss
during the feature pyramid of UNet [4]. Furthermore, to better supervise and
synchronize the features at different scales, we employ deep supervision at the
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decoding stage [3], but introduce an extra convolutional block for a better stabil-
ity. Specifically, we apply the deconvolution operation at each decoding level to
generate the prediction with original patch size, which avoids further artifacts in
the ground truth and preserves the accuracy. By combining the pyramid inputs
and outputs, the proposed network potentially preserves more information at
different feature scales than the standard UNet for US images.

2.2 Hybrid Loss Function

To better supervise the Pyramid-UNet and to enforce learning more contex-
tual information rather than a conventional voxel-based loss function, such as
cross-entropy and Dice loss, we propose a hybrid loss function. It consists of a
contextual loss and a class-balanced focal loss. As shown in Fig. 1(b), the three
outputs of the 3D Pyramid-UNet are denoted as Ŷ1, Ŷ2 and Ŷ3. The hybrid loss
function is defined as

Loss(Ŷ1, Ŷ2, Ŷ3, Y ) =
3∑

i=1

αi(LossFL(Ŷi, Y ) + LossCL(Ŷi, Y )), (1)

where Y is the ground truth of the input patch, LossFL denotes the class-
balanced focal loss and LossCL is the contextual loss.

Typically, networks are learned by employing a voxel-wise loss function, such
as cross-entropy or Dice loss, which are ignoring the high-level difference between
prediction and ground truth. To enforce the network to learn a better contex-
tual representation, we introduce a novel contextual loss, which formulates the
contextual difference in a latent space. The prediction and ground truth are
encoded by a contextual encoder, which is depicted in Fig. 1(c), to generate a
high-level representation in latent space, denoted as SŶ and SY , respectively. As
a consequence, the contextual loss LossCL is characterized by

LossCL(Ŷ , Y ) = ||CE(Ŷ ) − CE(Y )||2 = ||SŶ − SY ||2, (2)

where || · ||2 is the norm-2 distance and CE(·) is the context encoder in Fig. 1(c).
The loss function, such as Dice or cross-entropy, is typically applied for seg-

mentation tasks in medical imaging. However, it is not optimized when seg-
mented objects have large size variations and imbalanced class distribution in
the ground truth [7]. Moreover, when the instrument has a small size in 3D space
and hard/challenging classified boundary voxels are more important than easy
classified voxels at the center part of the instrument, the commonly used loss
functions might not be optimized. Therefore, to focus more on challenging voxels
and concerning the imbalanced classes of the previous focal loss [7], we adopt
them into the class-balanced hybrid focal loss function, which is defined as
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LossFL(Ŷ , Y ) = η
(
1 − (1 + β2)

∑N
i=1 yciŷci

(1 + β2)
∑N

i=1 yciŷci + β2
∑N

i=1 yciŷni +
∑N

i=1 yniŷci

)γ

− (1 − η)
( N∑

i=1

ωci(1 − ŷci)σ log(ŷci) +
N∑

i=1

ωni(1 − ŷni)σ log(ŷni)
)
,

(3)
where yci denotes an instrument voxel from the ground truth, ŷci represents the
voxel’s prediction probability for the instrument class, while yni and ŷni are a
non-instrument voxel and its corresponding prediction probability, respectively.
Parameters β and ω are controlling the weight between different classes, which
are calculated as the square root of the inverse of the classes ratio. Parameters γ
and σ are controlling the slope of the loss curve, which are empirically selected as
γ = 0.3 and σ = 2, respectively. Parameter η is the weight between two different
focal losses, which is empirically chosen as η = 0.8.

2.3 Training Stage: Dense Sampling

The common training strategy for patch-wise segmentation is based on a ran-
dom patch cropping from the full volumes [10]. However, this approach fails to
train the network for instrument segmentation in 3D US, since the instrument
occupies relatively small space in the volume and random cropping leads to an
extremely imbalanced information distribution. To address this, we propose a
dense sampling approach on catheter voxels: for each instrument voxel in the
training volume, a 3D patch with size 483 voxels is generated that surrounds the
voxel being at the center. As a result, the training patches are focusing on a sub-
space surrounding the instruments rather than sampling irrelevant information.
The network is trained by minimizing the joint loss function of Eq. (1) using the
Adam optimizer with initial learning rate equal to 0.001. Empirically, we empiri-
cally select loss weights in Eq. (1) as α1 = 1, α2 = 0.6 and α3 = 0.4, respectively.
The learning is terminated after convergence. To generalize the network, data
augmentations are applied on-the-fly, like random mirroring, flipping, contrast
transformation, etc. The dropout rate is 0.5 during the training.

2.4 Instrument Localization

The full volume of 3D US is decomposed into patches to generate the segmenta-
tion results, which are combined back into a volume as the segmentation output,
as shown in Fig. 1(a). A typical instrument localization method is using a pre-
defined model to fit the instrument in 3D space [9], which could be complex
and time-consuming. In our method, with the high segmentation performance
of the proposed network, we directly extract the largest connected group as the
instrument after the segmentation. As a result, our method avoids a complex
post-processing stage. With the selected group, the instrument axis is extracted
and the instrument’s tip is localized as the point closest to the image center.
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Fig. 2. (a) Our ex-vivo dataset collection setup with RF-ablation catheter; (b) Porcine
heart placed in the water tank, the US probe is placed under the heart while the catheter
is going through the vein; (c) (d) Example slices of ex-vivo image with RF-ablation
catheter; (e) (f) Example slices of in-vivo image with guidewire.

Table 1. Segmentation performance for different methods in Dice Score (DSC) and
Hausdorff Distance (HD), which are shown in mean± std. All the methods are validated
on our datasets. (−means failed to calculate the result due to memory overflow)

Method ex-vivo in-vivo

DSC (%) HD (voxels) DSC (%) HD (voxels)

GF-SVM [5] 3.3± 8.5 - 1.0± 1.7 -

MF-AdaB [9] 36.5± 19.0 19.1± 8.5 37.6± 23.3 23.9± 18.2

ShareFCN [6] 52.8± 21.0 15.6± 16.7 55.9± 12.1 11.6± 7.8

LateCNN [8] 58.5± 10.7 11.5± 7.7 58.6± 7.9 11.0± 5.1

3D-UNet [10] 24.6± 24.9 38.3± 22.3 53.2± 14.7 18.8± 11.0

Compact-UNet 62.2± 20.0 13.3± 15.6 63.8 ± 9.2 9.8± 5.5

Pyramid-UNet 65.8± 18.9 11.3± 13.8 64.5± 8.3 8.8± 3.2

Proposed 69.6± 10.9 9.0± 4.6 65.8± 9.2 8.4± 3.8

3 Experiments

3.1 Experiment on ex-vivo dataset

Materials: We have first validated our method on an ex-vivo dataset, examples
of data collection setup and corresponding US images are shown in Fig. 2. The
ex-vivo dataset consists of 92 3D cardiac US images from porcine hearts. During
the recording, the hearts were placed in water tanks with an RF-ablation catheter
for EP (diameter range from 2.3 mm to 3.3 mm) inside the left ventricle or right
atrium. The US probes were placed next to the heart to capture the images
containing the catheter. The dataset includes the volumes of size range 120×69×
92 to 294× 283× 202 voxels, in which the voxel size was isotropically resampled
to the range of 0.4–0.7 mm. The datasets were manually annotated by clinical
experts to generate the binary segmentation mask as the ground truth. The ex-
vivo dataset was randomly divided into 62/30 volumes for training/testing. The
evaluation metrics are Dice Score (DSC) and Hausdorff Distance (HD).
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Fig. 3. (a) Learning curves for testing patches under two different scenarios at first
2k iterations in ex-vivo, with corresponding Dice score on testing volumes. (b) Box-
plots of instrument tip error in different segmentation methods. (c) 3D volume with
ground truth (green), segmentation (red), and enlarged visualization. (d) 2D slices of
3D volume, which is tuned to have the best view. (Color figure online)

Segmentation in ex-vivo: We have extensively compared our method with
state-of-the-art medical instrument segmentation approaches on the ex-vivo
data-set, including handcrafted feature methods using Gabor features (GF-
SVM) [5], Multi-scale and multi-definition features (MF-AdaB) [9], LateCNN
for voxel-based catheter classification (LateCNN) [8], and ShareFCN using a
cross-section approach to decompose 3D information for needle segmentation
(ShareFCN) [6]. Moreover, we also compared a standard 3D UNet for 3D US
in another task (3D-UNet) [10]. The results are compared with our method and
shown in Table 1. Ablation studies are also performed to validate our proposed
compact UNet with standard Dice loss (Compact-UNet), Pyramid-UNet with
standard Dice loss and our Pyramid-UNet with hybrid loss (denoted as Pro-
posed in the Table). From the results in Table 1, the Compact-UNet has better
performance than 3D-UNet because of using less parameters and avoiding of
over-fitting. Moreover, it also has better performance than other medical instru-
ment segmentation approaches. Our proposed Pyramid-UNet with hybrid loss is
able to further boost the performance by exploiting more semantic information.

3.2 Experiment on in-vivo dataset

Materials: The collected in-vivo dataset includes 18 volumes from TAVI oper-
ations. During the recording, the sonographer recorded images from different
locations of the chamber without any influence on the procedure. The volumes
were recorded with a mean volume size of 201×202×302, where the volume voxel
size was resampled to 0.6 mm. The applied instrument in the in-vivo dataset is
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a guidewire (0.889 mm). Threefold cross-validation was performed on the in-
vivo dataset with fine-tuning, based on the pre-trained ex-vivo model for the
RF-ablation catheter. All ethical guidelines for human studies were followed.

Segmentation in in-vivo: When comparing our challenging datasets, ex-vivo
possess more information of 3D cardiac images because of a larger training
dataset, which could be beneficial to the in-vivo dataset using the concept of fine-
tuning (from RF-ablation catheter to guidewire). As a consequence, we trained
the model on ex-vivo data from scratch and fine-tuned it on the in-vivo data.
Example curves of testing Dice score are shown in Fig. 3(a), which are obtained
by random samples from testing images. These results come from two differ-
ent scenarios with respect to training iterations: train from scratch (TFS) and
fine-tuning. As we can observe, even the trained model is used for different
instrument types, the pre-trained model promises a fast convergence less than
10 iterations. Moreover, it provides a better segmentation performance when
compared to training from scratch. The fine-tuned model has 4% higher Dice
score with 2,000 iterations than training from scratch with 20,000 iterations.
Corresponding segmentation results are shown in Table 1.

3.3 Instrument Localization

With a robust segmentation performance, instruments are directly localized by
selecting the largest connected component. The accuracy of instrument local-
ization is evaluated in terms of instrument tip error, defined as the point-plane
distance between the tip on the ground truth to the cross-section plane con-
taining the instrument. The statistical results of errors in two different datasets
are shown in the boxplots in Fig. 3(b). From the results, our proposed method
achieves the best localization error less than 3 voxels.

4 Conclusion

In this paper, we have proposed a novel automatic instrument localization
method for US-guided cardiac intervention therapy. In the proposed method,
we design a network to provide segmentation of the instruments. With the aid
of hybrid loss, the performance of the network achieved a Dice score of 69.6% and
65.8% in challenging ex-vivo and in-vivo datasets, respectively. Based on the pro-
posed networks, the experiments show that our method obtains an instrument
localization error that is less than 3 voxels without complex post-processing,
which reduces the localization complexity and provides an accurate localization
result.



Transferring from ex-vivo to in-vivo: Instrument Localization 271

References

1. Arif, M., Moelker, A., van Walsum, T.: Automatic needle detection and real-time
bi-planar needle visualization during 3D ultrasound scanning of the liver. Med.
Image Anal. 53, 104–110 (2019)
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