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Abstract. Sentiment analysis is widely applied in personalized recom-
mendation, business reputation monitoring, and consumer-driven prod-
uct design and quality improvement. Fine-grained sentiment analysis,
aimed at directly predicting sentiment polarity for multiple pre-defined
fine-grained categories in an end-to-end way without having to identify
aspect words, is more flexible and effective for real world applications.
Constructing high performance fine-grained sentiment analysis models
requires the effective use of both shared document level features and
category-specific features, which most existing multi-task models fail
to accomplish. In this paper, we propose an effective multi-task neu-
ral network for fine-grained sentiment analysis, Multi-Task Multi-Head
Attention Memory Network (MMAM). To make full use of the shared
document level features and category-specific features, our framework
adopts a multi-head document attention mechanism as the memory to
encode shared document features, and a multi-task attention mechanism
to extract category-specific features. Experiments on two Chinese lan-
guage fine-grained sentiment analysis datasets in the Restaurant-domain
and Automotive-domain demonstrate that our model consistently out-
performs other compared fine-grained sentiment analysis models. We
believe extracting and fully utilizing document level features to establish
category-specific features is an effective approach to fine-grained senti-
ment analysis.

Keywords: Fine-grained sentiment analysis · Multi-head Attention
Memory · Multi-task learning

1 Introduction

The main purpose for sentiment analysis is to identify the sentiment polarity
(i.e. positive, neutral, and negative) from input documents. Most existing sen-
timent analysis tasks are carried out at document level [1–3] or aspect level
[4–7]. Document level sentiment analysis outputs the general sentiment polarity
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of the whole document, while aspect level sentiment analysis predicts sentiment
for an aspect. Aspect sentiment analysis is a two-step process, i.e. aspect word
extraction and sentiment analysis. Fine-grained sentiment analysis [8,9] is an
approach that directly analyzes sentiment polarity (positive, neutral, negative
or not mentioned) for multiple pre-defined fine-grained categories in a specific
domain. Take the Restaurant domain as an example, pre-defined categories such
as ease of transportation, price level, cost effectiveness, discounts, taste, overall
experience and so on should be analyzed collectively to provide a fine-grained
sentiment analysis approach to document understanding. Fine-grained sentiment
analysis is also able to predict sentiment polarity from implicit expressions in the
absence of aspect words. It is more suitable in real world applications, especially
for documents containing oral expressions. For example, the user review snippet
“The food is expensive but the taste is delicious” contains two categories of senti-
ment, i.e. the price is negative while the taste is positive. The negative comment
for price is “expensive”, which is expressed implicitly without an aspect word.

In order to analyze these categories collectively, multi-task learning has been
suggested for fine-grained sentiment analysis. For example, [10] proposed a multi-
task learning framework with an individual attention for each category on the
shared LSTM encoding layer. However, these models perform poorly for cate-
gories which rely on multiple document level features, especially on conflicting
features. These approaches tend to obscure the characteristics of each attended
word by forcing multiple words into one attention or one pooling for each cate-
gory [5]. For example, the sentiment expressed in the review snippet “Although
tables on the top floor of the restaurant are visible from the road crossing, it is
still a long way from there, and the restaurant sign is not as clear as others”
relies on multiple words with conflicting expressions. The negative sentiment
on category “easy to find” is influenced more strongly by the expression “the
restaurant sign is not as clear as others”. Models with only one attention or
one pooling for each category are not able to provide appropriate weights for
these features. On the other hand, certain sentiments are synthetic in nature.
For example, the category “overall experience” should be synthesized from the
combination of the sentiment polarities from all other categories, especially if
no explicit expression is provided. Therefore, in addition to individual category-
specific features, obtaining document level features in a shared way and making
full use of them is necessary for effective fine-grained sentiment analysis.

In order to capture multiple shared features of a document, as well as
category-specific features for fine-grained sentiment classification, we propose
an effective multi-task learning framework, i.e. Multi-Task Multi-Head Atten-
tion Memory Network (MMAM), for fine-grained sentiment analysis. With the
document tokens as input, our model adopts an embedding look-up layer to gen-
erate the document embedding matrix, a Bi-LSTM layer for document encod-
ing, and a document attention memory layer with multiple attention heads to
capture features of different expressions. All the above layers are trained with
shared parameters. Subsequently, a fine-grained attention layer is adopted on
the multi-head document attention memory layer by paying specific attention
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to each fine-grained category. The final output of each category consists of an
individual fully connected layer and an individual softmax layer.

In summary, our contributions are two-fold: (i) We proposed an effective app-
roach to making full use of document level features and category-specific features
for fine-grained sentiment analysis. (ii) We developed a multi-task framework
with multi-head attention layer to capture shared document level features, and
a fine-grained attention layer to make full use of these document level features
for fine-grained sentiment analysis.

Our framework outperforms other compared fine-grained sentiment analysis
models on two Chinese language fine-grained sentiment analysis datasets, i.e.,
the Fine-grained Sentiment Analysis of Online User Reviews dataset 2018 (AI
Challenger 2018)1 in the Restaurant-domain with 20 categories, and the Fine-
grained Sentiment Analysis of User Reviews in Automotive Industry (DataFoun-
tain 2018)2 containing reviews in the Automotive-domain with 10 categories, as
shown in Table 1.

Table 1. Details of the experiment datasets

Datasets Training Validation Test Number of categories

Restaurant-domain reviews 100k 10k 10k 20

Automotive-domain reviews 6632 829 829 10

2 Related Work

Fine-grained sentiment analysis is to analyze sentiment polarity on multi-
ple pre-defined categories in an end-to-end way. It is able to predict sentiment
from implicit expressions in the absence of aspect words [8,9]. For example, [11]
applied structured features for fine-grained sentiment analysis. [12] proposed a
multi-layer perceptron model for multi-task emotion classification and regres-
sion. [13] combines the final states of a bi-LSTM neural network with additional
features for fine-grained emotion analyses. [14] applied multi-task framework
with shared CNN or LSTM encoder and task-specific softmax mechanism for
fine-grained sentiment analysis.

Common to these approaches to fine-grained sentiment analysis is the use of
multi-task learning (MTL). MTL based on neural networks has proven to be
effective in many NLP tasks, such as information retrieval [15], machine trans-
lation [16], part-of-speech tagging and semantic role labeling [17]. MTL utilizes
both the commonalities in the document features and the differences in each task
to perform multiple learning tasks collectively. Therefore, MTL can strengthen
the training data by transferring useful information from one task to another.
For example, [18] used shared CRFs and domain projections for multi-domain
multi-task sequence tagging. [16] and [19] shared encoders or decoders in one to

1 https://challenger.ai/dataset/fsaouord2018.
2 https://www.datafountain.cn/competitions/329.

https://challenger.ai/dataset/fsaouord2018
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many or many to many neural machine translations. [20] used multiple shared
LSTM layers with a separate softmax layer for each semantic sequence labeling
task. Multi-task learning has also been applied to multi-aspect sentiment anal-
ysis tasks [21]. However, existing approaches in fine-grained sentiment analysis
are not so effective because document level features are not fully utilized since
only word encoding layers are shared in these models.

3 Approach

Our framework consists of five layered modules (Fig. 1), the word embedding
layer, the Bi-LSTM encoding layer, the document attention layer, the fine-
grained attention layer, and the output layers for each category consisting of
a fully connected layer and a softmax layer.

Fig. 1. MMAM model Framework

3.1 Input Embedding Layer

An embedding lookup matrix L ∈ R
d×|V | is generated by concatenating all the

word vectors from pre-trained models, such as word2vec and ELMo, in which d
is the dimension of the embedding vector and |V | is the size of the vocabulary. In
forward-propagation, E = {e0, e1, . . . , en} is generated by retrieving the matrix
L from the input words w, where ei ∈ R

d is the embedding vector for each word.

3.2 Bi-LSTM Layer

A Bi-LSTM layer is applied for encoding the embedded words to form sequential
features. 1-layer Bi-LSTM is applied in this research. The inputs for the forward
LSTM encoder and backward LSTM encoder are both the embedded word vec-
tors E, while the outputs are the encoded forward and backward vectors. The
Bi-LSTM layer produces the concatenated vectors H = {h0, h1, . . . , hn} as the
output, where hi is the concatenation of the hidden states in the i-th forward
LSTM cell and the i-th backward LSTM cell.
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3.3 Multi-Head Document Attention Memory Layer

Attention is applied for document encoding. Different from previous researches,
[22,23], for this fine-grained multi-task learning, multiple attention heads are
applied as memory on the output of Bi-LSTM layer to capture shared features
in the document. For each attention head, the forward-propagation is listed as
follows:

αdai
= softmax(−→w da2,itanh(Wda1,iH�)) (1)

dai = αdai
H (2)

where dai is the output of the i -th document attention head vector, Wda1,i ∈
R

dimda×2dimh is a dense transformation matrix for hidden states H, dimda is
the document attention dimension, dimh is the hidden states size for the LSTM
cell, and vector −→w da2,i ∈ R

dimda is the query vector for each document attention
query head. Supposing there are m document attention features, the output of
document attention is a matrix DA ∈ R

2dimh×m, generated by the concatenation
of the m attention heads, i.e. DA = {da0, da1, . . . , dam}.

3.4 Fine-Grained Attention Layer

While the document multi-head attention memory layer captures shared features
from the document, the fine-grained attention layer is employed on the output
of document attention memory layer in order to obtain the category-specific
features. For each category, the calculation in the forward propagation for a
fine-grained attention vector is given as follows:

αgai
= softmax(−→w ga2,itanh(Wga1,iDA�)) (3)

gai = αgai
DA (4)

where gai is the output of the i -th fine-grained attention vector, Wga1,i ∈
R

dimga×2dimh is a dense transformation matrix for document attention matrix
DA, dimga is the fine-grained attention dimension, dimh is the hidden states
size for the LSTM cell, and vector −→w ga2,i ∈ R

dimga is a specific query vector for
each category.

3.5 Output Layers and Multi-task Learning

The output layers consist of a fully connected layer and a 4-class softmax layer
(positive, neutral, negative, and not-mentioned) for each category. Both layers
are trained with category-specific parameters. The forward-propagation for each
category is listed as follows:

fci = dense(gai) (5)
pi = softmax(fci) (6)
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where fci ∈ R
dimfc is the output of a fully connected layer, and pi ∈ R

4 is the
output probability for each class in the i -th category.

The model is trained by minimizing the sum of cross-entropy loss in each fine-
grained category. L2 regularization is employed in all the attentions and dense
layers to ease over-fitting. The loss function of this model is given as follows:

L =
∑

x,y∈D

t∑

i=0

∑

c∈C

yCi · logfCi (x; θ) + λ||θ||2 (7)

where D is the training dataset, C is the sentiment classes including positive,
neutral, negative, and not-mentioned, yCi ∈ R

4 is the one-hot label vector for the
i -th category with true label marked as 1 and others marked as 0, fCi (x; θ) is the
probability result for the i -th category, and λ is the L2 regularization weight.
Besides L2 regularization, we also employed dropout and early stopping to ease
overfitting.

4 Experiments

4.1 Experiment Settings

The effectiveness of the model was tested on two Chinese language fine-grained
sentiment analysis datasets, as shown in Table 1. The original Restaurant-domain
dataset with 120k labeled data was split into training, validation, and test
datasets, containing 100k, 10k, and 10k samples respectively. The positive, neu-
tral, and negative classes are labeled as 1, 0, and –1 respectively, while the not-
mentioned class is labeled as –2. There are 20 categories in Restaurant-domain,
ease of transportation, distance from business location, ease of finding, waiting
duration, waiters’ attitude, ease of parking, serving duration, price level, cost
effectiveness, discount, decoration, noise, space, cleanness, portion, taste, look,
recommendation, overall experience, and willingness to return, while the 10 cat-
egories in Automotive-domain are price level, engine power, comfort, configura-
tion, appearance, fuel consumption, space, safety, ease of control, and trim. All
these categories are predefined by the datasets providers. A user review example
is given in Fig. 2. In this case, the ease of transportation, price level, cost effec-
tiveness, discounts, taste, and overall experience categories are labeled as 1 (pos-
itive). The others are labeled as −2 since they were not mentioned in this review,
while no category is labeled as 0 or −1. The original Automotive-domain reviews
dataset with 8290 labeled data was also split into training, validation, and test
datasets, containing 6632, 829, and 829 samples respectively. The original labels
were transformed to −2, −1, 0 and 1, similar to the Restaurant-domain.

We used a concatenation of a 300-dimension word2vec [24] and a 1024-
dimension Embedding Language Model (ELMo) [25] as input features for
the Restaurant-domain dataset. Both word2vec and ELMo embedding are



Multi-Task Multi-Head Attention Memory Network 615

Fig. 2. A sample review of Restaurant-domain from AI Challenger 2018 (Fine-grained
sentiment analysis)

pre-trained on a large Dianping corpus3 for the Restaurant-domain dataset. The
codes we used for ELMo model pre-training were released by the authors4. For
the Automotive-domain dataset, a 300-dimension word2vec pre-trained on an
Automotive-domain corpus was used as network input embedding features.

4.2 Compared Methods

The Multi-Task Multi-Head Attention Memory (MMAM) model was compared
with the following models. All comparisons were conducted by augmenting a
multi-task fine-grained sentiment analysis layer on top of the existing networks
in order to achieve comparable results.

– SVM [26]: A traditional support vector machine classification model with
extensive feature engineering.

– multi-task CNN-attention and CNN-pooling networks [2]: A multi-task frame-
work with an attention or a max-pooling layer is applied on the concatenation
of the output of CNN kernels with various kernel sizes.

– multi-task LSTM-attention and LSTM-pooling networks [10]: A multi-task
framework with an attention or a max-pooling layer is applied on the con-
catenation of the output of a forward LSTM layer and a backward LSTM
layer.

– multi-task Recurrent Attention network on Memory (RAM) [5]: RAM model
adopts a multiple attention layer combined with a recurrent neural network.
The final state of the recurrent attention network is used for classification
in the original RAM network. We applied multi-task RAM by adding an
individual softmax layer on the final states for each category.

– Multi-Head single-task model: A set of single-task models (MAM-single)
that is trained for each specific category.

3 https://github.com/SophonPlus/ChineseNlpCorpus.
4 https://github.com/allenai/bilm-tf.

https://github.com/SophonPlus/ChineseNlpCorpus
https://github.com/allenai/bilm-tf
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Table 2. Fine-grained sentiment prediction results

Multi-task models Restaurant-domain Automotive-domain

Macro-F1 Acc Macro-F1 Acc

SVM .5244 .7171 .5371 .8680

CNN-pooling .6997 .8748 .5540 .9285

LSTM-pooling .7171 .8774 .5591 .9299

CNN-attention .7170 .8784 .5574 .9309

LSTM-attention .7199 .8787 .5588 .9274

RAM .7170 .8770 .5597 .9274

MAM-single .7195 .8788 .5636 .9300

MMAM .7229 .8799 .5852 .9355

4.3 Main Results

We evaluated the models with two metrics. The first metric is Accuracy [5,6,27],
the average accuracy across all categories. We also used the Macro-Averaged F-
measure (Macro-F1) [5,6,27] calculated by averaging the Macro-F1 across all
categories as the sentiment is polarized in some categories.

As shown in Table 2, our MMAM model consistently outperforms all other
models on both metrics. SVM model performs the worst because it takes n-gram
words directly as input without any embedding. CNN based multi-task models
perform poorly both with attention and with max-pooling feature extractor.
This is because CNN models are efficient in capturing the informative n-gram
features, but are likely to fail when reviews of multiple categories are expressed
in one document due to the loss of sequential features. Multi-task LSTM based
models perform better than CNN since they may extract some sequential fea-
tures. However, LSTM does not perform as well as our MMAM model since
they only apply one pooling or attention layer for each fine-grained classification
task, and lack shared document level attention memory features. Comparison
with multi-task LSTM model confirms that the multi-head document attention
is necessary to capture multiple document level features.

Our MMAM model also performs better than multi-task RAM model. For
Automotive-domain dataset, the Macro-F1 of MMAM is 0.0255 higher than
RAM, a 4.6% improvement. Multi-task RAM model also adopts multiple atten-
tions after the LSTM encoder layer combined together by a GRU layer. How-
ever, the nonlinear recurrent attention concentrates on the sentiment transition
of one category, rather than capturing category-specific features. This confirms
the effectiveness of the collective extraction of document level features in our
framework.

To validate the effectiveness of the multi-task learning structure, we tested
our MMAM against a set of single-task models (MAM-single), where one
model is trained for each specific category. As expected, MAM-single did not
perform as well as our MMAM model. This is because the MAM-single model
does not utilize any encoding information from other categories.
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Table 3. Fine-grained sentiment prediction results for MMAM with various number
of document attention heads

Document attention heads Restaurant-domain Automotive-domain

Macro-F1 Acc Macro-F1 Acc

2 .7171 .8778 .5549 .9299

4 .7181 .8781 .5649 .9331

6 .7224 .8791 .5714 .9325

8 .7224 .8795 .5811 .9329

10 .7227 .8797 .5852 .9355

15 .7229 .8799 .5834 .9353

20 .7227 .8799 .5847 .9355

4.4 Effect of Document Attention Memory Heads

Fig. 3. Visualization of document attention with 15 heads for document from AI Chal-
lenger 2018 (fine-grained sentiment analysis). (A) document attention plots of sub-
sentences, and (B) fine-grained attention plot

We tested our model with various number of document attention memory heads,
as it is a crucial setting that affects the performance of MMAM model. The
results are shown in Table 3. With only 2 attention memory heads, MMAM
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performs worse than multi-task LSTM-attention model. This is because the fea-
tures learned from 2 attention memory heads are quite limited for fine-grained
classification tasks. The performance of our MMAM model improves as the
number of document attention memory heads increases until it reaches 10 when
the performance begins to level off for both datasets. The optimal performance is
obtained with 15 attention heads for the Restaurant-domain dataset, and with 10
attention heads for the Automotive-domain dataset. More attention heads were
needed for Restaurant-domain dataset to reach optimal performance because
the Restaurant-domain dataset contains more categories, requiring more shared
features for classification.

Fig. 4. Visualization of document attention with only 2 heads for document from AI
Challenger 2018 (fine-grained sentiment analysis). (A) document attention plots of
sub-sentences, and (B) fine-grained attention plot

4.5 Case Study

To directly understand the information flow in the MMAM model, we visualized
the attention results in the multiple attention heads from the document attention
layer and the attention results in the fine-grained attention layer. The Bi-LSTM
encoding layer was removed in the visualization plots in order for the attention
plots to reveal the words on which each document attention head focused. The
visualization results shown in Figs. 3 and 4 are attention plots for some sentences
in the sample document in Fig. 2.

Figure 3 presents the attention results of document attention layer with 15
heads. These attention memory heads focus on different word-level features for
fine-grained sentiment classification. For example, document attention head 6
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strongly focuses on the word “cost-effective” in Fig. 3(A), which dominantly
contributes to the feature in category “cost-effective” in Fig. 3(B). The docu-
ment attention head 9, which is focused on the words “near the bus station”, is
the sole contributor to the “ease of transportation” category. Category “overall
experience” relies on 4 document attention heads, i.e. head 1, 4, 6, 12 that focus
on different document level features, to predict the sentiment polarity. The mul-
tiple document attention heads provide the fine-grained attention layer with the
ability to combine features from multiple categories. For comparison, the visu-
alization plots in Fig. 4 present the attention results of MMAM model with
only 2 attention heads in the document attention layer. The location items, such
as ease of transportation, distance, and easy to find are all supported by atten-
tion head 0. Other categories of positive sentiments, such as food taste, portion,
prices, and cost-effectiveness are all contributed by attention head 1. Therefore,
the attention in each attention head is distributed across multiple categories,
preventing the multi-task model from achieving optimal performance.

5 Conclusions and Future Work

In this paper, we proposed an effective neural network framework for fine-grained
sentiment analysis. This model employs a shared multi-head attention layer to
capture document level features, followed by an individual fine-grained attention
layer to capture category-specific features. We evaluated the performance of our
model on two datasets and demonstrated that it outperforms other fine-grained
sentiment analysis models we tested.

The performance of fine-grained sentiment analysis can be further improved
in many ways. One approach is to combine domain knowledge with machine
learning for sentiment analysis to provide additional features to the neural net-
work. For example, the knowledge that Wudaokou and Wangfujing are popular
business locations can be very useful in predicting sentiment polarity for the cat-
egory “distance from business location”. Therefore, we believe that the learning
framework enhanced with domain-knowledge may perform even more effectively
in fine-grained sentiment analysis systems.
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