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Preface

Welcome to the proceedings of NLPCC 2019, the 8th CCF International Conference on
Natural Language Processing and Chinese Computing. Following the success of
previous iterations of the conference held in Beijing (2012), Chongqing (2013),
Shenzhen (2014), Nanchang (2015), Kunming (2016), Dalian (2017), and Hohhot
(2018), this year’s NLPCC was held at Dunhuang, an oasis on China’s ancient Silk
Road. It is situated in the northwest region of China, where the Gobi Desert and the far
eastern edge of the Taklamakan Desert meet in the Gansu Province. As a leading
international conference on natural language processing and Chinese computing,
organized by the CCF-TCCI (Technical Committee of Chinese Information, China
Computer Federation), NLPCC 2019 serves as an important forum for researchers and
practitioners from academia, industry, and government to share their ideas, research
results and experiences, and to promote their research and technical innovations in the
fields.

The fields of natural language processing (NLP) and Chinese computing (CC) have
boomed in recent years, and the growing number of submissions to NLPCC is
testament to this trend. After unfortunately having to reject over 50 submissions that
did not meet the submission guidelines, we received a total of 492 valid submissions to
the entire conference, inclusive of the main conference, Student Workshop, Evaluation
Workshop and the special Explainable AI (XAI) Workshop. This represents a record
76% increase in the number of submissions compared with NLPCC 2018. Of the 451
valid submissions to the main conference, 343 were written in English and 108 were
written in Chinese. Following NLPCC’s tradition, we welcomed submissions in eight
areas for the main conference: NLP Fundamentals, NLP Applications, Text Mining,
Machine Translation, Machine Learning for NLP, Information Extraction/Knowledge
Graph, Conversational Bot/Question Answering/Information Retrieval, and NLP for
Social Networks. This year, we also adapted the call for papers to especially allow for
papers addressing privacy and ethics as well, as this has become a key area of interest
as NLP and CC deployments grow in industry. We adopted last year’s innovation by
inviting authors to submit their work to one of five categories, each which had a
different review form.

Acceptance decisions were made during a hybrid virtual and physical scientific
Program Committee (PC) meeting attended by the general, PC, and area chairs. After
our deliberations for the main conference, 92 submissions were accepted as full papers
(with 77 papers in English and 15 papers in Chinese) and 38 as short papers. Eight
papers were nominated by the area chairs for the best paper award in both the English
and Chinese tracks. An independent best paper award committee was formed to select
the best paper from the shortlist. The proceedings include only the accepted English
papers; the Chinese papers appear in ACTA Scientiarum Naturalium Universitatis
Pekinensis. In addition to the main proceedings, four papers were accepted for the



student workshop, 14 papers were accepted for the Evaluation Workshop, and nine
papers were accepted to the special Explainable AI (XAI) Workshop.

We were honored to have four internationally renowned keynote speakers—
Keh-Yih Su, Mark Liberman, Dawei Song, and Fei Xia—share their expert opinions on
recent developments in NLP via their lectures “On Integrating Domain Knowledge into
DNN,” “Clinical Applications of Human Language Technology,” “A Quantum
Cognitive Perspective for Information Access and Retrieval,” and “NLP Is Not Equal
to NN.”

The organization of NLPCC 2019 took place with the help of a great many people:

• We are grateful to the guidance and advice provided by General Co-chairs Kenneth
Church and Qun Liu, and Organization Committee Co-chairs Dongyan Zhao,
Hongzhi Yu, and Zhijun Sun. We especially thank Dongyan Zhao, as the central
committee member who acted as a central adviser to both of us as PC chairs, in
making sure all of the decisions were made on schedule.

• We would like to thank Student Workshop Co-chairs Yue Zhang and Jiajun Zhang,
as well as Evaluation Co-chairs Weiwei Sun and Nan Duan, who undertook the
difficult task of selecting the slate of accepted papers from the large pool of
high-quality papers.

• We are indebted to the 17 area chairs and the 287 primary reviewers, for both the
English and Chinese tracks. This year, with a record number of submissions, they
operated under severe load, and completed their careful reviews, still under a
month. We could not have met the various deadlines during the review process
without their hard work.

• We thank ADL/Tutorial Co-chairs Xiaojun Wan, Qi Zhang, and Hua Wu for
assembling a comprehensive tutorial program consisting of six tutorials covering a
wide range of cutting-edge topics in NLP.

• We thank Sponsorship Co-chairs Ming Zhou and Tiejun Zhao for securing
sponsorship for the conference.

• We also thank Publication Co-chairs Sujian Li and Hongying Zan for ensuring
every little detail in the publication process was properly taken care of. Those who
have done this form of service work know how excruciating it can be. On behalf of
us and all of the authors, we thank them for their work, as they truly deserve a big
applause.

• Above all, we thank everybody who chose to submit their work to NLPCC 2019.
Without your support, we could not have put together a strong conference program.

September 2019 Jie Tang
Min-Yen Kan
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Variational Attention for Commonsense
Knowledge Aware Conversation

Generation

Guirong Bai1,2, Shizhu He1, Kang Liu1,2, and Jun Zhao1,2(B)

1 National Laboratory of Pattern Recognition Institute of Automation,
Chinese Academy of Sciences, Beijing 100190, China
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2 University of Chinese Academy of Sciences, Beijing 100049, China

Abstract. Conversation generation is an important task in natural lan-
guage processing, and commonsense knowledge is vital to provide a
shared background for better replying. In this paper, we present a novel
commonsense knowledge aware conversation generation model, which
adopts variational attention for incorporating commonsense knowledge
to generate more appropriate conversation. Given a post, the model
retrieves relevant knowledge graphs from a knowledge base, and then
attentively incorporates knowledge to its response. For enhancing atten-
tion to incorporate more clean and suitable knowledge into response
generation, we adopt variational attention rather than standard neural
attention on knowledge graphs, which is unlike previous knowledge aware
generation models. Experimental results show that the variational atten-
tion based model can incorporate more clean and suitable knowledge into
response generation.

Keywords: Conversation generation · Commonsense knowledge ·
Variational attention

1 Introduction

Commonsense knowledge is a key factor for conversational systems. Without
commonsense knowledge background, it may be difficult to understand posts
and generate responses in conversational systems [15,16,18,23]. For instance, to
understand the post “did you use color pencils?” and then generate the response
“sure did mate. green and blue as well as grey lead”, we need the relevant
commonsense knowledge, such as (green, RelatedTo, color), (blue, RelatedTo,
color), (grey, RelatedTo, color) and (lead, RelatedTo, pencils). It is shown in
Fig. 1.

Recently, [29] first attempted to incorporate commonsense knowledge into
conversation generation. Given a post, the model attentively reads corresponding
knowledge graphs at every step, and establishes effective interaction between

c© Springer Nature Switzerland AG 2019
J. Tang et al. (Eds.): NLPCC 2019, LNAI 11838, pp. 3–15, 2019.
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Fig. 1. Example of how commonsense knowledge facilitates post understanding and
response generation in conversation. Every pair of nodes formulates a triple.

posts and responses. Concretely, commonsense knowledge is incorporated with
an attention mechanism [1] in sequence-to-sequence model [24].

However [29] only considers the recall of attentional knowledge and ignores
its precision, and the models are very likely to incorporate unsuitable knowledge
into response generation. In machine translation, the semantic representations
of targets are fixed and what should be generated are certain before decoding,
so the decoder can attentively read source words base on unfinished generation.
But attention on knowledge graphs is different. The response to the post is
not certain, and we can’t ensure which background knowledge needs to share
at current step. Thus, unless we know what the whole response will say, we
can’t ensure which background knowledge needs to be shared at current step.
For example, as shown in Fig. 2, when generating the word y6, based on the
complete output we can know it should be an entity around the “color” node
following “and” rather than one around the “pencil” node, so that the attention
probability on the knowledge graph of the “color” node should be more heavily
weighted.

Thus, there is a valuable challenge of how to skillfully utilize the complete out-
put information to help the model ensure which background knowledge needs to
share. To this end, we propose to use variational attention rather than standard
attention mechanism on knowledge graphs. Concretely, we first model poste-
rior distributions of attention on knowledge graphs, which contain the complete
output words as a condition. Then, corresponding prior distributions without
output are enhanced by KL loss with the posterior distributions. In this way,
attention on knowledge graphs can be enhanced by KL loss with the complete
output information.

In brief, our main contribution is that we propose a variational attention
approach for commonsense knowledge aware conversation generation. In addi-
tion, we also implement an extra evaluation for the precision of the incorporated
knowledge facts. Experimental results show that the proposed method is able to
incorporate more clean and suitable knowledge.
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2 Related Work

Data Driven Conversation Generation
Recently, sequence-to-sequence models [24] make effects on large-scale conversa-
tion generation, such as neural responding system [21,22], hierarchical recurrent
models [19,20] and many others. Some studies attempted to facilitate improve-
ment for the content quality of generated responses, including promoting diver-
sity [11,12,27], considering additional information such as topic [25] or keyword
[17], dealing with out-of-vocabulary words [8], and so on.

Knowledge Based Conversation Generation
External knowledge incorporated into conversation generation can be divided
into two types. One belongs to unstructured texts. [7] improved conversation
generation with memory network which stores relevant comments left by cus-
tomers as external facts. [13] generated multi-turn conversations with a search
engine capturing external knowledge which is encoded by convolutional neu-
ral network. The other belongs to structured knowledge. [26] use a recall-gate
mechanism to incorporate structured domain-specific knowledge base. [9] and
[30] presented an end-to-end knowledge grounded conversational model with a
copy network [8]. [29] presented a novel open-domain conversation generation
model with commonsense knowledge.

Variational Methods
Recently, variational methods have shown great promise in natural language
processing, such as modeling topic, emotion, style, intention or others in conver-
sation for more meaningful generation [2,4,20,28], latent alignment in machine
translation [6] for more certain alignment, and latent variables for unlabeled
alignments in abstract meaning representations [14].

3 Model Description

3.1 Task Definition

Given a post X = x1x2· · ·xn, the goal is to generate a proper response Y = y1
y2· · ·ym. Besides, there are some relevant knowledge graphs G = {g1, g2, · · ·, gNG

}
retrieved from a commonsense knowledge base. By using the words in the post as
queries, we can retrieve them, like Fig. 1. They are extra input. Each word in the
post corresponds to a graph in G, each graph consists of a set of knowledge triples
gi =

{
τ1, τ2, · · ·, τNgi

}
, which surround each word in the post. Each triple (head

entity, relation, tail entity) is denoted as τ = (h, r, t). Finally, the generation
probability estimated by the model is: P (Y |X,G) =

∏m
t=1 P (yt|y<t,X,G).

3.2 Background: Knowledge Aware Framework

Except the attention on knowledge graphs is different, the framework of con-
versation generation with commonsense knowledge is similar to [29]. First,
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we adopt TransE [3] to represent the entities and relations in the knowl-
edge base. Next, we transform TransE embeddings with MLP k = (h, r, t) =
MLP (TransE(h, r, t)).

Then the retrieved knowledge triples vectors K(gi) =
{
k1,k2, · · ·,kNgi

}
in

the graph gi will produce a knowledge graph vector gi as follows:

gi =
Ngi∑

n=1

αs
n[hn ; tn ] (1)

αs
n =

exp(βs
n)

∑Ngi
j=1 exp(βs

j )
(2)

βs
n = (Wrrn )� tanh(Whhn + Wttn ) (3)

where (hn , rn , tn ) = kn , Wh , Wr , Wt are weight matrices. And e(xt) =
[w(xt); gi ] during encoding. [; ] denotes concatenation operation.

Then we use sequence-to-sequence model with GRU [5] to generate the
response. The decoder makes full use of the retrieved knowledge graphs.

st+1 = GRU(st , [ct ; c
g
t ; ck

t ;e(yt)]) (4)
e(yt) = [w(yt);kj ] (5)

st is decoder state, yt is the output word, e(yt) is the concatenation of the
word vector w(yt). kj is the previous knowledge triple vector, which is from
the previous selected word yt. Then ct is context vector which is weighted sum
of encoder’s hidden states with standard attention mechanism at every step
[1]. cg

t and ck
t are states of incorporated knowledge, which belong to networks

named dynamic graph attention and aim at enhancing generation via incorpo-
rated knowledge. cg

t is defined as below:

cg
t =

NG∑

i=1

αg
tigi (6)

αg
ti =

exp(βg
ti)∑NG

j=1 exp(βg
tj)

(7)

βg
ti = V �

b tanh(Wbst + Ubgi) (8)

The graph context vector cg
t is a weighted sum of the graph vectors gi base on

αg
ti, which is the probability of choosing knowledge graph gi at step t. Vb , Wb ,

Ub are parameters, which measure the association between the decoder’s state
st and a graph vector gi . ck

t is defined as below:

ck
t =

NG∑

i=1

Ngi∑

j=1

αg
tiα

k
tjkj (9)
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αk
tj =

exp(βk
tj)

∑Ngi
n=1 exp(βk

tn)
(10)

βk
tj = k�

j Wcst (11)

ck
t denotes vectors of weighted knowledge triples K(gi) =

{
k1,k2, · · ·,kNgi

}

within each graph gi by αk
tj and αg

ti. αk
tj is the probability of choosing triple τj

from all triples in graph gi at step t. αg
ti is the same as the former in Eq. (6)

definition, denoting the probability of selecting graph gi. Wc are parameters,
and βk

tj can be viewed as the similarity between each knowledge triple vector kj

(from previous output yt) and the decoder state st .
Finally, the knowledge aware generator selects a generic word or an entity

word with distributions as follows:

αt = [st ; ct ; c
g
t ; ck

t ] (12)

γt = sigmoid(V �
o αt) (13)

Pc(yt = wc) = softmax(Woαt) (14)
Pe(yt = we) = αg

tiα
g
tj (15)

yt∼ot = P (yt) =
[

(1 − γt)Pg(yt = wc)
γtPe(yt = we)

]
(16)

where τj ∈ [0, 1] is a scalar to balance the choice between an entity word we and
a generic word wc, Pc/Pe is the distribution over generic/entity words respec-
tively. αt controls generation of generic words and selection of distribution over
generic/entity. Vo and Wo are parameters. The final distribution P (yt) is a
concatenation of two distributions.

3.3 Variational Attention for Knowledge Incorporation

In previous methods like knowledge aware framework above, attention on knowl-
edge graph like αg

ti above is calculated with unfinished generation and partial
generated states st . In this paper, we adopt variational method for computing
αg

ti in the knowledge aware framework, which is the attention on knowledge
graph gi. Thus the attention on knowledge triples αg

tiα
k
tj will be enhanced at the

same time.
Concretely, we introduce posterior distributions qφ(zαg

t i
|x,x,y) for atten-

tion αg
ti with the complete output information y as condition. Then we can

enhance corresponding prior attention distributions pθ(zαg
t i

|x,x) with training
by KL loss between them. Our variational attention based model is trained by
maximizing:

L(θ, φ;x,x,y) = KL(qφ(zαg
t i

|x,x,y))||pθ(zαg
t i

|x,x)

+ Eqφ(zα
g
t i

|x,x,y)[log p(y|zαg
t i

,x,x)]
(17)
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Fig. 2. This figure show the process of our model. Every node is an entity from a
knowledge triple in a knowledge graph. Entity tranformer is to produce triple vector
kj base on previously selected output yt.

zαg
t i

is distributions of αg
ti, which is attention on knowledge graph gi. Note

that zαg
t j

is also calculated but omitted in the equation, because there is no vari-
ational method designed for it. They are distributions of αk

tj , which is attention
score on knowledge triples vectors K(gi) in knowledge graph gi, it’s calculated
as Eq. (10). The first loss is the KL loss between prior distributions and pos-
terior distributions. The second loss is for generation loss of words in common
sequence-to-sequence models. x is the input post, x is attention query denoting
current states at every step. Next:

pθ(zαg
t i

|x,x) = softmax(zβg
t i

)zβg
t i

∼ N (u,σ2) (18)

qφ(zαg
t i

|x,x,y) = softmax(z′
βg

t i
)z′

βg
t i

∼ N ′(u′,σ′2) (19)
[

u′

log(σ′2)

]
=

[
u

log(σ2)

]
+

[
u′′

log(σ′′2)

]
(20)

[
u′′

log(σ′′2)

]
= tanh(Wyf(y) + by ) (21)

zβg
t i

and zβ ′g
t i

are isotropic Gaussian distributions. pθ(zαg
t i

|x,x)/qφ(zαg
t i

|
x,x,y) is prior/posterior distributions of αg

ti, which is attention weight on knowl-
edge graphs gi. zβg

t i
/zβ ′g

t i
is prior/posterior distributions of βg

ti, which is atten-
tion score on knowledge graph gi. u is calculated as Eq. (8), and log(σ2) is
calculated in the same way with new parameters V ′

b , W ′
b , U ′

b corresponding to
Vb , Wb , Ub respectively. Every element in u or log(σ2) corresponds a βg

ti. Wy
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and by are parameters to involve output Y . f(y) is the final state of GRU
function for Y , which contains the information of the complete output. Poste-
rior attention score distributions z′

βg
t i

involve complete output information via
an addition operation on distribution.

Assumed attention distributions must be ones that can ensure the sum is one,
such as Dirichlet. In our paper, we simplify this process. We fit and optimize the
attention distributions of scores βg

ti rather than direct weight or probability αg
ti.

The attention scores will be transformed into probability from 0−1, and ensure
the sum is one after feeded into softmax function. We use the reparametrization
trick [10] to obtain samples of scores distributions.

Concretely, based on an auxiliary noise variable ε ∼ Np(0, 1) of prior scores
distributions and the other ε′ ∼ Nq(0, 1) of posterior scores distributions, we
can sample as follows:

zβg
t i

= u + exp(log(σ2)) ◦ ε (22)

z′
βg

t i
= u′ + exp(log(σ′2)) ◦ ε′ (23)

◦ is element-wise product. To avoid randomness, we only use prior distribu-
tions of u without any output information as condition during test. In fact, we
find that the final exp(log(σ2)) is very small after trained in the experiments.

In this way, we incorporate output information to train αg
ti, which is the

attention of knowledge graph gi . Thus we improve the ability of capturing clean
and suitable attention on knowledge graphs. The process is show as Fig. 2. We
call the variational attention based commonsense knowledge aware conversa-
tional model VACCM.

4 Experiments

4.1 Data

Our dataset is the same as [29]. For commonsense knowledge base, we use Con-
ceptNet1 [23] as the commonsense knowledge base. Conversation dataset is from
the site2. There are four different sets: high-frequency pairs where each post
has all top 25% frequent words, medium-frequency pairs within the range of
25%−75%, low-frequency pairs within the range of 75%−100%, and OOV pairs
where each post contains out-of-vocabulary words. There are 5,000 pairs ran-
domly sampled from the dataset in each test set. Besides, there are around 5.8
graphs per pair, 106.4 entities per pair and 18.3 triples per graph.

1 https://conceptnet.io.
2 https://www.reddit.com/r/datasets/comments/3bxlg7/i have every publicly

available\ reddit\ comment/.

https://conceptnet.io
https://www.reddit.com/r/datasets/comments/3bxlg7/i_have_every_publicly_available\protect \global \let \OT1\textunderscore \unhbox \voidb@x \kern .06em\vbox {\hrule width.3em}\OT1\textunderscore reddit\protect \global \let \OT1\textunderscore \unhbox \voidb@x \kern .06em\vbox {\hrule width.3em}\OT1\textunderscore comment/
https://www.reddit.com/r/datasets/comments/3bxlg7/i_have_every_publicly_available\protect \unhbox \voidb@x \kern .06em\vbox {\hrule width.3em}reddit\protect \unhbox \voidb@x \kern .06em\vbox {\hrule width.3em}comment/
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4.2 Settings

The two encoders for the posts and output words have 2-layer GRU structures
with 512 hidden cells for each layer. The decoder has the same settings. Cells
don’t share parameters. The size of word embedding is set to 300 and the size of
vocabulary is set to 30,000. The embedding size of entities and relations is set
to 100, and we adopted TransE [3] to obtain entity and relation representations.
The mini-batch size is set to 100. The weight of KL loss increases linearly from
0 to 1 in the first 5000 batches. We used the Adam optimizer to tain, and the
learning rate is set to 0.0001. We ran the models at most 20 epoches.

Table 1. Manual evaluation results. The metrics are appropriateness (app.) and
informativeness (inf.) respectively.

Overall High Freq Medium Freq Low Freq OOV

app. 0.554 0.556 0.520 0.534 0.605

inf. 0.473 0.462 0.477 0.492 0.459

Table 2. Automatic evaluation results. The metrics are perplexity (ppx.) and entity
score (ent.) respectively.

Overall High Freq Medium Freq Low Freq OOV

ppx. ent. ppx. ent. ppx. ent. ppx. ent. ppx. ent.

Seq2Seq 47.02 0.717 42.41 0.713 47.25 0.740 48.61 0.721 49.96 0.669

MemNet 46.85 0.761 41.93 0.764 47.32 0.788 48.86 0.760 49.52 0.706

CopyNet 40.27 0.96 36.26 0.91 40.99 0.97 42.09 0.96 42.24 0.96

CCM 39.18 1.180 35.36 1.156 39.64 1.191 40.67 1.196 40.87 1.162

VACCM 38.49 1.158 34.74 1.141 38.90 1.163 40.36 1.179 40.25 1.149

4.3 Baselines

Other models as baselines are as follows:

– Seq2Seq. A seq2seq model [24], which is commonly used in open-domain con-
versational systems.

– MemNet. A knowledge-grounded adapted from [7], where the memory units
use the TransE [3] embeddings of knowledge triples.

– CopyNet. A copy network model [30], which can copy a word from knowledge
triples besides generating a word from the vocabulary.

– CCM. A commonsense knowledge aware conversational model with graph
attention [29]. The difference from our model is that we use variational atten-
tion on knowledge graphs.
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4.4 Automatic Evaluation

Metrics
There are two metrics for automatic evaluation. The first is perplexity (ppx.)
[19]. It is adopted to evaluate the model at the content level, which is the same
with [29]. So we can know whether the content is grammatical and relevant in
topic by perplexity; The entity score (ent.) is another metric, which calculates
the number of entities per response. Its aim is to measure the model’s ability to
select the concepts from the commonsense knowledge base in generation.

Results
The results are shown in Table 2. VACCM has the lowest perplexity over all
the test sets. It indicates that VACCM can better understand the posts of users
and generate more grammatical responses. For entity score, VACCM is obvi-
ously higher than Seq2Seq, MemNet and CopyNet. But it’s slightly lower than
CCM, it indicates that variational attention incorporate more clean and suit-
able knowledge. We can also know commonsense knowledge is more used in
low-frequency posts than high-frequency posts. It can be explained that rare
concepts need more shared background to understand and reply. The perplexity
for high-frequency posts is still lower than low-frequency posts, it’s because that
the frequent words can be more sufficiently trained.

Table 3. Evaluation results on metric precision. The results are in automatic evalua-
tion (aut.) and manual evaluation (man.) respectively.

Overall High Freq Medium Freq Low Freq OOV

aut. man. aut. man. aut. man. aut. man. aut. man.

VACCM vs. CCM +3.8% 0.552 +8.3% 0.583 0.3% 0.529 +3.0% 0.550 +3.7% 0.548

Table 4. Generation samples between VACCM (variational attention) and CCM (stan-
dard attention). Colored words are also entities in knowledge base.

Post US vs Algeria 2010 world

cup Donovan’s goal.

Amazing!

I think theon will live.

The old gods aren’t

done with him after all

Random question, how

long of a drive is it to

Chicago from Detroit?

Knowledge (Algeria, IsA, country),

(world, AtLocation,

thought), (play,

RelatedTo, goal)

(home, RelatedTo,

live), (die, RelatedTo,

live), (gods, FormOf,

god)

(hour, RelatedTo, long),

(road, RelatedTo,

drive), (Detroit, PartOf,

Michigan)

CCM I thought that was the

goal

I think he’s going to

be a god.

I’m in Michigan

VACCM I was so excited to see

him play in the second

half

I think he’s going to

die

I think it’s a 5 hour

drive from Detroit
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4.5 Manual Evaluation

Metrics
The metrics of manual evaluation is the same with [29]. There are two metrics
for manual evaluation: One is appropriateness (app.), which aims at the content
level. It tests the response whether appropriate or not in grammar, topic, and
logic; and the other is informativeness (inf.), which aims at the knowledge
level. It tests the response whether can provide new information and knowledge
connected with the post).

Statistics
Considering the high cost of manual annotation and focusing on the effects
of variational attention, we only compared our model with the state-of-the-art
model CCM [29]. For manual annotation, there are 50 posts randomly sampled
from different frequency based test sets. In total, we have 400 pairs since we have
four test sets and two metrics. A pair-wise comparison is conducted between the
responses generated by VACCM and CCM for the same post. For each response
pair, three judges were hired to give a preference between the two responses, in
terms of the above two metrics. The Kappa of annotation consistency is 0.41
and 0.61 for appropriateness and informativeness respectively. “Tie” was also
allowed.

Results
The results are shown in Table 1. The score is the percentage that VACCM
wins the state-of-the-art method CCM after removing “Tie” pairs. It shows that
VACCM outperforms CCM in metrics appropriateness. We can know varia-
tional attention based model can incorporate knowledge into generation more
properly, and thus generate more appropriate responses. Specially, we can see the
improvement is more obvious on the OOV part. Maybe it’s because variational
attention have better ability to utilize commonsense knowledge to understand
out of vocabulary words. VACCM is lower than CCM in informativeness. This
indicates that VACCM may reduce noisy and meaningless entities when incor-
porating knowledge into generation, especially in the situations that need more
shared background to understand rare concepts.

4.6 Extra Accurate Incorporation Evaluation

Metrics
The entity score shows how much knowledge can be recalled in responses, but
can’t evaluate the precision of incorporation. In fact, models may incorporate
unsuitable knowledge. In addition, some knowledge is just about different forms
of words. These forms do not contain real semantic knowledge, such as (gods,
FormOf, god) in Table 4. Thus we propose another metric precision in both auto-
matic evaluation (aut.) and manual evaluation (man.), and then compare our
model with CCM. The manual annotation is to decide whether the incorporated
knowledge in generated response is needful and suitable.
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Statistics
In automatic evaluation, we calculate the number of matched entities between
predicted response and golden response. In manual evaluation, there are also 50
posts randomly sampled from different frequency based test sets. In total, we
have 200 pairs since we have four test sets and one metric. A pair-wise comparison
is conducted between the responses generated by VACCM and CCM for the same
post. We also hired three judges to give a preference between the two responses.
The Kappa of annotation consistency is 0.53. “Tie” was also allowed.

Results
The results are shown in Table 3. The score precision in automatic evaluation
indicates how much VACCM wins CCM on the number of matched entities
between predicted response and golden response. The score precision in manual
evaluation is the percentage that VACCM wins CCM after removing “Tie” pairs.
In above experiments, we can know VACCM tends to incorporate less but more
clean and suitable knowledge than CCM. Especially for high-frequency posts,
the improvement is most obvious.

4.7 Study Case

Post-Response Pairs
Some samples of generation are shown in Table 4. They prove VACCM can do
better in incorporating clean and suitable knowledge. Like the third example,
the cared information in the post is the cost of time. CCM focuses on the entity
word “Detroit” in the post, and thus generate “I’m in Michigan.” from rele-
vant knowledge (Detroit, PartOf, Michigan). The response is grammatical with
knowledge but not suitable. Contrarily, the VACCM focuses on the entity word
“long” and generate corresponding entity word “hour” from relevant knowledge
(hour, RelatedTo, long), which is more suitable. In addition, some incorporated
knowledge may be meaningless such as form transformation (gods, FormOf, god)
in the second example.

5 Conclusion

In this paper, we present a model (VACCM) for commonsense knowledge aware
conversational generation, which uses variational attention on knowledge graphs.
Automatic and manual evaluation as well as sampled examples show that
VACCM can model better attention on knowledge graphs and generate appro-
priate responses with more clean and suitable knowledge.
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Abstract. Although neural network approaches achieve remarkable suc-
cess on a variety of NLP tasks, many of them struggle to answer ques-
tions that require commonsense knowledge. We believe the main reason
is the lack of commonsense connections between concepts. To remedy
this, we provide a simple and effective method that leverages external
commonsense knowledge base such as ConceptNet. We pre-train direct
and indirect relational functions between concepts, and show that these
pre-trained functions could be easily added to existing neural network
models. Results show that incorporating commonsense-based function
improves the state-of-the-art on three question answering tasks that
require commonsense reasoning. Further analysis shows that our system
discovers and leverages useful evidence from an external commonsense
knowledge base, which is missing in existing neural network models and
help derive the correct answer.

1 Introduction

Commonsense reasoning is a major challenge for question answering [2,4,9,16].
Take Fig. 1 as an example. Answering both questions requires a natural language
understanding system that has the ability of reasoning based on commonsense
knowledge about the world.

Although neural network approaches have achieved promising performance
when supplied with a large number of supervised training instances, even sur-
passing human-level exact match accuracy on the Stanford Question Answering
Dataset (SQuAD) benchmark [18], it has been shown that existing systems lack
true language understanding and reasoning capabilities [7], which are crucial to
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Id Question Candidate Answers

1 Which element makes up most of the 
air we breathe?

(A) carbon (B) nitrogen
(C) oxygen     (D) argon

2 Which property of a mineral can be 
determined just by looking at it?

(A) luster        (B) mass
(C) weight      (D) hardness

Fig. 1. Examples from ARC [4] that require commonsense knowledge and reasoning.

commonsense reasoning. Moreover, although it is easy for humans to answer the
questions mentioned above based on their knowledge about the world, it is a
great challenge for machines when there is limited training data.

In this paper, we leverage external commonsense knowledge, such as Con-
ceptNet [20], to improve the commonsense reasoning capability of a question
answering (QA) system. We believe that a desirable way is to pre-train a generic
model from external commonsense knowledge about the world, with the fol-
lowing advantages. First, such a model has a broader coverage of the con-
cepts/entities and can access rich contexts from the relational knowledge graph.
Second, the ability of commonsense reasoning is not limited to the number of
training instances and the coverage of reasoning types in the end tasks. Third,
it is convenient to build a hybrid system that preserves the semantic match-
ing ability of the existing QA system, which might be a neural network-based
model, and further integrates a generic model to improve model’s capability of
commonsense reasoning.

We believe that the main reason why the majority of existing methods lack
the commonsense reasoning ability is the absence of connections between con-
cepts1. These connections could be divided into direct and indirect ones. Below
is an example sampled from ConceptNet. In this case, {“driving”, “a license”}
forms a direct connection whose relation is “HasPrerequisite”. {“driving”,
“road”} also forms a direct connection. Moreover, there are indirect connec-
tions here such as {“a car”, “getting to a destination”}, which are connected
by a pivot concept “driving”. Based on this, people can learn two functions to

• a license
• a car
• being awake
• …

driving

• changing your location
• getting to a destination
• getting in an accident
• …

• road
• car
• drive
• …

RelatedToUsedFor

• a turnpike
• a lane
• a parkway
• …

Fig. 2. A sampled subgraph from ConceptNet with “driving” as the central word.

1 In this work, concepts are words and phrases that can be extracted from natural
language text [20].
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measure direct and indirect connections between every pair of concepts. These
functions could be easily combined with existing QA system to make decisions.

We take three question answering tasks [4,12,16] that require commonsense
reasoning as the testbeds. These tasks take a question and optionally a con-
text2 as input, and select an answer from a set of candidate answers. We
believe that understanding and answering the question requires knowledge of
both words and the world [6]. Thus, we implement document-based neural net-
work based baselines and use the same way to improve the baseline systems
with our commonsense-based pre-trained models. Results show that incorporat-
ing pre-trained models brings improvements on these three tasks and improve
model’s ability to discover useful evidence from an external commonsense knowl-
edge base.

The first contribution of our work is that we present a simple yet effective way
to pre-train commonsense-based functions to capture the semantic relationships
between concepts. The pre-training model can be easily incorporated into other
tasks requiring commonsense reasoning. Secondly, we demonstrate that incor-
porating the pre-trained model improves strong baselines on three multi-choice
question answering datasets.

2 Tasks and Datasets

Given a question of length M and optionally a supporting passage of length N ,
both tasks are to predict the correct answer from a set of candidate answers.
The difference between these tasks is the definition of the supporting passage
which will be described later in this section. Systems are expected to select the
correct answer from multiple candidate answers by reasoning out the question
and the supporting passage. Following previous studies, we regard the problem
as a ranking task. At the test time, the model should return the answer with the
highest score as the prediction.

The first task comes from SemEval 2018 Task 113 [16], which aims to evaluate
a system’s ability to perform commonsense reasoning in question answering. The
dataset describes events about daily activities. For each question, the supporting
passage is a specific document given as a part of the input, and the number of
candidate answers is two.

The second task we focus on is ARC, short for AI2 Reasoning Challenge,
proposed by [4]4. The ARC Dataset consists of a collection of scientific questions
and a large scientific text corpus containing a large number of science facts.
Each question has multiple candidate answers (mostly 4-way multiple candi-
date answers). The dataset is separated into an easy set and a challenging set.
The Challenging Set contains only difficult, grade-school questions including
questions answered incorrectly by both a retrieval-based algorithm and a word
2 The definitions of contexts in these tasks are slightly different and we will describe

the details in the next section.
3 https://competitions.codalab.org/competitions/17184.
4 http://data.allenai.org/arc/arc-corpus/.

https://competitions.codalab.org/competitions/17184
http://data.allenai.org/arc/arc-corpus/
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co-occurrence algorithm, and have acquired strong reasoning ability of common-
sense knowledge or other reasoning procedure [2]. Figure 1 shows two examples
which need to be solved by common sense. We target at the challenge set here.

The third dataset we use in the experiment is OpenBook QA5, which calls
for exploring the knowledge from an open book fact and commonsense knowledge
from other sources. [12]. The dataset consists of 5,957 multiple-choice questions
(4,957/500/500 for training/validation/test) and a set of 1,326 facts about ele-
mentary level science.

3 Commonsense Knowledge

This section describes the commonsense knowledge base we investigate in our
experiment. We use ConceptNet6 [20], one of the most widely used common-
sense knowledge bases. Our approach is generic and could also be applied to
other commonsense knowledge bases such as WebChild [21], which we leave as
future work. ConceptNet is a semantic network that represents the large sets of
words and phrases and the commonsense relationships between them. It contains
657,637 instances and 39 types of relationships. Each instance in ConceptNet can
be generally described as a triple ri = (subject, relation, object). For example,
the “IsA” relation (e.g. “car”, “IsA”, “vehicle”) means that “XX is a kind of
YY ”; the “Causes” relation (e.g. “car”, “Causes”, “pollution”) means that “the
effect of XX is YY ”; the “CapableOf ” relation (e.g. “car”, “CapableOf ”, “go
fast”) means that “XX can YY ”, etc. More relations and explanations could be
found at [20].

4 Approach Overview

In this section, we give an overview of our framework to show the basic idea of
solving the commonsense reasoning problem. Details of each component will be
described in the following sections.

Passage

Answer

Question

Commonsense KB

CS 
Retrieval

xx, Causes, yy
xx, RelatedTo, zz
yy, UsedFor, ..
…

Fig. 3. An overview of our system for commonsense based question answering.

5 http://data.allenai.org/OpenBookQA.
6 http://conceptnet.io/.

http://data.allenai.org/OpenBookQA
http://conceptnet.io/
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At the top of our framework, we suggest that we should select the candidate
answer with the highest probability (highest score) as our final prediction. So we
can tackle this problem by designing a scoring function that captures the evi-
dence mentioned in the passage and retrieved from the commonsense knowledge
base.

An overview of the QA system is given in Fig. 3. We define the scoring func-
tion f(ai) to calculate the score of a candidate answer ai, which can be calculated
by the sum of document based scoring function fdoc(ai) and commonsense based
scoring function fcs(ai).

f(ai) = αfdoc(ai) + βfcs(ai) (1)

The calculation of the final score would consider the given passage, the given
question, and a set of commonsense knowledge related to this instance.

In the next section we will detail the design and mathematical formulas of
our commonsense knowledge based scoring function. Due to the page limit, we
put the description on the document-based model in the appendix.

5 Commonsense-Based Model

In this section, we first describe how to pre-train commonsense-based functions
to capture the semantic relationships between two concepts. Graph neural net-
work [19] is used to integrate context from the graph structure in an external
commonsense knowledge base. Afterward, we present how to use the pre-trained
functions to calculate the relevance score between two pieces of text, such as a
question sentence and a candidate answer sentence.

We model both direct and indirect relations between two concepts from
commonsense KB, both of which are helpful when the connection between two
sources (e.g., a question and a candidate answer) is missing based on the word
utterances merely. Take direction relation involved in Fig. 4 as an example.

Question Candidate Answers

Why does a plastic rod have a 
negative charge after being 
rubbed with a piece of fur

(A) The fur gives up protons to the rod
(B) The rod gives up electrons to the air
(C) The fur gains protons from the rod     
(D) The rod gains electrons from the fur

Fig. 4. An example from ARC dataset. The analysis of this example could be improved
if it is given the fact {“electrons”, “HasA”, “negative charge”} in ConceptNet.

If a model is given the evidence from ConceptNet such that the concept
“electrons” and the concept “negative charge” has direct relation, it would be
more confident to distinguish between (B,D) and (A,C), thus has a larger prob-
ability of obtaining the correct answer (D). Therefore, it is desirable to model
the relevance between the two concepts. Moreover, ConceptNet could not cover
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all the concepts which potentially have direction relations. We need to model
the direct relation for every two concepts.

Similarly, indirect relation also provides strong evidence for prediction mak-
ing. As shown in the example of Fig. 2, the concept “a car” has an indirect
relation to the concept “getting to a destination”, both of which have a direct
connection to the pivot concept “driving”. With access to this information, a
model would give a higher score to the answer containing “car” when ques-
tioned “how did someone get to the destination”. Therefore, we model the
commonsense-based relation between two concepts c1 and c2 as follows, where �
means element-wise multiplication, Enc(c) stands for an encoder that represents
a concept c with a continuous vector.

fcs(c1, c2) = Enc(c1) � Enc(c2) (2)

Specifically, we represent a concept with two types of information, namely the
words it contains and the neighbors connected to it in the structural knowledge
graph. From the first aspect, since each concept might consist of a sequence of
words, we encode it by a bidirectional LSTM over Glove word vectors [17], where
the concatenation of hidden states at both ends is used as the representation. We
denote it as hw(c) = BiLSTM(Emb(c)). From the second aspect, we represent
each concept based on the representations of its neighbors and the relations that
connect them. We get inspirations from graph neural network [19]. We regard
a relation that connects two concepts as the compositional modifier to modify
the meaning of the neighboring concept. Matrix-vector multiplication is used as
the composition function [15]. We denote the neighbor-based representation of
a concept c as hn(c), which is calculated as follows, where r(c, c′) is the specific
relation between two concepts, NBR(c) stands for the set of neighbors of the
concept c, W and b are model parameters.

hn(c) =
∑

c′∈NBR(c)

(W r(c,c′)hw(c′) + br(c,c
′)) (3)

The final representation of a concept c is the concatenation of both representa-
tions, namely Enc(c) = [hw(c);hn(c)].

We use a standard ranking-based loss function to train the parameters, which
is given in Eq. 4.

l(c1, c2, c′) = max(0, fcs(c1, c′) − fcs(c1, c2) + mgn) (4)

In this equation, c1 and c2 form a positive instance, which means that they
have a relationship with each other, while c1 and c′ form a negative instance.
mgn is the margin with value of 0.1 in the experiment. We can easily learn
two functions to model direct and indirect relations between two concepts by
having different definitions of what a positive instance is, and accordingly using
different strategies to sample the training instances. For the direct relation, we
set those directly adjacent entities pairs in the knowledge graph as positive
examples and randomly select entity pairs that have no direct relationship as
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negative examples. For the indirect relation, we select entity pairs that have a
common neighbor as a positive instance and randomly select an equal number
of entities pairs that have no one-hop or two-hop connected relations as negative
instances.

We denote the direct relation based function as fdir
cs (c1, c2), and the indirect

relation based function as f ind
cs (c1, c2). The final commonsense-based score in

Eq. 1 is calculated by using one of these two functions, or using both of them
through a weighted sum. We will show the results under different settings in the
experiment section.

We detailed the commonsense-based functions to measure the direct and
indirect connection of each pair of concepts. Here, we present how to calculate
the commonsense based score of a question sentence and a candidate answer
sentence. In our experiment, we retrieve commonsense facts from ConceptNet
[20]. As described above, each fact from ConceptNet can be represented as a
triple, namely c = (subject, relation, object). For each sentence (or paragraph),
we retrieve a set of facts from ConceptNet. Specifically, we first extract a set
of the n-grams from each sentence. We experiment with {1, 2, 3}-gram in our
searching process, and then, we save the commonsense facts from ConceptNet
which contain one of the extracted n-grams. We denote the facts for a sentence
s as Es.

Suppose we have obtained commonsense facts for a question sentence and a
candidate answer, respectively, let us denote the outputs as E1 and E2. We can
calculate the final score by the following formula. The intuition is to select the
most relevant concept of each concept in E1, and then aggregate all these scores
by average.

fcs(ai) =
1

|E1|
∑

x∈E1

max
y∈E2

(fcs(x, y)) (5)

In the experiments, we also apply the previous scoring function for a pair of
paragraph and candidate answer, where E1 and E2 come from the supporting
paragraph and the answer sentence, respectively. Furthermore, we also calculate
an additional fcs(ai) score for the answer-paragraph pair in the same way. For
a paragraph-question pair, to guarantee the relevance of the candidate answer
sentence, we filter out concepts from E1 or E2, if they are not contained in the
extracted concepts from the candidate answer.

Our method differs from TransE [3] in three aspects. Firstly, the goals are
different. The goal of TransE is to embed entities and predicates/relations into
low-dimensional vector space. Secondly, the outputs are different. TransE out-
puts embeddings of entities and predicates, while out model outputs the param-
eterized scoring function. Thirdly, the evidence used for representing entities are
different. Compared to TransE, our model further incorporates the neighbors of
concepts via graph neural network.
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6 Experiment

We conduct experiments on three question answering datasets, namely SemEval
2018 Task 11 [16], ARC Challenge Dataset [4] and OpenBook QA Dataset [12] to
evaluate the effectiveness of our system. To improve the generality of our model,
we trained the document based model and commonsense based model separately,
which can make the commonsense based model easier to be incorporated into
other tasks. We report model comparisons and model analysis in this section.

6.1 Model Comparisons and Analysis

On ARC, SemEval and OpenBook QA datasets, we follow existing studies and
use accuracy as the evaluation metric. Tables 1 and 2 show the results on these
three datasets, respectively. On the ARC and OpenBook QA dataset, we com-
pare our model with a list of existing systems. On the SemEval dataset, we only
report the results of TriAN, which is the top-performing system in the SemEval
evaluation7. fdir

cs is our commonsense-based model for direct relations, and f ind
cs

represents the commonsense-based model for indirect relations. From the results,
we can observe that commonsense-based scores improve the accuracy of the
document-based model TriAN, and combining both scores could achieve further
improvements on both datasets. The results show that our commonsense-based
models are complementary to standard document-based models. We also apply

Table 1. Performances of different approaches on the the ARC Challenge dataset
(left), and OpenBook QA dataset (right). F indicates the golden fact for the question.

Model Accuracy
IR 20.26%
TupleInference 23.83%
DecompAttn 24.34%
Guess-all 25.02%
DGEM-OpenIE 26.41%
BiDAF 26.54%
Table ILP 26.97%
DGEM 27.11%
KG2 31.70%
BiLSTM Max-out 33.87%
ET-RR 36.36%
TriAN 31.25%
TriAN + fdir

cs 32.28%
TriAN + find

cs 32.96%
TriAN + fdir

cs + find
cs 33.39%

TriAN(Concat Bert) 35.18%
TriAN(Concat Bert)+fdir

cs + find
cs 36.55%

Model Accuracy
NO TRAINING, F+KB
IR 24.8%
TupleInference 26.6%
DGEM 24.6%
PMI 21.2%
TRAINED MODELS, NO F or KB
Embedd+Sim 41.8%
ESIM 48.9%
PAD 49.6%
Odd-one-out Solver 50.2%
Question Match 50.2%
ORACLE MODELS, F AND/OR KB
f 55.8%
f + WordNet 56.3 %
f + ConceptNet 53.7 %
TriAN 56.6%
TriAN + fdir

cs + find
cs 58.0%

TriAN + BERT 70.6%
TriAN + BERT+ fdir

cs + find
cs 72.8%

7 During the SemEval evaluation, systems including TriAN report results based on
model pretraining on RACE dataset [8] and system ensemble. In this work, we
report numbers on SemEval without pre-trained on RACE or ensemble.
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BERT [5] to improve our baseline and show our method enhance the perfor-
mance on the stronger baseline. The details of applying BERT will be explained
in the appendix.

Figure 5 shows an example from SemEval that benefits from both direct
and indirect relations from commonsense knowledge. Despite both the question
and candidate (A) mention about “drive/driving”, the document-based model
fails to make the correct prediction. We can see that the retrieved facts from
ConceptNet help from different perspectives. The fact {“driving”, “HasPrereq-
uisite”, “license”} directly connects the question to the candidate (A), and both
{“license”, “Synonym”, “permit”} and {“driver”, “RelatedTo”, “care”} directly
connects candidate (A) to the passage. Besides, we calculate for the question-
passage pair, where the indirect relation between {“driving”, “permit”} could
be used as side information for prediction.

Question Why did they take the driving lesson

Passage

I was finally able to get my driving permit and it was time for my first driving lesson I was so excited to meet my 
instructor and drive their car for the first time I got behind the wheel made sure I checked the mirrors so I could see 
everything around me I put my seat belt on and told the instructor to put theirs on too I adjusted my seat so I could 
reach the pedals and steering wheel comfortably It was time to put the key in the ignition and start the car After the car 
was on I checked the mirrors to make sure I would not hit anything and backed out the parking spot He instructed me to 
drive the car around the block to make sure I knew the basics of driving After he felt comfortable we went out onto the 
road We drove for a few miles before going back to the school“

Candidate Answers (A) working towards a driver 's license
(B) just for fun

Retrieved Knowledge

Correct Answer (A) working towards a drivers 's license

driving

license

permit

car driverRelatedTo

Fig. 5. An example from SemEval 2018 that requires sophistic reasoning based on
commonsense knowledge.

Table 2. Performances of different approaches on the SemEval Challenge dataset.

Model Accuracy

TriAN 80.33%

TriAN + fdir
cs 81.58%

TriAN + f ind
cs 81.44%

TriAN + fdir
cs + f ind

cs 81.80%

TriAN + BERT 86.27%

TriAN + BERT+ fdir
cs + f ind

cs 87.49%

We further make comparisons by implementing different strategies to use
commonsense knowledge from ConceptNet. We implement three baselines,
including TransE [3], Pointwise Mutual Information (PMI) and Key-Value
Memory Network (KV-MemNet) [14]. Detailed descriptions about these base-
lines can be found at the appendix. From Table 3 we can see that learning direct
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Table 3. Performances of approaches with different strategies to use commonsense
knowledge on ARC, SemEval 2018 Task 11 and OpenBook QA datasets.

Model ARC SemEval OBQA

TriAN 31.25% 80.33% 56.6%

TriAN + PMI 31.72% 80.50% 53.1%

TriAN + TransE 30.59% 80.37% 55.2%

TriAN + KV-MemNet 30.49% 80.59% 54.6%

TriAN + fdir
cs + f ind

cs 33.39% 81.80% 58.0%

and indirection connections based on contexts from word-level constituents and
neighbor from knowledge graph performs better than TransE which is originally
designed for KB completion. PMI performs well, however, its performance is
limited by the information it can take into account, i.e. the word count infor-
mation. The comparison between KV-MemNet and our approach further reveals
the effectiveness of pretraining.

6.2 Error Analysis and Discussion

We analyze the wrongly predicted instances from both datasets and summarize
the majority of errors of the following groups.

The first type of error, which is also the dominant one, is caused by failing to
highlight the most useful concept in all the retrieved ones. The usefulness of a
concept should also be measured by its relevance to the question, its relevance to
the document, and whether introducing it could help distinguish between can-
didate answers. For example, the question is “Where was the table set” is asked
based on a document talking about dinner, according to which two candidate
answers are “On the coffee table” and “At their house”. Although the retrieved
concepts for the first candidate answer also being relevant, they are not relevant
to the question type “where”. We believe that the problem would be alleviated
by incorporating a context-aware module to model the importance of a retrieved
concept in a particular instance and combining it with the pre-trained model to
make the final prediction.

The second type of error is caused by the ambiguity of the entity/concept to
be linked to the external knowledge base. For example, suppose the document
talks about computer science and machine learning, the concept “Micheal Jor-
dan” in question should be linked to the machine learning expert rather than
the basketball player. However, to achieve this requires an entity/concept disam-
biguation model, the input of which also considers the question and the passage.

Moreover, the current system fails to handle difficult questions which need
logical reasoning, such as “How long do the eggs cook for” and “How many people
went to the movie together”. We believe that deep question understanding, such
as parsing a question based on a predefined grammar and operators in a semantic
parsing manner [10], is required to handle these questions, which is a promising
direction, and we leave it to future work.
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7 Related Work

Current top-performing methods in MRC datasets are dominated by neural mod-
els. Our commonsense-based model, which is pre-trained on commonsense KB,
is complementary to this line of work and has proven effective in two question
answering tasks through model combination. Our work relates to recent neural
network approaches that incorporate side information from external and struc-
tured knowledge bases [1]. Existing studies roughly fall into two groups, where
the first group aims to enhance each basic computational unit (e.g., a word or
a noun phrase) and the second group aims to support external signals at the
top layer before the model makes the final decision. The majority of works fall
into the first group. For example, [22] use concepts from WordNet and NELL,
and weighted average vectors of the retrieved concepts to calculate a new LSTM
state. [13] retrieve relevant concepts from external knowledge for each token,
and get an additional vector with a solution similar to the key-value memory
network. We believe that this line might work well on a specific dataset; how-
ever, the model only learns overlapped knowledge between the task-specific data
and the external knowledge base. Thus, the model may not be easily adapted to
another task/dataset where the overlapped is different from the current one.

Our work relates to the field of model pretraining in NLP and computer vision
fields [11]. In the NLP community, works on model pretraining can be divided
into unstructured text-based and structured knowledge-based ones. Both word
embedding learning algorithms [17] and contextual embedding learning algo-
rithms [5] belong to the text-based direction. Compared with these methods,
which aim to learn a representation for a continuous sequence of words, our goal
is to model the concept relatedness with graph structure in the knowledge base.
Previous works on knowledge-based pretraining are typically validated on knowl-
edge base completion or link prediction task [3]. We believe that combining both
structured knowledge graphs and unstructured texts to do model pretraining is
very attractive, and we leave this for future work.

8 Conclusion

We work on commonsense based question answering tasks. We present a simple
and effective way to pre-train models to measure relations between concepts.
Each concept is represented based on its internal information (i.e., the words it
contains) and external context (i.e., neighbors in the knowledge graph). We use
ConceptNet as the external commonsense knowledge base, and apply the pre-
trained model on three question answering tasks (ARC, SemEval and OpenBook
QA). Results show that the pre-trained models are complementary to standard
document-based neural network approaches and could make further improve-
ment through model combination.
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Abstract. Sentence Semantic Equivalence Identification (SSEI) plays
a key role in the Retrieval-based Question Answering (rQA) systems.
Nevertheless, for the resource limitation of many real applications, even
the best SSEI models may underperform. To enhance the performance,
this paper firstly proposes a novel deep neural network named Densely-
connected Fusion Attentive Network (DFAN). The key idea behind our
model is to learn the interactive semantic information with densely con-
nection and fusion attentive mechanism. Secondly, for the limitation of
the available corpus for the given domain, we add an auxiliary classifica-
tion task, which categorizes questions into domain-specific classes. And
pre-trained sentence embeddings learned from large unlabeled pairs are
integrated as the weakly supervised learning strategy. We conduct exper-
iments on datasets SNLI, Quora, and the domain corpus provided for a
real rQA system, achieving competitive results on all. For the domain cor-
pus, as the best F1 value of 93.29% reached by the proposed DFAN model
with additional strategies, the measure hit@1 for the real rQA systems
is 52.02%, which outperforms all compared methods. This result also
shows that, getting satisfied performance for a real rQA system remains
a challenging natural language processing task.

Keywords: Enhanced neural approach · Retrieval-based question
answering · Sentence matching

1 Introduction

Identifying the semantic equivalence of two sentences is one of the essential tasks
for Retrieval-based Question Answering (rQA) systems, which is also known as
Sentence Semantic Equivalence Identification (SSEI) [3,29]. With the develop-
ment of SSEI techniques, more and more rQA systems are served as domain-
specific Automated Customer Service (ACS). However, since most of the SSEI
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methods are based on supervised deep neural networks [12,14,26], the limita-
tion of available corpus becomes the most significant obstacle of building an rQA
based ACS system for many specific domains.

user query
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 Retrieval Indexing 

SSEI 
Matching 
& Re-rank
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Answer 

QA Pairs

Q-Q

DFAN

MLP

Features Featurem
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9,500,979 pairs
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Fig. 1. The pipeline of an rQA system, and the outline of how our model and strategies
have been applied.

To clarify that, we first give the pipeline of rQA in Fig. 1. Given question
and answer sets (Qd, Ad) of domain d, for each answer a ∈ Ad, there is a subset
Qa ⊆ Qd that could be answered by a. Then the corresponding rQA system is
usually composed of the following procedures: (1) index all question and answer
(QA, for short) pairs by questions for retrieval, which is usually executed offline;
(2) to answer a user question qu, the rQA system retrieves a candidate intent-
similar question set Qc from indexed QA pairs; (3) the SSEI algorithm is applied
for qu and each question in Qc to find out the most matching question q∗; (4) the
labeled answer for q∗ is finally returned as the answer for user question.

Two main issues make it very challenging to reach satisfied performance for
an rQA system: (1) the diversity of intents in the user utterances, (2) among the
indexed QA pairs of a specific domain, many semantically close questions may
correspond to different intents, thus need different answers. To tackle these, the
most effective way is increasing the scale of question subset Qa for each answer
a. It not only improves the coverage rate for various intent expressions but
also increases the amounts of training data to enhance the SSEI performance of
the rQA system significantly. Unfortunately, considering the complexity in real
applications and the cost of manually constructing the QA pair set, there are
usually very few questions that correspond to the answer, especially at the cold
start stage.
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In this paper, to improve the performance of rQA systems in case of lacking
domain specific SSEI corpus, a novel neural network named Densely-connected
Fusion Attentive Network (DFAN) is firstly proposed. This network encodes each
sentence with previous densely-connected vectors via a bidirectional recurrent
network to generate respective context representation. The fuse gate is used to
combine the representation with its self-attention. As shown in [12] and [11], the
intuition of employing the fusion technique in a single sequence is to work as a
skip connection, which helps to traverse information in our model. Then we pass
these learned vectors to an interaction layer, which performs the word-by-word
alignment as attentive information.

Considering that, in a lot of application domains, though the scale of avail-
able corpus is limited, there are usually additional in-domain knowledge avail-
able, e.g., the class label of a given question, may be provided. To take advan-
tage of this information, a text classification based multitask learning strategy
is designed upon the DFAN architecture. Since external knowledge has been
proved useful for SSEI task in [16,28] etc., in this paper, we use a general-purpose
encoder-decoder framework to learn a pre-trained sentence encoding model from
large-scale unlabeled data. Unlike pre-training language models [10,22], domain-
independent sentence embeddings are generated via this encoder-decoder model
as the external supplementary feature for each sentence. Compared to [28]
and [16], the advantage of this approach is that it complements external knowl-
edge without human involvement.

The prime contributions of this work are summarized as follows:

– By providing deeper architecture through stacking with densely connection
and fusion attentive mechanism, the DFAN can better capture interactive
alignment and self semantic information at multiple sentence interactions
without relying on the model’s pre-training.

– We propose two additional strategies to overcome the limitation of available
corpus in real rQA based applications. The sentence encoding model pre-
trained on large unlabeled data is used to supply external information for the
base model. Moreover, by taking advantage of question categories given in a
specific domain, the multitask learning strategy is proposed.

– We conduct experiments on both the public benchmark corpora SNLI, Quora
and the rQA corpus constructed from an online deployed ACS system. The
proposed DFAN neural network achieves competitive performance in all eval-
uations. And its strategies-enhanced version gets best results on F1 and hit@1
measures in the last one compared to other supervised and pre-trained models.

2 Related Work

Recently, most supervised SSEI methods are based on sentence interaction. It
enables the encoding of more sophisticated matching patterns for various granu-
larity rather than just sentence level. ESIM [7] is composed of the following main
components: input encoding, local inference modeling, and inference composi-
tion. In local inference modeling, it uses the dot-product attention to composite



32 D. Li et al.

relationship of the encoded vectors. BiMPM [26] is a bilateral multi-perspective
matching model that matches sentences pairs in two directions, from multiple
perspectives. The model uses four different ways of sentence interaction instead
of the attention weighted information. Meanwhile, unsupervised methods such
as word mover’s distance (WMD) [17] and smooth inverse frequency embedding
(SIF) [2], etc. are also proposed and applicable for SSEI.

To deal with lack of domain specific corpus, some methods of using exter-
nal information or transfer learning are proposed [16,28]. [16] used WordNet
and relation embeddings additively to measure the semantic similarity among
text snippets. [28] developed a transfer learning framework to take advantage
of other domain-specific labeled text pairs, which models domain relationships
via shared layers and a trainable weight matrix. Currently, pre-trained language
models [10,22] by leveraging large amounts of unlabeled data bring significant
improvement in various NLP tasks. However, the pre-training requires a large
training corpus and time-consuming and it does not mean that we do not need
to find an efficient end-to-end model or framework for SSEI. Moreover, some
strategies can be integrated into these models to improve the learning of text
representation [18].

3 Methodology

Figure 1 shows the architecture of the rQA system, supported by the densely-
connected fusion attentive network and the integrated strategies. The following
parts will present the structure and the strategies in detail.

3.1 Densely-Connected Fusion Attentive Network

Embedding Layer. In the embedding layer, in order to construct the word rep-
resentation effectively and informatively, existing pre-trained word embedding,
such as Word2vec [19] or Glove [21] vector representations could be combined,
with the character features and the exactly matched feature (EM) [6].

Encoder Layer. A bidirectional LSTM (BiLSTM) is deployed in the encoder
layer to enhance the context influence in both the forward and the backward
direction.

Fusion Layer. Each word relative position is represented with o after encoding.
These representations input to a self-attention layer to calculate the relationship
between the words in context. Then the self-attention representation and their
original encoded vector are passed into a fuse gate to determine whether the
concatenation of input text could achieve a good semantic composition for the
single sentence. Unlike previous work [12], our work uses addition connection
to consider both the new and the old information that reduces the redundant
gate. As an advantage of such modification, we generate the deeper network by
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keeping the same scale of parameters. The details of self-attention and fuse gate
mechanism are as follows:

ci,j = f(oi, oj),∀i, j ∈ [1, ..., l] (1)

ōi =
l∑

j=1

exp(ci,j)∑l
k=1 exp(ck,j)

oj (2)

zi = tanh(W1[oi, ōi] + b1) (3)

ri = σ(W2[oi, ōi] + b2) (4)

ôi = ri � oi + (1 − ri) � zi (5)

where f(oi, oj) = [oi, oj , oi � oj ], and o ∈ R
l∗d is the vector output from the

encoder layer in words sequential order, ô ∈ R
l∗d is the output of the fusion

layer and W1, W2, b1, b2 are trainable weights, σ is sigmoid activation function,
l refers to max sentence length, d refers to size of hidden unit in encoder layer.
In practice, two sentences can obtain respective output by the same operation.

Interaction Layer. Then we apply inter-attention operation to interact two
sentences to get attentive vectors respectively. These attentive vectors represent
soft alignment between two sentences as follows:

ei,j = g(ôi, ôj) (6)

õ1i =
l∑

j=1

exp(ei,j)∑l
k=1 exp(ei,k)

ô2j (7)

õ2j =
l∑

i=1

exp(ei,j)∑l
k=1 exp(ek,j)

ô1i (8)

where g(ôi, ôj) = ôi � ôj , and õi is the output of the interaction layer.

Aggregated Layer. We aggregate the matching information from the inter-
action layer by performing several operations. All the operations are performed
element-wise. Let o, õ be the input respectively, two representations are concate-
nated with their subtractions and their multiplications together as the feature
vector v, i.e.,

v = [o; õ; o − õ; o � õ] (9)

Inspired by ResNet [13] and DenseNet [15], we also concatenate the input of
the current encoder layer t with v as an additional connection. Since we repeat
middle layers 3 times, the input of each encoder layer would be different. For
example, in the first time of repetition, t is the output of the embedding layer.
In the next iteration, t is the output of the previous aggregated layer.
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Output Layer. After aggregating the information from the previous layer,
we convert the representations of all positions in two sentences to a fixed-length
vector by max pooling and mean pooling operations. The low-dimensional result
will be fed into two fully connected layers to calculate the relationship between
two sentences.

3.2 Strategies

In this paper, two strategies are proposed to supply more comprehensive seman-
tic knowledge for the base model, including weakly supervised features and a
related auxiliary task.

Pre-trained Feature Extractor. With the development of community ques-
tion answering web sites such as Yahoo! Answers1, Baidu Zhidao2, etc., tremen-
dous amount of QA pairs have been produced by community users. Through
well-designed methods, these type of QA pairs could be a very useful comple-
ment for the manually constructed domain QA corpus. In this paper, we use
the Baidu Zhidao as the complementary source. Each of the question on the
Baidu Zhidao web site and its possible matching questions from “Other simi-
lar questions” section reported on the web site are crawled. We crawl 9,500,979
question-question pairs under broad topics, such as “scientific education”, “laws
and regulations”, “social and livelihood” etc., as the training set. For exam-
ple, we assume the question “how to correctly understand the concept of deep
learning” is a duplicate sentence to “what is deep learning”. After filtering and
pre-processing text, we train an attention-based Seq2Seq model using these pairs.
Here the hypothesis is that, in a text pair, one’s intent information can be gen-
erated by the other one. We use a general-purpose encoder-decoder framework
provided by [5] for training. All hyperparameters are configured as default in
the original code.3 After this Seq2Seq model is trained, it is used to generate
the weakly supervised representation vectors for each sentence. In our experi-
ments, the last state of the encoder is used as the pre-trained feature and is
directly concatenated to the middle representation generated by the last aggre-
gated layer. Though other combinations are tried, there are no obvious positive
gains acquired and thus not reported here.

Auxiliary Task. In many cases, though abundant of various expression ques-
tions for a given answer are hard to collect for a real application, the domain-
specific categories may available for each question and answer in the QA
database. To full use of such information in SSEI modeling, inspired by [8],
we add an auxiliary task into our model, i.e., text classification for each sentence
that is simultaneously trained with text matching task. Learning with auxil-
iary tasks restricts the parameter space during training, which can be regarded
1 https://answers.yahoo.com.
2 https://zhidao.baidu.com/.
3 https://github.com/google/seq2seq.

https://answers.yahoo.com
https://zhidao.baidu.com/
https://github.com/google/seq2seq
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as a regularizer. In spite of being seemingly unrelated, text classification task
is expected to assist in finding a robust and rich semantic representation of the
input text, from which improve the ultimately desired main task performance by
forcing the network to generalize to other tasks. For details, the mean-pooling
and max-pooling vectors of each sentence are respectively passed to a fully-
connected layer with ReLU activation followed by another fully-connected layer.
Softmax function is applied to predict the most suitable class of each sentence
in the final layer.

4 Experiments

We compared our model with other methods on three public datasets, two public
datasets in English and one dataset in Chinese sampled from an online domain-
specific rQA system. On the two public English datasets, the current state-
of-the-art models were selected for comparison, while on the Chinese dataset,
the following models were selected for comparison: WMD [17], ABCNN [27],
DecompATT [20], BiMPM [26], ESIM [7], BiLSTM+MaxPool [9] and BERT [10].

4.1 Datasets

The Stanford Natural Language Inference Corpus [4]. The train set con-
sists of 549,367 text pairs, while development set has 9,842 pairs and test set
has 9,824 pairs.

Quora Question Pairs [1]. In the end, we have 384,348 pairs for training,
5,000 matched pairs and 5,000 mismatched pairs for development, and another
5,000 matched pairs and 5,000 mismatched pairs for test.

Szga FAQ Corpus. This corpus is in Chinese. We collect FAQs from the real
online customer service system of a public sector, and grouped together questions
by the same answer. Each group was double-checked by human annotators. All
question pairs in the same group form positive samples. The negative samples
are constructed in the following way: for each question, find out the top k (set
to 100 in this study) questions not in the same group as it by BM25-based
searching from all questions. In order to simulate the lack of data, here we set
the maximum group size to be 3. In the end, we obtain a dataset of 21,357
matched pairs and 53,504 mismatched pairs, which are randomly split into two
parts: a training set of 20,237 matched pairs and 350,130 mismatched pairs, and
a test set of 1,120 matched pairs and 18,374 mismatched pairs.

4.2 Results of the DFAN Model

Table 1 shows the accuracies of DFAN and other state-of-the-art models on the
SNLI test set. DFAN achieves an accuracy of 88.6%, better than most of the
models for comparison. KIM that used external linguistic inference knowledge is
the model of the same accuracy as DFAN. The one model better than DFAN is
MT-DNN, which is a multi-task fine-tuned model based on pre-trained BERT.
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Table 1. Results for natural language
inference on the SNLI dataset.

Models Accuracy (%)

ESIM [7] 88.0

DIIN [12] 88.0

MwAN [23] 88.3

CAFE [24] 88.5

KIM [16] 88.6

DFAN 88.6

DFAN+BERTembedding 89.1

MT-DNN [18] 91.1

Table 2. Results for paraphrase iden-
tification on the Quora Question Pairs
dataset. The first 8 rows are reported
in [12].

Models Accuracy (%)

Siamese-CNN 79.60

MP-CNN 81.38

Siamese-LSTM 82.58

MP-LSTM 83.21

L.D.C 85.55

BiMPM 88.17

pt-DecAttchar.c 88.40

DIIN [12] 89.06

MwAN [23] 89.12

DFAN 89.91

It may be unfair to compare DFAN with KIM and MT-DNN, as we know that
external knowledge, multi-task and pre-training can bring extra improvement.
For example, when integrating BERT embeddings into DFAN, we obtained an
accuracy of 89.1%, higher than the base DFAN model by 0.5%. Table 2 shows the
results of our base model on the Quora Question Pair dataset.4 We achieve the
improved results of 89.91% accuracy, surpassing the previous works like MwAN.

Table 3. Results for sentence semantic equivalence identification on Szga FAQ corpus.
Seq2Seq, AUX indicate the pre-trained feature extractor, the auxiliary task respec-
tively.

Models hit@1 P R F1

WMD 19.74 / / /

DecompATT 36.92 88.79 44.55 59.33

ABCNN 39.47 95.41 57.50 71.75

BiLSTM+MaxPool 41.85 79.91 68.00 73.48

BiMPM 45.11 77.88 77.95 77.91

ESIM 48.28 93.11 85.62 89.21

BERTbase 48.63 94.27 88.21 91.14

DFAN 48.37 93.04 85.69 89.22

DFAN+Seq2Seq 49.77 94.53 86.34 90.24

DFAN+AUX 51.98 92.11 90.80 91.46

DFAN+AUX+Seq2Seq 52.07 91.64 95.00 93.29

4 The result of BERT and MT-DNN in this dataset is 89.3% and 89.6%, as they used
other data split of [25].
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4.3 Comparisons Between Strategies

Intrinsic Evaluation. Table 3 shows the results of our base model on the
Szga FAQ corpus. The F1 of DFAN is 89.21%, higher than that of all other
models except BERTbase

5. When Seq2seq features and the other auxiliary task
are separately added, DFAN obtain improvements of 1.03% and 2.25% in F1
respectively. When both of them are added together, DFAN is further improved
and achieves the highest F1 of 93.29%, higher than BERTbase by 2.15%. That
indicates that the effectiveness of the proposed strategies of weakly supervised
learning and the related auxiliary task.

Extrinsic Evaluation. The results of the intrinsic evaluation and the extrinsic
evaluation are pretty consistent. But there are exceptions, fine-tuned BERTbase

has 91.14% F1 value but doesn’t achieve the higher hit@1 compared to
DFAN+Seq2Seq. There are two reasons why some models have an inconsis-
tent situation. On the one hand, the test set has labeling noise. On the other
hand, the two metrics may not be fully aligned. Compared with other meth-
ods, our model performs much better on this dataset. Through DFAN is slightly
lower than fine-tuned BERTbase, the model with the combination of the pre-
trained feature extractor and the auxiliary task achieves the best performance
in the extrinsic evaluation. Furthermore, to compare the predictive accuracy of
the two methods, we conduct the McNemar’s test between results of our base
model and the strategies-enhanced DFAN+AUX+Seq2Seq model and calculate
the p-value equals 0.037, which shows that our strategies can give the model a
significant improvement in the real application.

5 Analysis and Discussion

5.1 Ablation Study on DFAN

With the purpose of examining the effectiveness of each component of our base
model, we conduct an ablation study on the SNLI test set, as shown in Table 4.
We use the validation score on the development set as the standard for model
selection. First, we report the performance of models having different number of
middle layers. Then we explore how exact match signal contributes to the model.
The accuracy of our base model degrades to 88.3% on SNLI test set slightly. It
proves that a simple feature can help the model to understand the text semantic
similarity better. Then we remove the fuse gate and obtain 87.7% on test set. The
result implies the addition of the fuse gate can have an effective impact to capture
semantic information. Then we remove our densely connection; the accuracy is
getting lower. To verify the effectiveness of the two pooled operations, we first
replace the output layer with only the max pooling. Next, replace the output
layer with only the mean pooling. We find that the contribution of these two
5 We use the pre-trained model released by authors. There is only a base model in

Chinese.
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Table 4. Ablation study.

DFAN 88.6

rm one middle layer 88.3

rm two middle layers 86.2

w/o EM 88.3

w/o fuse gate 87.7

w/o dense connect 88.2

w/o max pool 87.5

w/o mean pool 87.5

w/o dot att. w/ cosine att 87.2

Table 5. Pairs in the Szga FAQ corpus
with different question size.

# samples positive negative

upper3 20,237 350,130

upper5 30,073 397,316

upper10 41,058 423,749

upper30 68,416 443,807

upper50 89,367 449,250

pooling form is almost equal. To show that the impact of different attention, we
replace the dot attention matrix with cosine similarity matrix. The results show
that dot attention has a stronger influence than cosine-attention for modeling
text semantic similarity.

5.2 Effect of Data Size

To further investigate the performance of our base model and strategies under
different amount of training data, we compare the extrinsic evaluation perfor-
mance of different models. We assume the number of the equivalence questions
set of the same answer in our FAQ set is 3, 5, 10, 30, 50 at most respectively.
Therefore, the number of matched pairs in the training set would be differ-
ent. As we can see in Table 5, matched pairs increases with the number of the
equivalence questions. The overall performance of ABCNN, ESIM, DFAN, and
strategies-enhanced DFAN are shown in Fig. 2. Compared with other models,
our strategies-enhanced DFAN performs best with a small amount of data. And

Fig. 2. Hit@1 on the Szga FAQ corpus with different question size.
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we observe that our strategies-enhance model is superior to others consistently.
The results indicate that the model with proposed strategies can learn better
representations in different scenarios.

6 Conclusion and Future Work

In this paper, we firstly clarified the task and challenges of an rQA system. Then
a deep and densely connected neural network DFAN is proposed. Its performance
is verified through two public datasets SNLI and Quora Question Pairs. On the
corpus that is constructed from the real ACS system to evaluate the overall
performance of an rQA system, we show the efficacy of the DFAN model and
two additional strategies proposed to tackle the corpus lacking issue. Finally,
the proposed method has been deployed as an online ACS system and is serving
for millions of requests each day. While the best SSEI performance reached
by our method is 93.29%, the best hit@1 value acquired by the same method
is 52.07%, which shows the great space of rQA performance improvement for
future research. Our future works include combining our strategies with other
models, using alternative encoder and applying our methods to more NLP tasks.
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Abstract. Existing dialog systems are all monolingual, where features
shared among different languages are rarely explored. In this paper, we
introduce a novel multilingual dialogue system. Specifically, we augment
the sequence to sequence framework with improved shared-private mem-
ory. The shared memory learns common features among different lan-
guages and facilitates a cross-lingual transfer to boost dialogue systems,
while the private memory is owned by each separate language to cap-
ture its unique feature. Experiments conducted on Chinese and English
conversation corpora of different scales show that our proposed archi-
tecture outperforms the individually learned model with the help of the
other language, where the improvement is particularly distinct when the
training data is limited.

Keywords: Multilingual dialogue system · Memory network ·
Seq2Seq · Multi-task learning

1 Introduction

Dialogue systems have long been an interest to the community of natural lan-
guage processing due to their width range of applications. These systems can
be classified as task-oriented and non-task-oriented where task-oriented dialogue
systems accomplish a specific task and non-task-oriented dialogue systems are
designed to chat in open domain as chatbots [1]. In particular, the sequence-to-
sequence (Seq2Seq) framework [2], which learns to generate responses according
to the given queries can achieve promising performance and grow popular [3].

Building a current state-of-the-art generation-based dialogue system requires
large-scale conversational data. However, the difficulty of collecting conversa-
tional data in different languages varies greatly [4,5]. For example, it is difficult
for minority languages to collect enough dialogue corpora to build a dialogue
generation model as other majority languages (e.g., English and Chinese) do.
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Herein, we investigate to move the frontier of dialogue generation forward from
a different angle. More specifically, we find that some common features, e.g., dia-
logue logic, are shared in different languages but with different linguistic forms.
Leveraging a multi-task framework for cross-lingual transfer learning can alle-
viate the problems caused by the scarcity of resources [6–8]. Through common
dialogue features shared among different languages, the logic knowledge of differ-
ent languages can be transferred and the robustness of the conversational model
can be improved. However, to the best of our knowledge, no existing study has
ever tackled multilingual generation-based dialogue systems.

This paper proposes a multi-task learning architecture for multilingual open-
domain dialogue system that leverages the common dialogue features shared
among different languages. Inspired by [16], we augment the Seq2Seq frame-
work by adding a architecture-improved key-value memory layer between the
encoder and decoder. Concretely, the memory layer consists of two parts, where
the key memory is used for query addressing and the value memory stores the
semantic representation of the corresponding response. To capture both shared
and private features in different languages, the memory layer is further divided
into shared and private memory separately. Though proposed for open-domain
dialogue system, the multilingual shared-private memory architecture can be
adapted flexibly and used for other tasks.

Experiments conducted on Weibo and Twitter conversational corpora of dif-
ferent sizes show that our proposed multilingual architecture outperforms exist-
ing techniques on both automatic and human evaluation metrics. Especially
when the training data is scarce, the dialogue capability can be enhanced signif-
icantly with the help of the multilingual model.

To this end, the main contributions of our work are summarized into four
folds: (1) To the best of our knowledge, the proposed work is the first to pro-
vide a solution for multilingual dialogue systems. (2) We improve the traditional
key-value memory structure to expand its capacity, with which we extend the
Seq2Seq model to capture dialogue features. (3) Based on the memory aug-
mented dialogue model, a multi-task learning architecture with shared-private
memory is proposed to achieve the transfer of dialogue features among different
languages. (4) We empirically demonstrate the efficiency of multi-task learning in
dialogue generation task and investigate some characteristics of this framework.

2 Related Works

2.1 Dialogue Systems

Building a dialogue system is a challenging task in natural language processing
(NLP). The focus in previous decades was on template-based models [9]. How-
ever, recent generation-based dialogue systems are of growing interest due to
their effectiveness and scalability. Ritter et al. [10] proposed a response genera-
tion model using statistical machine-translation methods. This idea was further
developed by [11], who represented previous utterances as a context vector and
incorporated the context vector into response generation. Many methods are
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applied in dialogue generation. Attention helps the generation-based dialogue
system by aligning the context and the response. [12] improved the performance
of a recurrent neural network dialogue model via a dynamic attention mech-
anism. In addition, some works concentrate on many aspects of the dialogue
generation, including diversity, coherence, personality, knowledgeable and con-
trollability [13]. In these approaches, the corpora used are always in the same
language. These systems are referred to as monolingual dialogue systems. As far
as we know, this study is the first to explore the use of multilingual architecture
to better suit the generation-based dialogue system.

2.2 Memory Networks

Memory networks [14,15] are a class of neural network models that are aug-
mented with external memory resources. Valuable information can be stored
and reused in memory networks through the memory components. Based on the
end-to-end memory network architecture [15,16] proposed a key-value memory
network architecture for question answering. The memory stores facts in a key-
value structure so that the model can learn to use keys to address relevant mem-
ories with respect to the question and return corresponding values for answering.
[17–19] built goal-oriented dialogue systems based on memory-augmented neu-
ral networks. Compared with the above models, our memory components are
not trained based on specific knowledge bases, but self-tuning in the training
process, which makes the model more flexible. We further divide each memory
module into several blocks to improve its capability.

2.3 Multi-task Learning

Multi-task learning (MTL) is an approach to learn multiple related tasks simulta-
neously. It improves generalization by leveraging the domain-specific information
contained in the training signals of related tasks [20]. [21] confirmed that NLP
models benefit from the MTL approach. Many recent deep-learning approaches
to multilingual issues also used MTL as part of their model.

In the context of deep learning, MTL is usually done with either hard or soft
parameter sharing of hidden layers: hard parameter sharing method explicitly
shares hidden layers between tasks while keeping several task-specific output
layers; soft parameter sharing method usually employs regularization techniques
to encourage the parameters in different tasks to be similar [22]. Hard param-
eter sharing is the most commonly used approach to MTL in neural networks.
[7] learned a model that simultaneously translated sentences from one source
language to multiple target languages. [23] propose an adversarial multi-task
learning framework for text classification. [8] demonstrated a single deep learn-
ing model that jointly learned large-scale tasks from various domains including
multiple translation tasks, an English parsing task, and an image captioning task.
However to date, no multilingual dialogue-generation system based on multi-task
learning framework has been built.
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Fig. 1. Memory structure of MemSeq2Seq and ImpMemSeq2Seq. M represents memory
module. k and v represent input and output memory respectively.

3 Model

In this section, we first review the vanilla Seq2Seq, then propose the key-value
memory augmented Seq2Seq models, and extended them with shared-private
memory components to implement the multilingual dialogue systems.

3.1 Preliminary Background Knowledge

A Seq2Seq model maps input sequences to output sequences. It consists of two
key components: an encoder, which encodes the source input to a fix-sized con-
text vector using the Recurrent Neural Network (RNN), and a decoder, which
generates the output sequence with another RNN based on the context vector.

Given a source sequence of words (query) q = {x1, x2, ..., xnq
} and a target

sequence of words (response) r = {y1, y2, ..., ynr
}, a basic Seq2Seq based dialogue

system automatically generates response r conditioned on query q by maximizing
the generation probability p(r|q). Specifically, the encoder encodes q to a context
vector c, and the decoder generates r word by word with c as input. The objective
function of Seq2Seq can be written as

ht = f(xt, ht−1), c = hnq
, (1)

p(r|q) = p(y1|c)
nr∏

t=2

p(yt|c, y1, ..., yt−1), (2)

where ht is the hidden state at time t and f is a non-linear transformation.
Moreover, gated recurrent units (GRU) and the attention mechanism proposed
by [24] are used in this work.

3.2 Key-Value Memory Augmented Seq2Seq

Inspired by the end-to-end memory network [16], we introduce the MemSeq2Seq
model which adds a key-value memory layer between the encoder and decoder
to learn dialogue features, and the ImpMemSeq2Seq which divides the memory of
MemSeq2Seq into blocks to expand model capacity.
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MemSeq2Seq. The MemSeq2Seq augments the Seq2Seq with a key-value mem-
ory layer between the encoder and decoder. The memory component consists
of two parts: input (key) and output (value) memories. The input memory is
used for query representation addressing, while the output memory stores the
representation of the corresponding response information. The model retrieves
information from the value memory with the weights computed as the similarity
between the query representation and the key memory, with the goal of selecting
values that are most relevant to the query.

Formally, we first encode a query q to a context vector c, and then calculate
the similarity p = {p1, ...pt} between c and each item of the key memory using
softmax weight. Later, the model computes a new context vector c∗, which is a
weighted sum of the value memory according to p.

pj = softmax(c · kj), (3)

c∗ =
t∑

j=1

pjvj (1 ≤ j ≤ t), (4)

where kj and vj are items in the key and value memory, and t is the number
of key and value items. During training, all items in memory and parameters
in the Seq2Seq are jointly learned to maximize the likelihood of generating the
ground-truth responses conditioned on the queries in the training set.

ImpMemSeq2Seq. In the MemSeq2Seq, the key-value pairs in memory are lim-
ited, which are linear with the number of items in memory. To expand capacity,
we further divide the entire memory into several individual blocks and accord-
ingly split the input vector into several segments to compute the similarity scores.
After division, similarity to multi-head attention mechanism [25], different rep-
resentation subspaces at different positions are individually projected and the
number of key-value pairs becomes the number of slot combinations in these
blocks, while one key still corresponds to one value.

The model first split a context vector c into n segments, then compute new
context segments c∗

i by memory blocks independently, and the final new context
vector c∗ is the concatenation of c∗

i . The formula is as follows.

c1, ...cn = split(c), c∗
i = Mi(ci), (5)

c∗ = concat(c∗
1, c

∗
2, . . . , c

∗
n), (6)

where Mi represents the calculation in ith memory block.
The ImpMemSeq2Seq calculates the weight p with a finer granularity, which

makes the addressing more precise and flexible. Besides, with a parallel imple-
mentation, the memory layer becomes more efficient.

3.3 Seq2Seq with Shared-Private Memory

The models introduced in the previous sections can be extended for monolin-
gual tasks. Specifically, we augment the MemSeq2Seq and ImpMemSeq2Seq for
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Fig. 2. SPImpMem model for multilingual dialogue system. Mglobal represents the shared
memory. Superscript lang1, lang2 represent two different languages respectively.

multilingual tasks and named the extensions SPMem and SPImpMem, respectively.
According to multi-task learning, dialogue systems in two different languages
can be simultaneously trained. By sharing representations between two dialogue
tasks, the model facilitates the cross-lingual transfer of dialogue capability.

Our multilingual model consists of four modules: an encoder, decoders, a pri-
vate memory for each language and shared memory occupied by all languages.
Figure 2 gives an illustration of SPImpMem. The SPMem is a special case where
the number of memory blocks n is set to 1. More specifically, given a input
query q, the encoder of its language first encode it into a context vector c, and
then the model feeds c to both its private and shared memory. The private
memory is occupied by the language corresponding to the input. The shared
memory is expected to capture common features of conversations among dif-
ferent languages. By matching and addressing the shared and private memory
components, we obtain two output vectors that are then concatenated as a new
context vector c∗. The returned vector is supposed to contain features from both
its own language and other languages involved in the multilingual model, which
is then fed to the decoder of its language.

Given the first language conversational corpus (q1
i , r1i )

T1
i=1 and the second

language conversational corpus (q2
i , r2i )

T1
i=1, the parameters Θ are learned by

minimizing the negative log-likelihood between the generated r̃ and reference r,
that is equivalent to maximizing the conditional probability of responses r1 and
r2 given Θ, q1 and q2:

J =
1

T1

T1∑

i=1

log p(r1i |q1
i , Θs1 , ΘM1 , ΘMg ) +

1

T2

T2∑

i=1

log p(r2i |q2
i , Θs2 , ΘM2 , ΘMg ), (7)

where ΘS is a collection of parameters for the encoders and decoders; ΘM is the
parameters of memory contents; T is the size of corpus; and subscriptions 1, 2
and g represent lang1, lang2, and global in Fig. 2 respectively.



48 C. Chen et al.

4 Experimental Settings

4.1 Datasets

We conducted experiments on open-domain single-turn Chinese (Zh) and English
(En) conversational corpora . The Chinese corpus consists of 4.4 million conver-
sations and the English corpus consists of 2.1 million conversations [10]. The
conversations are scraped from Sina Weibo1 and Twitter2 respectively.

The experiments include two parts: balanced and unbalanced tests, which
are discriminated by the relative size of training data for each language. In the
balanced tests, the sizes of the Chinese and English corpus are comparable.
We empirically set the dataset size to 100k, 400k, 1m and the whole (4.4m-
Zh, 2.1m-En) to evaluate the model performance in different data scales. The
unbalanced tests consist of training data of (1m-Zh, 100k-En) and (100k-Zh,
1m-En) respectively. Subsets used are sampled randomly. All the experiments
have the same validation and testing data with size 10k.

4.2 Evaluation Metrics

Three different metrics are used in our experiments:

– Word overlap based metric: Following previous work [11], we employ
BLEU [26] as an evaluation metric to measure word overlaps in a given
response compared to a reference response.

– Distinct-1 & Distinct-2: Distinct-1 and Distinct-2 are the ratios of distinct
unigrams and bigrams in generated responses respectively [27] which measure
the diversity of the generated responses.

– Three-scale human annotation: We adopt human evaluation following
[28]. Four human annotators were recruited to judge the quality of 500 gen-
erated responses from different models. All of the responses are pooled and
randomly permuted. The criteria are as follows: +2: the response is relevant
and natural; +1: the response is a correct reply, but contains little errors; 0:
the response is irrelevant, meaningless, or has serious grammatical errors.

4.3 Implementation Details

The Adam algorithm is adopted for optimization during training. All embeddings
are set to 630-dimensional and hidden states 1024d. Considering both efficiency
and memory size, we restrict both the source and target vocabulary to 60k
and the batch size to 32. Chinese word segmentation is performed on Chinese
conversational data. For the single block memory components, the number of
cells in the memory block is set to 1024 empirically, and the dimension of each
cell is adjusted according to the encoder. The memory block is further divided

1 http://weibo.com.
2 http://www.twitter.com.

http://weibo.com
http://www.twitter.com
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into 32 parts in our improved memory model. In multilingual models, the number
of blocks for shared and private memory component are the same. To prevent the
multilingual model from favoring one certain language, we switched sentences of
different languages individually by batch during training.

4.4 Comparisons

We compare our framework with the following methods:

– Seq2Seq. A Seq2Seq model with attention mechanism.
– MemSeq2Seq. The key-value memory augmented Seq2Seq model in Sect. 3.2.
– ImpMemSeq2Seq. The improved memory augmented Seq2Seq model with the

memory block decomposed into several blocks as in Sect. 3.2.
– SPMem. The proposed multilingual model with shared-private memory which

is extended from MemSeq2Seq. It is a special case of SPImpMem where the
number of memory blocks n is set to 1.

– SPImpMem. The proposed multilingual model with shared-private memory
component which is extended from ImpMemSeq2Seq as in Sect. 3.3.

5 Results and Analysis

We present the evaluation results of balanced test and unbalanced test in Tables 1
and 2 respectively. Table 1 contains evaluation results of monolingual dialogue
systems with Seq2Seq, MemSeq2Seq and ImpMemSeq2Seq as baseline. Table 2 can
be viewed in conjunction with the data in Table 1.

5.1 Monolingual Models

From Table 1, we observe that the performance of the MemSeq2Seq model only
slightly outperforms the Seq2Seq model. However, with memory decomposed
into several parts, the ImpMemSeq2Seq model surpasses the basic Seq2Seq model.
Therefore, we conclude from the comparisons that our modification of the mem-
ory components improves the capability of the model. Another observation is
that in English a good conversation model can be trained with less data. Hence
it does not get a significant performance gain in English as the size of data
increases.

5.2 Multilingual Models

Balanced Test. From the experimental results shown in Table 1, we observe
that the proposed multilingual model outperforms the monolingual baselines on
English corpus of different sizes. For the Chinese corpus, the promotion decreases
when the size of training data increases, and thus it can only be seen on data
of small sizes (i.e., 100k and 400k). Similar results can also be observed in [29].
There are several interpretations of the phenomena: (1) By the shared memory



50 C. Chen et al.

Table 1. BLEU-4 scores of the balanced test. The results of monolingual experiments
are included for comparison.

Datasets Monolingual (baseline) Multilingual

Seq2seq MemSeq2Seq ImpMemSeq2Seq SPMem SPImpMem

100k Zh 0.485 0.478 0.492 0.524 0.549

En 0.779 0.780 0.825 0.831 0.805

400k Zh 2.024 2.144 2.142 2.565 2.317

En 1.001 0.937 0.974 0.976 1.034

1m Zh 3.135 3.131 3.268 2.732 2.827

En 1.027 1.100 1.099 1.135 1.146

all (4.4m-Zh, 2.1m-En) Zh 3.600 3.383 3.755 2.955 2.765

En 1.082 1.140 1.208 1.254 1.336

Table 2. BLEU-4 scores of the unbalanced test. Numbers in bold mean that it
achieves the best performance among all models trained with this dataset.

Datasets Multilingual

SPMem SPImpMem

100k-Zh, 1m-En Zh 1.442 1.484

En 1.083 1.075

1m-Zh, 100k-En Zh 2.607 2.690

En 0.800 0.839

component in the proposed multilingual model, common features are learned
and transferred through both languages. Thus, when one language corpus is
insufficient, some common features from other languages are helpful. (2) With
the scale of corpus increasing, the monolingual model is already capable enough
so that noisy information from other languages may hinder the original system.

Nevertheless, the contrary behaviors of the multilingual model on Chinese
and English corpus remain suspended. As the scale of training data grows,
the performance of SPMem and SPImpMem on English corpus outperforms the
monolingual baselines while the performance decreases on Chinese corpus. This
may result from the various qualities of different corpora which further influ-
ence the features in the shared memory blocks. The Chinese monolingual model
whose parameters are originally well estimated are hindered by the noise from
the shared memory. However, the English monolingual model that is relatively
poorly trained benefit from the shared features. In a word, the higher quality
corpus needs multilingual training less. Our model focuses on the scenario that
the corpus of one language is scarce.

Unbalanced Test. Since models benefit a lot from the multilingual model when
training data is scarce in Table 2, we present more detailed evaluation results of
models trained with the 100k datasets in Tables 4 and 3. It is clear that, with the
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Table 3. Evaluation results of models trained with the 100k English dataset.

Dataset (100k-En) BLEU-1 BLEU-2 BLEU-3 BLEU-4 Distinct-1 Distinct-2 0 +1 +2 Kappa

Seq2Seq 8.513 3.331 1.566 0.779 0.019 0.077 0.36 0.60 0.04 0.54

MemSeq2Seq 8.613 3.378 1.576 0.780 0.017 0.061 0.38 0.59 0.03 0.58

ImpMemSeq2Seq 9.178 3.623 1.682 0.825 0.018 0.070 0.37 0.58 0.05 0.47

SPMem (with 100k-zh) 8.844 3.520 1.651 0.831 0.017 0.071 0.56 0.41 0.03 0.43

SPImpMem (with 100k-zh) 9.048 3.573 1.637 0.805 0.020 0.080 0.52 0.44 0.04 0.58

SPMem (with 1m-zh) 10.669 3.686 1.580 0.800 0.007 0.124 0.31 0.62 0.07 0.46

SPImpMem (with 1m-zh) 9.118 3.648 1.701 0.839 0.025 0.103 0.52 0.33 0.15 0.51

Table 4. Evaluation results of models trained with the 100k Chinese dataset.

Dataset(100k-Zh) BLEU-1 BLEU-2 BLEU-3 BLEU-4 Distinct-1 Distinct-2 0 +1 +2 Kappa

Seq2Seq 9.463 3.035 1.168 0.485 0.026 0.113 0.47 0.45 0.08 0.74

MemSeq2Seq 9.210 2.859 1.101 0.478 0.018 0.073 0.43 0.43 0.14 0.74

ImpMemSeq2Seq 9.682 3.041 1.164 0.492 0.021 0.094 0.54 0.34 0.12 0.65

SPMem(with 100k-en) 10.329 3.132 1.213 0.524 0.026 0.114 0.52 0.33 0.15 0.70

SPImpMem(with 100k-en) 9.978 3.136 1.242 0.549 0.026 0.114 0.32 0.53 0.15 0.76

SPMem(with 1m-en) 11.940 4.193 2.211 1.442 0.017 0.148 0.55 0.27 0.18 0.82

SPImpMem(with 1m-en) 11.991 4.179 2.236 1.484 0.019 0.164 0.53 0.23 0.24 0.85

Fig. 3. The figure shows a 2-dimensional PCA projection of the input block in the
memory networks. The two private memory blocks are differently oriented, and the
shared memory block tends to be the mixture of them. The curves located above and
right show more details of the distributions along two axes.

help of another rich resource language corpus, the multilingual model improves
the performance of language with limited training data on automatic evalua-
tion metrics except for Distinct-1. The improvements remain true even when
comparing the unbalanced test results with the balanced test results, which are
strengthened by the other language corpus with the same size. According to the
human evaluation results, SPMem and SPImpMem generate more informative and
interesting responses (+2 responses) but perform much worse on +1 responses
for grammatical errors. Fleiss’ Kappa on all models are larger than 0.4, which
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proves the correlation of the human evaluation. Therefore, some features cap-
tured by the shared memory from one language can be efficiently utilized by
other languages.

5.3 Model Analysis

To illustrate the information stored in the memory components, Fig. 3 visualizes
the first input block of each memory, namely two private and one shared memory
components. From the scatter diagram and the fitting results of the Gaussian
distribution, we observe some characters in the memory layer. Tuned explicitly
by each separate language, the two private memory blocks learn and store dif-
ferent features that appear to distribute differently in the two dimensions after
principal component analysis (PCA) projection. Nevertheless, the shared mem-
ory that is jointly updated by the two languages is likely to keep some common
features of each private memory block.

6 Conclusion

This paper proposes a multi-task learning architecture with share-private mem-
ory for multilingual open-domain dialogue generation. The private memory is
occupied by each separate language, and the shared memory is expected to
capture and transfer common dialogue features among different languages by
exploiting non-parallel corpora. To expand the capacity of vanilla memory net-
work, the entire memory is further divided into individual blocks. Experimental
results show that our model outperforms separately learned monolingual models
when the training data is limited.
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Abstract. Building personalized task-oriented dialogue system is an
important but challenging task. Significant success has been achieved by
selecting the responses from the pre-defined template. However, prepar-
ing massive response template is time-consuming and human-labor inten-
sive. In this paper, we propose an end-to-end framework based on the
memory networks for responses generation in the personalized task-
oriented dialog system. The static attention mechanism is used to encode
the user-conversation relationship to form a global vector representation,
and the dynamic attention mechanism is used to obtain import local
information during the decoding phase. In addition, we propose a gating
mechanism to incorporate user information into the network to enhance
the personalized ability of the response. Experiments on the benchmark
dataset show that our model achieves better performance than the strong
baseline methods in personalized task-oriented dialogue generation.

Keywords: Dialogue generation · Task-oriented dialogue system ·
Personalized response

1 Introduction

Task-oriented dialogue systems have become increasingly important in a vari-
ety of applications, such as reservation systems or navigation inquiry sys-
tems [1]. Earlier efforts in task-oriented dialogue systems are composed of
pipeline structures (e.g., language understanding, dialogue management and lan-
guage generation), where each module is designed separately and heavily relies on
hand-crafted rules [2,3]. Inspired by the recent success of sequence-to-sequence
(seq2seq) encoder-decoder model in language generation, the end-to-end dialogue
systems, which input the dialogue history and directly output system responses,
have shown promising results based on recurrent neural networks (RNN) [4] and
memory networks [5,6].
c© Springer Nature Switzerland AG 2019
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Although the encoder-decoder networks have made great success in task-
oriented dialogue systems, the methods only generate responses based on the
dialogue history, and cannot accommodate users with different personalities [7].
Therefore the response of the system is dull and fails to adjust the strategy of
the conversation according to the personalized information.

The personalized task-oriented dialogue system is designed to generate
responses that are more user-friendly and to help users complete conversations
faster than non-personalized conversation systems [8]. In general, the personal-
ized dialogue system can extract the requirement of the user during multi-turn
interactions and then utilize personalized information to speed up the interac-
tion process. Arguably, personalization drives the task-oriented dialogue system
closer to the user’s actual information needs [9]. Significant improvements have
been achieved in the personalized system by using deep memory network with
copy mechanism [10]. Joshi et al. [7] and Luo et al. [11] utilize the memory
network to encode user information and conversation history to construct an
end-to-end personalized task-oriented dialogue model. Compared with the RNN
encoder, the memory network can effectively store long-term conversation his-
tory. Despite the effectiveness of the above methods, the personalized dialogue
system remains considerable challenges for several reasons: (1) The performance
of the previous methods is based on the selection of the numerous manual prede-
fined responses template, which is essentially a multi-label classification problem
and heavily relies on hand-crafted features [5]. (2) For the previous method with
the copy mechanism, the only information sent to the decoder is the global hid-
den state of the encoder [12]. However, Bahdanau et al. [13] reveal that the
performance of text generation decreases rapidly as the length of the input sen-
tence grows, if only the global hidden vector is utilized.

To alleviate the aforementioned challenges, in this paper, we designed an
end-to-end memory network with a static and dynamic attention mechanism
that can generate personalized responses, instead of selecting from predefined
templates. The proposed method also works in an encoder-decoder framework.
The encoder is a memory network and trainable user profile embeddings are
utilized as a query to form the global hidden state of dialogue. The way to form
dialogue representation is named as static attention mechanism. The decoder is
composed of an RNN and a memory network, accounting for generating person-
alized responses. The RNN part will generate a dynamic query to the memory
network, and the memory network part utilizes the dynamic query with a care-
fully designed gating strategy to form a local representation, which will be the
input of RNN in the next time stamp. The way to produce a local representation
is termed as dynamic attention mechanism. The contributions of the paper are
summarized as follows:

1. We propose a novel framework for personalized task-oriented dialogue gener-
ation scenario. (1) In the encoding phase, the static attention mechanism can
learn the relationship between dialogue and user information to adequately
represent the global representation of the dialogue history and knowledge
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base. (2) The dynamic attention mechanism can trace the history of dialogue
and important local features in the response generation stage.

2. As personalized task-oriented dialoguing needs meet two important objec-
tives: (1) the responses are personalized so that people feel user-friendly; (2)
the responses must solve the user requirement. To nicely integrate the two
objectives, we propose a gating strategy in the decoder stage.

3. Extensive experiments are carried out on the personalized bAbI dialog dataset
and the results demonstrate the superiority of the proposed model over state-
of-the-art competitors.

2 Related Work

End-to-end neural network methods to establish a personalized dialogue system
has attracted a lot of research interest, which is widely accepted as being divided
into task-oriented and non-task-oriented systems [9].

The seq2seq approach is very effective for building a personalized dialogue
system. Many research works focus to make dialogue agents smarter by using
user profiles. Li et al. [15] first proposed a persona-based model for dealing with
user consistency in neural response generation. Speaker models are used to cap-
ture user characteristics such as background information and speaking style.
The dyadic speaker addressee model captures the properties of the interaction
between two interlocutors. Subsequently, research interest in personalized dia-
logue grew rapidly. Luan et al. [16] extend the user personalization model to
multi-task learning. Yang et al. [9] proposed a method of using deep reinforce-
ment learning to achieve user-specific conversation, which can generate object-
coherence, informative and grammatical responses. Herzig et al. [10] proposed a
response generation model that allows agents to respond to information about
personality traits. Zhang et al. [19] use the key-value memory network to store
the context information of conversations and users profile to implement per-
sonalized Dialogue Agents. These methods essentially pay more attention to
personalization and user consistency. These methods can be divided into non-
task-oriented dialogue (Chit-Chat) system, which the goal is to generate person-
alized responses based on user-specific information and to ensure consistency of
user information during the conversation.

For personalized task-oriented dialogue systems, Joshi et al. [7] first pro-
posed a personalized-BAbi dataset that is more user-friendly than traditional
BAbi datasets and can speed up the dialogue process based on the user informa-
tion (with recommendation ability). Among them, they proposed split-memory
network, which uses two memory networks to separately model the conversation
history and user information, and then concatenate them as input to the decoder.
The network is effective, but simply concatenate the user vector with the global
content vector sometimes it pays more attention to the personalized response and
ignores the specific goals. Luo et al. [11] later improved this model, which can
capture user preferences over knowledge base entities to handle the ambiguity
in user requests. However, both methods are based on the response selection in
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the templates, which is essentially a multi-task classification problem. However,
designing a template requires a lot of manual work, which is time-consuming
and greatly reduces scalability.

3 Method

Fig. 1. The overall architecture of our model.

As depicted in Fig. 1, our model is a variant of the Mem2Seq proposed in Madotto
et al. [5]. Additionally, we propose a static multi-hop attention and dynamic
attention to improve the performance of personalized task-oriented dialogue sys-
tems. To better understand our approach, in Subsect. 3.1, we first give the prob-
lem definition. Then, we expound our framework step by step in Subsect. 3.2.
Finally, the training objective of the algorithm is given in Subsect. 3.3.

3.1 Problem Definition

We use X = [x1, x2, . . . , xn] to denote the concatenation of multi-turn dialogue
history with the current utterance of user, where n is the length of X. Similarly,
we define the knowledge base tuples as K = [k1, k2, . . . , kl]. Each dialogue has
a set of user-specific information and we concatenate them as U = [u1, . . . , u�],
where ui is the i-th feature in user profile and � is the number of features.
Specially, we further define D = [K,X, $] as a concatenation of two sets and
$ used as a sentinel. The goal of our model is to generate a response sequence
Y = [y1, . . . , ym] when given D and U , where m is the length of Y .

3.2 Framework Structure

Our model uses a multi-hop attention-based Mem2Seq structure with copy
mechanism as the backbone of seq2seq. It consists of two components: Mem-
ory Encoder and the Memory Decoder networks. The memory encoder network
encodes the dialogue history and user information into a vector and sends them
to the memory decoder, which then generates a response.
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Memory Encoder Network. Inspired by [20], memories consist of a set
of trainable embedding matrices {Cu

1 , Cr
1 , . . . , Cr

t−1, C
u
t }, where each Cj maps

tokens from D to a embedding vector and u, r donate for user or agent utter-
ances. It is well known that query as a reading head is very important in reading
memory and obtaining global content information. Thus we expect to fuse per-
sonalized information in the query so that the user information can be effectively
merged into the global representation vector and the reading pointer. Therefore
the static attention mechanism is proposed. Specifically, we donate M as
the embedding represents for U , and query vector q is the average vector of M .
Note that the dimension of q is the same Cj . Thus we can calculate the attention
weights probability at hop h by:

ph = softmax(qh × Ch
i ) (1)

where softmax(zi) = ezi/
∑

j ezj , and × represents the multiplication of vectors
with each corresponding vector in a matrix. Then, the model reads out the
memory by the weighted sum over Ch,

oh =
∑

i

ph
i Ch

i (2)

in the next hop, the query is updated by using qh+1 = qh + oh. Finally, the
model obtains the global vector representation g by concatenating the last hop
of o and q:

g = o ⊕ q (3)

where ⊕ is the concatenation operator. Note that g is the input for the first
decoding step.

Memory Decoder Network. Since the memory network stores dialogue his-
tory and knowledge base, the memory size is often very large. Using only one
global context vector does not apply to response generation. Therefore, we pro-
pose a dynamic attention mechanism in which each generated token is
obtained by important features in memories. In the decoder phase, we use the
gated recurrent unit network (GRU) [21] to dynamically generate each query,
which is then used as the pointer for reading the memory to select the tokens
that need to be generated or copied. The response in personalized dialogue sys-
tems aims to achieve a personalized response while completing the goals. Thus
we introduced a gate mechanism that allows the decoder to focus on user
information for personalized responses, while focusing on contextual informa-
tion when addressing requirements.

Specifically, for decoding yt, the first step of the decoder tends to use q1 and
hidden last state ht−1 to generate the dynamic attention vector rt−1 though the
gate,

pg = σ(W1q1 + b1)

rt−1 = ht−1 + pg × q1
(4)
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where W1 and b1 are trainable parameters. Subsequently, at each token genera-
tion stage, we used rt−1 to make a dynamic attention for the memories C to
obtain vector representation l .

In the second step, for generatie yt, ht−1, l and yt−1 are sent to the GRU to
generate the new ht:

v = softmax(rt−1 × Ci) (5)

l =
∑

i

viCi (6)

α = σ(W2(l ⊕ rt−1) + b2) (7)
ht = GRU(M(yt−1), α) (8)

where M(yt−1) donates the embedding vector of yt−1, and W2, b2 are trainable
parameters. Next, we send the generated ht as the query to the memory net-
work in the decoder. On the one hand, it produces a probability distribution all
over dialogue history and knowledge, and on the other hand it can generate a
distribution based on the word corpus. Thus, we can implement the generation
and copying of tokens. Specifically, inspired by [5], we take the multiplication
probability of the first hop in the memory network as the pointer distribution
pr. Next, we can acquire od as the content vector in the decoder, which similar
to Eq. 2. The probability of generating tokens pv are obtained by passing the
content vector od and hidden state hj through a fully connected layer,

pv = softmax(W3(hj ⊕ o + b3)) (9)

where W3 and b3 are trainable parameters.

3.3 Training Objective

The training objective of our method consists of two parts, which are the stan-
dard cross-entropy loss functions:

ζ =
m∑

t=1

p(yi) log(pv(ŷi)), J =
m∑

t=1

p(yi) log(pr(ŷi)) (10)

where p(yi) and p(ŷi) are the actual word distribution and the generative word
distribution for the i-th word of the response. Overall, the final objective function
is minimized by:

L = ζ + J (11)

4 Experimental Setup

4.1 Experimental Data

In this study, we conduct extensive experiments on the personalized bAbI dia-
logue corpus [7] to illustrate the effectiveness of our method. This is a multi-turn
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dialog corpus with personalized interactions that extends from the bAbI dialogue
dataset [3]. It designs five separate tasks for the restaurant reservation task. We
give a brief introduction to each task.

Personalization Task 1: Issuing API calls. The agent must ask questions
to fill the missing fields of the user request and then generate the API-call
correctly.

Personalization Task 2: Updating API calls. The agent must change
the API call accordingly based on changes in user requirements.

Personalization Task 3: Displaying Options. Based on the user’s
request, the agent uses the API call to query the knowledge base and add the
correct entity to the response. The robot must recommend the restaurant to the
user based on the user profile to accomplish this task.

Personalization Task 4: Providing extra information. The user asks
for information about the restaurant and based on his multiple needs, the robot
must learn to retrieve the correct knowledge base entity from history and cus-
tomize it to the user.

Personalization Task 5: Conducting full dialogues. This is a complete
dialogue combining all aspects of tasks 1–4.

The personalized bAbI dialogue corpus contains two sets. The full data set
contains 6000 dialogues, and the small data set contains 1000 dialogues.

4.2 Model Configurations

We give the implementation details of the model as follows: In all the experi-
ments, for equivalent the size between query and memory cells, we set the same
RNN hidden size and memory size between [64, 512]. The drop rate we set in the
range [0.1–0.5], and use the random mask in memory network as the same setting
in [12]. We choose h = {1, 3, 6} hop to encode and decode the memory network,
and use greedy search during the response generation. Other weight parameters
are initialized by randomly sampling the values from the uniform distribution
U(−0.01, 0.01). We initial other weight parameters by random sampling from
a uniform distribution U(−0.01, 0.01). The model is trained using the Adam
optimization algorithm with a batch size of 8 and a decay rate of [0.2–0.9] [22].

4.3 Baseline Methods

To fully validate the performance of the model, we compared several strong
baselines in the task-oriented dialogue generation.

– MemNN [7]: This method proposes to use memory network to encode
the content and user profiles, in which employs two network structures:
(1) MemNN-org the user profile concatenate in the dialogue memories of
the encoding stage. (2) Mem2Seq-split uses a split memory network to store
the user information and concatenate the hidden vectors as the final output
of the encoder. However, These methods generate the response by selecting
the templates.
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– PMemN2N [11]: This method essentially similar to the basic framework
as MemNN, but it combines the dialogue style information of the same user
attribute in the encoder, which enhances the model personalization ability.

– Mem2Seq [5]: It is an end-to-end differentiable model, which the encoder
is the memory network and the decoder uses RNN to generate query and
memory network to generate response tokens. Followed by [7], we further
employ three models: Mem2Seq-org, Mem2Seq-split and Mem2Seq-att
which uses the embedding vector as the query of memory.

– GLMP[12]: This model is a variant of Mem2Seq, including global and local
encoder to share external knowledge. We add the user information in memory
cells, which the same as MemNN-org.

– Seq2Seq-att [24]: This model is the basic seq2seq method that combines
the attention and pointer mechanisms. This method is widely used in text
generation tasks.

4.4 Evaluation Metrics

Per-response/dialogue Accuracy: Per-response is based on each turn of
responses, while Per-dialogue is based on an entire multi-turn dialogue. It is
correct only if the generated and actual responses are identical, which also can
be considered a task completion rate. Since Bordes [7] and Luo [11] employ their
models by selecting the response from predefined candidates, directly using this
metric for evaluation is more challenging for our model. Therefore, we also use
the BLEU score which commonly used in the tasked-oriented dialogue gener-
ation task [25] to verify the performance of our network.

5 Experimental Results

Table 1 shows the per-response results of the full and the small datasets respec-
tively. Methods 1–3 are based on template selection, and 4–8 are existing start-
of-the-art task-oriented dialogue generation models. Since the problem of the
generation methods is far more challenging than the template selection meth-
ods, the two types of problems cannot be directly compared. Despite this, for
tasks 1–4, our approach yielded the best results comparison for both generation
and selection methods. One can find that our method is far superior to other
comparison methods in tasks 3 and 4. For example, for task 3, our approach
improves 10.27% and 11.55% compared to the most advanced template selection
and generation methods on full and small datasets respectively. For the gen-
eration methods, our model gains 1.27% (0.82%) improvement for task 4 over
Mem2Seq-att (the best competitor) on the small (full) dataset. consequently,
the improvement for recommending restaurants (task 3) and providing relevant
information (task 4) according to the user information can prove that our app-
roach can effectively utilize user information to achieve personalized responses
and accomplish user goals. Task 5 is the synthesis of tasks 1–4, which is more
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Table 1. Evaluation results of per-response accuracy.

Task 1 Task 2 Task 3 Task 4 Task 5 BLEU

SMALL SET

1 MemNN-org 98.87 99.93 58.71 57.17 77.74 –

2 MemNN-split 82.44 91.27 68.56 57.11 78.1 –

3 PMemN2N 99.93 99.95 71.52 80.79 88.07 –

4 Seq2Seq-att 98.21 95.74 70.13 78.82 76.15 84.99

5 Mem2Seq-org 98.54 97.83 70.31 89.73 80.22 91.99

6 Mem2Seq-split 98.53 97.92 71.25 90.11 80.38 92.67

7 Mem2Seq-att 99.67 99.89 72.99 91.07 82.91 94.24

8 GLMP 99.27 99.69 72.25 88.97 80.73 92.62

9 Ours 99.99 100 77.38 92.34 83.89 96.23

FULL SET

1 MemNN-org 99.83 99.99 58.94 57.17 85.10 –

2 MemNN-split 85.66 93.42 68.60 57.17 87.28 –

3 PMemN2N 99.91 99.94 71.43 81.56 95.33 –

4 Seq2Seq-att 99.42 98.82 71.78 87.73 80.41 89.23

5 Mem2Seq-org 99.88 99.87 72.13 89.91 82.19 94.23

6 Mem2Seq-split 99.92 99.90 73.64 89.80 82.38 94.11

7 Mem2Seq-att 99.96 99.98 74.18 91.01 85.39 96.20

8 GLMP 99.45 99.77 74.56 90.97 86.20 94.91

9 Ours 100 100 78.94 91.83 87.26 97.98

complicated to evaluate. Therefore, we also give the BLEU evaluation, which
commonly used in the dialogue generation methods to prove the effectiveness of
our model. Compared to generating problems, our method achieves the highest
score in both accuracy and BLEU evaluation. For example, our method obtains
87.26% in per-response accuracy and 97.98% in BLEU on the full dataset, which
in general, much higher than those of other baselines.

Table 2. Evaluation results of per-dialogue accuracy.

Task 1 Task 2 Task 3 Task 4 Task 5

Seq2Seq-att 87.2 97.0 3.7 66.7 1.2

Mem2Seq-org 97.1 97.9 6.7 70.5 2.6

Mem2Seq-split 98.3 97.6 7.4 69.9 3.3

Mem2Seq-att 99.3 99.9 8.4 70.9 5.2

Ours 100 100 8.7 71.6 5.6
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To further investigate the performance of the proposed method, following [5],
we employ per-dialogue accuracy compare with baselines on the small dataset.
As we can see from Table 2, our method achieves best per-dialogue accuracy.
Note that the Seq2Seq-att model performs poorly on per-dialogue evaluation
compared to the methods of the memory-based network (rows 2–4), especially
on tasks 3 and 5. This is due to the weak ability of Seq2Seq-att for knowledge
base query, and it is inefficient for encoding long dialogue history based on the
RNN approach. The mechanism of the memory network can effectively query
the knowledge and represent the dialogue history.

5.1 Ablation Study

Table 3. Ablation study.

Task 1 Task 2 Task 3 Task 4 Task 5

Ours 100 100 8.7 71.6 5.6

w/s 99.9 99.9 5.9 70.9 3.7

w/d 99.4 99.9 8.1 71.2 5.3

w/g 99.9 99.9 8.5 71.3 5.4

In order to investigate the effects of each part, we perform the ablation test on the
small dataset that discarding the static attention mechanism (denoted as w/s),
the dynamic attention mechanism (denoted as w/d) and the user information
gate mechanism (denoted as w/g). Note that for the method without static
attention mechanism, we randomly initialize the query of the memory encoder
and store the user information in memory cells.

We summaries the per-dialogue results in Table 3. From the results, we can
observe that all the proposed components have a significant impact on our
model. After discarding the two attention mechanisms, the performance of the
model declined significantly, especially the static method. This is our expectation
because the static attention captures the context of inter-relation between user
and dialogue while coding the context, while the dynamic attention can help
to obtain information about important local contexts for decoding. In addition,
the user-guided gating mechanism also helps to improve the effectiveness of the
model. In summary, the best performance of all experiments can be achieved by
combining all factors.

6 Conclusion and Future Work

In this paper, we introduce a novel end-to-end personalization model in task-
oriented dialog generation. Experimental results on a benchmark dataset and
further analysis indicated that our method considers and alleviates to some
extent the aforementioned challenges.
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In the future, we plan to extend the personalized task-oriented dialogue sys-
tem to cross-domain task, which can reduce labor costs and closer to actual
needs.
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Abstract. We present a Stratified MAchine Reading Test (SMART)
data set for Chinese in which each question is assigned a “level” that
reflects the type of reasoning that is needed to answer the question. This
data set consists of close to 40K question-answer pairs and its stratified
design allows machine reading researchers to quickly focus in on areas
that present the most challenge for a machine comprehension system. We
further establish a baseline for future research with BERT, and present
results that show the levels we have designed correspond well with the
level of difficulty that BERT experiences in answering these questions, as
reflected by the lower accuracy for higher levels. We have also collected
human answers to the questions in the test portion of this data set,
and show that humans and the machine have different challenges when
answering these questions. This means that even though the machine
is approaching human-level performance on this task, humans and the
machine perform this task with very different mechanisms.

1 Introduction

Machine reading comprehension, or simply machine comprehension, is the task
of asking the computer to read a text passage, and answer questions about the
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content of the text passage. This particular problem setup is very similar to
human reading comprehension problems often seen in standard tests. To make
this problem computationally tractable and within the reach of current com-
putational techniques, machine comprehension dataset developers often impose
limitations on where the answers can be found. In the widely used machine
comprehension data set SQuAD [14], answers to the questions have to be con-
tiguous spans of text from a paragraph. Questions that require answers to be
from multiple locations from the paragraph are not permitted in the data set.

Even with this restricted form of questions, the computer needs sophisti-
cated reasoning capability to answer certain types of questions. For example,
the computer needs to be able to know that two spans of text refer to the same
entity, and it also needs to “understand” alternative expressions that mean the
same thing. In some cases, more complicated reasoning capabilities are needed to
understand causal, temporal, and other types of semantic or discourse relations.
In (1), for example, in order to correctly answer the question (Q) “Why is Jenny
able to escape death by zombies?”, the system needs to be able to understand
that “she” in the context (C) refers to “Jenny”, and there is an implicit causal
relationship between “she escapes” and she is “protected by an enchanted charm
given to her by her mother”.

(1) Adapted from MultiRC [8]:
Q: Why is Jenny able to escape death by zombies?
A: She is protected by an enchanted necklace charm given to her by her

mother
C: The researchers on the island are killed by the newly risen zombies, except

for Jenny, the daughter of a scientist couple. She escapes, protected by
an enchanted necklace charm given to her by her mother shortly before
her death
. . .

For complicated natural language processing problems like machine read-
ing, the traditional approach has been one of divide and conquer, and the end
application is decomposed into many subproblems which are tackled separately.
For example, the problem of recognizing “she” and “Jenny” refer to the same
entity is called “coreference resolution”, an intermediate NLP task that has lit-
tle practical value on its own, but is crucial to many end applications and has
received a lot of attention over the years [11–13,17]. The same thing can be said
about paraphrase detection, the task of determining two expressions mean the
same thing. Finally, a separate model may also be needed to recognize causal
relations, a problem that has also been studied extensively in the context of
classifying discourse relations [20,21]. An advantage of this analytic approach to
complex end applications like machine comprehension is that it is easy to find
out the weakest link in the system and determine where to devote research effort
and resources. The downside is that it is hard to put the different components
of a complex system together without causing error propagation, the problem of
errors propagating from one component of the system to the next, hurting the
overall performance of the system.
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The wide adoption of deep learning techniques in the field of NLP makes it
possible to design end-to-end neural systems without explicitly addressing each
of the subproblems, and this addresses the error propagation problem and leads
to improved performance. In some cases, the improvement is even very dramatic.
Specific to machine comprehension, a number of systems have reported levels of
accuracy that match or even surpass that of human performance on the SQuAD
test set1 by standard machine comprehension evaluation metrics of exact match
or F1 score. It is worth asking, however, if these state-of-the-art end-to-end
deep learning systems have solved intermediate problems like coreference reso-
lution, which has traditionally been considered to be very hard, when answering
questions in machine comprehension challenges. It is also interesting to see if,
by approaching human-level performance or even outperforming humans, the
machine has achieved human-level intelligence.

To answer these questions, we have designed a Stratified MAchine Reading
Test (SMART) data set for Chinese where each question is labeled with a “level”
that indicates the type of reasoning that is needed to answer that question.
We have defined four levels, and hypothesize that these four levels generally
correspond with the levels of difficulty encountered by the system. For example,
to answer Level 1 questions, the system only needs to perform string match on the
question, its possible answer, and the provided context passage. To answer Level
4 questions, however, the system needs to perform multiple types of reasoning.
Using BERT [4], a system that provides state-of-the-art results on the SQuAD
data set as the baseline, we are able to confirm with experimental results that
the four levels we have defined correspond well with the level of difficulty we
expected current machine reading systems will encounter, and that state-of-
the-art systems still have a lot of difficulty in answering questions that require
complicated reasoning.

We also collected human answers to the test portion of the SMART data
set. That allows us to not only to compare overall machine performance against
human performance, but to see if humans and the machine have the same dif-
ficulty in answering questions at different levels. To ultimately make the claim
that the machine has achieved human-level performance, it is not enough to
simply show the system can answer some types of questions as well as or better
than humans, but also to show that the system can answer all types of questions
well when compared with humans. Our results show that while the machine can
approach human performance in terms of overall accuracy, humans are better at
answering questions that require complicated reasoning. This result shows that
the machine has a ways to go before reaching human intelligence, a point that
might not be too surprising for researchers of the field, but might often be lost
in the AI hype.

1 See the leadboard at https://rajpurkar.github.io/SQuAD-explorer/. On SQuAD 1.0,
a number of systems have surpassed human performance, and on SQuAD 2.0, the
state of the art systems is approaching human performance.

https://rajpurkar.github.io/SQuAD-explorer/
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Our contributions are as follows:

– We provide a large-scale Chinese machine reading data set and plan to make
it publicly available to the research community2.

– We present a novel design for machine comprehension data sets that makes it
easier machine comprehension researchers to perform error analysis on system
output and to quickly pinpoint weaknesses of the model.

– We establish a strong baseline on this data set with BERT, a system that
produces state-of-the-art results on a whole host of NLP tasks that include
machine comprehension.

– We compare system performance with human performance at each level to
identify questions that are particularly hard for humans and for the machine,
and show that humans and the machine have different challenges even though
their overall performance are comparable.

The remainder of the paper is organized as follows. In Sect. 2 we discuss
related work. In Sect. 3, we discuss the design of this data set in detail. In Sect. 4,
we describe the baseline system, and in Sect. 5 we discuss experimental results.
We conclude the paper in Sect. 6.

2 Related Work

In the section we briefly describe existing machine comprehension data sets for
both English and Chinese, and discuss how they differ from the SMART data
set.

2.1 Related English Machine Comprehension Data Sets

Existing English machine comprehension data sets fall into two broad categories
based on how the questions need to be answered. They are either span selection
questions where the answer is a span of text from a passage or multiple choice
questions where the correct answers are among the provided (often four) choices.

Data sets that belong to the first category include SQuAD [14], SearchQA
[5], TriviaQA [7], NewsQA [18], and QAngaroo [19], and they vary in size and
the type of reasoning that is required to answer the questions in the data set.
SQuAD consists of 100 K crowdsourced questions collected from 536 English
Wikipedia articles. NewsQA has about 120 K crowdsourced question-answer
pairs from 12,744 CNN news articles. Compared with SQuAD, the NewsQA data
set attempts to include a larger portion of questions that require multi-sentence
reasoning to answer, and multi-sentence reasoning questions account for about
21% of the questions in NewsQA. The TriviaQA data set contains over 95 K
question-answer pairs. Evidence documents are collected from Wikipedia and
the Web, and multi-sentence reasoning questions account for 40% and 35% of
the questions in the two domains respectively. Like the English machine compre-
hension data sets in this category, the questions in the SMART data also require
2 Data will be made available here: https://www.cs.brandeis.edu/∼clp/smart.

https://www.cs.brandeis.edu/~clp/smart
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answers that are selected from a text passage. Unlike these data sets, however,
we explicitly label each question in the SMART data set that indicates the type
of reasoning needed to answer the question, and this information can be used for
machine comprehension researchers to identify weaknesses in their model more
quickly.

Data sets that belong to the second category include MCTest [15], RACE
[10], ARC [2], and MultiRC [8], and the multiple choice questions in these data
sets have one or more correct answers. Crucially, the answers may not be a span
of text from the context passage, and thus often present more of a challenge to
the machine. These data sets often differ in their sizes and genre. The MCTest
contains 2,000 crowd-sourcing multi-choice questions from 500 fictional stories.
The ARC data set has 7,787 natural science, grade-school questions. RACE is a
much larger data set that has about 100 K questions from English exams for mid-
dle and high school Chinese students, and about 26% of the questions in RACE
involve multi-sentence reasoning. MultiRC is a smaller data set with about 6,000
questions that focuses on multi-sentence reasoning. Like the span selection ques-
tions in the first category, the type of reasoning that is involved in answering
these questions is rarely explicitly labeled in these data sets, and machine com-
prehension researchers would have to characterize the reasoning type themselves
if they want to identify the types of questions that are most challenging to
their system. In contrast, the SMART data set has a more balanced distribu-
tion of the types of questions, and questions that involved complicated reasoning
are explicitly labeled as Level 3 or Level 4 questions. The types of reasoning are
characterized generally correspond to an intermediate NLP task rather than how
many sentences are involved, but NLP tasks like coreference typically involves
multi-sentence reasoning.

There are also a small number of datasets that do not fall nicely into those
categories. For example, NarrativeQA [9] is a data set of questions about sto-
ries, and their answers are human generated and free formed. These questions
with free-form answers are more difficult to evaluate, and they often need to be
evaluated with metrics such as BLEU or Rouge-L that are harder to interpret.

2.2 Related Chinese Machine Comprehension Data Sets

There are relatively few data sets for machine reading for Chinese. [3] describes a
cloze test style data set for Chinese which is generated by automatically masking
certain words in the text, and thus do not require manual human annotation. Sys-
tems are tested to see if they can correctly recover the masked words, and given
the powerful language models that are currently readily available, cloze tests are
relatively easy to solve without requiring the system to actually “understanding”
the text and do any reasoning.

Another Chinese Machine Reading data set is Du-Reader [6], which is col-
lected from queries that real users submitted to the Baidu search engine. While
user queries are more representative of real user needs, they present a differ-
ent kind of challenge than span selection based machine reading data sets like
SQuAD, where the correct answer is more objective and system accuracy can
be measured with easy-to-interpret metrics like exact match and F1 score.
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Another Chinese machine reading data set is DRCD [16], a data set for
traditional Chinese text. Like the SMART dataset, the raw data for DRCD is
also from Wikipedia, and answers to questions in DRCD are also spans of text
in a passage. The SMART data set differs from DRCD, however, in that the
latter does not attempt to stratify the questions in the data set.

3 Constructing the SMART Data Set

In this section we describe how the SMART data set is constructed.

3.1 Source Data Preparation

The raw data we have selected for creating question answer pairs for is from
Chinese Wikipedia. We extracted the plaintext from the wikipedia dump with
wikiextractor3, and selected articles with a length of between 1,000 and 3,000
characters. We filtered out articles that have too many non-Chinese characters,
or have content that is too specialized (e.g., articles on physics or chemistry top-
ics), or are otherwise inappropriate for the machine comprehension task. After
this filtering process, the articles we ended up using contain mostly factual infor-
mation about non-scientific topics such as biographies.

After this preprocessing step, we recruited college students who are Chinese
majors from two Chinese universities to create question answer pairs for these
articles. Following SQuAD, the articles are broken into smaller passages which
consist of one or more paragraphs. The students are asked to create only ques-
tions that can be answered with a span of contiguous text in a passage of the
article. The students are asked not to create questions that involve mathematical
computation, because we believe answering such questions requires very different
types of reasoning than questions asking for factual answers.

We depart from the SQuAD approach, however, in that we ask the annotators
to also label the “level” of the question when they create these question-answer
pairs. We provide the annotators with a set of guidelines in which these different
levels are defined and illustrated with examples. We will discuss these levels next.
We expect these levels to be broadly aligned with the level of difficulty for the
machine, but the assignments of the levels are based on our a priori intuition,
and they have not been tested empirically when these questions were created.

3.2 Stratified Question and Answer Design

Each question in the SMART data set is labeled with one of four levels, based
on the type of reasoning that is involved in answering these questions. The four
levels are decided based on the level of challenge we expect the question to pose
for a machine reasoning system, based on our understanding of how current
machine reading systems work. For each level, we define the kind of reasoning

3 https://github.com/attardi/wikiextractor.

https://github.com/attardi/wikiextractor
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that is needed to answer questions at the level, and ask the annotators to mark
the level when the create the questions. The reasoning that is needed for each
level are described below:

– Level 1: For questions of this level, the machine only needs to find the answer
to a question based on string match.

– Level 2: To answer Level 2 questions, the system needs to be able to recognize
paraphrases or syntactic variations.

– To answer Level 3 questions, the system needs to (i) resolve the pronominal
mention of entity to a named or nominal entity because the pronouns cannot
be answers to questions themselves as they are not self-identifying, or (ii)
perform temporal or causal reasoning. The pronouns that need to be resolved
include dropped pronouns, which are wide-spread as Chinese is a pro-drop
language. For level 3 questions, the system only needs to perform one type of
reasoning described above.

– To answer Level 4 questions, the system needs to perform multiple types
of reasoning. For example, the system might need to perform coreference
resolution as well as causal reasoning when answering a Level 4 question.

We illustrate each question level with examples. The example in (2) is a
Level 1 question because to correctly answer this question, the system only
needs to replace the question word/phrase (“which laboratory”) with

(“Bell Labs”), and the rest of the question matches the context
sentence exactly.

The example in (3) illustrates a Level 2 question. For Level 2 questions,
replacing the question word/phrase in question with the answer does not lead
to an exact match with the context due to use of synonymous words, variations
in word order, or extra lexical material. In (3), replacing the question word
(“when”) with the answer 2016 (“July, 2016”) in the question does not
lead to an exact match because of the change in word order and the extra lexical
material in the context. Nevertheless, there is a partial match which provides a
strong signal that 2016 (“July 2016”) is the correct answer.
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The example in (4) illustrates a Level 3 question where replacing the question
word (“who”) with the pronoun (“he”) in the question would lead to an
exact match with the context, but the pronoun needs to be resolved to a named
entity (“R. J. Rummel”) to answer the question as the pronoun itself is
not self-identifying and does not serve as an informative answer.

The example in (5) also illustrates a Level 3 question. In this case, replacing
the question phrase (“how many kilometers”) with the answer 120
(“120 km”) does not lead to a match. It is also necessary to resolve the dropped
pronoun ∗pro∗ to the named entity (“Stonehenge”). Dropped pronouns
are also known as zero pronouns, and are a phenomenon that have been explicitly
studied in Chinese NLP [1,22].
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The question in (6) illustrates a Level 4 question. It takes multiple reasoning
steps to correctly answer this question. First of all it needs to resolve the pronoun

(“he”) to the named entity (“Neruda”), and then it needs to recognize
not angering his father is the reason for using the pen name Neruda.

The examples above do not provide all possible forms of reasoning that are
needed in order to answer machine comprehension questions, but they are the
most frequently attested types of reasoning that are needed in our data set.

3.3 Key Statistics of the Data Set

The SMART data set consists 39,408 question answer pairs from 564 Chinese
Wikipedia articles, and we split the the whole data set into train/dev/test sets
by taking articles as basic units (meaning all questions for an article will be in the
same set), and setting the proportions of questions in the three sets to roughly
80%/10%/10% of the entire data set. Table 1 shows the distribution of questions
across different levels and across different sets. As can be seen from the table,
the number of questions is not evenly distributed across the four levels, with
much more Level 1 and Level 3 questions than Level 2 and Level 4 questions.
There are 15,476 level 3 and level 4 questions in the SMART data set and they
account for about 40% of the questions in the data set.
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Table 1. Number of instances for each level.

Dataset Level 1 Level 2 Level 3 Level 4 Overall

Train 15,181 3,945 10,868 1,402 31,396

Development 1,822 491 1,464 200 3,977

Test 1,987 506 1,349 193 4,035

Overall 18,990 4,942 13,681 1,795 39,408

Percentage 48.2% 12.5% 34.7% 4.6% 100%

The four-level system is
obviously still a very coarse-
grained classification, and a
more fine-grained classifica-
tion is possible. In the mean-
time, a more fine-grained clas-
sification might put too much
burden on student annota-
tors, and we felt that the four-

level classification is a good initial trade-off. We did look further into Level 3
and Level 4 questions, and found that most of the Level 3 questions involve
coreference resolution.

4 Establishing a Baseline

To evaluate how well a machine comprehension system can perform on the
SMART dataset, we leverage the state-of-the-art BERT model [4] as our base-
line model. For a given question Q = (q1, ..., q|Q|) and the corresponding con-
text/passage P = (p1, ..., p|P |), where qi ∈ Q and pj ∈ P are words, we con-
catenate the question and the context P into a new sequence “[CLS] p1, ..., p|P |

[SEP] q1, ..., q|Q| [SEP]”, then apply the BERT model to encode this sequence.
Then the vector representation of each word position from BERT encoder is fed
into two separate dense layers to predict the start and end probabilities. During
training, the log-likelihood of the correct start and end positions is optimized.
During inference, the BERT model evaluates scores for each answer span by
multiplying the start and end probabilities, and then the highest scoring span
is selected as the final answer. In our experiment, we leverage the pre-trained
Chinese BERT-base model with default hyper-parameters.

5 Experiments

Table 2. System performance for each
level.

Data Set Level exact match F1

Test l1 82.5 91.9

l2 79.8 91.0

l3 72.6 87.7

l4 64.2 84.8

Overall 78.0 90.0

Dev l1 82.8 91.5

l2 79.0 89.3

l3 73.6 87.4

l4 58.5 79.0

Overall 77.7 89.1

We train the BERT model on the training
from the SMART data set and evaluate
the model on the development and test
sets. We use the exact match (EM) and
F1 scores introduced in [14] as the evalua-
tion metrics. However, we have to modify
how the F1 score is computed by view-
ing answers and predictions as a sequence
of characters rather than a sequence of
words, since there is no natural word
delimiting white space between words in
Chinese. This change inflates the F1 score
somewhat as a word in Chinese can have
more than one character. The alternative
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would be using an automatic word segmenter to segment the answers into words
but that would complicate the computation. In addition, the word segmenter
would not be 100% accurate. We computed the overall EM and F1 score as well
as the EM and F1 scores for each level for both the development and test set,
and the results are presented in Table 2.

As we only use the default parameters in BERT so that others can easily
replicate our result, we do not strictly speaking need a separate development
set for system development purposes. However, having both a development and
test set helps to show that higher level questions are consistently more difficult
for BERT than lower level questions in both the development and test sets, and
this result bears out our expectation about the level of difficulty for questions
in different levels. It is also worth noting that while there is a precipitous drop
in accuracy from Level 2 to Level 3, and from Level 3 to Level 4, the drop in
accuracy from Level 1 to Level 2 is more modest, indicating the system is getting
very good at handling periphrastic expressions due to syntactic variations or the
use of synonyms.

Table 3. Human performance for each
level on test set. The results are the
average of three groups of students.

Data Set Level exact match F1

Test l1 79.5 93.8

l2 82.1 94.3

l3 71.2 91.5

l4 65.7 91.2

Overall 76.3 92.8

We also collected human answers to
the questions in the test set from a group
of college students in China (separate
from the group who created the ques-
tions and answers). We collected three
answers for each question, and computed
the average accuracy for those answers.
The human performance is presented in
Table 3. Several observations can be made
from this table. First, in contrast with the
machine, questions in the higher level are
not necessarily more difficult to answer for humans, as indicated by the higher
EM and F1 scores for Level 2 than Level 1. If we look at just the F1 scores,
Level 3 questions are not more difficult than Level 2 questions either, and the
variation in accuracy across all four levels is rather small, indicating humans can
handle these different types of reasoning with relative ease, in contrast with the
machine.

We also investigated the rather large discrepancy between the EM scores and
F1 scores, and found that humans are not particularly precise when selecting a
span of the text as answers to the questions. While they get roughly the correct
answer, they might include extra material or missing some detail. For example,
humans might choose (“Editor-in-Chief Li Datong”) rather the cor-
rect answer (“Li Datong”), but it is essentially the correct answer, even
though the EM score would be zero in this case. In contrast, the machine often
makes the mistake of not producing an answer at all, or a totally incorrect
answer, ending up with a zero score for both EM and F1.

A comparison between human results and system results suggests that
humans and the machine, in this case BERT, might use very different mech-
anisms. While the machine seems to be very good at answering questions that
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involve low-level reasoning (e.g., Level 1 questions), humans are better at answer-
ing questions that involve high-level reasoning (Level 3 and Level 4 questions).
On the other hand, when the machine can answer a question, it can often answer
it more precisely than humans, as indicated by the slightly higher EM scores
achieved by the system.

6 Conclusion and Future Work

We presented SMART, a large-scale machine comprehension data set for Chi-
nese. We show the stratified design of the questions in the data set allows machine
comprehension researchers to quickly focus in on the type of questions that are
most challenging for the system. We also present results on how humans answer
the same questions and our results show that when we compare system and
human performance, our analysis needs to be more nuanced than just to say the
system is approaching or outperforming humans. Our results show humans and
the machine have different strengths and suggest that humans and the machine,
as represented by current state of the art, use very different mechanisms when
answering reading comprehension questions.
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Abstract. We study how to improve the performance of Question
Answering over Knowledge Base (KBQA) by utilizing the factoid Ques-
tion Generation (QG) in this paper. The task of question generation
(QG) is to generate a corresponding natural language question given the
input answer, while question answering (QA) is a reverse task to find
a proper answer given the question. For the KBQA task, the answer
could be regarded as a fact containing a predicate and two entities from
the knowledge base. Training an effective KBQA system needs a lot of
labeled data which are hard to acquire. And a trained KBQA system still
performs poor when answering the questions corresponding with unseen
predicates in the training process. To solve these challenges, we propose
a unified framework to combine the QG and QA with the help of knowl-
edge base and text corpus. The models of QA and QG are first trained
jointly on the gold dataset, then the QA model is fine tuned by utilizing
a supplemental dataset constructed by the QG model with the help of
text evidence. We conduct experiments on two datasets SimpleQuestions
and WebQSP with the Freebase knowledge base. Empirical results show
that our framework improves the performance of KBQA and performs
comparably with or even better than the state-of-the-arts.

Keywords: Question answering · Question generation · Knowledge
graph

1 Introduction

Question Answering over Knowledge Base (KBQA), which allows users to ask
questions in natural languages over a knowledge base, is a fundamental task of
artificial intelligence and natural language processing. Generally, given a natural
language question q, we can translate it into a triple t = 〈subj, rel, obj〉, where obj
is the final answer while subj and rel are the topic entity and relation detected
from the question q. Once we find the entity and relation phrases in q and link
them into entities and predicates in KB, the answers of q could be found.

One of main challenges of KBQA is it requires large-scale training data to
achieve satisfying performance. Especially in the open domain scenarios, various
questions asked by users may be unseen in the training process of QA model. This
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significantly hinders the performance of existing KBQA approaches. However, it
is prohibitively expensive or even impossible to label a large-scale dataset that
can cover the whole knowledge base. As relation detection is more difficult than
entity linking in KBQA task [21], a QA model typically fails to answer a question
because of unseen predicates or phrases. On one hand, a QA model usually tends
to give a lower score to the unseen predicates. On the other hand, even if the
training set contains the predicate rel, it is difficult for QA model to answer q
if the corresponding paraphrases are unseen.

Question Generation (QG) can be regarded as a reverse task of QA, which
generates a corresponding question q given the answer a. In different QA/QG
tasks the answer a can be different such as a sentence in a document or a fact in
knowledge base. Inspired by the success of leveraging Question Generation (QG)
to help reading comprehension [16] and answer sentence selection [14] tasks, we
attempt to improve the performance of KBQA by employing the factoid QG.

In this work, we propose a unified framework to combine QA and QG through
two components including dual learning and fine tuning. Similar with [14], we
first train the models of QA and QG jointly by utilizing the probabilistic cor-
relation between them. As the answer a is a sentence in [14] but a triple in our
KBQA task, we design different methods to calculate the corresponding terms
in the probability formula. To solve the challenges of unseen predicates and
phrases, we propose a fine tuning component. By utilizing the copy action [10]
and text evidence from Wikipedia, we train a sequence-to-sequence model that
can generate questions of unseen predicates based on the extracted triples from
knowledge base. Further, the QA model could be fined tuned by feeding the
generated questions and the extracted triples from KB.

Our contribution is three-fold. First, different from previous works on reading
comprehension or answer sentence selection tasks, we study how to help KBQA
task by utilizing the factoid QG. Second, the fine tuning component in our
framework can solve the challenges of unseen predicates and phrases in KBQA
task. Third, empirical results show that the KBQA system improved by our
framework performs comparably with or even better than the state-of-the-arts.

2 Our Approach

In this section, we first formulate the task of QA and QG, and then present our
combination framework which utilizes QG to improve QA performance.

This work involves two tasks including question answering (QA) and question
generation (QG). In natural language processing community, QA tasks can be
categorized into Knowledge based and Text based. The answer in KBQA is a
fact from the knowledge base while the answer in Text QA is a sentence from
the given document. In this work, we focus on KBQA [7,17] and consider it as
a scoring and ranking problem, formulated by fqa(q, a), where q is the given
question and a is a triple 〈s, p, o〉 in the KB. The function outputs a scalar to
estimate the relevance between q and a. For convenience, we reduce the QA task
to a relation detection task, which takes a question q and candidate relations R
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= {r1, r2, ..., rn} as input, and outputs a relation ri ∈ R which has the largest
probability to be the correct relation p. In other words, we suppose the topic
entity s has already been detected. Once the relation p is confirmed, we could
easily obtain the answer fact a by querying KB using s and p. The task of
QG takes a sentence or fact a as input, and outputs a question q which could
be answered by a. In this work, we regard QG as a generation problem and
develop a sequence-to-sequence model to solve it. Our QG model is abbreviated
as Pqg(q|a), of which the output is the probability of generating a question q.

Generally, our framework consists of two components. The first is dual learn-
ing component, which tries to lead the parameters of QA/QG models to a more
suitable direction in training process by utilizing the probabilistic correlation
between QA and QG. The second is fine tuning component, aiming to enhance
the ability of QA model to tackle the unseen predicates and phrases by involving
the QG model with textual corpus and KB triples. Our framework is flexible and
does not rely on specific QA or QG models.

2.1 Dual Learning

Recent work [14] proposes a dual learning framework to jointly considering ques-
tion answering (QA) and question generation (QG) by leveraging the probabilis-
tic correlation between QA and QG as the regularization term to improve the
training process of both tasks. The intuition is that QA-specific signals could
enhance the QG model to generate not only literally similar question strings,
but also the questions that could be answered by the answer. In turn, QG could
improve QA by providing additional signals which stands for the probability of
generating a question given the answer. The training objective is to jointly learn
the QA model parameterized by θqa and the QG model parameterized by θqg by
minimizing their loss functions subject to the following constraint.

Pa(a)P (q|a; θqg) = Pq(q)P (a|q; θqa) (1)

Specifically, given a correct 〈q, a〉 pair, QA and QG models should minimize
their original loss function as well as the following regularization term:

ldual(a, q; θqa, θqg) = [log Pa(a) + log P (q|a; θqg)

− log Pq(q) − log P (a|q; θqa)]2
(2)

where Pa(a) and Pq(q) represent the marginal possibility of the sentence a
and q, which can be calculated by the language models. While P (q|a; θqg) and
P (a|q; θqa) represent the conditional possibility, which can be calculated by the
QA model and QG model, respectively.

However, the answer a in KBQA task is a fact rather than a sentence. It is
impossible to calculate Pa(a) by utilizing the language model directly. To solve
this problem, we propose three methods.
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q1: Where did Saki live?
t1: <Saki, place_of_birth, Sittwe>
q2: What is Nina Dobrev nationality?
t2: <Nina Dobrev, nationality, Bulgaria>

……
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Dobrev was born in Sofia, Bulgaria, ...
Leonardo's drawing of the Vitruvian 
Man is also regarded as a cultural icon ...

……

ts
1: <Gautama Buddha, nationality, Nepal>

ts
2: <Leonardo da Vinci, artworks, Vitruvian Man>

……

qg
1: Where was Gautama Buddha born in?

ts
1: <Gautama Buddha, nationality, Nepal>
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2: What is the drawing of Leonardo?
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2: <Leonardo da Vinci, artworks, Vitruvian Man>
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Fig. 1. The fine tuning component of our unified framework (we abbreviate the pred-
icates for simplicity)

– predicate frequency. As Pa(a) represents the marginal possibility of a,
the most straightforward idea is to simulate it using the frequency1 of a. In
this task, we can regard all triples in the training data as the sample space.
However, the frequency of each triple in the dataset typically has no significant
difference, since the dataset organizer would like to cover more entities and
predicates which leads to less repetitive triples. On the other hand, we find
that predicates plays a more important role than subject and object in the
inference process of QA/QG models. Therefore, we utilize the frequency of
predicates to represent Pa(a).

– translate by templates. [14] employs language models to calculate the
relative likelihood of question q and answer a since they are both natu-
ral languages. Thus another solution to obtaining Pa(a) is to translate the
triple a into a natural language sentence sa and then utilize the pre-trained
language model to calculate the probability of sa. To translate the triple
a = 〈subj, rel, obj〉 to a sentence sa, we first try a template-based method.
As most KB predicates represent equivalent meanings with their word repre-
sentation, we can split the predicate rel to a sequence of words and utilize it
to construct the sentence sa according to predefined templates.

– translate by NAG model. To improve the diversity of translated questions,
we try to translate the triple a to sentence sa by utilizing a pretrained Natural
Answer Generation model [9].

2.2 Fine Tuning

Training KBQA systems relies on high-quality annotated datasets that are not
only large-scale but also unbiased. However, it is difficult to build such a dataset
which covers equally a large number of triples in the knowledge base.

Therefore, we propose a fine tuning framework to supplement the QA
dataset and improve the capacity of QA models. Figure 1 shows the frame-
work. We first train the QA model and QG model using the whole training
set T = {(q1, a1), (q2, a2), ..., (qn, an)}.For each triple ai = 〈subj, rel, obj〉, we
collect a set of textual evidence from wiki documents to help the training and
inference of QG model.
1 According to the Law of Large Numbers, the frequency can represent the probability

if the sample space is large enough.
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Collecting Textual Evidence. Following the distant supervision setup for
relation extraction [11], we first select the sentences containing both the subject
subj and the object obj from the Wikipedia articles of the entity subj. Then
those sentences are reduced to relation paraphrases by reserving the words those
appear on the dependency path between subj and obj. We collect the list of
entity types of subj and obj by querying the knowledge base. If an entity has
multiple types we pick the type which occurs in the selected sentence s or the
predicate rel. Finally we replace the subj and obj mentions with their types
to learn a more general relation representation in syntactic level. In Fig. 1, a
possible textual evidence generated from the sentence “Dobrev was born in Sofia,
Bulgaria, ...” is “Person was born in Country”. With the help of text evidence,
the QG model is able to generate questions for unseen predicates.

After the normal training process2, we build a set of supplemental question-
answer pairs to fine tune the QA model. Specifically, we sample a set of triples
from the knowledge base and collect the text evidences of these triples from
the Wiki documents. Then the QG model generates corresponding questions by
feeding the triples and text evidences. We can regard the generated questions and
the sampled triples as the supplemental training set. The remaining problem is
how to sample the triples from the knowledge base. Intuitively, the more triples
we sample from knowledge base the better capacity can be enhanced of QA
model. However, the total number of triples in KB is too large, it is necessary
to study how to sample appropriate triples, as described in the following.

Sampling KB Triples. The straightforward strategy is to select triples ran-
domly. We first obtain the candidate predicate set R containing predicates with
top k frequencies. Then we select predicate m times from R. For each selected
predicate reli, we query the KB to find a corresponding pair of subject subji
and obji randomly, after that we get a triple 〈subji, reli, obji〉. Finally the sup-
plemental triple set T is built completely when it has m triples, where m is a
hyper parameter. To avoid tuning the parameter m, we propose a method to
sample an unbiased triple set with the same distribution of the original data set.
As a premise, we suppose the test set has the same distribution with knowledge
base while has a little difference with the training set. In order to supplement
the training set, we create a predicate set R by random selecting. The selecting
process is terminated when each predicate reli in the original training set has
occurred in R. After that we discard all these redundant predicates and regard
the remaining predicates as the supplemental predicate set.

Example 1. Consider Fig. 1. The models of QA and QG are first trained by the
original training set {(q1, t1), (q2, t2)}. During the training, QG model learns how
to generate questions utilizing the copy action and the text evidence extracted
from the wiki documents. As the predicate <artworks> is unseen, the QA model
can not answer the questions like “qt=What is the drawing of [subj]” with the
answer triple 〈subj, artworks, obj〉. However after fine tuning, the QA model
with the sampled triple ts2 = 〈Leonardo da Vinci, artworks, Vitruvian Man〉 and
generated question qg2 , can answer qt correctly. On the other hand, it is hard for
2 Note that in this process the QA and QG models could be trained utilizing the dual

learning framework.
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QA model to link the question “Where was [subj] born in” to the gold predicate
<nationality> because the phrase is unseen in the training phase. While fine
tuning can bring such unseen phrases to enhance the capacity of the QA model.

3 Models

3.1 QA Model

We describe the details of the question answering (QA) model in this section.
Generally, a QA model could be formulated as a function fqa(q, a) that estimates
the correctness of every candidate answer a given the question q. For convenience,
we reduce the QA model to a relation classification model and use the candi-
date predicate rel to replace the answer a. Compared with other subtasks such
as entity linking in KBQA, relation extraction plays a more significant role in
affecting the final results [21]. The accuracy of entity linking are relatively high
in existing KBQA methods while the performance of relation extraction is not
good enough due to the unseen predicates or paraphrases.

We propose a simple yet effective relation extraction model based on recur-
rent neural network (RNN). To better support the unseen relations, we factorize
the relation names to word sequences and formulate relation extraction as a
sequence matching and ranking task.Specifically, the input relation becomes r =
{r1, ..., rm}, where the m tokens are split into relation names. For example, the
relation location.country.languages spoken can be divided into {location, coun-
try, languages, spoken}. Each token above is transformed to its pre-trained word
embedding [12] then we use a Bidirectional Long Short-Term Memory (BiLSTM)
[22] to obtain the hidden representations. A max pooling layer is employed to
extract the most salient local features to form a fixed-length global feature vec-
tor, then we obtain the final relation representation hr.

We use the same neural network to get the question representation hq and
then compute the similarity using cosine distance function. To learn a more gen-
eral representation in the syntactic level, we replace the entity mention with a
generic symbol <e>, such as “where is <e> from”. However, this mechanism
discards all entity information and might confuse the model in some cases. There-
fore, we detect the type t of topic entity and concatenate the type representation
with question representation. We find that this type information could improve
the performance significantly.

The model described above is trained with a ranking training approach, which
drives the model to output a high score for question q with gold relation r+ while
producing a lower score for incorrect relations r− in the candidate relation pool
R. The loss function is denoted as following.

lrel = max{0, λ − Ss(q, r+) + Ss(q, r−)} (3)

where the pair of question and correct predicate (q, r+) are forced to have a
score of at least margin λ and Ss(q, r) = Cosine(hq,hr). The candidate relation
pool R consists of all predicates connected with the gold topic entity e in q.
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3.2 QG Model

Factoid QG is the task generating natural language questions given an input
triple from knowledge bases. The generated question is concerned with the sub-
ject and predicate of the fact, and the object of the fact represents a valid
answer to the generated question [13]. The QG model approximates the condi-
tional probability of the generated question q = {w1, w2, ..., wn} given an input
fact a = {s, p, o}, formulated as:

p(q|a) =
n∏

t=1

p(wt|w<t, a) (4)

where w<t denotes all previous generated words until time step t. Inspired by the
recent success of sequence-to-sequence learning in Neural Machine Translation
[1], we treat the QG problem as a kind of translation task and employ the
encoder-decoder architecture to tackle it. Specifically, the encoder encodes the
given fact a = {s, p, o} into three fixed size vectors hs = Efes, hp = Efep and
ho=Efeo, where Ef is the KB embedding matrix learned using TransE [3], es, ep
and eo are one-hot vectors of s, p and o. We concatenate those three vectors to
obtain the encoded fact hf = [hs;hp;ho]. Later the decoder takes hf to generate
a question in a sequential way.

Note that in the fine tuning component, we leverage the QG model to gener-
ate supplemental question-answer pairs to fine tune the trained QA model. We
expect the supplemental labeled data to contain the predicates or phrases not
encountered by the QA model during training process so that the QA model
can enhance its capability. Thus the QG model should be able to generate ques-
tions given the triples with unseen predicates. Following [6], we introduce a text
encoder. For each fact a we collect n textual evidence D = {d1, d2, ..., dn} from
wiki documents. A set of n Gated Recurrent Neural Networks (GRU) with shared
parameters are utilized to encode each textual evidence. The hidden state of i-th
word in j-th textual evidence is calculated as:

h
dj
i = GRUj(Edw

j
i , h

dj
i−1) (5)

where Ed is the pre-trained word embedding matrix [12] and wj
i is the one-hot

vector of i-th word in dj . We concatenate each hidden state of textual evidence
to get the final encoded text hd = [hd1

|d1|;h
d2
|d2|; ...;h

dn

|dn|].
For the decoder we use a GRU with an attention mechanism [1] act-

ing over the input textual evidence. Given a set of encoded input vectors
I = {h1, h2, ..., hk} and the decoder’s previous hidden state st−1, the atten-
tion mechanism calculates αt = {αi,t, ..., αk,t} as a vector of scalar weights, each
αi,t determines the weight of its corresponding encoded input vector hi.

ei,t = va
�tanh(Wast−1 + Uahi) (6)

αi,t =
exp(ei,t)

∑k
j=1 exp(ej,t)

(7)
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where va, Wa, Ua are trainable weight matrices of the attention modules. Then
we calculate an overall attention over all tokens in all textual evidence:

ad
t =

|D|∑

j=1

|di|∑

i=1

α
dj

i,th
dj

i (8)

where α
dj

i,t is a scalar value determining the weight of the i-th word in the j-th
textual evidence di at time step t.

Recent works on NMT tackle the rare/unknown words problem using copy
actions [10]. It copies the words with a specific position from the source to the
output text. We leverage this mechanism to solve the issue of unseen predicates.
We adopt a variant of [6] which copies the words with same POS tags rather
than specific positions. This can improve the generalization ability of our QG
model. At each time step, the decoder chooses to output either a word from
the vocabulary or a special token indicating a copy action from the textual
evidence. Those special tokens are replaced with their original words before
being outputted.

4 Experiment

4.1 Setup

We conduct experiments on two datasets SimpleQuestions [2] and WebQSP [18].
Each question in these datasets is labeled with the gold semantic parse so that
we can evaluate both relation detection task with gold entity linking results and
the KBQA task independently.

SimpleQuestions (SQ) is a large scale KBQA dataset with more than 100
thousand labeled data. Each question in SQ has only one entity and one relation,
which can be answered by a single triple in knowledge base. We use the Freebase
subset with 2M entities (FB2M) [2] in order to compare with previous works.
For relation detection task, we use the dataset processed by [19] for comparison.

WebQSP is a medium scale KBQA dataset containing both single-triple
and multi-triple questions. Following [18], we use S-MART [15] entity-linking
outputs. For relation detection task, we use the dataset processed by [21] for
comparison.

4.2 Relation Detection Results

Table 1 shows the relation detection accuracy when using different percentages
of gold data to train the models. QA Baseline is the model described in Sect. 3.1.
Dual Learning trains QA and QG models simultaneously and improves the per-
formance on both two datasets. To further demonstrate the effectiveness of fine
tuning component, we run the entire pipeline (Dual Learning + Fine Tuning)
with different percentages of training data. When the ratio is 50%, we randomly
select 50% question-triple pairs from training data as available part and regard
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the other 50% as sampling part. The QA and QG models are trained jointly by
feeding the available part. For each triple in the sampling part we use QG model
to generate the supplemental training data and then tune the QA model. When
the ratio is 100%, we use the method in Sect. 2.2 to sample the extra triples from
KB and generate the supplemental training data.

Table 1. Relation detection accuracy in different ratios of available gold training data

Methods SQ WebQSP

5% 50% 100% 5% 50% 100%

BiCNN [17] – – 90.0 – – 77.74

AMPCNN [19] – – 91.3 – – –

HR-BiLSTM [21] – – 93.3 – – 82.53

QA baseline 88.3 91.0 91.9 51.76 72.95 80.56

Dual learning 88.7 91.5 92.7 52.64 74.53 81.87

Dual learning + Fine tuning 89.8 91.7 93.0 54.37 79.02 83.63

The fine tuning component improves the accuracy on all levels of available
gold data. For WebQSP, the largest increase (4.49%) occurs in WebQSP-50%.
This is because using 50% training data leads to more unseen predicates and
larger improvement margin than using 100% training data. Although WebQSP-
5% has most unseen predicates, such a small number (155) of training data limits
the generalization ability of QG model. For SQ the largest increase (1.1%) occurs
in SQ-5% rather than SQ-50% since the former already has enough training
data (3611). When using 100% gold training data, the accuracy improvement on
WebQSP is larger than on SQ. The underlying reason is that SQ has too many
repetitive predicates and a very small number (0.7%) of unseen predicates, i.e.,
the improvement space of SQ dataset is relatively small.

We also compare our framework with existing QA methods.BiCNN model
is re-implemented by [21] from STAGG [17], where both questions and rela-
tions are represented with the word hash trick on character tri-grams, and we
report their results directly. AMPCNN [19] propose an attentive max pooling
stacking over word-CNN, so that the predicate representation can be matched
with the predicate-focused question representation more effectively. HR-BiLSTM
[21] propose a hierarchical recurrent neural network enhanced by residual learn-
ing to compare questions and relations via different levels of abstraction and
achieves state-of-the-art results for both SimpleQuestions and WebQSP datasets.
Our entire pipeline (83.63%) outperformed the state-of-art result (82.53%) on
WebQSP while still having a minor gap (0.3%) to reach the state-of-art on
SimpleQuestions. Note that the final results could be improved by refining our
simple QA model using more complex neural network architectures, we leave it
as future work.



How Question Generation Can Help Question Answering 89

4.3 Comparison Results of Dual Learning

Table 2 shows the relation detection results using different methods to calculate
the marginal possibility Pa(a) in the formula 1. Dual Learning with templates
based translation achieves the best performance among all these methods. Sim-
ulating Pa(a) to the predicate frequency performs poor (79.1%) on WebQSP
dataset. This is most likely because the sample space of a, i.e., the training data
size is too small. It is interesting that template-based translation method has
better performance than NAG method. Although translating the triples accord-
ing to templates has lower diversity and fluency than utilizing the sequence-to-
sequence model, the latter one may be hard to learn with a small-scale supervised
dataset.

Table 2. Comparison results of dual learning (Accuracy)

Pa(a) calculation SQ WebQSP

Dual learning Predicate frequency 91.6 79.1

Dual learning Translate by templates 92.7 81.9

Dual learning Translate by NAG 92.1 80.5

4.4 QG Performance

Table 3 describes the performance of QG model trained with 100% training data.
To evaluate the correctness we sample 100 generated questions from the test set.
A question q is regarded as correct if it represents the target predicate (no
matter of the fluency). The results show that our QG model is able to generate
supplemental training data in fine tuning component with high quality.

Table 3. Results of QG model, the correct ratio is evaluated by human on 100 sampled
questions

BLEU-4 Correct ratio

SimpleQuestions 34.6 94%

WebQSP 39.0 93%

4.5 KBQA End-Task Results

Finally we evaluate the end-to-end performance on KBQA task. The accuracy
of KBQA end task is shown in Table 4. Our approach performs better (64.4%)
than the state-of-art systems (63.9%) on WebQSP while still having a minor
gap (0.2%) to reach the state-of-art on SQ.Our KBQA pipeline is similar with
[21], we use entity linking outputs from S-MART [15] and AMPCNN [19] for
WebQSP and SimpleQuestions.
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Table 4. Results of question answering

SimpleQuestions WebQSP

STAGG [17] 72.8 63.9

AMPCNN [19] 76.4 –

HR-BiLSTM [21] 78.7 63.9

Our approach 78.5 64.4

4.6 Case Study

Table 5 lists some examples to compare the QA baseline and fine tuned QA.
The baseline predicts an incorrect relation <music.group member.instruments
played> of question q due to gold relation r = <music.group membership.role>
is absent in the training process. Given a sampled triple containing this unseen
relation with textual evidence, QG model generates a question q′ having similar
hidden representation with q. After fine tuning by feeding (q′, r), the QA model
can predict correctly.

Table 5. Examples of the fine tuning framework.

Gold question (with entity type) Gold Triple Prediction (Baseline)

q : what role did Paul McCartney
in the Beatles? (Musical Artist)

<Paul McCartney,
music.group membership.
role, Lead Vocals>

<Paul McCartney,
music.group member.
instruments played, Guitar>

Generated question (with entity
type)

Sampled triple Prediction (Fine Tuned)

q′ : what role does John Lennon
play? (Musical Artist)

<John Lennon,
music.group membership.
role, Drums>

<Paul McCartney, music.
group membership.role,
Lead Vocals>

5 Related Work

There are different types of QA tasks including text based QA [20] and knowledge
based QA [8]. Our work belongs to knowledge based QA where the answer are
facts in KB. Yu et al. [21] design a neural relation detection model to improve the
question answering performance. They use deep residual bidirectional LSTMs
to compare questions and relation names via different levels of abstraction and
achieve state-of-the-art accuracy for SimpleQuestions and WebQSP datasets.
Hu et al. [8] propose a state-transition framework to parse the questions into
complex query graphs utilizing several predefined operations. Dong et al. [4]
train a sequence to tree model to translate natural language to logical forms.

Question Generation draws a lot of attentions in many applications. Luong
et al. [10] propose a model that generates positional placeholders pointing to
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some words in source sentence and copy it to target sentence, i.e., the copy
actions. Dong et al. [5] generate paraphrases of given questions to increase the
performance of QA systems which rely on paraphrase datasets, neural machine
translation and rule mining. ElSahar et al. [6] present a neural model for factoid
QG in a Zero-Shot setup, that is generating questions for triples containing
predicates, subject types or object types that were not seen at training time.

6 Conclusion

In this paper we study how to utilize Question Generation (QG) models to help
Knowledge Base Question Answering (KBQA). Specifically, we propose a unified
framework to combine QA and QG with the help of knowledge base and text
corpus. The models of QA and QG are first trained jointly on the gold dataset
by utilizing the probabilistic correlation between them, then the QA model is
fine tuned by utilizing a supplemental dataset constructed by the QG model
with the help of text evidence. The proposed framework can solve the challenges
of unseen predicates and phrases in KBQA. Empirical results show that our
framework improves the performance of KBQA and performs comparably with
or even better than the state-of-the-arts.
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Abstract. Existing task-oriented dialogue systems seldom emphasize multi-
intent scenarios, which makes them hard to track complex intent switch in a
multi-turn dialogue, and even harder to make proactive reactions for the user’s
next potential intent. In this paper, we formalize the multi-intent tracking task
and introduce a complete set of intent switch modes. Then we propose ISwitch,
a system that can handle complex multi-intent dialogue interactions. In this sys-
tem, we design a gated controller to recognize the current intent, and a proac-
tive mechanism to predict the next potential intent. Based on these, we use pre-
defined patterns to generate proper responses. Experiments show that our model
can achieve high intent recognition accuracy, and simplify the dialogue process.
We also construct and release a new dataset for complex multi-turn multi-intent-
switch dialogue.

1 Introduction

Task-oriented dialogue systems have applications in a broad variety of scenarios such
as hotel reservation, airline ticket booking and customer servicing. A task-oriented dia-
logue system allows the users to interact with computers via natural language, which
emancipates human labors from repetitive, redundant and boring tasks.

Dialogue systems are designed to satisfy the user intents. Here, intent means a user’s
goal of the current utterance in a dialogue session. In existing dialogue state tracking
work [9,13,15,20,24], each dialogue session is either assumed to contain only a sin-
gle (predetermined) intent, or rarely emphasized multi-intent scenario. Multi-domain
dialogue systems [12,14,16,18,23] can handle queries from different domains, while
they still consider intents are independent and process different intents separately. Since
intents have finer granularity and sometimes they will interact with each other, these
approaches cannot handle complex multi-intent switch situations. Since a user may
switch intent during a dialogue session and greatly affect the following dialogue flow, it
is crucial for a multi-turn dialogue system to recognize and track the intents of the inter-
locutors. Moreover, in reality, some of the user’s intents are usually followed by some
specific relevant intents. If the system can make a reasonable “guess” for these follow-
up intents, and provide useful information before the user asks, it can save repetitive and
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redundant dialogue turns by borrowing information from other intents. For example, in
a scheduling dialogue session, people often wish to book a meeting (1st intent) and ask
about the weather (2nd intent), then eventually decide whether to change the schedule
or not (back to 1st intent). Existing dialogue systems sometimes is not able to model
such interaction well, or only can simply respond to the user’s questions, as shown in
the naı̈ve response in Fig. 1. However, when booking a meeting, the weather informa-
tion is usually needed. If the system can “guess” the next intent might be weather, and
provide weather information before the user asks, as shown in the proactive response
in Fig. 1, it would improve the user experience and make the system seem “smarter”.

Fig. 1. Example of the naı̈ve and the proactive responses. The proactive response predict the next
intent of the user would be weather, and provide weather information before the user asks.

We can use two relatively straight forward approaches to adapt existing dialogue
systems for multi-intent tracking. One trivial approach is to use a hierarchical recurrent
encoder-decoder (HRED) framework [19] to form the sentence-level representation of
each dialogue turn, and use this representation to perform the user intent classification.
Since this approach does not take the slot values into consideration, it does not leverage
all available information for intent tracking. The other approach is to directly use the
slot information for intent tracking. [24] uses a belief tracker to help leverage all the slot
value information to perform information extraction. Since their system is not designed
for multi-intent interactive, they can not handle the complex intent switch scenario.
Moreover, they are not able to share the overlap slot information between different
intents. When facing intent switching, the system has to ask duplicated questions.

In this paper, we formalize the multi-intent tracking task, propose the ISwitch sys-
tem which can handle complex multi-intent switch scenarios, including recognize cur-
rent intent and predict next intent. The system is evaluated by the intent recognition
accuracy and the intent switch accuracy. Experiment results show that our model can
achieve high performance and simplify the dialogue process. We also release the MISD
datasets for complex intent switch dialogue scenarios.
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2 Model

In this paper, we treat a multi-turn dialogue as a sequence of N query-response pairs
D = {Q1, R1, · · · , QN , RN} between two interlocutors, in which query represents the
user’s utterance and response represents system’s utterance. Given K potential intents
and L kinds of slots, each query Qt has an intent distribution It ∈ R

K , which rep-
resents the interlocutor’s purpose in the current utterance. The model consists of four
parts, which are multi-intent tracking, proactive mechanism, information slot memory
filling and response generation. In each dialogue turn t, the multi-intent tracking part
leverages current query Qt, last response Rt−1 and current slot information St ∈ R

L

into the a gated controller gt to recognize the intent It of current turn. Then the proactive
mechanism uses an intent transition matrix to predict the next potential intent It+1. If
the next potential intent confidence exceeds the threshold and at least one corresponding
slot of next potential intent is filled, we confirm It+1 as the next intent. The slot infor-
mation is obtained through sequence labeling methods, and is filled into a slot memory
for global sharable. The system uses the current intent It and its corresponding slots to
form a database query. The query results are filled into the corresponding patterns in
the response generation process. The system is illustrated in detail in Fig. 2.

Fig. 2. An illustration of ISwitch model. Note that we first generate responses by pattern and
slots. Then the Rt in the figure is calculated by reading the generated response via an LSTM.

2.1 Multi-intent Tracking

The multi-intent tracking part is the core of our ISwitch system, which can recognize
the current intent. We first track the state of dialogue session in a distributed embed-
ding representation. The dialogue session is modeled in two levels: word-level and
utterance-level. We model the sequences with two RNNs: one at word-level and the
other at utterance-level. The word-level RNN takes a query/response sentence as input
and learns the embedding representation of it. While the utterance-level RNN takes the
representation of each sentence as input, and outputs the session’s states up to this turn.

For multi-intent tracking, we first distinguish three switching scenarios. We call
them “modes” in the rest of the paper.
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– Mode b (Switch before finish): When the current intent is still in process, the user
asks the system a question of another intent.

– Mode a (Switch after finished): After the current intent is completed, the user starts
to ask the question of another intent.

– Mode n (No switch): The user continues to help the system solve the question of
the current intent.

A brief illustration of the three intent switch modes is shown in Fig. 3.

Switch before finish

Switch after finished

No switch

Weather Information

Calendar Scheduling

Point-of-interests

Mode b:

Mode a:

Mode n:

Fig. 3. An illustration of the 3 kinds of intent switch modes.

In our model, at each dialogue turn, we first decide the distribution of the modes,
and use the results to form a gated switch process. More precisely, we can recognize
hints of possible switch mode from the user’s query in the current dialogue turn Qt and
the system’s response in the previous turn Rt−1. In addition, the slot information St

can also provide valuable hints for deciding intent switch mode. Therefore, we use a
feed-forward layer to generate a distribution of the three modes.

gt = [gbt , g
a
t , gnt ]

= softmax(WrRt−1 + WqQt + WsSt)
(1)

where gt ∈ R
3, Wr, Wq and Ws are trainable parameters. We leverage the softmax

with temperature [10] to make the distribution “sharper”.
If the system believes that It−1 is going to switch without finishing (mode b), then

It would be related to Qt, Rt−1, St, and It−1. So we calculate the intent probability
distribution of mode b as fb(It−1, Qt, Rt−1, St), where fb is a feed-forward layer.

If the system believes that It−1 is completed (mode a), then we need to add a punish-
ment to it since a user is not likely to fulfill a single task twice in one dialogue session.
In this case, the distribution of It is calculated as fa(P (It−1), Qt, Rt−1, St), where fa
is also a feed-forward layer. The punishment function P is implemented as follows:

P (It−1) = (1 − softmax(It−1))It−1 (2)

we leverage the softmax with temperature [10] to make the intent distribution “sharper”.
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If the system decides that the user is not switching intent (mode n), then the intent
stays unchanged. In summary, the intent switch formula is as follows:

It = gbt · fb(It−1, Qt, Rt−1, St)
+ gat · fa(P (It−1), Qt, Rt−1, St)
+ gnt · It−1

(3)

Our training object is the cross entropy of the intents in D. Given I1, · · · , IN , and
the annotated one-hot intent vector y1, · · · , yN , we have the loss of the intents:

Lintent(D) = −
N∑

i

yi log Ii (4)

2.2 Proactive Mechanism

The proactive mechanism can make a reasonable “guess” for the user’s next potential
intent. If the “guess” is confirmed, it will provide useful information before the user
asks, to avoid repetitive dialogue turns. We use an intent transition matrix T ∈ R

K×K

to model the switching of intents. An element Tij is a real-valued score indicating
the confidence of how likely the i-th intent will switch to the j-th intent. By using a
transition matrix, we model the intent switching as a Markov chain. We use a quadratic
form It−1T I�

t to represent the consistency between the intent transition matrix and the
predicted probability. We link the cross entropy and the consistency function together
via the predicted intents, which makes the intent switch information distilled to the
intent transition matrix. Our final loss function is as follows:

L(D) = Lintent(D) − λ1

∑

t∈(1,N ]

It−1T I�
t

s.t.
∑

j

Tij = 1,Tij � 0,Tii = 0, for i = 1, · · · ,K.
(5)

The constraint is integrated into the loss function by the Lagrange function. Since
all the components described above are differentiable, our model can be trained end-to-
end by back propagation. We use Adam [11] for optimization. During inference, after
It is predicted, we multiply it with T to obtain the probability distribution of the next
intent: It+1 = ItT . If the next potential intent confidence exceeds the threshold and
at least one corresponding slot of next potential intent is filled, we confirm It+1 as the
next intent. Then, our system can react one step ahead.

2.3 Information Slot Memory Filling

For each Qt, we need to extract the key information for the final response generation.
Intuitively, the response made by the machine should be based on the information pro-
vided by Qt, so we should record the information slots in each dialogue turn. Each dia-
logue session D has a slot-value list, which contains all the information slots required.
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All the utterances in this session retain and updates this list during the dialogue process.
Different slots are divided into informable slots and requestable slots [24]:

The informable slots are exacted information which is provided by the users to
constrain the content of response. For example, as shown in Table 1, the value of an
informable slot event can be extracted from the user’s utterance as playing football.
Then the content of response must be something related with playing football.

The requestable slots are unknown information, which are the slots the users tried to
ask a value for, such as time and parties in Table 1. We also take the question words like
“where” and “when” as requestable slots. The system needs to return the exact value of
these slots in the next few dialogue turns.

Table 1. An example of an utterance with labels for each words. “I” and “R” means informable
and requestable slots, “O” means others.

Context I need the time and parties for playing football please

Labels O O O R-time O R-party O I-sport I-sport O

We use sequence labeling methods to extract the slots. The labeling process takes an
utterance as input, labels each word in the utterance as an informable slot, requestable
slot, or others, and fills these slots into a global memory so that different intents can
share overlapped slot values. An labeling example is shown in Table 1. The value of
requestable slots cannot be directly extracted from the current utterance. The system
needs to form a query for database to get the value of the requestable slots after label-
ing. The interaction process with database relies on several manually designed patterns,
which will be introduced in detail in Sect. 2.4.

2.4 Response Generation

In each dialogue turn, after the current intent and slot-value list are ready, the system
would generate a natural language response to the user by pattern and filled slots. The
response of a task-oriented dialogue system requires accuracy more than diversity and
fluency, which is relatively hard for language-model-based generation. Therefore, we do
not use the widely-chosen sequence-to-sequence model [21] in the response generation.
Instead, we use “pattern+slot” method to make responses. The generation patterns are
manually built sentences with some empty slots. Certain slot values can not be directly
extracted from the dialogue process, and need to be retrieved from database. After the
requested information is obtained, the pattern with slot information filled will be used
as the response. According to the situation of requestable slots in the query sentence,
we decide whether to provide information or update the database. For each intent, we
design five types of patterns. Note that we have a particular pattern (Pattern 5) for the
situation that the next intent is confirmed by the proactive mechanism.

– Pattern 1: For the requestable slots, if there’s only one possible result, we directly
return it to the user. A simple example is shown as “Pattern 1” in Table 2.
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– Pattern 2: For the requestable slots, if there are more than one possible results, we
give the user all choices to choose from. In the example above, if the system found
two possible restaurants, it will ask the user to choose one as is shown in the line
“Pattern 2” in Table 2.

– Pattern 3: If the system cannot find any possible result for requestable slots from the
database, it would ask the user to change the question. (Table 2 Pattern 3).

– Pattern 4: If the user did not provide any requestable slots, then update the database.
(Table 2 Pattern 4).

– Pattern 5: (proactive pattern) If the next intent is confirmed by proactive mechanism,
the system would provide extra useful information. (Table 2 Pattern 5).

Table 2. Examples of generated responses of five types of patterns.

Q Where can I find a pizza restaurant?

Pattern 1 restaurant A serves delicious pizza, want to have a try?

Pattern 2 restaurant A and restaurant B both serves delicious pizza, which

one would you choose?

Pattern 3 Sorry, I don’t know, would you ask something else?

Q Book a meeting at 10 am on Tuesday in Chicago office for me.

Pattern 4 OK, set up a meeting on that day.

Pattern 5 The weather of on Tuesday in Chicago is rainy with temperature

60F. Do you want to set the meeting at that time?

3 Experiments

In this section, we compare our model with the baseline systems in terms of the intent
tracking metrics. We also provide the generation results in a real case for human evalu-
ation of the proactive mechanism, and the slot labeling results.

3.1 MISD Dataset

The lack of appropriate training data is one of the main challenges for the dialogue com-
munity when building a multi-intent dialogue system. Existing well-known datasets like
ATIS [6,17] and DSTC [7,8,25] are either single-turn, or not designed for multi-intent
tracking. For the multi-intent switch scenario, we build a new dataset called multi-intent
switch dataset (MISD), which contains 6214 dialogue sessions with 22863 dialogue
turns. One average, there are about 3 intent switches in a single dialogue session. The
MISD dataset is based on the Stanford dataset which takes the real in-car assistant
scenario, and is grounded through knowledge bases [5]. Since in the Stanford dataset,
there’s only one intent in each dialogue session, we manually relabel the dataset to
include more complex intent switch cases that might happen in reality. We first define
14 kinds of intents, which have 48 kinds of corresponding slots. Since the intents and
slots may change in one dialogue session, we manually relabel the slots and intents for
each dialogue turn. We will release our MISD dataset for further research.
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3.2 Baseline Systems

Since there is no existing systems especially designed for multi-intent tracking, we
adapt two well-known and influential multi-turn dialogue systems as our baselines. The
first one is the state-of-the-art single-intent dialogue system proposed by [24]. The sec-
ond one is the most common approach for multi-turn dialogue structure (HRED) pro-
posed by [19]. Since neither of them has the multi-intent tracking module, we extract
the embedding before the generation part of those models, feed them into a classifier to
detect the intent of the current utterance. Moreover, since our ISwitch system and the
system proposed by [24] both leverage all the information – the query, response and
slot information – in a dialogue process while the HRED system do not take them all
into account, we also extend the HRED system. We feed all information above into the
HRED structure, and use a general matrix to form the intent switch process, in which
It = WQ◦Qt+WR◦Rt−1+WS◦St, where WR, WQ and WS are trainable parameters.

For all the ISwitch models and baseline models, the hidden dimension of BiRNN
structure is 50. All the dialogue sessions are padded to ten turns. The Adam learning
rate and the dropout rate we used are 0.001 and 0.5, respectively.

3.3 Evaluation

Since the overall ISwitch system consists of multi-intent tracking, slot labeling, and
proactive generation, the evaluation is also conducted on all these parts. For the multi-
intent tracking, we leverage frequently-used quantitative metrics for evaluation. For the
proactive generation, we provide the generation results in a real case for qualitative
human evaluation. We also provide the slot labeling performance.

Table 3. The intent prediction accuracy, macro precision, recall, F-score, and intent switch accu-
racy for the proposed ISwitch model and other benchmark models.

Model Accuracy Macro-P Macro-R Macro-F Switch-accuracy

Serban 91.64 93.03 83.48 88.00 90.53

Wen 92.16 92.04 85.57 88.69 91.85

Serban (Q+R+S) 92.34 94.77 85.70 90.01 91.19

ISwitch (Q) 92.60 92.32 90.07 91.18 92.17

ISwitch (R) 65.60 36.88 30.34 33.29 69.11

ISwitch (S) 91.60 93.21 88.77 90.93 91.27

ISwitch (Q+R) 93.73 93.42 90.43 91.91 93.00

ISwitch (Q+S) 93.77 94.28 90.72 92.47 93.13

ISwitch (R+S) 93.38 93.86 90.58 92.19 93.08

ISwitch (Q+R+S) 94.27 94.63 91.18 92.87 93.57
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Muti-intent Tracking. For the multi-intent tracking evaluation, we leverage the intent
recognition accuracy and the marco precision, recall and F-score as evaluation metrics.
Moreover, since the gate mechanism of our proposed ISwitch system is mainly aimed at
the intent switch detection, we specifically observe the switch position of the dialogue
sessions, and leverage the switch accuracy to evaluate the ability of switch detection.
Since our switch gate is generated according to Q, R, and S, we also conduct abla-
tion tests on different combination of these components. The experimental results are
shown in Table 3. From Table 3, we find that ISwitch(Q+R+S) can achieve better per-
formance (acc 94.27) than all the baseline systems. Since ISwitch(Q+R+S) introduces
more accurate information for intent tracking than the system modified from [19,24],
we can achieve at least 2 points intent prediction accuracy improvement. For the switch
accuracy, we also outperform baseline systems with about 3 points, which implies the
effectiveness of our gate mechanism. From the ablation test results, we find that the
information in query is more important than the information in slots, and is signifi-
cantly more important than the information in last response. Since the query utterance
contains almost all the key information including some slot information, it is crucial for
multi-intent tracking. The slot information is also helpful for the intent tracking since
some slots has obvious corresponding relationship with intents. On the contrary, the
information in last response contains few useful information for current turn’s intent

Proactive Response (3 turns):

Driver: Please book a meeting at 10 am on Tuesday in Chicago office for me.
Assistant: The weather on Tuesday in Chicago is rainy with temperature 60F ∼ 80F.

Do you want to set the meeting at that time?
Driver: Oh no, please help me change to 10 am on Wednesday.

Assistant: The weather on Wednesday in Chicago is sunny with temperature 80F ∼
100F. Do you want to set the meeting at that time?

Driver: Ok, thank you very much!
Assistant: You’re welcome.

Non-proactive Response (6 turns):

Driver: Please book a meeting at 10 am on Tuesday in Chicago office for me.
Assistant: Sure.

Driver: What about the weather of that day?
Assistant: The weather on Tuesday in Chicago is rainy with temperature 60F ∼ 80F.

Driver: Oh no, please help me change to 10 am on Wednesday.
Assistant: Sure.

Driver: What about the weather on Wednesday?
Assistant: The weather on Wednesday in Chicago is sunny with temperature 80F ∼ 100F.

Driver: Ok, set up the meeting on that day.
Assistant: Sure.

Driver: Thank you very much!
Assistant: You’re welcome.

Fig. 4. Case for response generated by the proactive mechanism and the non-proactive version.
The words underlined are extracted slots by slot labeling part.



102 C. Shi et al.

decision. We also find that if we combine components together, the result is better than
we use the components separately.

Proactive Generation. The proactive mechanism provides extra useful information,
which needs human to recognize, and then use to simplify the questions. So it can
not be evaluated by a fixed “test set”, and needs the human evaluation during the real
interaction between human and the system demo. We tried 100 dialogue interactive
sessions with our system, and find that each dialogue process has 2 less turns using
proactive mechanism by average. We demonstrate a real example in which a user asks
for booking a conference when the weather is unsuitable and then changes to another
day. Figure 4 shows the proactive generated response and non-proactive version. Both
responses are generated by ISwitch model, while the non-proactive version does not
include the proactive module in Sect. 2.2. As shown in Fig. 4, when the driver asks to
book a meeting on exact time and location, the proactive version can automatically
predict the user’s potential intent would be weather, and provide weather information
before the user asks. This will save lots of repetitive and redundant dialogue process
(3 less turns in this session). While the non-proactive can still follow the intent of the
driver and provide relevant responses, but it takes more interactive turns.

Slot Labeling. As introduced in Sect. 2.3, we treat the slot information extraction for
each utterance in dialogue as a sequence labeling task. For a given utterance, we first
use the NLTK tokenizer and pos-tagger [1] to do the tokenization and pos tagging. Then
we feed the tokenized query utterance, the pos-tag labels, chunk labels and slot labels
of each word in the utterance into an open source CNN-BiRNN-CRF based sequence
labeling toolkit NeuralNER1 [3]. In the MISD dataset, we have 48 kinds of slots to
label. The slot labeling accuracy, precision, recall and F-score are 94.40, 95.45, 88.11,
91.63, respectively. From the results, we can see that such kind of sequence labeling
method can already provide good quality for slot information extraction.

4 Related Work

Methods. Existing task-oriented dialogue systems [9,13,15,20,26] are data-driven sys-
tems which leverage partially observable Markov Decision Process (POMDP) based
dialogue managers. Recently, a relatively complete end-to-end task-oriented dialogue
system is proposed by [24]. This system divided the dialogue processing procedure
into four modules, which are Intent Network, Belief Tracker, Database Operator, and
Generation Network. In this structure, the Intent Network is the same as the encoder in
sequence-to-sequence framework [2,21], which encodes the input tokens, and get the
representation at each dialogue turn. Belief Tracker (also called Dialogue State Tracker)
is a discriminative model which tracks key information across the whole dialogue ses-
sion. It is the most important component in the end-to-end task-oriented dialogue sys-
tem. [9] first proposes Belief Tracker based on recurrent neural network, which takes
advantage of the automatic speech recognition (ASR)’s output to update the belief state.

1 https://github.com/Franck-Dernoncourt/NeuroNER.

https://github.com/Franck-Dernoncourt/NeuroNER
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Since then, many different belief tracking models has been proposed, such as rule-based
system [8], statistical discriminative model [22]. There are also researches using latent
neural embeddings for state tracking [5,15,27].

Corpora. One classical corpora for single-turn multi-intent classification task is the
airline travel information system (ATIS) corpus [6,17], but it is specific for single
turn dialogue. Classical corpora of multi-turn task-oriented dialogue include the well-
known Dialogue State Tracking Challenge (DSTC) [7,8,25], which contains topics of
bus schedule, booking restaurants and tourist information. More recently, Stanford pro-
posed a dataset [5] which is grounded through underlying knowledge bases. Maluuba
also releases a dataset [4] of hotel and travel-booking dialogues collected in Wizard-of-
Oz Scheme. The limitation of the previous corpora is that they are either single-turn, or
seldom emphasize the multi-intent scenario. The uniqueness of our proposed dataset is
that our dataset is a multi-turn multi-intent switch dataset.

5 Conclusion

In this paper, we formalize the multi-intent tracking task and introduce a complete set of
intent switch modes. Then we propose a task-oriented multi-turn dialogue system which
can handle the complex multi-intent switch scenario. In this system, we design a gated
controller and a proactive mechanism to track intents and guess the next potential intent,
then use pre-defined patterns to generate proper responses. We evaluate our system on
a multi-intent dialogue dataset made by ourselves. Experimental results show that our
ISwitch system contributes to the intent recognition in terms of both intent prediction
accuracy and intent switch accuracy, simplifies the dialogue process, provides high slot
labeling results, and can make the generated responses more natural.

Acknowledgments. Our work is supported by the National Key Research and Development
Program of China under Grant No. 2017YFB1002101 and National Natural Science Foundation
of China under GrantNo. 61433015.
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Abstract. With the rapid development of the Internet, community question
answering (CQA) platforms have attracted increasing attention over recent
years, particularly in the biomedical field. On biomedical CQA platforms,
patients share information about diseases, drugs and symptoms by communi-
cating with each other. Therefore, the biomedical CQA platforms become par-
ticularly valuable resources for information and knowledge acquisition of
patients. To accurately acquire relevant information, question answering tech-
niques have been introduced in biomedical CQA. However, existing approaches
cannot achieve the ideal performance due to the domain-specific characteristics.
For example, biomedical CQA involves more complex interactive information
between askers and answerers, while CQA techniques designed for the general
field can only deal with single interactions between questions and candidate
answers within a similar topic. To address the problem, we propose a novel
neural network model for biomedical CQA. Our model adopts the bidirectional
capsule network to focus on different aspects of biomedical questions and
candidate answers, and merges high-level vector representations of questions
and answers to capture abundant semantic information. Furthermore, to capture
the meaning of Chinese characters, we incorporate the radical of Chinese
characters embedding as auxiliary information to improve the performance of
Chinese biomedical CQA. We conduct extensive experiments, and demonstrate
that our model achieves significant improvement on the performance of answer
selection in the Chinese biomedical CQA task.

Keywords: Community question answering (CQA) � Biomedical question
answering � Answer selection � Capsule network

1 Introduction

Question answering (QA) system [1, 2], as an advanced form of information retrieval
system, has attracted intense research interest in the field of information retrieval
(IR) and natural language processing (NLP) in recent years. Different from search
engines, QA system aims to obtain more concise answers instead of relevant documents
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for submitted questions by askers. With the rapid development of the Internet, the
community-based question answering (CQA) platforms, such as Yahoo Answers, Wiki
Answers, and Baidu Zhidao, have become popular and practical Internet-based web
services for satisfying user information needs [3]. With the increasing scale of the CQA
archive, the large amount of questions and corresponding answers pose a great challenge
for exactly matching the candidate answers with the submitted questions. Therefore, it is
necessary to design effective methods for selecting the optimal answer to the given
question and meeting the information needs.

Answer selection is an important research problem in the open domain for many
years [4, 5]. Related studies have focused on improving CQA in general fields from
different respects [6, 7]. With the increasing popularity of online health-related plat-
forms, biomedical CQA has greatly facilitated people’ life and attract much attention of
medical practitioners and interdisciplinary researchers. Related research has attempted
to develop effective approaches for accurate CQA matching in the biomedical field. To
help better understand biomedical CQA, we illustrate an example of biomedical
question and its candidate answers in Table 1. In the example, Answer 1 can better
match the question and Answer 2 is an irrelevant answer. Previous work on biomedical
answer selection has mostly relied on feature engineering [8]. Recent advances in deep
learning have provided a new direction for enhancing biomedical CQA [9]. Compared
with feature engineering, deep learning does not need handcrafted feature, which can
reduce much manual labor on feature extraction.

To improve the performance of CQA, Tan et al. [10] employed a bidirectional long
short-term memory (Bi-LSTM) network [11] to represent the input questions and
answers, respectively, aiming to match the questions with candidate answers by
accommodating their semantic relations. There are also studies on Chinese question
answering. Yuan et al. [12] proposed a deep feature selection method for Chinese
questions classification. Yu et al. [13] developed a model based on a CNN, and applied
it to the task of answer sentence selection. However, these studies have partly ignored
the specific characteristics of the Chinese language. Meanwhile, the existing neural

Table 1. An example question with candidate answers

Question 脑血管硬化吃什么食物?不该吃哪些?
Which kind of food can be eaten by people who has cerebral arteriosclerosis?
What food can’t?

Answer 1 ‘1’: 脑血管硬化患者饮食上应多吃绿色蔬菜和新鲜水果, 减少动物脂肪的

摄入, 烹调时最好用植物油, …… (✓)
‘1’: Cerebral arteriosclerosis patients should eat more green vegetables and
fresh fruits, reduce animal fat intake, it is best to use vegetable oil when
cooking …… (✓)

Answer 2 ‘2’: 问题分析: 您好; 这种情况一般考虑偏头疼, 一般是功能性因素引起的

头痛, 无器质性病变, …… (✗)
‘2’: Problem analysis: Hello, this situation is generally considered to be migraine,
a kind of headache caused by functional cases, it’s no organic lesion …… (✗)
……
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models have mostly encoded sentence information into one vector representation by
optimization strategies, such as the max-pooling, which may partly overlook the
complex semantic relationship between the question and answers.

To deal with these problems, Sabour et al. [14] proposed the framework capsule
network, which can be used enrich the feature representations. Subsequent studies have
further combined deep neural networks and capsule networks to build effective deep
learning architectures in NLP tasks, such as CNN+Capsule [15] and RNN+Capsule
[16]. However, the original capsule network only captures the useful information from
the insider of one sentence. To improve the performance of biomedical CQA using
capsule networks, we need to consider the information from both the questions and
answers. Meanwhile, some of the methods only explored the answer selection in a
single direction but neglected the reverse direction.

In this work, we focus on the task of Chinese biomedical CQA. Chinese language
processing has its unique difficulties. For example, Chinese sentence is written con-
tinuously and biomedical entities are more implicitly presented than those in English.
To overcome these difficulties, we design a novel neural network model based on
capsule network for obtaining high-quality answers. Our model adopts the bi-
directional capsule network to focus on different aspects in two directions, and merges
high-level vector representations of questions and answers to capture abundant
semantic interactive information. Furthermore, we incorporate the radical of Chinese
characters embedding bring with additional information to improve the performance of
Chinese biomedical CQA. We summarize the contributions of this work as follows:

• We propose a bi-directional capsule network-based framework for Chinese
biomedical CQA. In each interactive direction, our model captures contextual
information and focuses on different aspects from the question and candidate
answer, respectively.

• We extract Chinese component-level features to capture additional useful infor-
mation by radical-CNN in the assumption that similar radical sequences can encode
similar semantic information.

• We conducted experiments on a Chinese biomedical CQA dataset, and demon-
strated the effectiveness of our model. Experimental results show that our model can
significantly outperform the state-of-the-art methods.

2 Methods

In this section, we provide more details on the proposed model for biomedical answer
selection. We first illustrate the entire architecture in Fig. 1. The architecture of our
model consists of three components: (1) the Bi-LSTM layer, which is used to encode
contextual information of the question and candidate answers and formulate the sen-
tence representation with abundant semantic information; (2) the self-attention layer,
which extracts the features in the question-answer pair to highlight different aspects of
the matching between each pair of question and answer; (3) the bi-directional capsule
layer, which learns the final representations. The number of capsule networks equals
the number of classification categories. The length of the output vector represents the
probability for each category.
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2.1 Input Representations

We perform Chinese word segmentation using an open source Chinese word seg-
mentation tool and remove the stopwords in advance. For the questions and answers,
each word is encoded into a real-valued vector representation by looking up the pre-
trained word embedding. Given a question Q and a set of candidate answers {Ai}, we
can represent the inputs as embedding matrix WQ 2 Rd�nQ and WA 2 Rd�nA , where d
denotes the dimension of the word embedding and nQ is the number of words in
question Q and nA is the number of words in the answer Ai. In the input word
embedding, each word wi is embedded into a vector wi ¼ wword

i þwrad
i

� �
, which is

composed of two sub-vectors: the word embedding Wword , the Chinese radical
embedding Wrad .

For word embedding, we adopt word2vec based embedding [17], which learns low-
dimensional continuous vector representations of words. In this paper, we used the
CBOW model to per-train Chinese word embedding, and trained the Chinese word
embedding using texts from Chinese medical literature.

For radical embedding, we use a convolutional approach to extracting local features
around each radical of the character, and combine them using max-pooling to generate
a fixed-sized radical embedding for each Chinese character. In Chinese, characters are
composed of specific radicals, which serve as the basic unit for building character
meanings [18, 19]. The radicals are particularly useful in medical text processing,
because the radicals can indicate different descriptions of diseases and symptoms, and
similar radical sequences usually convey similar semantic information. For example,
“呕吐” and “喉咙痛” are Chinese medical entities, we obtain the radical of Chinese

Fig. 1. Overview of our answer selection model
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characters from online Xinhua Dictionary1. The radical of them is “口口” and “口口疒”.
They all have the meaning related to mouth because they share the same radical “口口”.
Therefore, we believe the radical embedding could contribute the representations of
questions and answers.

2.2 Interactive Information Extraction

To capture the interactive information between questions and answers, we adopt Bi-
LSTM to obtain the sentence representations. Long Short-Term Memory (LSTM) is
designed to deal with the long-distance sequences and tackle the gradient vanishing
problems of RNN [20]. The bi-directional LSTM (Bi-LSTM) [11] seeks to obtain two
directions of information from word sequences. Specifically, we employ Bi-LSTM to
encode the question Q and the candidate answer A as HQ 2 R2d�nQ and HA 2 R2d�nA .

Inspired by attentive pooling networks [21], we also use a two-way attention
mechanism to represent the questions and answers. Through the attention mechanism,
the information from the question Q can influence the computation of the answer
representations, and vice versa. After we obtain the question and answer hidden fea-
tures HQ and HA by Bi-LSTM, we compute the interactive matrix G as follows:

ð1Þ

Where U is the parameter matrix. Then we apply the Softmax function to the vector
gQ 2 RnQ and gA 2 RnA by the column-wise and row-wise max-pooling over G. Finally,
the new representations HQ0

and HA0
are computed as HQ0 ¼ HQsoftmax gQð Þ and

HA0 ¼ HAsoftmax gAð Þ, where HQ0 2 R2d�nQ and HA0 2 R2d�nA . We compute the ques-
tion representation HQ0

with answer information and the answer representation HA0

with question information, so that the interactive information can be fully encoded in
the final representations.

2.3 Bi-directional Capsule Network

To further capture the relevance of candidate answers, we propose a bi-directional
capsule network model for the answer selection. Capsule network was originally
proposed for digit recognition from images by Hinton et al. [22] and exhibited powerful
capability in related tasks. Specifically, a capsule involves a group of neurons, and the
number of the capsule equals the number of classification categories in specific tasks.
We adopt capsule networks to generate the capsules using the dynamic routing algo-
rithm. The algorithm converts the low-level sentence information to the high-level
vector representation by eliminating trivial features of sentences. The process replaces
the max-pooling in the original model with feature clustering, which greatly contribute
to the improvement of classification accuracy.

1 http://tool.httpcn.com/Zi/.
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In the modified model for answer selection, the low-level capsule is denoted

as hQ
0

i . Between each two layers l and l + 1, the prediction vectors ûQjji is produced by

multiplying the output hQ
0

i of the capsule layer l and a weight matrix WQ
ij as follows.

ûQjji ¼ WQ
ij h

Q0
i ð2Þ

Then, the total input sQj to the layer l + 1 question capsule is generated by the

weighted sum over all ûQjji. The obtained sQj can focus on both local features and

contextual information from the question word sequence, which is formalized as
follows.

sQj ¼
X

i
cQij û

Q
j ij ð3Þ

Where the cQij is a coupling coefficient that is determined by the dynamic routing
algorithm with the number of iterations as r. Furthermore, the capsules l + 1 are
generated by a non-linear squashing function as follow:

vQj ¼
sQj

���
���
2

1þ sQj

���
���
2

sQj

sQj

���
���

ð4Þ

Where vQj is the outputted question vector in the l + 1 capsule layer. The value of the

outputted capsule vector vQj indicates the final classification probability. The non-linear

squashing function is used to limit the value of vQj in the range [0, 1]. We also obtain

the answer vector vAj in a similar manner. Then, we average the sum of vQj and vAj as the
result vj. In our work, the number of the capsule is set as 2, namely j ¼ 2.

vj ¼ 1
2
ðvQj þ vAj Þ ð5Þ

Dynamic Routing Algorithm. Inspired by the attention-based routing algorithm [16],
we propose a bi-directional capsule network with dynamic routing for answer selection,
which is a variant of the original capsule network. The question dynamic routing
algorithm focuses more on the matching of each pair of question and answer. More-
over, we use the self-attention mechanism to combine local information at a higher
level through local perception, which helps to reduce useless information in matching.

Specifically, let hQ ¼ hQ1 ; h
Q
2 ; h

Q
3 ; . . .; h

Q
anQ

n o
denote the hidden vectors of the

question after passing through the Bi-LSTM layer. We compute the weighted repre-
sentation of each sentence as:
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T ¼ tanh WQh
Q
i þ b

� � ð6Þ

aQ ¼
X

t
softmax wTT

� �T
hQi ð7Þ

Based on the self-attention mechanism, aQ is determined on hQi . WQ is the attentive
weight matrices and w is the attentive weight vector. With the help of the self-attention
mechanism, our model learns to represent question vector representation by focusing
on different aspects of questions, and represent answer vector aQ representation by self-
attention weights. The detailed algorithm is summarized in Algorithm 1.

In the algorithm, the coupling coefficient c between all the question capsule i in
l layer and all the question capsule j in l + 1 layer is determined by Softmax function
with initial logits bQi . The answer capsule network is in the same form as the question
capsule. The variant of the capsule network is more suitable for CQA, which can make
the most use of interactive information. To train the proposed model, we use a margin
loss for the answer selection as follows.

Lj ¼ Yjmax 0; mþ � vj
�� ��� �2 þ k 1� Yj

� �
max 0; vj

�� ��� m�� �2 ð8Þ

We minimize the margin loss Lj. Namely, if the candidate answer is the correct
answer, we set Yj ¼ 1. Otherwise, we set Yj ¼ 0. k is the weight on the absent classes,
and mþ is the top margin and m� is the bottom margin. We set k ¼ 0:5, mþ ¼ 0:9 and
m� ¼ 0:1 in our implementation.

3 Experiment

3.1 Experimental Dataset and Setting

We use the data from the “2018 IEEE HotICN Knowledge Graph Academic Com-
petition” evaluation task to evaluate the proposed model. The training data contain

Bi-directional Capsule Network Model for Chinese Biomedical CQA 111



1000 questions, each question involves 10 candidate answers. There is only one correct
answer for each question. The data are designed by IEEE HotICN2018 and Shenzhen
Medical Information Center. In our experiments, we use random over-sampling to
increase the number of positive samples. We use 20% of the training data as the
development set. The test set consists of 200 questions each with 10 candidate answers.
The dataset is publicly available at https://hoticn.com/competition.html.

In our experiments, we use Keras to implement our proposed model. We examine
the effect of parameters on the report results, and the parameter settings of the final
model have shown in Table 2. In this paper, we set the length of a question as 25, and
the length of an answer to 150. We use the official evaluation measure for the com-
petition, including mean reciprocal rank (MRR) and P@1. Because there is only one
correct answer, the results of the MAP and MRR are the same.

3.2 Performance Evaluation

In order to evaluate the proposed model, we compare our results with state-of-the-art
baseline models from Tan et al. [10], Royal et al. [5], Alexis et al. [23] and Ren et al.
[24]. These methods are implemented for biomedical CQA tasks in our experiments,
which obtain the best performances in the competition. Tan et al. [10] developed an
attention mechanism for the purpose of constructing better answer representations
according to the input question. Royal et al. [5] proposed a model which CNN and idf-
weighted were joint learning for answer selection. Alexis et al. [23] proposed BiLSTM
with max-pooling for answer selection. Ren et al. [24] proposed a neural selection model
based on the combination of Bi-LSTM and Attention mechanism which is the top result
in the academic competition. The performance of each model is shown in Table 3.

Table 2. The parameter settings of model

Parameter name Description Value

EMBEDDING_WORD_DIM Word embedding dimension 200
EMBEDDING_EAD_DIM Radical embedding dimension 20
LSTM Number of units 50
r Number of iterations 2
Epochs Maximum of epochs 10
Batch size Batch size 8

Table 3. Performance comparison with existing methods

Method MRR P@1

Tan et al.# [10] 52.08% 37%
Royal et al.# [5] 53.84% 37.5%
Alexis et al.# [23] 50.59% 37%
Ren et al. [24] 50.06% 35%
Our model 54.05% 38.5%

Models with # are our implementations.
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From Table 3, we observe that MRR and P@1 reach 54.05% and 38.5% by our
model, which is better than other existing methods. This is because these baseline
methods process the questions and answers independently at the encoding and
matching steps, which may ignore prominent implicit relationship between questions
and answers. Our method outperforms other baselines for certain reasons. First, we
extracted the interactive information from the question and answer. Second, bi-
directional capsule network interacts with the question and answer vector representa-
tions, which jointly learns the representations of questions and the candidate answers.
Therefore, our method obtained state-of-the-art performance in the test set. Our model
has exceeded the performance of the top result in the Academic Competition (im-
provements of 3.99% and 3.5% in MRR and P@1, respectively).

3.3 Effect of Different Layers in the Proposed Model

In order to verify the contribution of bi-directional capsule networks and radical-level
feature in our model, we implement extra baselines on the Chinese CQA dataset to
analyze the improvement contributed by each part of our model. We train the neural
networks model separately from each other. The result is shown in Table 4.

From Table 4, we observe that our models with all the layers achieve the best
performance, which shows that the bi-directional capsule networks can capture abundant
information from different aspects. Specifically, we have the following observations,
(1) our bi-directional capsule network obtains better results on MRR and P@1 scores
than the other methods. (2) the model with answer capsule networks obtains better results
than the model with question capsule networks. Because the length of the answer sen-
tence is longer than the length of the question sentence, the sentence vector contains
more information. (3) the radical-level features can incorporate additional information
that benefits semantic representation of the Chinese sentence, and improve the results.

Table 4. Performance on different layers in our model

Method MRR △ P@1 △
Our Model 54.05% – 38.5% –

w/o question capsule network 53.67% −0.38 38% −0.5
w/o answer capsule network 52.54% −1.51 38% −0.5
w/o radical embedding 51.63% −2.42 37.5% −1

Fig. 2. Self-attention heat map of dataset
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From Fig. 2, we can see that the heat map of a question and the correct answer by
the output of Self-Attention from dataset. The stronger red color of a word in the
sentence, the larger weight of that word. The Self-Attention can focus on the important
part of a sentence for semantic representation.

3.4 The Effect of Random Over-Sampling

In our model, we use random over-sampling to increase the number of positive data in
the training set to relieve the problem caused by the imbalance of positive and negative
data. The imbalance between positive and negative proportions of the sample may
seriously affect the accuracy of the experimental results so that the model could not
learn the dataset information well. A plot comparing the random over-sampling
parameter by the increase is shown in Fig. 3.

In Fig. 3, when the random over-sampling parameter is set as 4, we achieve
the optimal performance in terms of the MRR and P@1. Namely, the proportion of
positive and negative data in the training dataset is 5:9. The performance increases with
the increase of the proportion of positive samples, but deceases due to overfitting when
setting larger than 5:9. In our method, we did not use under-sampling because of the
small amount of data.

3.5 Effect of Routing Iteration

The coupling coefficient c is updated by the dynamic routing algorithm, which is the
connections between capsule i in l layer and the capsule j in l + 1 layer. To analyze the
effect of the number of iteration, we test the bi-directional capsule networks with a series
of interactions onChinese CQA corpus.We also plot a learning curve to show the training
loss and the evaluation loss over epochs with different iterations of routing. As shown in
Fig. 4(a), bi-directional capsule networks with 2 iterations of routing converge to a lower
loss at the end than the capsule network with 1 or 3 iteration. From Fig. 4(b), we observe
that the bi-directional capsule networks with 2 iterations of routing obtain the best per-
formance and the result is more stable. So we utilize 2 iterations in our experiments.

Fig. 3. The MRR and P@1 trend with random over-sampling parameter
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4 Conclusion

In this paper, to better capture the interaction between the question-answer pair, we
propose a novel neural network model for Chinese biomedical CQA. Our model adopts
the bi-directional capsule networks to give more attention to the different aspects of the
matching between the answers and questions so that the model captures detailed
information and ignore useless information in the learned representations. Meanwhile,
we incorporate Chinese radical-level information to Bi-LSTM and obtain additional
semantic information. We conduct extensive experiments, and demonstrate that our
model achieves the state-of-the-art performance on answer selection in the Chinese
biomedical CQA task.
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Abstract. Human conversations are often embedded with emotions.
To simulate human conversations, the response generated by a chat-
bot not only has to be topically relevant to the post, but should also
carry an appropriate emotion. In this paper, we conduct analysis based
on social media data to investigate how emotions influence conversa-
tion generation. Based on observation, we propose methods to deter-
mine the appropriate emotions to be included in a response and to
generate responses with the emotions. The encoder-decoder architecture
is extended to incorporate emotions. We propose two implementations
which train the two steps separately or jointly. An empirical study on
a public dataset from STC at NTCIR-12 shows that our models out-
perform both a retrieval-based method and a generation model without
emotion, indicating the importance of emotions in short text conversa-
tion generation and the effectiveness of our approach.

Keywords: Short text conversation · Emotion · Neural response
generation · Attention mechanism · Response emotion estimation

1 Introduction

Conversation is emerging as a new mode of interaction between users and systems
for important applications, such as chatbots [13]. Generating natural language
conversations, or short text conversation (STC), is a challenging task in the
artificial intelligence field. Many existing studies on STC target conversations
on social media. The task is to generate a response (comment) that can reply to
c© Springer Nature Switzerland AG 2019
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Fig. 1. Two example posts with corresponding response candidates. (Rel: relevance)

a user’s previous post. The recent progress of neural networks [2–4] has demon-
strated the great potential of constructing competitive generative models, which
have been used in conversation generation [14,16,17].

A good response should be fluent and related to the topic of the post. These
are the evaluation criteria used in most existing studies. We observe, however,
that another important aspect of human conversation - emotion - plays an
important role in human conversation. Only several emotions are appropriate
for responding to a given post. For example, for the left post “I just saw a
young man on a motorbike being hit” in Fig. 1, while surprise is an appropriate
emotion, happiness is not suitable because the post is sharing bad news. The
appropriate emotions are not only post-dependent but also diverse. For the right
post “Today I become one year older again” in Fig. 1, the following three com-
ments express multiple emotions: happiness, sadness and surprise which are all
suitable. Thus the emotion aspect should be incorporated in STC.

Recently there are existing studies [1,5,9,12,23,25] and tasks (e.g. NTCIR-
14 CECG subtask) focusing on incorporating emotions into STC. However, they
only focus on either emotion diversity or emotion appropriateness of generated
responses. Most existing models are proposed to generate emotional responses of
any given emotion. In real-world applications, such signals are usually lacking.
The system should be able to select appropriate emotions to use in the response.

Our objective is not merely to generate comments that are topically relevant
to a given post, but also emotionally suitable. To fully understand how the emo-
tions are expressed in the conversation, we conduct an analysis on social media
data. Based on the remarkable findings, we first propose a stepwise solution:
given a user post, an RNN-based emotion relevance estimator determines the
emotion preferences for responding to a post. After that, the encoder-decoder
generator module generates comments relevant to the post with the determined
emotion. We then rank the generated comments considering both emotion prob-
ability and generation quality. We further propose a joint emotion-aware neural
response generation model where the two modules are trained together to enable
knowledge transferring to each other in post context learning.

Experimental results show that both our stepwise model and the joint
learning model outperform competing methods in generating responses and re-
ranking retrieved comments. More importantly, our models produce more diverse
responses with appropriate emotions.
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Our main contributions in this paper are as follows:

– We propose methods to generate emotion-aware responses to mimic human
conversations. Our models can determine the relevant emotions to reply to a
user post and generate responses with appropriate emotions.

– Our experiments show superior performance with emotion-aware responses.
This study also opens the door for designing STC systems with personality.

2 Related Work

Approaches to short text conversation can be classified into retrieval-based meth-
ods and generation-based methods.

Retrieval-based methods choose the suitable response from a large candidate
dataset of short text responses. [10] integrates several semantic and syntactic
features such as text similarities, topic words for matching and ranking candidate
responses. Convolutional Neural Networks [8] and Long Short-Term Memory [19]
are also introduced to extract sentence-level features. A limitation of retrieval-
based approaches is that responses are limited to those seen in the repository.

Generation-based methods generate new responses. [17] constructs a sequence-
to-sequence model with an RNN encoder-decoder structure. [14] proposes a
responding machine based on the encoder-decoder model with an attention mech-
anism. This last approach is similar to ours, but without the emotion component.
Although these models can generate relevant responses to the post context, they
are deprived of other characteristics in human conversation such as emotion.

Recently, [23] proposes an emotional chatting machine which can react to the
post with a required emotion, while [9] implements several strategies to embed
emotion into sequence-to-sequence models. [25] incorporates reinforcement learn-
ing into emotional response generation based on a large dataset labeled by emo-
jis. [5] designs an affect sampling method to force the neural network to generate
emotionally relevant words. Although these studies show the possibility of gen-
erating a response capable of conveying an emotion, the approach is limited in
that the emotion of the response should be determined manually by the user.
In real-world applications, such signals are usually lacking. [12] tracks emotions
in whole conversations and predicts the emotion for responding. [1] constructs
affective loss functions to regularize the emotion of the response. However, these
models cannot choose multiple relevant emotions and the predicted emotions are
not explicit emotion categories. In this study, we aim to automatically determine
the appropriate emotions to be expressed in a response and generate responses
conveying these emotions. This is a significant extension of previous studies.

3 Analysis on Emotion in STC

To analyze whether and how an emotion plays a role in short-text conversation,
we choose human conversations from the NTCIR-12 STC-1 collection, which is
extracted from Weibo (a Twitter-like social media platform in China). We ran-
domly sample 500 posts and 14,583 corresponding comments from the dataset.
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Table 1. Emotion distribution in posts and comments in the repository.

Emotion Others Happiness Sadness Disgust Surprise Anger

Post 0.431 0.339 0.118 0.047 0.049 0.016

Comment 0.277 0.445 0.110 0.091 0.060 0.017

– Emotion Definition Following [6], the emotion is drilled down into six
categories: neutrality, happiness, sadness, disgust, surprise, and anger.

Since the emotion of a short text sentence might be subjective, we hire three
assessors to independently label each post and comment. They are asked to
assign one of the six emotion classes to each sentence according to their first
impression. The Fleiss’ Kappa [7] of three assessors is 0.41, which equates to
moderate agreement. This agreement level is expected because of the highly
subjective nature of the judgments. In our analysis, we use the raw judgments
of the three assessors and regard them as multiple labels.

Several facts about the use of emotions in STC are observed:

– Human conversations are often tinged with emotions. The distribu-
tion of emotions among posts and comments is shown in Table 1. We find that
about 57% of posts and 72% of comments contain explicit emotions (other
than the others category). This confirms our hypothesis that emotion plays
an important role in conversations.

– Multiple emotions can be expressed in human responses to the same
post. The reactions of users to a post are not homogeneous in emotion.
Different users may feel differently and they may express different emotions
in comments. To quantify this phenomenon, we count the distribution of
comments with different emotions to each post and calculate its Shannon
Entropy. The mean normalized entropy is 0.574, which roughly means that a
post would receive comments with three different emotions if they have equal
probabilities. This shows the large variation in user’s reactions to the same
post.

– Different posts have different response emotion preferences. A sys-
tem comment could contain any of the possible emotions to be emotionally rel-
evant. However, the possible emotions of comments facing a post may change
largely depending on the post. Figure 2 shows the emotion transition prob-
abilities from post to comment (i.e. P (comment emotion |post emotion)).
For posts with different emotions, the distributions of comment emotions are
very different from each other. Meanwhile, for posts of the same category, the
appropriate comment emotions may also change largely (see in Fig. 1).

The above analyses show that the comments to a post should not only be
topically relevant, but also emotionally relevant.
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Fig. 2. Emotion transition heat map of sampled data. Each number represents the
probabilities of responding to the post with this emotion when given the post emotion.

4 Emotion-Aware Response Generation

Given the input post X = (x1, ..., xT ), our goal is to generate a response Y =
(y1, ..., yt), and we want the emotion of Y (EY ) to be appropriate to the post X.
In other words, we aim to maximize the generation probability of a response Y
with the corresponding emotion EY :

P (Y, EY |X) = P (EY |X) × P (Y |EY ,X) (1)

The whole response generation can be implemented in two different ways: (1)
Two-step generation: We first determine the appropriate comment emotion(s)
for an input post X, and then generate the comments corresponding to the
emotion(s); (2) The two steps are trained jointly, with certain shared parameters.
After generating responses with relevant emotions in the test stage, we rank
all candidate responses with the overall scoring function based on generation
probability to obtain final responses.

Fig. 3. Structure of (a) the response emotion relevance estimator and (b) the neural
response generator. he and h are sets of hidden representations of the post X.
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4.1 Two-Step Emotion-Aware Response Generation Model

Response Emotion Estimator. A response emotion estimator is proposed
to measure P (EY |X): how relevant an emotion EY is for responding to post X.
Our implementation of this estimator is inspired by [18,24], which proposes an
RNN-based text classification method with an attention mechanism. Figure 3(a)
shows the architecture we implement. Similar to [18,24], we first create the
hidden representations of the post X with an RNN encoder, followed by the
use of an attention mechanism, a fully connected layer and finally a softmax to
determine the probability of each emotion.

Following [2], we use a bidirectional recurrent neural network as the encoder.
It consists of a forward RNN and a backward one. The overall hidden state he

j for
word xj in the post sequence is the concatenation of the forward and backward
hidden states: he

j = [
−→
he
j
T ;

←−
he
j
T ]T .

We then calculate the weighted hidden representation z:

z = βhe, βi =
exp(ei)

∑T
k=1 exp(ek)

, ei = vT tanh(Uhe
i + Wb tanh(Wsb

←−
he
1)) (2)

Here
←−
he
1 is the backward hidden state of the first word x1, Wsb ,Wb ∈ Rn×n,

U ∈ Rn×2n and v ∈ Rn are weight matrices, n is the dimension of hidden states.
The representation z is then fed into a softmax fully connected layer:

r = softmax(Wzz + b)

where Wz ∈ R2n×Ne , b ∈ RNe and Ne is the number of emotions (6 in our case).
The probability that emotion EY is relevant to post X is P (EY |X) = rEY

.
We use log-likelihood as the loss function of our emotion relevance estimator:

L(θ1) =
∑

(X,EY )∈S

log P (EY |X) (3)

Emotion-Aware Response Generator. We propose an emotion-aware
response generator to obtain the response Y by maximizing P (Y |EY ,X) with
the given emotion EY for the given post X. The framework is shown in Fig. 3(b).

– Encoder. Similar to the encoder in our response emotion relevance esti-
mator, we use another bidirectional recurrent neural network as the encoder.
The overall hidden state for word xj in the post sequence is: hj = [

−→
hj

T ;
←−
hj

T ]T .
– Attention and Decoder. Similar to the traditional attention module [2],

hidden states h = (h1, ..., hT ) are fed into the attention unit to obtain the
context vector ct at time t: ct =

∑T
j=1 αtjhj . Here the weight parameter αtj

is computed by

αtj =
exp(rtj)

∑T
k=1 exp(rtk)

, rtj = vT
a tanh(Uahj + Wast−1)
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where si−1 is the hidden state of the decoder at time t − 1, the initial hidden
state s0 is computed by s0 = tanh(Ws

←−
h1), Ws,Wa ∈ Rn×n, Ua ∈ Rn×2n and

va ∈ Rn are weight matrices, n is the dimension of RNN hidden states.
We extend the standard decoder of the attention model with the emotion of
output text EY . Thus the probability of generating the t-th word yt is:

p(yt|yt−1, .., y1, EY ,X) = g(yt−1, st, ct, VEY
) (4)

where g is the softmax activation function, VEY
is the embedding of emotion

EY , st = f(st−1, yt−1, ct, VEY
) is the hidden state at time t calculated by the

RNN unit f .
– Loss Function. We use the sum of log-likelihoods to train sequence

decoding:

L(θ2) =
∑

(X,Y )∈S

log P (Y |EY ,X) =
∑

(X,Y )∈S

t∑

i=1

p(yi|yi−1, ..., y1, EY ,X) (5)

Fig. 4. Structure of jointly emotion-aware response generation model. h is the set of
hidden representations for both emotion relevance estimation and generating responses.

4.2 Joint Emotion-Aware Response Generation Model

It is intuitive that the same post would be represented in the same way at the
hidden layer, so that both response emotion estimator and generator can share
the same hidden representations.

Figure 4 shows the whole structure of the joint learning model. As the hidden
representations are used for two tasks, we use a loss function that combines the
two previous ones for the training:

L(θ) = L(θ1) + λgL(θ2) =
∑

(X,Y,EY )∈S

log P (EY |X) + λg log P (Y |EY ,X) (6)

where λg is the weight of generation loss, which is set empirically.
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Table 2. Statistics for the STC dataset

Posts Comments Post-comment pairs

Training repository 196, 495 4, 637, 926 5, 648, 128

Validation data 225 6, 017 6, 017

Test data 100 22, 856 26, 096

4.3 Ranking Generated Results

To compare the fitness between responses generated with different possible emo-
tion categories during testing, a scoring function for ranking is necessary. This
function should fully consider two probabilities: the relevance of an emotion
for the post X, and the generation of the comment sentence. As the length
of comments may vary, the latter can change greatly. In order to better bal-
ance the influence of the sequence length, we replace the generation probability
P (Y |EY ,X) by the following average log-likelihood:

l̂(Y |EY ,X) =
1
t

∑t

i=1
log p(yi|yi−1, ..., y1, EY ,X)

Thus, the overall generation scoring function is as follows:

s(Y, EY |X) = λ log p(EY |X) + (1 − λ)l̂(Y |EY ,X) (7)

where λ is the weight parameter.

5 Experiments

5.1 Experiment Setup

Data. The dataset comes from the NTCIR-12 STC task [15]. Table 2 gives some
details from this dataset. The comments and their official evaluated scores for
the test posts are collected by pooling the top ten results from all participants’
submissions. There are three levels of judgment, L2, L1 and L0, which correspond
to gain values of 3, 1, and 0. We also hire three assessors to label new generated
comments in our experiments using the same criteria [15] and evaluation protocol
as NTCIR. In the overall labeling period, the three assessors achieve 0.259 in
terms of Fleiss’ kappa [7]. This means they reach fair agreement. We choose the
median value of three assessors’ ratings as the final label.

For training the emotion-aware neural response generation model, the
ground-truth emotion labels of the comments EY are necessary. We train the
classifier to obtain emotion labels using Kim-CNN [11] on a large scale Weibo
dataset which contains a total of 1,200,000 short texts with emoticons (e.g., smi-
ley face). Emoticons have been used in a number of previous studies to determine
the emotions of a text [20]. Similarly, we also map emoticons to emotions (e.g.,
smiley face to happiness). Then the labeled short text with emoticons removed
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are used for training. We test the emotion classifier on the labeled data created
in the data analysis section. For the six categories, the overall accuracy is 0.503
which is acceptable for a 6-class classification task.

Training Details. We choose the Jieba Chinese word breaker1 to cut the short
text sentences into word sequences. Since the distribution on words for posts and
comments are different, we construct two vocabularies, each of which contains
the 40,000 most frequent words for posts and comments. The max length of post
and comment sentences is set to 40 words to reduce training costs.

We implement our model using Chainer2 Gated recurrent unit (GRU) are
used for RNN encoder and decoder and the hidden size is set to 512. The word
embedding length and emotion embedding length are 200 and 100, respectively.
We use the Adadelta algorithm [21] as the training optimizer. We initialize model
parameters by sampling from a uniform distribution between −0.1 and 0.1. λg

and λ are empirically set to 1.0 and 0.5 by the validation dataset.

Measurements. We use three official measures of the NTCIR-12 STC task [15]:
Normalized Gain at Rank 1 (nG@1), Normalized Expected Reciprocal Rank at
10 (nERR@10) and P+. We further choose Diversity in [22] for measuring
the generated result. For all metrics, high values represent good performance.

Baselines

– Generation-based models. We compare our models with a generative
model without involving emotion. This model is exactly the same as the local
scheme of the Neural Responding Machine in [14] (denoted as NRM Loc).
We denote our two-step learning model as ENRG Split and joint learning
model as ENRG Joint. To evaluate our model in detail, two contrasting
implementations are proposed: 1) We use a uniform emotion distribution
among all emotions. This uniform distribution is used to replace the emotion
estimator in the joint learning model (denoted as ENRG Uniform); 2) We
use the emotion transition probabilities in Fig. 2 to predict the response emo-
tion according to the post emotion (denoted as ENRG Transition). Here
the post emotion is predicted by our emotion classifier trained before.

– Retrieval-based models. The STC task in NTCIR-12 collects several
retrieval-based results [15]. We therefore choose (1) BUPT-C-R4 which is
the best performer in the STC task; (2) IR base which is our retrieval-based
method that is submitted to the STC task and officially evaluated.

5.2 Evaluation on Generation Results

In this experiment, we compare the generation results of our four proposed
ENRG models with the existing NRM Loc model. For each ENRG model, we
1 https://github.com/fxsjy/jieba.
2 A flexible framework of neural networks for deep learning, http://chainer.org.

https://github.com/fxsjy/jieba
http://chainer.org
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first calculate the probabilities of each candidate emotion being the responding
emotion. Then we generate the top ten comments using beam search with a beam
size = 30 for each responding emotion, and rank the results by the proposed
scoring function. For NRM Loc, we use the same beam search to generate the
top ten comments without considering emotion. Results are shown in Table 3.

Table 3. Evaluation result of generation methods. We conduct student t-tests between
NRM Loc and other methods and there is no significant difference. We also conduct
t-tests between ENRG Uniform and other methods. “�” means that p-value < 0.05.

Runs Mean nG@1 Mean nERR@10 Mean P+ Diversity

NRM Loc 0.3533 0.5166 0.5203 0.8503

ENRG Uniform 0.3233 0.4786 0.4825 0.8488

ENRG Transition 0.3667� 0.5277� 0.5345� 0.8535

ENRG Split 0.3767 0.5410� 0.5351� 0.8356

ENRG Joint 0.3800� 0.5441� 0.5402� 0.8669

The table shows that our emotion-aware neural response generation mod-
els ENRG Joint and ENRG Split, as well as ENRG Transition, outperform
NRM Loc on all three STC metrics. This result shows that emotion informa-
tion does help in generating suitable comments when it is modeled reasonably.
On the other hand, ENRG Uniform performs worse than the model without
any assumption about the comment emotion (NRM Loc), which shows that an
unreasonable assumption of the relevance of emotions would be of more harm
than help.

ENRG Joint not only leads to a significant improvement over ENRG Uniform
(p < 0.05 for nG@1, nERR@10 and P+), but also makes an improvement over
ENRG Transition on all metrics. This indicates that the appropriate comment
emotion should be post-dependent.

Compared with ENRG split, ENRG Joint performs better in nG@1,
nERR@10 and P+. This confirms the advantage of training two modules
together. By sharing the same encoder parameters, the learning quality of the
post context can be improved because it can benefit from both objectives. Among
all generation models, ENRG Joint can generate the most diverse responses,
whereas ENRG split has even lower diversity than NRM Loc. This suggests that
disconnecting emotion estimation and response generation may not be the best
solution.

Case Study. To understand how each method works, we provide some exam-
ples of the top-ranked responses in Fig. 5. We can see that NRM Loc only gener-
ates comments with popular positive emotions for the example post. Meanwhile,
ENRG Joint generates a sad comment “I can’t go there, what a pity” which is
also suitable for responding to the same post. This indicates that our model has
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a better ability to generate diversified comments of different appropriate emotion
classes than a model that does not explicitly manage emotions.

5.3 Evaluation on Retrieval-Based Results

For each generative method, we re-rank the top ten comments given by the
retrieval-based baseline method IR base. All these re-ranking results can be eval-
uated by the test labeled data and compared with other retrieval-based results
in NTCIR-12 STC-1. We compare our models with three baseline methods:
IR base, BUPT-C-R4 and NRM Loc. Results are shown in Table 4.

The results indicate that any re-ranking method on top of the retrieved
comments can improve performance, validating the hypothesis that an explicit
consideration of emotions would help determine more appropriate comments.

Different from the previous results in comment generation, we no longer
observe a clear superiority of ENRG Joint and ENRG Split over ENRG Uniform
and ENRG Transition. We believe that the reason lies in the limited number of
candidates which the re-ranking models have to work with. As the selection of
the retrieved comments does not involve emotions explicitly, the comments may
express very few emotions. Thus the effect of our emotion estimator is limited.

Fig. 5. Four comments generated by ENRG Joint and NRM Loc for the test post.

Table 4. Comparing the methods of applying different generation models in re-ranking
our retrieval-based results with baseline methods. We conduct student t-tests between
the IR base and the other methods. “�” means that p < 0.05.

Runs Mean nG@1 Mean nERR@10 Mean P+

IR base 0.3367 0.4592 0.4854

BUPT-C-R4 0.3567 0.4945 0.5082

NRM Loc 0.3967 0.5169* 0.5470*

ENRG Uniform 0.4133* 0.5309* 0.5624*

ENRG Transition 0.4167* 0.5211* 0.5536*

ENRG Split 0.4200* 0.5201* 0.5563*

ENRG Joint 0.4200* 0.5240* 0.5565*
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6 Conclusions

In this paper, we investigate how emotion influences responses to posts in human
conversations. We propose an emotion-aware neural response generation solution
for short text conversation. Our proposed approach performs the best in exper-
iments of both generation and re-ranking scenarios on a public dataset. In the
evaluation of generated results, our jointly learning model improves performance
over the baseline generation-based method by 6.6% in nG@1, 5.3% in nERR@10
and 3.9% in P+. In re-ranking retrieval-based results, our method significantly
beats the baselines and achieves 24.7% improvement in terms of nG@1.
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Abstract. Spoken Language Understanding (SLU) is a critical compo-
nent in spoken dialogue systems. It is typically composed of two tasks:
intent detection (ID) and slot filling (SF). Currently, most effective mod-
els carry out these two tasks jointly and often result in better perfor-
mance than separate models. However, these models usually fail to model
the interaction between intent and slots and ties these two tasks only by a
joint loss function. In this paper, we propose a new model based on bidi-
rectional Transformer and introduce a padding method, enabling intent
and slots to interact with each other in an effective way. A CRF layer
is further added to achieve global optimization. We conduct our exper-
iments on benchmark ATIS and Snips datasets, and results show that
our model achieves state-of-the-art on both tasks.

Keywords: SLU · Transformer · CRF · Joint method

1 Introduction

Spoken language understanding (SLU) is an important part of a dialogue system.
An utterance of a user is often first transcribed to text by an automatic speech
recognizer (ASR) and then converted by the SLU component to the structured
representations. The result of SLU is passed to dialogue management module to
update dialogue state and make dialogue policy. Therefore, the performance of
SLU is critical to building an effective dialogue system [24].

SLU usually involves intent detection (ID) and slot filling (SF). Typically,
ID is regarded as a semantic utterance classification problem and different clas-
sification methods can be applied [3,6]. Meanwhile, SF is usually treated as a
sequence labeling problem. that maps a word sequence x = (x1, ..., xT ) to the
corresponding slot label sequence y = (y1, ..., yT ). Popular approaches to per-
form SF include conditional random fields (CRFs) [13], support vector machines
(SVMs) [12] and maximum entropy Markov models (MEMM) [16].

In recent years, neural network approaches have demonstrated outstanding
performance in a variety of NLP tasks, and RNN-based methods have been
widely applied in the SLU area [5,17]. Despite the success they have achieved,
the sequential nature of RNNs precludes any parallelization. Besides, in SLU,
c© Springer Nature Switzerland AG 2019
J. Tang et al. (Eds.): NLPCC 2019, LNAI 11838, pp. 130–141, 2019.
https://doi.org/10.1007/978-3-030-32233-5_11
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Utterance show flights from Seattle to San Diego tomorrow
Slots O O O B-fromloc O B-toloc I-toloc B-departdate
Intent Flight

Fig. 1. An example of ATIS sentence with annotated slots using the IOB scheme and
intent. The B- prefix before a tag indicates that the tag is the beginning of a chunk,
and an I- prefix before a tag indicates that the tag is inside a chunk. An O tag indicates
that a token belongs to no chunk.

slots are determined not only by the associated items, but also by context. As
shown in Fig. 1, the corresponding slot label for city name Seattle is B-fromloc,
but it could also be B-toloc, if the utterance is show flights from San Diego to
Seattle tomorrow. Note that this is different from Named Entity Recognition
(NER), which in general has less dependency on context than SF task (in the
above example, Seattle can be simply recognized as a Location). Compared to
RNNs, we believe that Transformer, which is based on self-attention mechanism
and capable of learning the internal structure of a sentence [20], is better at
capturing such dependency. Besides, it allows for more parallelization within the
sentences.

CRF has long been known to be able to explicitly model the dependency
among the output labels, which is a very advantageous feature for sequence
labeling task [15]. It has been widely used in sequence labeling tasks like named
entity recognition and Chinese word segmentation [10]. In SLU areas, it has also
been exploited [21,25]. In this work, we add a CRF layer for SF to achieve global
optimization.

ID and SF are traditionally treated separately. In recent years, joint models
have been proposed and lead to better performance [7,14]. The main rationale of
such methods is that these two tasks are not independent but intrinsically linked.
For example, an utterance is more likely to contain departure and arrival cities
if its intent is to find a flight, and vice versa [25]. To perform these two tasks
jointly, we first pad the input sequence with a special token BOS at the beginning
and use the representation of this token learned by bidirectional Transformer to
predict the intent of the whole sentence. We argue that this method is especially
suitable for joint ID and SF due to its ability to allow intent and slots to directly
attend to each other. Previous work links these two tasks only by a joint loss
function, thus may fail to make full use of the interaction between these two
tasks. [5] tackles this problem via slot-gated mechanism, leveraging intent vector
to influence slots prediction. However, this kind of influence is only one way.

Our contributions are three-fold:

(1) We analyze and highlight the advantageous features of bidirectional Trans-
former when applied to SLU. To the best of our knowledge, this is the first
attempt to introduce the Transformer architecture into this area.

(2) We propose a padding method that allows slots and intent to interact with
each other in an elegant and effective way.
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(3) Experiments demonstrate that our new model achieves state-of-the-art for
both ID and SF. Specifically, on ATIS, our model achieves 97.2% accuracy
on ID and 95.1% F1 score on SF. On snips, the performance boost is more
significant, with ID accuracy of 98.9% and SF F1 score of 93.3 %.

The rest of the paper is organized as follows. In Sect. 2 we introduce our proposed
model. We give our experiment settings and results in Sect. 3. The related work
is surveyed in Sect. 4. The conclusion is given in the last section.

2 Model

Figure 2 gives an overview of our proposed model. The input is a sequence of
words in an utterance, and the output is the annotated slots using IOB scheme,
plus the intent of the whole utterance. A detailed description is given below.

...show flights from Seattle tomorrowBOS

Transformer encoder

FC layerFC layer

CRF layer

...O O O B-fromloc B-departdateFlight

Fig. 2. The architecture of the proposed model. We pad the input utterance with a
BOS symbol, and use the representation of this symbol to perform ID. For SF, we
utilize a CRF layer to perform global optimization.

2.1 Word Representations

We first convert the input word sequence (w1, ..., wT ) to a sequence of word
embeddings (ê1, ..., êT ) and use these embeddings as model input.

Given the limited size of the ATIS dataset, one may assume that using pre-
trained word embeddings to initialize the embedding layer may lead to better
performance. We examine this idea with GloVe vectors [18], and did not notice
any improvement in performance. We instead employ a simple randomly initial-
ized embedding layer.
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Fig. 3. The structure of Transformer encoder [20], which is composed of a stack of N =
6 identical layers. Each layer has two sub-layers. The first is a multi-head self-attention
mechanism, and the second is a fully connected feed-forward network. Residual con-
nection [8] and layer normalization [2] are employed around each of the two sub-layers

Following [17], we use a context word window as the input to our model.
Given d the window size (which is a hyperparameter), we define the d-context
window as the ordered concatenation of 2d + 1 word embeddings, i.e. d previous
word embeddings followed by the word of interest and next d word embeddings.
Formally,

et = [ ˆet−d, . . . , êt, . . . , ˆet+d] (1)

Our model input is these concatenated word embeddings (e1, ..., eT ). In this
window approach, one might wonder how to build a d-context window for the
first/last words of the sentence. We adopt a simple approach to replicate their
word embeddings several times, depending on the exact positions of the words
and the window size d, and then perform the concatenation.

2.2 Transformer and Self-attention Mechanism

The Transformer was first proposed in [20] for the task of Neural Machine Trans-
lation (NMT). It consists of a bidirectional Transformer (“Transformer encoder”)
and a left-to-right Transformer (“Transformer decoder”). The encoder first maps
an input of symbol representations (x1, ..., xn) to a sequence of continuous rep-
resentations (z1, ..., zn), which is later used by the decoder to generate an output
sequence (y1, ..., yn) of symbols one at a time. Note that in our model only the
Transformer encoder is employed.

As shown in Fig. 3 the transformer encoder is composed of N identical layers,
each of which consists of two sub-layers, namely the self-attention layer and
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the position-wise fully connected layer. The core idea behind the Transformer
encoder is the self-attention mechanism, which relates different positions of a
sentence in order to compute a representation of it. Given Q, K, V the packed
queries, keys and values respectively and dk the dimension of keys, The attention
mechanism used in Transformer can be formally put as:

Att(Q,K) = softmax(
QKT

√
dk

) (2)

Vatt = Att(Q,K)V (3)

[20] find that multi-head attention perform better than a single attention func-
tion. The intuition behind is that if we only computed a single attention weighted
sum of the values, capturing different aspects of the input would be difficult. To
learn diverse representations, the multi-head attention applies different linear
transformations to the values, keys, and queries for each “head” of attention.
Following their approach, we first project the queries, keys and values h times
with different linear projections to dk, dk and dv dimensions respectively. We
then perform the attention function on each of these projected vectors, result-
ing in dv-dimensional output values, which are concatenated and once again
projected, yielding the final values. Formally,

Multi(Q,K, V ) = [head1, . . . , headh]WO (4)

headi = Attn
(
QWQ

i ,KWK
i , V WV

i

)
(5)

where the projections are parameter matrices WQ
i ∈ Rdmodel×dk ,WK

i ∈
Rdmodel×dk ,WV

i ∈ Rdmodel×dv and WO ∈ Rhdv×dmodel .
While in a self-attention layer, Q, K and V are from the same place, namely

the previous layer in the encoder. Thus each position in the encoder can attend
to all positions in the previous layer. This feature allows the Transformer to
ignore the distance between words and directly compute dependency relation-
ships, making it especially suitable for tasks like SF that depends heavily on
context.

Apart from attention sub-layers, each of the layers in the Transformer encoder
contains a fully connected feed-forward network, which consists of two linear
transformations with a ReLU activation in between (see Fig. 3).

2.3 Padding Method for Joint ID and SF

To carry out SF and ID jointly, we propose a simple yet highly effective method.
We first pad the input sequence with a special token BOS at the beginning
and use the representation of this token learned by bidirectional Transformer to
predict the intent of the whole utterance. The new input and output sequences
for our model are:

X = BOS, x1, ..., xn (6)

Y = intent, y1, ..., yn (7)
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In Subsect. 2.2, we mention that the self-attention mechanism of Transformer
allows each position in the encoder to attend to all positions in the previous
layer. Combined with our padding method, intent and slots can now directly
interact with each other. Most of the previous joint models model the relation-
ship between intent and slots implicitly by a joint loss function [7,14,25], or,
by mechanisms like “slot-gated” [5], leveraging intent vector to influence slots
prediction (note that this kind of influence is one way). Our model, on the other
hand, allows intent and slots to influence each other in both directions while
maintains simplicity. By considering the cross-impact between intent and slots,
both ID and SF get improved.

2.4 Task Specific Layers

Given dm the dimension of bidirectional Transformer and l the length of input
sentence (including the padding in the beginning), the output of bidirectional
Transformer is a matrix T ∈ Rl∗dm . To perform ID, we extract the first row of
T (named as T 0), and apply the softmax function to the linear transformation
of T 0 to get the probability distribution yi over all intent labels:

yi = softmax(W iT 0 + bi) (8)

where Wi and bi are model parameters.
The remaining part of T (named as T− ∈ R(l−1)∗dm) is used for SF, with

each row corresponding to a position to be labeled (l − 1 in total). We then
perform a linear transformation:

Ss = W sT− + Bs (9)

where Ws and bs are model parameters.
Similar to Eq. 8, we can then directly apply a softmax function in order to get

the final probability distribution over all the slot labels. However, this method
has the disadvantage of allowing illegal label combinations to be outputted.
For example, an I-fromloc after a B-toloc is clearly invalid and yet could be
potentially created by such a method.

To address this problem, we feed Ss into a CRF layer, which can add some
constraints to the final predicted labels to ensure that they are valid. These
constraints are learned by the CRF layer automatically from the training data.

The loss function of the model is the sum of negative log-probability of the
correct tag sequence for both intent and slot.

L(θ) = Σ(ls,li,U)∈D (αLs(θ) + Lu(θ)) (10)

where D is the dataset. Lu(θ) and Ls(θ) are loss for ID and SF respectively. We
use a weighted factor α to adjust the importance of the two tasks.
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Table 1. Statistics of the ATIS and Snips dataset.

ATIS Snips

#Slots 120 72

#Intents 21 7

Vocabulary size 722 11241

Training set 4478 13084

Dev set 500 700

Test set 893 700

Table 2. Intents and examples of the Snips dataset.

Intent Utterance example

SearchCreativeWork Find me the I, Robot television show

GetWeather Is it windy in Boston, MA right now?

BookRestaurant I want to book a highly rated restaurant tomorrow night

PlayMusic Play the last track from Beyonc off Spotify

AddToPlaylist Add Diamonds to my roadtrip playlist

RateBook Give 6 stars to Of Mice and Men

SearchScreeningEvent Check the showtimes for Wonder Woman in Paris

3 Experiment

3.1 Datasets

To fully evaluate the proposed model, we conducted experiments on two datasets:
ATIS and Snips. The details of these two dataset are given below (Table 1):

ATIS. The Airline Travel Information Systems (ATIS) [9] dataset has long been
exploited in SLU. There are some variants of the ATIS dataset. In this work,
we use the same one as used in [14,17,25]. There are 4,978 utterances in the
training set and 893 in the test set. There are in total 127 distinct slot labels
and 17 different intent types.

The ATIS dataset also has extra named entity (NE) features marked via
table lookup, which are utilized by many of the previous researchers [4,17,25].
For the sake of generalization, we did not utilize these features in our study.

Snips. We obtain this dataset from [5]. It is in the domain of personal assistant
commands. Compared to the ATIS corpus, the Snips dataset is more complicated
in terms of vocabulary size and the diversity of intent and slots. There are
13,084 utterances in the training set and 700 utterances in the test set, with a
development set of 700 utterances. There are 72 slot labels and 7 intent types.
As shown in Table 2, the diversity of intents and slots is an important feature of
Snips dataset. Slots of places in ATIS are generally limited to American cities
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and intents are all about flight information, while Snips contains intents like
RateBook and GetWeather that come from total different topics.

Table 3. Intent accuracy and slot filling F1 scores on ATIS and Snips datasets (%).
The reported results are from [5].

Model ATIS Snips

ID SF ID SF

Bi-LSTM [7] 92.6 94.3 96.9 87.3

Attention-Based RNN [14] 91.1 94.2 96.7 87.8

Slot-Gated(Full Attn.) [5] 93.6 94.8 97.0 88.8

Slot-Gated(Intent Attn.) [5] 94.1 95.2 96.8 88.3

Our model 97.2 95.1 98.9 93.3

Table 4. Comparison between joint and separate models on the Snips dataset. Joint
model is our proposed model in Fig. 2. Separate-ID model only contains the shared
layer and ID specific layer, and it is the same way for Separate-SF model.

Model ID SF

Separate-ID 96.4 –

Separate-SF – 92.8

Joint 98.9 93.3

3.2 Training Procedure

We trained our models on a single NVIDIA GeForce GTX 1080 GPU. The
dimension of word embedding is set to 80 and 120 for ATIS and Snips dataset
respectively. The context window size is 1 for both datasets. Dropout layers are
applied on both input and output vectors during training for regularization; the
dropout rate is set to 0.5. The number of layers of bidirectional Transformer is
set to 6. The batch size is set to 32. We use Adam optimizer for the training
process. All these hyperparameters are chosen using the validation set.

We use Adam [11] for the training process to minimize the cross-entropy loss,
with learning rate = 10−3 β1 = 0.9, β2 = 0.98 and ε = 10−9. The CRF layer
is implemented with AllenNLP, which is an open-source NLP research library
built on PyTorch.

3.3 Experimental Results

Overall Performance. We use F1 score and accuracy as evaluation metrics for
SF and ID respectively. Note that some utterances in ATIS corpus have more
than one intent labels. Following [5], we require that all of these intent labels
have to be correctly predicted if a sentence is counted as a correct classification.
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Fig. 4. Influence of the number of layers of Transformer encoder on F1 score.

We compare our model against some baselines and the results are demon-
strated in Table 3. We here use the scores reported in [5] since we use the same
dataset and evaluation settings.

On the ATIS dataset, we achieve the state-of-the-art for SF and outperform
the best reported results for ID by a large margin. On the Snips dataset, the
performance boost is more significant, with 1.9% and 4.5% absolute improvement
for ID and SF respectively. We contribute the improvement to the following
reasons: (1) All but a few previous works are RNN-based, and Transformer has
recently shown its superior fitting ability in many other NLP areas. (2) Our
padding method allows intent and slots to interact with each other in a simple
and effective way.

Generally speaking, our model performs better on the Snips dataset, which
is larger and more diverse. This difference shows the potential for our model to
be applied in an open domain area.

Joint vs. Separate. To further assess the effectiveness of our padding method,
we compare our joint model with separate models on the Snips dataset, and
the results are shown in Table 4. Apparently, the joint model outperforms the
separate models on both tasks (0.5% and 2.5% absolute improvement for SF
and ID respectively). The results suggest that the correlation between slots and
intent is learned by our joint model and contributes to both tasks.

Layers of Transformer. In the experiments, we also notice that the layer
of Transformer influences the final performance a lot. As shown in Fig. 4, we
achieve the best F1 score with 3 layers of Transformer. When the number of
layers grows larger than 3, the performance drops significantly. We also notice
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that simple concatenation of representations from different layer can lead to
better performance, and we leave this to future work.

4 Related Work

Historically, SF task originated mostly from non-commercial projects such as
the ATIS project, on the other hand, ID emerged from the call classification
systems after the success of the early commercial interactive voice response (IVR)
applications used in call centers. Many traditional machine learning approaches
have since been used in this area [6,12,19].

In recent years, RNN-based methods have defined the state-of-the-art in SLU
research. [23] adapted RNN language models to perform SLU, outperforming
previous CRF result by a large margin. They attribute the superior performance
to the task-specific word representations learned by the RNN. [17] investigated
different kinds of RNNs for slot filling and shown that Elman RNN performed
better than Jordan RNN. [22] used a deep LSTM architecture and investigated
the relative importance of each gate in the LSTM by setting other gates to a
constant and only learning particular gates.

There have been many attempts to learn ID and SF jointly. [21] first proposed
a joint model for ID and SF based on convolutional neural network (CNN). [14]
proposed an attention-based neural network model and beat the state-of-the-
art on both tasks. [25] used a GRU-based model and max-pooling method to
jointly learn these two tasks. [7] proposed a multi-domain, multi-task sequence
tagging approach. Despite their success, these models did not explicitly model
the interaction between ID and SF and only tied these two tasks through a
joint loss function. [5] pointed this problem out and tackled this with gated
mechanism, leveraging intent vector to influence slots prediction. [1] extended
this idea by combining the intent vector with self-attention representations.

Self-attention is an attention mechanism relating different positions of a sin-
gle sequence in order to compute a representation of the sequence, it is especially
efficient at learning long-range dependencies. Based on the self-attention mech-
anism. The Transformer was first proposed in [20] for NMT and achieved huge
improvement on BLEU scores. Some researches have successfully adapted this
architecture to other tasks like sentence simplification [26] and video caption-
ing [27]. However, to the best of our knowledge, this architecture has not been
applied in the SLU area.

5 Conclusion

Most previous works for ID and SF are RNN-based. In this paper, we analyze and
highlight the advantageous features of bidirectional Transformer when applied
to SLU. To our knowledge, this is the first attempt to introduce the Transformer
architecture into this area. Using a simple padding method, we jointly perform
SF and ID and boost the performance for both tasks. Experiments show that our
model outperforms the state-of-the-art results by a large margin. We encourage
more researches in this direction.
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Abstract. Retrieval-based dialogue systems have shown strong perfor-
mances on both consistency and fluency according to several recent
studies. However, their robustness towards malicious attacks remains
largely untested. In this paper, we generate adversarial examples in
black-box settings to evaluate the robustness of retrieval-based dialogue
systems. On three representative retrieval-based dialogue models, our
attacks reduce R10@1 by 38.3%, 45.0% and 31.5% respectively on the
Ubuntu dataset. Moreover, with adversarial training using our generated
adversarial examples, we significantly improve the robustness of retrieval-
based dialogue systems. We conduct thorough analysis to understand
the robustness of retrieval-based dialog systems. Our results provide
new insights to facilitate future work on building more robust dialogue
systems.

Keywords: Retrieval-based dialogue systems · Adversarial examples

1 Introduction

Intelligent agents that communicate with human in natural language have been
applied to many down-stream applications, such as question-answering, negoti-
ation, electronic commerce [6,17,18]. Specially, retrieval-based dialogue systems
have shown strong performances on both consistency and fluency. The current
state-of-the-art system achieves 78.6% R10@1 on the Ubuntu dataset. However,
achieving excellent performance does not indicate that retrieval-based dialogue
systems really understand natural language and will also work well when coun-
tering malicious attacks. Currently, retrieval-based dialogue systems use a test
set to measure models. High accuracy on test set indicates an excellent model on
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J. Tang et al. (Eds.): NLPCC 2019, LNAI 11838, pp. 142–154, 2019.
https://doi.org/10.1007/978-3-030-32233-5_12

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-32233-5_12&domain=pdf
https://doi.org/10.1007/978-3-030-32233-5_12


Evaluating the Robustness of Retrieval-Based Dialogue Systems 143

condition that the test set represents the real-world [15]. However, since the test
set is usually created along with a training set, the test set is likely to have the
same distribution as its corresponding training set, which does not necessarily
represent real-world scenarios.

Table 1. An example from the Douban dataset. The model labels the original positive
response correctly with Label 1 (in bold), but the model is fooled by our adversarial
example generated by replacing words with synonyms (RSW) (in italic).

Context

Speaker A When others accept me, I always deny myself in public unconsciously

Speaker B Confidence is an inner emotion

Speaker A How to cultivate confidence?

Speaker B You must depend on yourself

Speaker A I am excellent

Responseori Am I excellent ? (Label=1)

ResponseRSW Am I outstanding ? (Label=0 )

To better understand the robustness of retrieval-based dialogue systems, we
conduct empirical studies and propose methods to generate adversarial examples
to attack retrieval-based dialogue systems in black-box settings. There are several
interesting findings. First, we observe that the performance of models is related
to the degree of word overlap between context and response. High accuracy
corresponds to high word overlap. Besides, we consider adversarial attacks by
inserting important words using TF-IDF score, synonym substitution, shuffling
words, and repeating some words to generate adversarial examples in the test set.
We also generate uninformative and generic responses to evaluate the sensitivity
of the retrieval-based models to generic responses. Table 1 gives an example of
one adversarial example we generated by replacing words with synonyms.

To improve the robustness of retrieval-base dialogue systems, we conduct
adversarial training [12] to protect the retrieval-based dialogue models from
attacks. Specifically, we randomly select 100, 000 examples from the training
set to generate adversarial examples and train the models again.

Challenges and Our Contributions. Earlier adversarial example studies
focused on image classification. Several recent works have extended it to nat-
ural language processing (NLP) tasks, such as text classification [4], question-
answering [15], and reading comprehension [8]. Different from these tasks, the
evaluation of retrieval-based dialogue systems has unique characteristics. Specif-
ically, if we change positive examples into negative responses, the accuracy of the
models can not be evaluated by standard evaluation metrics used in the previ-
ous works [18,19]. This leads to several challenges including (1) How to measure
the success of an attack and (2) how to make effective adversarial examples
considering the characteristics of retrieval-based dialogue models and the data
sets.
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(a) (b)

Fig. 1. (a) The effect of α on the performance of SMN on the Ubuntu data. (b) The
effect of β on the performance of SMN on the Ubuntu data. In both figures, we report
the most important metric R10@1.

In this paper, we tackle the aforementioned challenges by proposing new
evaluation metrics and carefully designing adversarial examples. We highlight
our major contributions as following:

– To the best of our knowledge, this is the first work to measure the robustness
of retrieval-based dialogue systems under adversarial attacks.

– Carefully design adversarial example generation methods, which successfully
fool retrieval-based dialog systems.

– We significantly improve the robustness of retrieval-based dialogue systems
with our proposed adversarial training methods.

2 Empirical Observations

In this section, we present two empirical observations about the performance of
matching model. All experimental results in this section are based on SMN [19]
(the most representative model) with Ubuntu Dialogue Corpus [11], which is the
most typical data set for retrieval-based dialogue systems.

(1) The performance of context-response matching models is closely related to
the degree of word overlap between context and its corresponding response.

Suppose that lc represents the set of words contained in context c and lr+ is
the set of words contained in positive response r+. |lc ∩ lr+ | represents word
overlap numbers between context c and positive response r+. Then we obtain
normalized word overlap degree α, which can be formulated as:

α =
|lc ∩ lr+ |

min(|lc|, |lr+ |) . (1)

Besides, we also take into account the word overlap between context and
its corresponding negative responses. Suppose that R− represents the negative
responses pool for each context in test set. lr−j

is the set of words contained in
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negative response r−
j among R− and |lc ∩ lr−j

| represents word overlap numbers

between context c and negative response r−
j . β is defined as:

β =
arg maxr−j ∈R−(|lc ∩ lr−j

|)
|lc ∩ lr+ | . (2)

Figure 1 shows that how the performance of SMN model changes along with
word overlap degree α and β. From Fig. 1(a), we can see that the performance of
models gradually improves with the increase of word overlap degree α. According
to Fig. 1(b), we observe that the higher word overlap numbers between contexts
and negative responses is, the more models would be interfered in choosing a
positive response as a correct answer, which leads to lower accuracy. We suspect
that a critical factor for the performance of models is the degree of word overlap
between contexts and responses.

(2) Over-stability: The performance of context-response matching models mostly
depends on a few important words in the response.

To determine the words set in positive responses that network considers most
important, we compute the importance of each word in positive responses. We
calculate the relative change of R10@1 when a particular word is erased.

Let D = {(ci, {r+i,j}n
+
i

j=1, {r−
i,k}

n−
i

k=1)}Ni=1 is a test set, where ci is a conversa-
tion context, ∀j ∈ {1, . . . , n+

i }, r+i,j is a positive response candidate that prop-
erly replies to ci, and ∀k ∈ {1, . . . , n−

i }, r−
i,k is a negative response candidate.

g(ci, r+i,j) denotes a score of correct label between positive response r+i,j and its
corresponding context ci. For each positive example in the test set, we erase one
word wijz in positive response at a time, then compute relative change of the
score. The importance s(wijz) of word wijz could be formulated as:

s(wijz) =
1

|N |
∑

n∈N

g(ci, r+i,j) − g(ci, r+i,j − wijz)

g(ci, r+i,j)
, (3)

where g(ci, r+i,j − wijz) represents the score between the rest part of a positive
response r+i,j removing z-th word wijz and its corresponding context ci. N is
the word wijz appearing times in positive response r+i,j . A high score s(wijz)
represents that word wijz has a high attribution.

We calculate the R10@1 score on context-response matching models when we
only keep top k ∈ (1, 2, 3, 4, 5, 6) important words in responses. Figure 2 shows
how the relative accuracy changes when k varies from 1 to 6, in which relative
changes represents that the current accuracy is divided by original accuracy.
The result shows that remaining one word in the response enables the model
to achieve more than 70% relative accuracy. The relative accuracy increases
almost monotonically with the number of reserved words in responses. This
indicates another critical factor that models select a response depending on a
set of important words.
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Fig. 2. Relative accuracy as the number of reserved words changes on the Ubuntu
data, compared with its original accuracy.

3 Attacking Approaches

In this paper, we consider a series of adversarial approaches to evaluate the
robustness of existing context-response matching models.

3.1 Insert Important Words

The basic idea of the algorithm TF-IDF is to represent a context ci as a vector
ci = (ci1, ci2, ..., cik), where k is the number of words in the context. Suppose
that wim is the m-th word of i-th context ci, TF (wim) is the number of times
wim occurs in all contexts. DF (wim) is the number of contexts in which the
word wim occurs at least one time. IDF (wim) can be formulated as:

IDF (wij) = log(
|M |

DF (wij)
), (4)

where M is the number of all contexts. IDF (wim) is low if the word wim is in
many contexts and is high if the word wim occurs less times [9]. The feature
value cim of word wim can be formulated as:

cim = TF (wim) · IDF (wim) (5)

Then we get the weight of word wim in the context. For each negative exam-
ples, we select the top three words (c1i , c

2
i , c

3
i ) with high TF-IDF values in context

ci to replace three words with the same part of speech in its corresponding neg-
ative response ri, where ri = (r1i , ..., r

i
i, ..., r

j
i , ..., r

k
i , ..., rqi ). The adversarial neg-

ative response can be formulated as ai = (r1i , ..., c
1
i , ..., c

2
i , ..., c

3
i , ..., r

q
i ). Table 2

shows an example about this attack. We identify the part of speech (POS) of
words by using the POS tagger in the NLTK library for the Ubuntu data and
jieba for the Douban data.

3.2 Replace Words by Synonyms

We conduct synonym replacement (excluding stops words and named entities)
utilizing WordNet from NLTK. The negative responses and contexts are unal-
tered. This adversarial method keeps the syntax, semantics and meaning of pos-
itive responses invariant, which will not affect the performance of models ideally.
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3.3 Shuffling Words

To learn if models could understand words order in sentences, we randomly shuf-
fle words in positive responses. Negative responses and contexts keep unchanged.
Since words order alters, positive responses turn into negative responses. In the
adversarial attack, the lower the adversarial evaluation metrics are, the more
robust the models are.

Table 2. An example from the Douban data. The model labels an original negative
response correctly with Label 0 (in bold), but is fooled by inserting important words
(IIW) (in italic).

Context

Speaker A What browser do you use?

Speaker B Which one do you think best?

Speaker A QQ browser

Speaker B Good eye

Speaker A Thank you

Speaker B Your avatar is stupid

Responseori That is good. I draw abstractionism (Label=0)

ResponseIIW That is stupid. I use browser (Label = 1 )

3.4 Repeat Some Words

It is well known that since human labeling is expensive and exhausting, most of
the existing works adopt a simple method to automatically build a data set, in
which response candidates are almost obtained from generated-based models on
most practical applications. However, the generated-based models often generate
responses with duplicate words. It is necessary to verify the robustness of models
in this case.

Specifically, we consider two strategies to repeat words in positive responses,
namely RSWL

2
and RSW1. In the first strategy, we randomly choose L

2 words
to repeat one time in a positive response, where L is the length of the posi-
tive response. In the other strategy, we randomly select one word to repeat L

2
times in the positive response. Considering changes in sentence fluency, the pos-
itive responses become negative responses. The model should be able to distin-
guish the unnatural behavior and adversarial evaluation metrics should decrease
ideally.

3.5 Retain the Nouns, Pronouns and Verbs

In this attack method, we observe that whether models could recognize integrity
of sentence components. Using the POS tagger functionality of NLTK library,
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the positive responses only contain nouns, pronouns and verbs by removing
adjectives, adverbs and prepositions, etc. This attack method makes positive
responses lose their original meaning. Hence, the positive responses turn into
negative responses due to incomplete sentence components.

3.6 Neutral and Generic Responses

Neutral and generic responses are readily regarded as suitable responses in most
cases, but these responses contain little information and are meaningless. To
understand whether models could distinguish neutral and generic responses in
the vector space correctly, we come up with some neutral and generic responses,
such as “I am sorry can you repeat” and “Fantastic that sounds good”. We
replace all positive responses with neutral responses in the test set to evaluate
the robustness of models for neutral responses.

Table 3. Results of IIW, RSW adversarial evaluation on the SMN, DAM, MFRN
models. All three models can be fooled by adversarial examples. “BASE” represents
the baseline of models.

Attack Ubuntu Corpus Douban Conversation Corpus

R2@1 R10@1 R10@2 R10@5 MAP MRR P@1 R10@1 R10@2 R10@5

SMN BASE 0.926 0.726 0.847 0.961 0.529 0.569 0.397 0.233 0.396 0.724

IIW 0.625 0.345 0.443 0.622 0.389 0.426 0.231 0.123 0.233 0.526

RSW 0.621 0.342 0.436 0.621 0.374 0.395 0.165 0.087 0.225 0.473

DAM BASE 0.938 0.767 0.874 0.969 0.550 0.601 0.427 0.254 0.410 0.757

IIW 0.629 0.358 0.447 0.624 0.368 0.403 0.225 0.113 0.198 0.493

RSW 0.637 0.366 0.461 0.632 0.382 0.407 0.193 0.109 0.215 0.484

MFRN BASE 0.945 0.786 0.886 0.976 0.571 0.617 0.448 0.276 0.435 0.783

IIW 0.642 0.382 0.471 0.642 0.386 0.422 0.244 0.134 0.232 0.498

RSW 0.853 0.569 0.722 0.897 0.388 0.419 0.224 0.128 0.242 0.497

4 Adversarial Training

Adversarial training is becoming more and more popular to improve the robust-
ness of machine learning models [3,12,14]. We train retrieval-based dialogue
models using adversarial examples and observe whether these models can become
more robust.

In standard adversarial training for neural networks models [7,8], adversarial
examples for adversarial training are produced through the same attack methods
in the test set. We also perform adversarial training with the attack methods
mentioned above in this paper. Firstly, we randomly select 100,000 examples
to form a F− from the training set. In the case of inserting important words
attack, we randomly select words in each context in the pool F− and use them
to replace words in its corresponding negative response with same part of speech.
The number of words being replaced is one-ninth of the length of the context.
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To the synonyms substitution attack, we replace words with their synonyms in
positive responses in the pool F−. For the rest of attack methods, we change
positive examples in the pool F− into negative examples according to the above
attack methods separately, and insert them into training data. Meanwhile, we
reserve original positive examples in the training set.

5 Experiments

We conduct comprehensive experiments to evaluate and analyze the robustness
of three representative multi-turn response selection models with different lev-
els of complexity, namely SMN [19], DAM [22] and MFRN [18]. Moreover, the
robustness of these models can be significantly improved by adversarial training.
We denote attack methods with inserting important words, replacing words by
synonyms, shuffling words, retaining the Nouns, pronouns and verbs, and neutral
and generic responses as IIW, RSW, SOW, RNPV and NGR respectively.

5.1 Experimental Setup

We conduct experiments on two public data sets, including Ubuntu Dialogue
Corpus [11] collected from chat logs of the Ubuntu Forum and Douban Conver-
sation Corpus [19] collected from Douban group1. In the both data sets, we limit
the maximum number of utterances in each context as 10 and the maximun num-
ber of words in each utterance as 50 for computational efficiency. We perform

Table 4. Results of SOW, RLW, RNPV and NGR adversarial evaluation on the SMN,
DAM, MFRN models. All three models can be fooled by adversarial examples.

Ubuntu Corpus Douban Conversation Corpus

A2@1 A10@1 A10@2 A10@5 AAP ARR A@1 A10@1 A10@2 AR10@5

SMN SOW 0.917 0.711 0.832 0.953 0.533 0.571 0.388 0.227 0.401 0.756

RLWL
2

0.908 0.695 0.820 0.941 0.524 0.567 0.379 0.221 0.393 0.733

RLW1 0.903 0.698 0.812 0.938 0.527 0.563 0.391 0.223 0.396 0.751

RNPV 0.907 0.685 0.827 0.932 0.505 0.549 0.355 0.207 0.368 0.746

NGR 0.894 0.589 0.807 0.926 0.213 0.212 0.076 0.031 0.062 0.147

DAM SOW 0.933 0.765 0.866 0.962 0.548 0.587 0.426 0.250 0.410 0.758

RLWL
2

0.929 0.734 0.837 0.947 0.539 0.587 0.406 0.239 0.400 0.769

RLW1 0.935 0.736 0.836 0.952 0.544 0.594 0.423 0.250 0.401 0.758

RNPV 0.921 0.726 0.832 0.947 0.540 0.581 0.396 0.241 0.397 0.781

NGR 0.907 0.567 0.814 0.936 0.349 0.297 0.094 0.065 0.132 0.346

MFRN SOW 0.942 0.778 0.884 0.979 0.556 0.603 0.439 0.258 0.409 0.783

RLWL
2

0.931 0.763 0.857 0.975 0.551 0.602 0.437 0.262 0.413 0.758

RLW1 0.934 0.767 0.859 0.963 0.552 0.595 0.426 0.259 0.411 0.762

RNPV 0.921 0.754 0.832 0.951 0.522 0.568 0.409 0.235 0.388 0.719

NGR 0.873 0.417 0.711 0.773 0.357 0.304 0.107 0.079 0.154 0.378

1 https://www.douban.com/group.

https://www.douban.com/group


150 J. Li et al.

zero-padding or truncation when necessary. Word embedding is pre-trained with
Word2Vec [13] on the training sets of both Ubuntu and Douban, and the dimen-
sion of word vectors is 200. In the adversarial evaluation metrics, we label the
examples that are attacked by shuffling words, repeating some words, retaining
only some words, and neutral responses as 1, though they are not really positive
examples in the test set. For adversarial training, the examples disrupted by the
attack methods mentioned above are labeled as 0 in the training set. For IIW
and RSW attacks, the labels of examples remain unchanged in both training set
and test set.

5.2 Evaluation Metrics

Following the setting of previous works [18,19,22], we employ Rn@k for both
Ubuntu and douban datasets, and employ mean average precision (MAP), mean
reciprocal rank (MRR) and precision-at-one (P@1) for Douban dataset.

Adversarial Evaluation Metrics. For each context in the test set, 10 response
candidates are retrieved from an index and are divided into positive responses
rp with label 1 and negative responses rn with label 0, according to their appro-
priateness regarding to the context. In this paper, our attack methods would
disturb a positive response rp into a new-negative-response ra. Since 10 response
candidates are all negative responses for each context, standard evaluation met-
rics are no longer valid. To evaluate the robustness of retrieval-based dialogue
systems, we proposed adversarial evaluation metrics (An@k, AAP, ARR, A@1),
indicating the degree of success of an attack method. The value is in region of
[0, 1], and a larger value indicates a more successful attack. An@k is defined
as the recall of a new-negative-response ra among the k selected best-matched
response from n available candidates. Similar to An@k, the rest of adversar-
ial evaluation metrics (AAP, ARR and A@1) are calculated in the same way,
except that the positive response rp is replaced by a new-negative-response ra.
Note that this is the first work on attacking retrieval-based dialogue systems, so
there is no previous results that could be included to compare with.

Table 5. Results of adversarial training. Models are trained on IIW, RSW attacking
training set and test on original test set and IIW, RSW attacking test set. “Ori”
represents the original training set or test set.

SMN DAM MRFN

ORI IIW RSW Ori IIW RSW Ori IIW RSW

Ori 0.726 0.737 0.729 0.767 0.768 0.768 0.786 0.791 0.789

IIW 0.345 0.458 – 0.358 0.486 – 0.382 0.525 –

RSW 0.342 – 0.406 0.366 – 0.434 0.529 – 0.596
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5.3 Adversarial Attack Results and Analysis

Tables 3 and 4 report the performance of retrieval-based dialogue models on
our proposed attack methods. We can see that each attack method leads to a
significant decrease in the standard evaluation metrics, while obtains remarkable
high values on adversarial evaluation metrics.

Insert Important Words. In the Table 3, we can observe that the result R10@1
drops by 38.1%, 40.9% and 40.4% against IIW attack on three models on Ubuntu
data. Meanwhile, on Douban data, the performance P@1 decreases by nearly 50%
on all models.

Replace Words by Synonyms. In this attack, we only replace words by
synonyms in positive responses, which does not change the meaning of samples.
The detailed results are shown in Table 3. We can observe that the adversarial
examples can achieve a successful attack. The main reason for poor performance
might be that synonyms substitution leads to lower word overlap. Furthermore,
we have included an adversarial example played by RSW in Table 1. From this
example, we can see that RSW attack can generate adversarial responses with
unchanged meaning which could fool models to make terrible selection.

Shuffle Words. All the positive examples are changed into negative examples
after SOW attack in the test set. To solve this problem, we use adversarial
evaluation metrics to test the robustness of models. From Table 4, we can see
that SOW attack can achieve A10@1 71.1% and 77.8% scores on SMN and MFRN
respectively, being similar to R10@1 values, which reveals that the models can
still choose scrambled responses as positive responses. Hence, we can conclude
that the context-response matching models do not really understand words order
in sentences.

Repeat Some Words. To determine the influence of an unnatural variant
from positive responses to negative responses, we repeat some words in posi-
tive responses. From Table 4, RLW attack achieves high A10@1 scores, which
indicates that networks could hardly distinguish unnatural sentences.

Table 6. Results of adversarial training. Models are trained on SOW, RSW and RNPV
attacking training set and test on original test set and SOW, RSW and RNPV attacking
test set. “Ori” represents the original training set or test set.

SMN DAM MRFN

SOW RSWL/2 RSW1 RNPV SOW RSWL/2 RSW1 RNPV SOW RSWL/2 RSW1 RNPV

Ori 0.723 0.728 0.741 0.725 0.756 0.763 0.759 0.763 0.785 0.790 0.789 0.786

SOW 0.057 – – – 0.124 – – – 0.058 – – –

RSWL/2 – 0.032 – – – 0.047 – – – 0.060 – –

RSW1 – – 0.105 – – – 0.094 – – – 0.076 –

RNPV – – – 0.047 – – – 0.058 – – – 0.042
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Retain the Nouns, Pronouns and Verbs. Our intention is to check whether
networks can judge integrity of sentence components. From the results in Table 4,
although sentences are incomplete, we can observe that A10@1 scores are 3.80%
and 2.67% less than R10@1 on average on two data. The results demonstrate
that sentence components are not really understood by models.

Neutral and Generic Responses. Table 4 also shows the performance of mod-
els when neutral responses are used. In this work, we only conduct experiment
on one neutral response—“I am sorry can you repeat”, which could be applied in
most situations. We can see that models could achieve 3.1%, 6.5% and 7.9% at
A10@1 on Douban data. Moreover, on Ubuntu data, A10@1 is less than 60%. The
results indicate that networks have ability to discriminate neutral and generic
responses.

5.4 Adversarial Training Results

We train models on our adversarial examples and observe whether networks
could learn to be more robust. The results are shown in Tables 5 and 6. From
Table 5, we observe that the adversarial trained models achieve much better
performance against IIW attack—R10@1 score increases by 11.3%, 12.8% and
14.3% respectively on Ubuntu data. For further investigation, we train models on
IIW examples and test on original test set. The results demonstrate that training
models on adversarial examples generated by IIW attack not only significantly
improve the performance of models on IIW attacked test set, but also improve
accuracy on original test set, although improvement is limited. RSW adversarial
training has the same performance.

From Table 6, we can see that models achieve consistently better performance
against SOW, RLWL

2
, RLW1 and RNPV attacks. The A10@1 scores drops by

67.1%, 70.2%, 63.8% and 67.2% on the four attacks on average. For instance,
the performance of MFRN reduced from 76.3% to 0.6% by RLWL

2
adversarial

training. These results indicate that the recognition ability of models to word
order, sentence naturalness and sentence component integrity is dramatically
enhanced. Moreover, adversarial trained models have limited effects on the orig-
inal text, which reflects our attack examples can effectively enhance networks to
resist attacks without damaging experimental results on original test set.

6 Related Work

Generating adversarial examples to evaluate the robustness of models has been
proposed in different NLP tasks. [16] utilize Fast Gradient Sign method to gen-
erate adversarial examples that solve discrete problems in text on RNN/LSTM
models. [4] propose a white-box adversary to trick a character-level neural net-
works, based on the gradients of the one-hot input vectors. [8] test the SQuAD
reading comprehension task by inserting adversarial sentences into paragraphs.
[1] aim to fool sentiment analysis and textual entailment models by a black-box
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population-based optimization algorithm. [2] confirm that character-level neural
machine models are sensitive with synthetic and natural sources of noise, such as
keyboard typos. [10] get important words by erasing them in sentiment analysis
task and locates those words by using reinforcement learning. [5] present Deep-
WordBug algorithm to generate small text perturbations in a black-box setting
on deep learning classification task. [15] use integrated gradients to learn the
attribution of words (important words) and attack models on question answer-
ing based on images, tables and passages. [20] propose a greedy algorithm to
swap words and character, and utilize a Gumbel softmax function to reduce the
computation. [21] use Generative Adversarial Networks to generating adversarial
examples.

However, little attention has been paid to context-response matching models.
To the best of our knowledge, we are the first to evaluate the robustness of
retrieval-based dialogue systems. Moreover, we take advantage of unique features
of matching models by our empirical observation.

7 Conclusions

We analyze models through empirical observation on word overlap and word
attributions, which helps us identify the weakness of context-response matching
models and attack models more effectively. We generate adversarial examples
from the perspectives of word overlap, words order, sentence fluency and sentence
component. Our experimental results indicate that the current context-response
matching models are not robust in the face of malicious attacks. Furthermore, by
adversarial training using our attack methods, we can significantly improve the
robustness of the retrieval-based dialogue systems. We believe our work would
aid the development of deep neural networks.
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Abstract. Query matching is a fundamental task in the Natural Language
Processing community. In this paper, we focus on an informal scenario where
the query may consist of multiple sentences, namely query matching with
informal text. On the basis, we first construct two datasets towards different
domains. Then, we propose a novel query matching approach for informal text,
namely Many vs. Many Matching with hierarchical BERT and transformer.
First, we employ fine-tuned BERT (bidirectional encoder representation from
transformers) to capture the pair-wise sentence matching representations. Sec-
ond, we adopt the transformer to accept above all matching representations,
which aims to enhance the pair-wise sentence matching vector. Third, we utilize
soft attention to get the importance of each matching vector for final matching
prediction. Empirical studies demonstrate the effectiveness of the proposed
model to query matching with informal text.

Keywords: Query matching � Informal text � BERT � Transformer

1 Introduction

Query matching is a task that determines whether a pair of queries expresses the same
intention. For instance, in Table 1, queries in E1 point to the same intention “tell me
how to register the mobile phone number”, so the system can give the same feedback to
both the queries. Query matching has important research value in many areas. The past
few years have witnessed a huge exploding interest in the research on query matching,
due to its widely-used applications, such as response selection in dialogue system [1]
and relevance evaluation in passage ranking [2].

Most existing studies in recent years only focus on query matching with formal text
[3], which is often treated as a sentence-level text matching task. In real applications,
such as query matching in online communities and smart customer service systems,
user queries often consist of multiple sentences. For instance, E2 in Table 1 is a pair of
queries extracted from smart customer service log of a bank. The query text is informal
where Q1 consists of three sentences, and Q2 consists of two sentences. The second
and third sentences “I need a loan settlement certificate to buy a house. Can you
provide it to me?” of Q1 are matched with the third sentence “Can you give me a loan
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settlement certificate if I pay off the loan in advance?” of Q2 in the same meaning of
asking for proof. However, the first sentence of Q1 and Q2 are not related to the match
result. As we can see, the matching task between queries consisting of multiple sen-
tences is very complicated. Matching relationships are often hidden between one or
more sentences of the queries, conventional sentence-level matching models are dif-
ficult to effectively solve query matching with informal text. Therefore, it is very
important and also challenging to propose an approach to efficiently solving query
matching with informal text. In past two years, a few studies, such as Wang et al. [4]
and Shen et al. [5] have realized this challenge and proposed some approaches for
informal text matching.

On the one hand, all existing studies in query matching are carried out by adding
various neural networks on word embedding. Due to the semantic complexity of query
text and the limitations of training corpus size, the improvement of various critical
performance indicators has become a bottleneck. More recently, the pre-trained lan-
guage models, such as ELMo [6], OpenAI GPT [7], and BERT [8], have demonstrated
their strong performance in semantic representation. Especially, BERT (bidirectional
encoder representation from transformers) has achieved state-of-the-art results in
multiple NLP tasks. Since the input representation of BERT can be a pair of sentences,
we can convert query pair into a single sentence pair by connecting all sentences of
query with informal text. Then we can use BERT for query pair with informal text.

On the other hand, simply using BERT for query with informal text like this does
not greatly improve the matching performance [9]. This is mainly because simply
splicing a query composed of multiple sentences into one sentence will cause it to lose
lots of information, and the sentence unrelated to the matching relationship will become
noise that affects the matching accuracy. It is important and also challenging to achieve
benefits from BERT while preserving the raw structure information of the query.

Table 1. Some query pair examples with their matching labels.

E1: query pair in formal text
Q1: Q2:

(How to register the mobile phone
number?)

(Tell me the number registration 
tutorial.)

Label: Matching
E2: query pair in informal text
Q1: Q2:

(My loan has been paid in advance. I 
need a loan settlement certificate to 
buy a house. Can you provide it to 
me?)

(I have applied for a loan before.
Can you give me a loan settlement 
certificate if I pay off the loan in 
advance?)

Label: Matching
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In this paper, we focus the research on query matching with informal text. First of
all, we screen the existing text matching datasets and extract the query pairs with
informal texts, and finally form two datasets, one of them is in the financial domain and
the other in the general domain.

To deal with the first challenge above, we propose a hierarchical query matching
approach, namely, Many vs. Many Matching. First, in sentence-level, for each query
pair such as ½queryA; queryB�, we segment both the queryA and queryB into sentence
list. Then each element in one sentence list corresponds to each element in another to
form a sequence ½½senA1; senB1�; ½senA1; senB2�; ½senA2; senB1�; ½senA2; senB2��. Then
We can model each element with sentence-level matching model. Second, in text-level,
we integrate sentence-level matching information from sentence pair sequence. Fur-
thermore, to deal with the second challenge, we describe mvmBERT, a simple variant
of BERT. It takes a sequence of text pairs as input, and for each text pair in the
sequence, mvmBERT encodes it through a 12-layer BERT. The hidden state sequence
obtained by the BERT is finally passed through an integration layer consisting of
multiple layers of Transformers to obtain the output of the model. Finally, we use a
simple attention layer to weight the output of the integration layer to get the high-level
matching information.

2 Related Works

2.1 Query Matching Corpus

In the latest studies for query matching, there are mainly three related query matching
datasets, namely CCKS1 query matching dataset, ATEC2 question matching dataset,
and LCQMQ3 (A Large-scale Chinese Question Matching Corpus) [10]. Specifically,
CCKS query matching dataset is proposed by WeBank in CCKS2018 (China Con-
ference on Knowledge Graph and Semantic Computing). All data in this dataset come
from the original banking domain smart customer service logs, and have been screened
and manually annotated. ATEC question matching dataset is proposed by ATEC, all
data comes from the actual application scenarios of the ATEC financial brain. LCQMQ
is proposed by Harbin Institute of Technology in COLING 2018 (The 27th Interna-
tional Conference on Computational Linguistics). Data in LCQMQ is collected in
general domain. In order to better research the novel scenario we proposed in this
paper, we extract query pair with informal text from the above three datasets to form a
dataset that focuses on informal query matching.

2.2 Text Matching Methods

In the recent years, deep learning methods for text matching could be categorized into
three categories: Siamese networks, attentive networks and compare-aggregate networks.

1 http://www.ccks2018.cn.
2 https://dc.cloud.alipay.com.
3 http://icrc.hitsz.edu.cn/info/1037/1146.htm.
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In Siamese networks, related study separately obtains the representations of text to be
matched through the same network structure, such as LSTM and CNN. Then calculates
the distances of the two representations to model the similarity of text pair [11]. In
attentive networks, instead of using thefinal output of hidden state to represent a sentence,
related studies use attention mechanism to learn the weight of each position in the
sequence to the final representation of the sequence [12]. In compare-aggregate networks,
related studies use different matching mechanisms to obtain comparison information at
different levels in the sequence [13]. However, unlike themethods above, in this paper we
use BERT to model the matching relationship between two sentences.

2.3 BERT- and Transformer-Based Neural Networks

BERT, defines a Transformer-based network that uses a simple masked language
model strategy trained on Wikipedia, substantially improving state-of-the-art models
when fine-tuned on BERT’s contextual embeddings. BERT can use a single text
sequence or a pair of text sequences as input to the model and then output a deep coded
representation of the input sequence. Due to the superior performance of BERT in
various NLP tasks, many BERT-based studies for different downstream tasks have
recently emerged. Zhang et al. [14] use BERT for text summarization and Sun et al. [9]
use BERT for sentiment analysis. At the same time, some studies focus on analyzing
the impact of the output of each level of the BERT on different tasks, such as Kon-
dratyuk et al. [15]. However, in this paper, we try to add an integration layer composed

Table 2. Some query pair examples in raw corpora.

E1: query pair with informal text

Q1: Q2:(My loan has been paid in advance. 
I need a loan settlement certificate to 
buy a house. Can you provide it to 
me?)

(I have applied for a loan before.
Can you give me a loan settlement 
certificate if I pay off the loan in 
advance?)

Label: Matching
E2: query pair with formal text

Q1: Q2:(How to register the mobile phone
number?)

(Tell me the number registration 
tutorial.)

Label: Matching
E3: query pair with formal text

Q1: Q2:(Hello, how to use Pocket Bank?) (Can you send me the installation 
package for my handheld business 
hall? Thank you!)

Label: Non-matching
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of multiple layers of Transformers on the output layer of the BERT to summarize the
sequence features.

3 Data Collection

In this paper, we first construct two datasets in different domain for query matching
with informal text. Our datasets are derived from the following three public datasets:
CCKS query matching data set, ATEC question matching dataset, and LCQMQ (A
Large-scale Chinese Question Matching Corpus). The data in CCKS query matching
data set and ATEC question matching dataset are mainly in the financial domain, while
data in LCQMQ are mainly in the general domain. We extract all the query pair with
informal text from this three datasets, which means for each sample in the dataset, if
each query in the query pair consists of more than one sentence, we will extract it and
add it to our new dataset. For instance, as shown in Table 2, E1 is a query pair with
informal text while E2 is a query pair with formal text, as each query in E2 has only
one sentence. Note that in the extraction process, we will filter out all the sentences that
have high frequency but without actual meaning such as “你好” (hello), “请问一下”
(excuse me) and “谢谢” (thank you). As is shown in Table 2, each query in E3
contains two sentences, but it does not belong to our new dataset.

After extraction and proofreading work, we extracted a query matching dataset
based on financial domain from CCKS query matching dataset and ATEC question
matching dataset, namely Informal_Financial, which contains 36,000 query pairs with
informal text. While we extract a query matching dataset based on general domain from
LCQMQ, namely Informal_General, which contains 22,000 query pairs with informal
text. The specific information of the two data sets is shown in the Table 3.

4 Approach

In this section, we propose our Many vs. Many Matching approach to query with
informal text in two steps. First, we propose the BERT-based sentence-level matching
model which measures the matching between one sentence of the query text and one
sentence in the other query. Then we use layer attention to combine the multi-layer
output of BERT instead of only using the results of the last layer to enhanced output.
Second, we propose the integration layer which consists of multiple layers of Trans-
former. Integration layer integrates the matching information for all sentence pairs
obtained from the query pair and integrate. Finally, the integration result is input into
the integration attention layer to get the final matching representation.

Table 3. Category distribution of the data set.

Dataset Informal_Financial Informal_General

Domain Financial General
Number of query pairs 36,000 22,000
Number of matching pairs 16,740 9,340
Number of non-matching pairs 19,260 12,660
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4.1 Pair-Wise Sentence Matching Model Based on Fine-Tuned BERT
with Layer Attention

One of the BERT’s pre-training tasks is the next sentence prediction task. Therefore,
BERT can model the relationship of sentence pair and understand sentence relation-
ships in the process of fine-tuning. To model a pair of sentences with BERT, we should
treat the sentence pair into a specific form and use it as the input of the BERT, so we
can simply get the first state output of the last layer in the BERT as the sentence
matching vector. Specifically, we insert a [CLS] token in the first position of the
sentence pair and a [SEP] token after each sentence, as is shown below.

1senA 2senA 1senB 2senB

[ ]CLS 1senA [ ]SEP 1senB [ ]CLS 1senA [ ]SEP 2senB [ ]CLS 2senA [ ]SEP 2senB......

BERT

Integration Layer

1V 2V 3V 4V

Fig. 1. Our many vs. many matching approach based on BERT

Feed Forward−

Multi Head Attention− −

Layer Normalization−

Layer Normalization−

Encoder

Encoder

Encoder

Integration Transformer

1V 2V 3V 4V

Fig. 2. The architecture of integration layer based on transformer

160 Y. Xu et al.



The [CLS] is used as a symbol to aggregate features from a pair of sentences. For
example, a pair of sentence: (Give me a
loan tutorial & How to apply for a loan):

Input ¼ ½CLS�Giveme a loan tutorial½SEP�How to apply for a loan½SEP� ð1Þ

PairVec ¼ BERT sequenceoutputðInputÞ ð2Þ

However, studies suggest that when using BERT, combining the output of the last
several layers instead of only using the last layer is more beneficial for the downstream
tasks. So in this section we propose layer attention to combine the output of the last
several layers in BERT. Specifically,

ui ¼ tanhðWwei þ bwÞ ð3Þ

ai ¼ expðuTi � uwÞP

i
expðuTi � uwÞ

ð4Þ

We feed the last i-th layer output of BERT, ei through a one-layer MLP to get its
hidden representation ui, then we measure the importance of ei based on the similarity
of a randomly initialized vector uw and its hidden representation ui. After getting a
normalized importance weight ai through a softmax function, we get the pair repre-
sentation, combining the output of the last several layers as E:

V ¼
X

i

ai � ei ð5Þ

4.2 Many vs. Many Matching Model Based on BERT for Query Pair

In the last section, we can get the pair representation using BERT. However, each
query with informal text has more than one sentence, BERT cannot handle the
matching of multiple sentences with multiple sentences, therefore, we describe
mvmBERT, a simple variant of BERT. As is shown in Fig. 1, mvmBERT takes a
sequence of text pairs as input, and for each sentence pair in the sequence, mvmBERT
encodes it through a 12-layer baseBERT. Then hidden state sequence
½V1;V2; . . .;VN�M � is passed through an integration layer, we can add a simple attention
layer to get the final high-level match representation.

For example, a query pair with informal text ½queryA; queryB�, assuming that
queryA consists of N sentences and queryB has M sentences. We first segment both the
queryA and queryB into sentence list:

queryA ¼ ½senA1; senA2; . . .:; senAN � ð6Þ

queryB ¼ ½senB1; senB2; . . .:; senBM � ð7Þ
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Then we pair each sentence in queryA with each sentence in queryB. Through this
operation, we get a sentence pair sequence of length N �M:

½½senA1; senB1�; ½senA1; senB2�; . . .; ½senAi; senBj�; . . .; ½senAN ; senBM �� ð8Þ

Then, using sentence pair matching model based on BERT with layer attention:

Vij ¼ LayerAttentionðBERTðsenAi; senBjÞÞh ð9Þ

where h indicates that only the last h-layer output of the last BERT is considered in the
calculation. Through the above calculations, the original query pair has become a
vector sequence ½V1;V2; . . .;VN�M � which is encoded by BERT. Now we consider two
possible integration layer structures: recurrent neural network and Transformer.

4.3 Integration Layer Based on Recurrent Neural Network

RNN is the most commonly used model for processing sequence data. In this section,
we use BiGRU with attention to process the vector sequence, for each time step:

ht ¼ BiGRUðVtÞ ð10Þ

Then we can receive final high-level match representation through the attention layer:

M ¼
X

t

bt � ht ð11Þ

Where bt is obtained by the same attention mechanism as above, and M is the final
high-level matching representation. The final label probability is obtained from a
simple classification layer:

pmatching ¼ softmaxðWm �Mþ bmÞ ð12Þ

4.4 Integration Layer Based on Transformer

Instead of BiGRU, Integration layer based on Transformer uses a pure attention
structure. Research shows that Transformer has stronger feature extraction capabilities
than RNN in many tasks. As is shown in Fig. 2, Transformer extracts the features of
the vector sequence obtained by BERT:

Tl
�
¼ LNðTl�1 þMultiHATTðTl�1ÞÞ ð13Þ

Tl ¼ LNðTl
�

þFeedForwardðTl
�
ÞÞ ð14Þ
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Where T0 ¼ PosEmbeddingðVÞ and V is the vector obtained by BERT, PosEmbedding
maps the positional information of V to a vector representation of a fixed dimension. In
this section, we randomly initialize the positional embedding matrix so that it can be
trained, just like original BERT paper. MultiHATT is the multi-head attention operation
and FeedForward is a simple feedforward neural network, while l indicates the number
of transformer layers that make up the integration layer. The final label probability is
obtained from a simple attention layer and a classification layer:

M ¼
X

t

bt � Tlt ð15Þ

pmatching ¼ softmaxðWm �Mþ bmÞ ð16Þ

5 Experiment

In this section, we systematically evaluate the performance of our Many vs. Many
Matching approach based on BERT.

5.1 Experiment Settings

• Data Settings: As introduced in Sect. 3, we extract two datasets from the existing
three datasets, one based on the financial domain, namely Informal_Financial, and
another based on the general domain, namely Informal_General. Informal_Finan-
cial contains 36,000 query pairs with informal text, and Informal_General contains
22,000 query pairs with informal text. For each data set, we randomly split the data
into a training set (80% in each category), and a test set (the remaining 20% in each
category). We also aside 10% data from training data as development set which is
used to tune the parameters.

• Word Segmentation and Sentence Split: The Jieba4 segmentation tool is
employed to segment all Chinese text into words. Word2vec5 is employed to
pretrain word embeddings, while the dimensionality of the word vector is set to be
300 and the window size is set to be 1. We run sentence splitting with the Cor-
eNLP6 tool.

• Hyper-parameters: The BERT version is BERT-Base, Chinese, which is pre-
trained on Chinese Simplified and Traditional. It has 12 Transformer layer, 768-
hidden_size, 12 heads of multihead-attention, consisting of 110 M parameters. The
hyper-parameters values in the model are tuned according to performance in the
development set. The hidden state size of BiGRU and Transformer are both 768.

4 https://pypi.python.org/pypi/jieba/.
5 https://radimrehurek.com/gensim/models/word2vec.html.
6 https://stanfordnlp.github.io/CoreNLP/.
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The batch size is set to be 64 and the max length of sequence is set to 40 while
training the model.

• Evaluation Metric: We use Macro-F1 (F) and Accuracy to measure the diver-
gences between predicted labels and ground-truth labels, where F ¼ 2PR

PþR and the
overall precision (P) and recall (R) are averaged on the corresponding scores from
each category.

5.2 Baselines Approaches

In this section, we provide selected baseline approaches for thorough comparison. In
addition, we also implement some state-of-the-art approaches in query matching.

• Siamese LSTM: A text matching approach belonging to the Siamese network,
which is proposed by Bowman [16]. This approach employs LSTM layer to encode
the text and calculate two text encoding distances to determine if they match.

• SCNN: A state-of-the-art text matching approach belonging to the Siamese net-
work, which is proposed by Zhang [14]. For the task of implicit discourse relation
recognition

• Attentive LSTM: A state-of-the-art text matching approach belonging to an
attentive network, which is proposed by Tan [17].

• MULT: A state-of-the-art text-matching approach belonging to the compare-
aggregate network, which is proposed by Wang [18].

• BIMPM: Another state-of-the-art text matching approach belonging to the
compare-aggregate network, which is proposed by Wang [4].

• Sentence BERT: Splicing the query pair with informal text into sentence pair,
using fine-tune BERT model to classify the sentence pair.

5.3 Our Approaches

Our approaches to query matching are implemented with four different ways:

• mvmBERT with RNN Integration (MVMR): This is the implementation where
we use BiGRU for integration layer and only use the last layer of BERT for the
sentence pair modeling.

• mvmBERT with Transformer Integration (MVMT): This is the implementation
where we use transformer for integration layer and only use the last layer of BERT
for the sentence pair modeling.

• mvmBERT with RNN Integration and Layer Attention (MVMR+LA): This is
the implementation where we use BiGRU for integration layer and use layer
attention in last several layer of BERT for the sentence pair modeling.

• mvmBERT with Transformer Integration and Layer Attention (MVMT+LA):
This is the implementation where we use transformer for integration layer and use
layer attention in last several layer of BERT for the sentence pair modeling.
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5.4 Results

Table 4 show the overall and performances of all approaches to query matching. From
this table, we can see that all our four approaches perform better than all baseline
approaches. Among our four approaches, mvmBERT with Transformer Integration and
Layer Attention has made the best performance, which proves the importance of layer
attention and transformer-based integration layer.

Table 4. Performance comparison of different approaches to query matching.

Informal_Financial Informal_General
Accuracy Macro-F1 Accuracy Macro-F1

Siamese LSTM 0.6990 0.7010 0.7122 0.7123
SCNN 0.6870 0.6941 0.7116 0.7120
Attentive LSTM 0.7115 0.7237 0.7254 0.7300
MULT 0.7120 0.7122 0.7155 0.7157
BIMPM 0.7344 0.7380 0.7528 0.7598
Sentence BERT 0.7797 0.7991 0.8009 0.8013
MVMR 0.8001 0.8065 0.8232 0.8232
MVMT 0.8133 0.8139 0.8455 0.8459
MVMR+LA 0.8182 0.8216 0.8513 0.8516
MVMT+LA 0.8207 0.8214 0.8580 0.8581

Table 5. Performance of MVMT with different number of transformer.

Informal_Financial Informal_General
Accuracy Macro-F1 Accuracy Macro-F1

MVMT1 0.7945 0.7935 0.8018 0.8141
MVMT2 0.8133 0.8139 0.8455 0.8459
MVMT3 0.8005 0.8000 0.8283 0.8276
MVMT1+LA8 0.8004 0.8008 0.8362 0.8367
MVMT2+LA8 0.8207 0.8214 0.8580 0.8581
MVMT3+LA8 0.8129 0.8133 0.8435 0.8437

Table 6. Performance of MVMT with different number of attention layer.

Informal_Financial Informal_General
Accuracy Macro-F1 Accuracy Macro-F1

MVMR+LA6 0.8180 0.8183 0.8509 0.8515
MVMR+LA8 0.8182 0.8216 0.8513 0.8516
MVMR+LA12 0.8133 0.8135 0.8512 0.8511
MVMT2+LA6 0.8200 0.8204 0.8513 0.8516
MVMT2+LA8 0.8207 0.8214 0.8580 0.8581
MVMT2+LA12 0.8192 0.8189 0.8567 0.8569
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Specifically, we also studied the effect of the number of transformers in the inte-
gration layer and the number of the layers in layer attention on the performance of the
model. As is shown in Tables 4 and 5, wo can find that last 8 layers in layer attention
and 2 transformers in integration layer is the best choice (Table 6).

6 Conclusion

In this paper, we first construct two datasets based on different domains for query
matching with informal text. Then we propose a novel approach to query matching
with informal text, namely Many vs. Many Matching. Furthermore, we improve our
matching approach by employing BERT to implement the matching measurement and
adding an integration layer consisting of multiple layers of transformers on BERT to
integrate the matching result. Empirical studies show that the proposed approach
performs significantly better than several strong baseline approaches.

In our future work, we would like to enlarge the scale of the corpus by collecting
more data in more domains. Also, we would like to evaluate the effectiveness of our
approach to query matching in some other domains or some other languages.
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Abstract. Knowledge Graphs (KGs) contain rich semantic information
and are of importance to many downstream tasks. In order to enhance
practical utilization of KGs, KG completion task, which is also called link
prediction, is a newly emerging hot research topic. During KG embed-
ding model training, negative sampling is a fundamental method for
obtaining negative samples. Inspired by an adversarial learning frame-
work KBGAN, this paper proposes a new knowledge selective adver-
sarial network, named as KSGAN, using a knowledge selector for high-
quality negative sampling to benefit link prediction. The performances
of our model KSGAN are evaluated on three standard knowledge com-
pletion datasets: FB15k-237, WN18 and WN18RR. The results show
that KSGAN outperforms a list of baseline models on all the datasets,
demonstrating the effectiveness of the proposed model.

Keywords: Adversarial learning · Knowledge graph · Link
prediction · KSGAN

1 Introduction

Knowledge Graphs (KGs) contain linked knowledge in the form of triples which
describe relations between entities. Typical examples of KGs are Freebase [1],
WordNet [2], Yago [3], etc. KGs consist of numerous facts by triples, i.e. (h, r, t),
where h, r and t represent head entities, relations and tail entities respectively.
Therefore, as its amount of valuable information, KG becomes the base of many
research tasks such as information extraction, question answering and recom-
mender systems [4]. However, open-domain KG is far from complete [5] due to
its dramatic difficulty in incorporating all concepts that human ever had. There-
fore, it is necessary to develop algorithms to predict missing entities or relations
given head entities and relations (or relations and tail entities) or head entities
and tail entities. Since the target information exists in the form of text, a vari-
ety of knowledge graph embedding(KGE) techniques that embed the triples of
facts consisting of entities and relations in KG into a continuous vector space are
proposed [4]. With the numeric representations of entities and relations, the sim-
ilarities between entities or relations can be computed and measured. In order to
c© Springer Nature Switzerland AG 2019
J. Tang et al. (Eds.): NLPCC 2019, LNAI 11838, pp. 171–183, 2019.
https://doi.org/10.1007/978-3-030-32233-5_14
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model relations and entities in KG, positive and negative examples are frequently
needed to train KG embedding models. Therefore, negative sampling [6] is widely
used to acquire a great deal of negative examples (also called corrupted triples)
when training a knowledge graph embedding model (e.g., TransE [6], TransD [7],
DistMult [8], ComplEx [9]).

However, previous works such as TransE [6] generates corrupted triples uni-
formly. The generated corrupted triples consist of false corrupted triples (true
facts) and true corrupted triples, in which the former denotes an accurate rela-
tion between head and tail entities while the latter fails. Moreover, true corrupted
triples are composed of the triples that provide more semantic information (e.g.
(Beijing, IsA, province)) and others that contain less (e.g. (Beijing, IsA, car)),
since the former may be more reasonable and easy to mix up. Using true cor-
rupted triples which provide less information may result in slowing training
process down since the corrupted triples are obviously false and very likely to
be distinguished from true facts. KBGAN [10] is a typical adversarial learning
framework for link prediction, regarding semantic matching models (e.g., Dist-
Mult [8], ComplEx [9]) as a generator in GAN and translational distance models
(e.g., TransE [6], TransD [7]) as a discriminator. This paper proposes a novel
knowledge selective adversarial network (KSGAN) for link prediction task. In
contrast to KBGAN and IGAN [11], KSGAN leverages a knowledge selector
as filter to select corrupted triples from generator. The selected high-quality
corrupted triples are used to help discriminator to avoid zero loss problem dur-
ing training process. Three publically available datasets FB15k-237, WN18 and
WN18RR are used to test the performance of our model. Through the compar-
ison with a list of state-of-the-art baseline methods such as KBGAN, results
show that KSGAN outperforms the baselines and achieves improvement (7.0%
for MRR and 1.4% for Hits@10) on average.

In summary, the major contributions of this paper are three-fold: (1) Focus-
ing on the negative sampling problem, a new knowledge selector to select high-
quality negative triples for KG embedding model is proposed. (2) A novel knowl-
edge selective adversarial network is proposed to predict missing entities for link
prediction tasks. (3) Experiments on standard datasets illustrate the effective-
ness of KSGAN using MRR and Hits@10 metrics.

2 Related Work

2.1 Knowledge Graph Embedding Models

Different knowledge graph embedding models explore diverse methods to embed
triples into vector spaces. TransE [6] is a classic translational distance model,
which represents entities and relations in d -dimensional vector R

d by model-
ing h + r ≈ t given a true fact (h, r, t). Various variants such as TransH [12],
TransM [13], TransR [14] and TransD [7] have been developed in recent years.
These models focus on the drawbacks of TransE and introduce some effective
strategies (e.g. using more reasonable scoring functions) to represent entities
and relations. However, the aforementioned models simulate unique embedding
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in vector spaces for every entities and relations. Targeting at more flexible mod-
els, TransF [15] ensures that t (or h) has the same direction with h+r (or t−r)
without enforcing strict magnitude constraints between them. ManifoldE [16]
uses a manifold function to constrain t (or h) within a sphere space with a cen-
ter of h + r (or t − r). As a generic model, GTrans [17] introduces eigenstate
and mimesis to represent the features of entities and relations.

Different from the translational distance model, RESCAL [18] is a classic
semantic matching model, which concentrates on capturing latent semantics
between head entities and tail entities using a bilinear function as scoring func-
tion. DistMult [8] simplifies RESCAL by restricting interactions between heads
and tails entities in a diagonal matrix. ComplEx [9] maps entity and relation
embeddings to a complex space rather than a real space. SimplE [19] simplifies
ComplEx by considering a different similarity scoring function. TuckER [20] is
based on Tucker decomposition and the semantic matching models mentioned
above such as RESCAL, DistMult, ComplEx and SimplE are all special cases
of TuckER. Other semantic matching models such as NTN [21] and MLP [22],
focus on neural network architectures and try to output scores from hidden layer
of neural network which takes the vectors of entities and relations as input given
facts (h, r, t).

The scoring functions of the models are investigated and summarized in
Table 1. As shown in the table, h, r and t represent a embedding vector of head
entities, relations and tail entities. The vector related to hyperplane in TransH
is denoted by wr while wh, wr and wt are mapping vectors in TransD. wr ∈ R

in TransM is the weight associated with specific relations. A radius of sphere in
ManifoldE is denoted as Dr. In translational distance models such as TransR,
the projection matrix used to map entities from entity space to relation space is
denoted as Mr, while the matrix that contains interactions between heads and
tails entities is denoted as Mr in semantic matching model like RESCAL. t̄ in
ComplEx is the representation of the conjugate of a tail entity embedding vector
t and r−1 in SimplE is the embedding vector of inverse relation. The relation-
specific weight matrices are denoted by M1

r and M2
r in NTN as well as M1,

M2 and M3 are the weights in different layers in MLP. The tensor are denoted
by Mr and W. Re(·) means taking the real part of a complex vector and � is
element-wise product.

2.2 Negative Sampling Methods

The goal of training a knowledge graph embedding model is to tell the model
how to distinguish right from wrong given negative triples and positive ones.
Thus, negative sampling is necessary for training KG embedding model for the
reason that both negative and positive triples are needed to be provided during
training process. TransE [6] generates corrupted triples by replacing heads or
tails in true triples randomly for each triple in mini-batch. It is possible that
there exist some false negative examples which also make sense. For instance,
a true fact (Jackie Chan, profession, actor) may turn into a negative example
(Jackie Chan, profession, director), which is also true. In order to reduce false
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Table 1. The score functions used in existing KG embedding models

Type Model Score function f (h, r, t) Embedding

Translational
distance model

TransE − ‖h+ r − t‖1 h, r, t ∈ R
d

TransH − ∥
∥(h − w�

r hwr) + r − (t − w�
r twr)

∥
∥2

2
h, r, t, wr ∈ R

d

TransM −wr ‖h+ r − t‖1 h, r, t ∈ R
d

TransR − ‖Mrh+ r − Mrt‖22
h, t ∈ R

d, r ∈ R
k,

Mr ∈ R
k×d

TransD − ∥
∥(wrw�

h + I)h+ r − (wrw�
t + I)t

∥
∥2

2

h, wh, t, wt ∈ R
d,

r, wr ∈ R
k

TransF (h+ r)�t+ (t − r)�h h, r, t ∈ R
d

ManifoldE −(‖h+ r − t‖22 − D2
r)

2 h, r, t ∈ R
d

GTrans − ‖Wr � (h+ r − t)‖22 h, r, t,Wr ∈ R
d

Semantic
matching
model

RESCAL h�Mrt
h, t ∈ R

d,

Mr ∈ R
d×d

DistMult 〈h, r, t〉 h, r, t ∈ R
d

ComplEx Re(h, r, t̄) h, r, t ∈ C
d

SimplE 1
2

(〈h, r, t〉 + 〈
t, r−1,h

〉)
h, r, r−1, t ∈ R

d

TuckER W ×1 h ×2 r ×3 t
h, t ∈ R

d, r ∈ R
k,

W ∈ R
d×d×k

NTN r�tanh(h�Mrt+M1
rh+M2

r t+ br)

h, t ∈ R
d, r, br ∈ R

k,

Mr ∈ R
d×d×k,

M1
r ,M

2
r ∈ R

k×d

MLP w�tanh(M1h+M2r+M3t) h, r, t ∈ R
d

negative triples, TransH [12] designs a strategy for replacing head entities or tail
entities from a given true triple (h, r, t) with Bernoulli distribution. The afore-
mentioned negative sampling methods are likely to be effective but unreasonable
ways to generate high-quality corrupted triples that contain valuable informa-
tion. Inspired by GAN [23], KBGAN [10] and IGAN [11] propose an adversarial
learning framework for knowledge representation learning, which obtains high-
quality negative samples effectively. KBGAN introduces a framework that uses
one of semantic matching models (e.g. DistMult or ComplEx) as generator to
generate high-quality negative samples from a candidate set. Meanwhile, dis-
criminator, adopting one of the translational distance models (e.g. TransE or
TransD), is trained given a positive sample and negative sample provided by
generator. IGAN addresses a similar framework in which a generator corrupts
true triples with the entire entity set and uses a different reward function. How-
ever, the performances of discriminator and generator from previous works can
still be enhanced by adding a new knowledge selector proposed in this paper.
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3 Model

3.1 Overall Framework

In order to obtain negative triples, most of previous works generate corrupted
triples (h′, r, t) or (h, r, t′) with a certain probability distribution given a true
fact triple (h, r, t). As observed in IGAN [11], training a translational distance
model with marginal loss function may cause zero loss problem. Whether the
scores of those corrupted triples with highest probabilities are within the range
of the margin in marginal loss function, is not unwarrantable during the training
process. Using corrupted triples whose scores are not within the margin of the
scores of positive triples may bring zero loss to the marginal loss function. The
parameters of KG embedding models are not being updated due to vanishing
gradient caused by zero loss. Thus, training with such corrupted triples, which
have high scores in semantic matching models but low scores in translational
distance models, may not push KG embedding models to converge effectively.
Based on the framework proposed by IGAN and KBGAN [10], a new knowledge
selective adversarial network KSGAN is therefore proposed to train KG embed-
ding models with positive and negative triples to avoid the zero loss problem.
Comparing with KBGAN and IGAN, KSGAN has a new component knowl-
edge selector, which is a filter aiming to filter out obviously false triples and
select semantic ones given positive training examples. The structure of KSGAN
is illustrated in Fig. 1.

Fig. 1. The generator (G) computes probabilities of different triples. The knowledge
selector (S) forms a selection set and then selects a semantically correct triple with
the assist of the discriminator (D). The discriminator is trained with both positive and
negative triples.

In KSGAN, the generator, which can be regarded as an agent in reinforcement
learning, generates negative triples with probability distributions. The discrimi-
nator learns to adjust its parameters by minimizing loss function and calculates
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the rewards returned to the generator as interactions from environment to the
agent in reinforcement learning. The goal of KSGAN is to train a discriminator
with the negative triples generated by generator.

3.2 Triple Selection with Assist of Discriminator

Knowledge graph is composed by entities from a set of entities E and relations
from a set of relations R. T denotes a set of ground truth triples and T ′ denotes
a set of corrupted triples (h′, r, t′) through the corruption of ground truth triples
by replacing head entities or tail entities.

During training translational distance models such as TransE and TransD, a
marginal loss function is applied, which is shown as Eq. 1:

L =
∑

(h,r,t)∈T

∑

(h′,r,t′)∈T ′
max (0, f(h, r, t) − f(h′, r, t′) + γ) (1)

where f (h, r, t) is a scoring function in knowledge graph embedding models given
a positive triple (h, r, t).

KSGAN is an adversarial network which consists of a generator, a knowledge
selector and a discriminator. Following KBGAN, since small subset of entities
shrink the search space of entities, corrupted triples are constructed based on
the set of Ns candidate entities. The generator uses one of semantic matching
models to represent different negative triples by calculating probabilities using
a softmax function as Eq. 2:

pi =
exp fG(h′

i, r, t
′
i)∑Ns

j=1 exp fG(h′
j , r, t

′
j)

(2)

where Ns is the size of candidate set.
However, generated negative triples only based on a generator may be seman-

tically false and cause the zero loss problem when training discriminator. Since
entities closed to each other in the same vector space may express similar mean-
ings or have semantically close information to some extent, the corrupted triples
consisted of those entities may have similar scores. Training discriminator with
those negative triples and their corresponding ground truth triples may cause
higher loss value, where the parameters of negative triples should be updated
since their scores are improperly similar to that of true triples. Therefore, aiming
to avoid zero loss problem, a knowledge selector is designed to select Ss triples
with relatively high probabilities from generator to form a selection set. After-
wards, a negative triple that has the closest distance to its ground truth triple
is selected by a selector, based on the representation of entities and relations
from KG embedding models in discriminator. The selector selects those triples
with maximum scores from the selection set, referring to the embedding of KG
embedding model in discriminator, which can be formulated as Eq. 3:

fsel(h′, r, t′) = max
(h′,r,t′)∈Ts

′
(fD(h′, r, t′)) (3)



Knowledge Selective Adversarial Network for Link Prediction in KG 177

where the selection set is denoted by Ts
′, which is composed by Ss corrupted

triples with high probabilities selected by the selector.
Thus, the selector selects negative triples with correct semantic informa-

tion (high score in semantic matching models) and close distance (high score in
translational distance models) to avoid the zero loss problem when training the
discriminator. Suppose (h′, r, t′) is a negative sample selected from the selection
set Ts

′ given a positive sample (h, r, t), one of the translational distance models is
regarded as the discriminator and a objective function can be defined as follows:

LD =
∑

(h,r,t)∈T
max(0, f(h, r, t) − fsel(h′, r, t′) + γ) (4)

where fsel(h′, r, t′) is the score of a selected negative triple (h′, r, t′).
In reinforcement learning, Ss triples in the selection set selected by the selec-

tor are used to compute a reward by the discriminator embedding model. The
reward function is formulated as follows:

R = fD(h′, r, t′) (5)

where (h′, r, t′) ∈ Ts
′ and fD(h′, r, t′) are the results from the discriminator

through calculating the scores of corrupted triples (h′, r, t) or (h, r, t′). In order
to maximize the expectation of reward, the generator learns to follow a pol-
icy to generate more triples which have high semantic scores. The generator is
formulated as Eq. 6:

RG =
∑

(h,r,t)∈T

∑

(h′,r,t′)∈Ts
′
E(h′,r,t′)∼pG((h′,r,t′)|(h,r,t)) [fD(h′, r, t′)] (6)

In order to update parameters of the generator which can be viewed as a
policy to generate triples with high probabilities, policy gradient [24] with base-
line b is used to tune the parameters of semantic models in the generator. The
policy gradient is:

∇GRG =
∑

(h,r,t)∈T

∑

(h′,r,t′)∈Ts
′

E(h′,r,t′)∼pG((h′,r,t′)|(h,r,t)) [ΔfD(h′, r, t′)∇G log pG((h′, r, t′)|(h, r, t))]
(7)

where pG denotes the policy for generator to generate negative samples as well as
ΔfD(h′, r, t′) is the difference between the score of negative triples and baseline
b, which is nearly equal to the mean of rewards of corrupted triples in selection
set Ts

′.
To avoid the zero loss problem, we further propose a strategy to exchange the

models between generator and discriminator. In other words, one of the transla-
tional distance models is regarded as a generator while one semantic matching
model acts as the role of discriminator. The generator generates the distribution
of negative triples using Eq. 2, in which the score function belongs to transla-
tional distance model. The selector tends to select those triples that have rela-
tively high scores in distance models and form a selection set. The triple with
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maximum value of semantic score in selection set is selected by selector. The
logistic loss function used to train discriminator with selected negative triples
and positive triples is defined as follows:

LD =
∑

(h,r,t)∈T ∪Ts
′
log {1 + exp [−l · fD(h, r, t)]} (8)

where l is a label used to distinguish positive(l = +1) and negative(l = −1)
triples.

The reward computed by discriminator is returned to generator as feedback
evaluating the quality of generated triples. Again, the generator updates the
parameters of the KG embedding model through the policy gradient using Eq. 7.

Table 2. Statistics of the three standard datasets.

Datasets #Entity #Relation #Training #Validation #Testing

FB15k-237 14,541 237 272,115 17,535 20,466

WN18 40,943 18 141,442 5,000 5,000

WN18RR 40,943 11 86,835 3,034 3,134

4 Experiments

4.1 Datasets

Three widely used standard datasets FB15k-237, WN18 and WN18RR for link
prediction task are used to test our model. The dataset FB15k-237 [25] is a
variant version of FB15k [6]. The dataset has been widely applied to KG com-
pletion tasks, such as link prediction and triple classification. It is constructed by
removing redundant relations from the original dataset. In addition, to enhance
the quality of evaluation, we further use WN18 [6] and its subset WN18RR [26].
The two datasets are the subsets of WordNet database, which consists of lexical
relations (e.g. hypernym and hyponym) between words. The statistical charac-
teristics of the three datasets are shown in Table 2.

4.2 Baseline Methods

Our models are compared with following baseline methods:

– TransE is a classic translational distance model proposed in [6]. It captures
latent representations through modeling translational distance between rela-
tions and entities in a vector spaces.

– TransD is another KG embedding method proposed in [7] that projects entity
vectors via a dynamic mapping matrix.
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– ComplEx is a semantic matching model proposed in [9]. TransE, TransD and
ComplEx are the pre-trained models used in KBGAN algorithm mentioned
above and implemented using open-source code1.

– KBGAN(TransE+ComplEx) is an adversarial learning model proposed
in [10], using pre-trained model TransE as discriminator and ComplEx as
generator.

– KBGAN(TransD+ComplEx) is the same adversarial learning model pro-
posed in [10], taking pre-trained model TransD as discriminator and ComplEx
as generator.

4.3 Evaluation Metrics

Following previous works such as TransE [6] and ComplEx [9], two commonly
used metrics, filtered mean reciprocal rank (MRR) and hits at 10 (Hits@10), are
used in the following experiments. We follow the similar filtered setting [6] in the
experiments to avoid false corrupted triples (true facts) showing in evaluation
process. The mean reciprocal rank MRR can be computed using Eq. 9:

MRR =
1

2 ∗ |Tt|
∑

(h,r,t)∈Tt

1
rankh

+
1

rankt
(9)

where Tt is a set of test triples in link prediction task and the number of test
triples is denoted as |Tt|.

The Hits@10 is the proportion of correct entities ranked in top 10 after
calculating the scores and ranking them in descending order:

Hits@10 =
1

2 ∗ |Tt|
∑

(h,r,t)∈Tt

I(rankh ≤ 10) + I(rankt ≤ 10) (10)

where I(·) is an indicator function representing that whether the ranks on head
or tail entities are within 10 or not.

4.4 Results

Following KBGAN [10], our model KSGAN also utilizes pre-training models (e.g.
TransE, TransD and ComplEx) as generator and discriminator in the adversarial
learning network. In pre-training process, the aforementioned models are trained
1000 epochs, taking 100 training data as mini-batch. In each epoch, we generate
corrupted triples by replacing head or tail entities from a given true triple (h, r, t)
based on the average number of tails per head or heads per tail, similar to
previous works (e.g. TransH). Using both true triples (h, r, t) and corrupted
triples (h′, r, t′), a knowledge graph embedding model is trained by carrying
out early-stop process every 50 epochs by testing the model on the validation
dataset and recording MRR and hits@10. Following KBGAN, the dimension

1 https://github.com/cai-lw/KBGAN.

https://github.com/cai-lw/KBGAN
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of embedding vectors is set to 50 and the value of margin γ in translational
distance models (e.g. TransE and TransD) is 3 for the scoring function that
use L1 distance. The value of regularization λ in semantic matching models (e.g.
ComplEx) is 1 for FB15k-237 and 0.1 for WN18/WN18RR. We use Adam [27] to
update the model parameters in each epoch with their default settings α = 0.001,
β1 = 0.9, β2 = 0.999, ε = 10−8.

In adversarial training process, the pre-trained models are loaded in KSGAN.
Following the settings in KBGAN, the size of candidate entity set is set to 20
and the discriminator is trained 5000 epochs with 100 batches. Early-stop is
carried out per 100 epochs evaluating the metrics such as MRR and hits@10 on
validation sets. We regard translational distance models (e.g. TransE or TransD)
as discriminator and semantic matching models (e.g. ComplEx) as generator as
well as attempt to exchange the roles between them.

In KSGAN, two different types of models are considered and each type has
two combinations in our experiments, (1) ComplEx is used as generator while
TransE or TransD are as discriminator, named as KSGAN(TransE+ComplEx) or
KSGAN(TransD+ComplEx) and (2) TransE or TransD acts as the role of gener-
ator while ComplEx is discriminator, denoted as KSGAN(ComplEx+TransE) or
KSGAN(ComplEx+TransD). The number of selection set Ss not only affects the
embedding in the discriminator but also affects rewards returned to the generator.

Fig. 2. The results of hyperparameter tunning using MRR and Hits@10.



Knowledge Selective Adversarial Network for Link Prediction in KG 181

Thus, to obtain the optimal value of the hyperparameter Ss, KSGAN is tested with
different values Ss = 3, 5, 7, 9, 11, 13, 15, 17, 19 on the three datasets.

The results of hyperparameter Ss tunning on the validation dataset are shown
in Fig. 2. The testing results compared with other baselines are shown in Table 3.
The performances of KSGAN on the validation dataset, as shown in Fig. 2,
improve when Ss increases from 3 to 15 and the results on MRR tend to be
stable when Ss is larger than 15. We thus select 15 as the optimal value for
the hyperparameter Ss. The testing results of KSGAN on the three datasets
FB15k-237, WN18 and WN18RR with optimized Ss are displayed in Table 3.

The results show that KSGAN has improvements on the three datasets
especially on WN18 (about 12.2% increasing for KSGAN(TransE+ComplEx)
and 4.5% for KSGAN(TransD+ComplEx)), compared with KBGAN using
the same evaluation metric MRR. However, when testing on FB15k-237, the
results are equal to KBGAN on MRR but have slight improvements using
Hits@10. The results show that KSGAN has a improvement on MRR (about
1% for KSGAN(TransE+ComplEx) and 2% for KSGAN(TransD+ComplEx))
and Hits@10 (about 2% for both models) on WN18RR. The performances
of models KSGAN(ComplEx+TransE) and KSGAN(ComplEx+TransD) on
Hits@10 demonstrate the improvements on WN18 (about 2.9%) but the results
on the rest datasets are almost equal to KBGAN indicating that TransE
and TransD have little help to improve Hits@10. It is worth noting that
KSGAN achieve a dramatic improvement on MRR on WN18 (about 21.9%)
and WN18RR (about 9% for both models) but have slight improvements on
MRR on FB15k-237 (about 1.1% for KSGAN(ComplEx+TransE) and 1.5% for
KSGAN(ComplEx+TransD)), compared with the pre-trained model ComplEx.

Table 3. The performance comparision of models by setting Ss = 15.

Models FB15k-237 WN18 WN18RR

MRR Hits@10 MRR Hits@10 MRR Hits@10

TransE(pre-trained)) 24.2 42.2 43.3 91.5 18.6 45.9

KBGAN(TransE+ComplEx) 27.8 45.3 70.5 94.9 21.0 47.9

KSGAN(TransE+ComplEx) 27.9 46.2 79.1 95.4 21.2 48.7

TransD(pre-trained) 24.5 42.7 49.4 92.8 19.2 46.5

KBGAN(TransD+ComplEx) 27.7 45.8 77.9 94.8 21.5 46.9

KSGAN(TransD+ComplEx) 28.0 46.5 81.4 95.2 22.0 47.9

ComplEx(pre-trained) 26.4 43.6 76.1 92.3 37.2 45.3

KSGAN(ComplEx+TransE) 26.7 44.0 92.8 95.0 40.5 45.5

KSGAN(ComplEx+TransD) 26.8 44.0 92.8 95.0 40.6 45.6
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5 Conclusions

This paper proposes a new model for negative sampling in knowledge graph
embedding models to generate high-quality negative samples for avoiding the
zero loss problem. Based on an adversarial learning framework, pre-trained mod-
els TransE, TransD and ComplEx are used as generator and discriminator in an
exchanged way. Experiment results on three widely used datasets show that the
performances of our proposed model have improvements compared with baseline
methods when setting optimal hyperparameters, demonstrating that the perfor-
mance of proposed adversarial learning network is effective for link prediction.
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Abstract. Relation extraction is an important task in NLP for knowl-
edge graph and question answering. Traditional relation extraction mod-
els simply concatenate all the features as neural network model input,
ignoring the different contribution of the features to the semantic repre-
sentation of entities relations. In this paper, we propose a feature-level
attention model to encode sentences, which tries to reveal the differ-
ent effects of features for relation prediction. In the experiments, we
systematically studied the effects of three strategies of attention mech-
anisms, which demonstrates that scaled dot product attention is better
than others. Our experiments on real-world dataset demonstrate that
the proposed model achieves significant and consistent improvement in
the relation extraction task compared with baselines.

Keywords: Relation extraction · Feature-level attention · Attention
strategies

1 Introduction

Relation extraction (RE), is defined as the task of extract relational facts from
plain text. The goal of relational extraction is to extract relationships between
entities mentioned in text, such as LiveIn (person, location) or Founder (per-
son, company). It is a crucial task in natural language processing (NLP) field,
particularly for knowledge graph completion and question answering.

Researchers have added many extra features (e.g. part-of-speech, wordnet,
named entity recognition, parse tree, etc.) beyond n-grams when utilizing tradi-
tional machine learning to perform relational extraction tasks [6,10], which has
proven to be effective. In recent years, deep learning methods have been widely
used for RE, that is, using neural networks to modeling relation extraction tasks.
Neural relation extraction methods can be divided into two classes: (1) convo-
lutional neural networks [15,26]. (2) sequence modeling: recurrent [23,28] and
recursive [5,19] neural networks.

However, whether traditional machine learning or deep learning method,
these models simply concatenate all the features involved [9,11,12] as the input
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representation of the model, without taking into account the different contri-
bution of different features to the relation extraction task. As shown in Fig. 1,
for the first sentence, the region features for words sequence (part of red color)
clearly express the Contains relationship, but in the second sentence, the lexical
feature and position feature give more cues to predict the relationship between
entities. Therefore, in this paper, we proposed a feature-level attention model to
encode sentence, which reveals the effects of features for relation extraction. The
attention mechanism actively adjusts the weight of features based on context
rather than simply concatenating multiple features directly.

1.  Thailand is the cheapest market in Asia, and we 're pretty fully invested there, he said.

2.  on sunday to deliver a speech -- about selma university of california, berkeley.

Fig. 1. The triple of these examples is Contains (location, location). (Color figure
online)

The contributions of this paper are summarized as follows:

– We proposed a feature-level attention model to encode sentence, which focuses
on the contribution of different features to relation extraction, instead of the
simple concatenation.

– To select the attention strategy that is more suitable for relation extraction,
we systematically studied the effectiveness of the three score functions of
attention mechanism, and found that the scaled dot product strategy achieves
the best performance.

– In the experiments, we compared our feature-level attention model with other
base-lines of different granularity, and our model achieved the best results.

2 Related Work

2.1 Sentence Features for Relation Extraction

An important challenge in modeling relational extraction tasks is to design
and select common, high-quality features. Many traditional machine learning
approaches [6,10] described various useful features for relation extraction, such as
words, entity type, mention level, overlap, dependency, parse tree, etc. However,
these features are calculated based on existing NLP tools, so inevitably lead to
error accumulation. Therefore, in recent years with deep learning methods being
widely used in various fields of natural language processing, researchers [11,26]
have attempted to use only the necessary basic features (usually word embedding
feature and position feature) as input representations of neural network models,
and gradually ignore artificially constructed features.
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However, whether traditional machine learning or deep learning method,
these models only simply concatenating all the features used, and then directly
as the input representation of the model, without considering the contribution
of different features to the relation extraction task is not equal. In this paper, we
present a feature-level attention-based model that focuses on the contribution of
different features to relation extraction.

2.2 Attention Mechanism on Relation Extraction

Bahdanau et al. [1] proposed the attention mechanism in machine translation,
which was later popularly in text summaries [18], image captioning [24], etc. and
achieved great success. Besides, many formulas for calculating attention scores
have been proposed. Common choices [13] include additive, multiplicative, multi-
layer perceptron, hierarchical attention, self-attention, and more.

In addition, the use of attention mechanisms at different granularities is
widely adopted by RE. Lin et al. [11] proposed a sentence-level attention-based
model for instances selection to reduce the noise of distant supervision. Based
on the research of [11], Liu et al. [12] and Jat et al. [9] proposed entity-pair level
soft labeling method and word-level attention-based model for distant supervised
relation extraction, respectively. In this paper, in order to extract the semantic
relations in sentences more exactly, we propose a feature-level attention model
for relation extraction.

2.3 Distant Supervision Relation Extraction

Supervised models [4] usually require large amounts of high-quality annotated
data for relation extraction. To avoid the laborious and expensive task of manu-
ally building dataset, Mintz et al. [14] proposed a distant supervision approach
for automatically generating adequate amounts of training data. However, dis-
tant supervision assumes that if two entities have a relationship in knowledge
bases (KBs), then all sentences containing these two entities have a certain rela-
tionship, it inevitably suffers from the wrong labeling problem. To alleviate this
problem and denoise, the multi-instance learning [17] framework is applied as a
basic module in many researches works [2,8,11,21,25,26] of distant supervision.
Our work continues these frameworks and try to improve the performance.

3 Overview

The neural relation extraction aims to predict the relation for the entity-pair via
a neural network. In practical applications, obtaining a large amount of manually
constructed training data is very expensive and cumbersome, distant supervision
methods are popular latterly. Following Riedel et al. [17], Lin et al. [26], we utilize
the multi-instance learning framework and instance selector to alleviate the wrong
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Fig. 2. The architecture of feature-level attention model.

labelling problem of distant supervised relation extraction. In our experiments, we
utilized the NYT10 dataset, which was automatically generated using the distant
supervision paradigm [14].

In this section, we first introduce the basic notations and the features referred,
and then present the overall framework of our approach for relation extraction,
starting with notation.

3.1 Notations

Knowledge Graph. A Knowledge Graph is defined as G = (V,E, F ), where
V , E, and F represent the collections of entities, relations, and facts, separately.
For a relational fact (h, r, t) ∈ F of a sentence, h ∈ V and t ∈ V represent the
head entity and tail entity of the sentence, and r ∈ E denotes that the relation
r in the entity pair (h, t).

Entity-Pair Bag. In multi-instance learning framework, all instances in a
dataset are divided into multiple entity-pair bags {B1, B2, B3, . . .}, where each
bag Bi corresponds to multiple instances {s1, s2, s3, . . .} of a same entity-pair
(hi, ti). For each instance si that contains multiple words, we denote that
si = {w1, w2, w3, . . .}.

3.2 Input Features

Word embedding feature is proposed by Hinton [7]. Given a sentence s =
w1, w2, . . . , wn, we adopt pretrained word embedding to transform each word wi,
denoted by sw.

Position feature is proposed by Zeng et al. [27], which aims to point out the
relative distances from the word to head entity and tail entity in the sentence.
Each word has two relative distances, denoted by sp1, sp2, separately.



188 L. Dai et al.

Lexical feature. We using the existing NLP tools1 to calculate the lexi-
cal features of the sentence, including part-of-speech tagging and named entity
recognition, denoted by slp, sln, respectively.

Region feature. In relation extraction, input sentence is divided into three
regions by its corresponding entity pair. We extend this clue to region features.
For example, for the sentence “. . . the former Pairs home of the duke of west-
minster, a short walk from the tuileries gardens and the Louvre, is offering . . .”,
the word before Pairs in the sentence is in the left area, recorded as 0, the word
between Pairs and Louvre is in the middle area, recorded as 1, and the word
after Louvre is in the right area, recorded as 2. We further exploit the region
feature as a component of the input representations of sentences, denoted by sr.

3.3 Framework

As shown in Fig. 2, our model contains three modules, named Feature-level Atten-
tion Module, Neural Network Encoder, and Instances Selector. We describe them
in the subsequent sections.

Feature-Level Attention Module. In this module, we utilize the attention
mechanism to calculate the weight of features. The weight of each feature repre-
sents the contribution of the feature to the semantic relationship of the sentence.
This module will be described in detail in Sect. 4.1 below.

Neural Network Encoder. For the input representation computed by Feature-
level Attention Module, we employ an extension convolutional neural network
(PCNN) to obtain the sentence representation. More detail is shown in Sect. 4.2.

Instance Selector. When the entire sentences representation is learnt in the
corresponding bag, we utilize selective attention paradigm to select the instances
which really express the semantic relation. Please refer to Sect. 4.2 for details.

4 Methodology

Given an entity pair (h, t) and its corresponding bag B partitioned by multi-
instance learning framework, the purpose of neural relation extraction model is
to measure the conditional probability p(r|B, θ) of relation r ∈ R via a neural
network.

In this section, we first introduce ourFeature-level Attention method applied to
the input representation and then we employ the neural architecture: PCNN [26] as
the Neural Network Encoder and selective attention [11] as the Instance Selector,
described in detail in Sect. 4.2. Figure 2 shows the architecture of our method for
distant supervised relation extraction. The leftmost side is the attention features
module we proposed, and the rest part is the basic neural architectures.

1 http://www.nltk.org.

http://www.nltk.org
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4.1 Feature-Level Attention

Given a sentence s = {w1, w2, . . . , wh, . . . , wt, . . .}, it contains two entities
(wh, wt), and the initial representation x is composed of four input features
(i.e. word embed, region, position and lexical). We fixed the dimension of input
features to ds and utilized the attention mechanism to obtain the weight α of
each feature. As described in the transformer [22], the attention mechanism can
be described as mapping a query and a set of key-value pairs to an output. That
is, the computation of the attention mechanism consists of three matrices (i.e.
K,V , and Q), as shown in Fig. 3.

In calculation, the input component keys, values, and queries are all matrices,
which are represented by K,V , and Q respectively. The output matrix g is com-
puted as a weighted sum of values. The formalization of attention mechanisms
is defined as:

e = score function(K,Q) (1)

g =
∑

softmax(e)V (2)

where e is the attention score calculated using the scoring function, and g is the
input representation after encoding with attention.

Scoring
Function

Matmul

Softmax
K

V

Q

Fig. 3. Attention mechanism.

While various existing scoring strategies [13,22] could be deployed in this
setup, we explored these different strategies. Three scoring strategies are easily
implemented in most common neural models for relation extraction.

Scaled Dot Product: This method adds a scaling factor 1/
√

ds to prevent the
softmax function pushed into small gradients region, which is a variant of dot
product attention [22]. Formalized as:

score function(K,Q) =
QKT

√
ds

(3)

where K = V = x, and following the translation-based knowledge graph
method [3], we use the difference tensor of entity word embedding to represent
the relationship (i.e. Q = wh − wt).
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Additive Attention: The additive method introduces parameter matrices W 1,
W 2 that uses a feed-forward network instead of dot-product to compute atten-
tion scores [13], K and Q are identical to the dot product method.

score function(K,Q) = W T
1 tanh(W 2[Q,K]) (4)

Self-Attention: For the general dot-product or additive method, they must
employ the difference tensor of entities embedding to estimate the relationship
Q, which includes noise. In self-attention, only the initial representation x of the
sentence are involved to compute the attention score, defined as:

Q = W qx, K = W kx, V = W vx (5)

where W q, W k, and W v are parameter matrices, and the specific formula for
attention score can adopt additive or dot-product method.

4.2 Neural Architectures

Neural Network Encoder: We fusion all the input features to compute the
input representation g = {w1,w2,w3 . . . ,wn},wi ∈ Rds (see Sect. 4.1), then
we adopt an extension convolutional neural network PCNN [26] to encode input
representations into sentence embeddings.

For the convolution operation, the window size of the convolution kernel is
defined as l, then the vector of the concatenation of words within the i-th window
(qi ∈ Rds×l) can be defined as:

qi = wi:i+l−1; (1 ≤ i ≤ n − l + 1) (6)

We further define the convolutional matrix is W c ∈ Rdc×(ds×l) and bias vector
is b ∈ R, where dc is the sentence embedding size. The output for the i-th filter
ci = [W cq + b]i. Afterwards, a piecewise max-pooling is used to divide the
convolution filter ci into three regions {ci,1, ci,2, ci,3} by two entities. The final
sentence embedding s is defined as:

si = [max(ci,1),max(ci,2),max(ci,3)] (7)

Instance Selector: Given the entity pair and its bag of instances B =
{s1, s2, . . . , st}, we obtain the instance embeddings {s1, s2, . . . , st} using encoder
layer. Instance selector aims to compute the textual relation representation u
over all the instances in the bag, we use selective attention schema [11] to mea-
sure the attention score θi for instances in the bag.

u =
∑

i

θisi, θi =
exp(siAqr)∑
z exp(szAqr)

(8)

where A is the weight matrix and qr is the relation query vector associated with
relation r ∈ R.
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4.3 Optimization and Implementation Details

Here we introduce the learning and optimization details for our feature attention
model.

For the output u of the Instances Selector module, we adopt a softmax layer
to measure the conditional probability p(r|B, θ),

p(r|B, θ) =
exp(or)∑

z∈R exp(oz)
, o = Mu + d (9)

where o is the output score of all relation types, M is the representation matrix
and d is bias vectors.

Given the set of entity-pair bags π = {B1, B2, . . .} and corresponding label
set {r1, r2, . . .}, the loss function is given as,

J(θ) = −
|π|∑

i=1

log p(ri|Bi, θ) (10)

For the implementation, we apply dropout regularization [20] on the output layer
of our models to guard against overfitting.

5 Experiments

5.1 Dataset and Evaluation Metrics

We performed experiments on the NYT10 dataset and adopted cross-validation
to evaluate our feature attention method. The dataset2 is constructed by aligning
Freebase triple with the New York Times (NYT) corpus, which is developed by
Riedel et al. [17], where sentences from the year 2005–2006 are used for building
the training set and from the year 2007 for the testing set.

NYT10 dataset contains 53 relations including an NA relation that indicates
that there is no relation in the instance, and the dataset is commonly used in
related works. The training set contains 522,611 sentences, 281,270 entity pairs
and 18,252 relational facts. The testing data contains 172,448 sentences, 96,678
entity pairs and 1,950 relational facts.

5.2 Baselines

To evaluate our approach, we compared the following baselines:
Mintz [14] is a logistic regression model for distant supervision paradigm.
MultiR is proposed by Hoffmann et al. [8], which is a probabilistic, graphical

model for multi-instance learning.
MIML [21] proposed a multi-instance multi-label model for distance super-

vision.

2 http://iesl.cs.umass.edu/riedel/ecml/.

http://iesl.cs.umass.edu/riedel/ecml/
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PCNN [26] is an extension to convolution neural network, which employ a
piecewise max-pooling layer for instance embeddings.

PCNN+ATT [11] proposed a sentence-level attention mechanism for
instance selection.

PCNN+ATT+SL [12] employs an entity-pair level soft-label method to
dynamically reduce the noise of the wrong annotations.

BGWA [9] is a word-level attention approach based on Bi-GRU.
AFPCNN is proposed by us, using extra features and feature-level attention

method to encode sentences. More details in Sect. 4.1.

5.3 Parameter Settings

For the experiment, we utilized glove [16] that trained the word embedding on
New York Times Corpus, which has ds = 50 dimensions. We compared the score
function of attention module among self-attention, additive, scaled dot product,
and the best one is scaled dot product. For model parameters, we empirically
set the batch size Bs = 160, the learning rate λ = 0.2, decay rate ε = 10−9, the
window size l = 3 of convolution kernel, and the sentence feature maps dc = 230.
In training, we employed the dropout strategy to guard against overfitting and
take SGD as the back-propagation algorithm.

5.4 Effect of Feature-Level Attention

To demonstrate the validity of the proposed approach, we compare it with the
previous baselines (See Sect. 5.2), the Precision-Recall curves is shown in Fig. 4.
To measure the contribution of each feature to the relation extraction, we set
the dimensions of all features to 50 and using scaled dot product as the score
function of attention. Overall, our models achieved higher AUC values and F1
scores on the NYT10 dataset. More detailed P@N metric with N = {100, 200,
300} and the Area Under the Precision-Recall Curves are shown in Table 1.

In Fig. 5, we explore the experimental results from the perspective of
model granularity. We compare our feature-level relation extraction model
(AFPCNN) with other levels of models, where PCNN+ATT is a sentence-
level model, PCNN+ATT+SL is an entity-pair level model, and BGWA is
a word-level model. Among these different granularity models, AFPCNN has
achieved significant improvements in recall metric. The best results are high-
lighted using bold fonts.

5.5 Discussion of Different Attention Strategies

Different attention strategies have various formulas to compute attention scores.
Our experiments compared these types on the AFPCNN model and found that
the scaled dot product method is the least expensive and best-performing one,
as shown in Table 2.
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Table 1. AUC values, F1 scores, and P@N results of the proposed method and various
baselines.

Models Metrics (%)

AUC F1 score P@100 P@200 P@300 Mean

Mintz [14] 10.6 24.3 51.8 50.0 44.8 48.9

MultiR [8] 12.6 27.5 70.2 65.1 61.7 65.7

MIML [21] 12.0 25.3 70.9 62.8 60.9 64.9

PCNN [26] 32.5 39.2 72.3 69.7 64.1 68.7

PCNN+ATT [11] 34.8 42.3 76.2 73.1 67.4 72.2

BGWA [9] 36.0 43.1 75.2 74.1 71.4 73.6

PCNN+ATT+SL [12] 38.6 43.7 78.2 74.7 72.1 75.3

AFPCNN (Ours) 40.3 45.1 84.2 78.1 76.4 79.6

Table 2. AUC values, F1 scores, and P@N results of the proposed method and various
baselines.

Attention mechanisms AUC (%) F1 score (%) Time (min)

Additive attention 38.3 44.2 220

Self-attention 39.1 43.9 260

Scaled dot product 40.3 45.1 200

Fig. 4. Precision-recall curves for our models and various baseline models.
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Fig. 5. Precision-recall curves for our feature-level model and other level models
(PCNN+ATT+SL: entity-pair level, BGWA: word-level, PCNN+ATT: sentence-level).

6 Conclusion and Future Works

In this paper, we proposed a novel attention-based feature combination method
and adopted a sentence-level region feature for input representations, which pro-
duced a more reasonable sentence encoding for neural relation extraction models.
Experiments have shown that our approach achieves significant improvements
compared with the baseline models.

In future, we will work in the following aspects:

(1) The proposed feature-level attention approach is extensible, and we will
explore more features in the feature-level attention module and apply to
other NLP tasks.

(2) The multi-instance learning framework is an effective way to reduce the noise
for distant supervision. However, from the experimental results and previous
work, the noise is far from being eliminated, so we will keep on the research
of denoise methods for distant supervision.
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Abstract. Embedding entities and relations into a continuous multi-
dimensional vector space have become the dominant method for knowl-
edge graph embedding in representation learning. However, most existing
models ignore to represent hierarchical knowledge, such as the similari-
ties and dissimilarities of entities in one domain. We proposed to learn a
Domain Representations over existing knowledge graph embedding mod-
els, such that entities that have similar attributes are organized into
the same domain. Such hierarchical knowledge of domains can give fur-
ther evidence in link prediction. Experimental results show that domain
embeddings give a significant improvement over the most recent state-
of-art baseline knowledge graph embedding models.

Keywords: Representation learning · Knowledge graph · Domain

1 Introduction

Containing relational knowledge between entities, Knowledge Graphs [7,9,12,18]
can help improve reasoning in QA systems [10], conversation systems [18] and
recommendation systems [3]. Intuitively, a more comprehensive knowledge graph
will be more beneficial for its applications. But knowledge graphs are far from
complete [12]. Knowledge graph embedding models can be helpful for expand-
ing knowledge graphs. The basic idea is to project entities and relations into a
continuous multi-dimension space so that new relational facts can be scored for
their credibility in a dense vector space. This task is called link prediction [2].

Numerous models have been proposed for knowledge graph embedding,
including TransE [2], and TransR [7], which learn embeddings of entities and
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relations by leveraging their distributed contexts. One issue of TransE and its
subsequent variants, however, is that knowledge is not organized hierarchically.
For example, all geographic knowledge share common attributes, a categorical
representation of which can facilitate link prediction. We address this issue by
introducing the concept of domains, which are collections of entities around a
certain relation. For example, consider the relation “Capital”, for which the
head entity must be a country, and the tail entity must be a capital city. In this
example, the set “country” and the set “capital city” are both domains.

Domains add a layer of abstraction to KG embeddings. Knowledge on
whether a given entity belongs to a given relation’s head or tail domain is help-
ful for link prediction. For example, when considering two triples (USA, capital,
Washington) and (USA, capital, New York) as candidate new triples, Washing-
ton D.C. can be inside the “capital city” domain while New York can be outside
the domain. As a result, (USA, capital, New York) should suffer a penalty given
such domain knowledge. In contrast, preliminary experiments show that when
using TransR/STransE for link prediction, more than half of incorrect entities
do not belong to the right domain.

We propose a model for learning explicit domain representation given a KG.
Since entities in a domain are similar in some attributes, while dissimilar in
other attributes, domains are restricted using hyper-ellipsoids in the vector space.
Given a trained KG, we learn the representation of each domain by fitting one
hyper-ellipsoid to a hyper-point cluster with similar attributes. The training
objective is set to minimize the overall distance between entities and the domain
surface. We approximately calculate the distance measure for a simple, concise
algorithm with high runtime efficiency. The underlying KG embedding models or
their embeddings do not change during training. In link prediction, we calculate
the distance between each candidate entity and the target domain, adding the
distance to the baseline score to rank candidate entities.

Experiments show that our model is effective over strong baseline mod-
els. To our knowledge, we are the first to explicitly learn domain repre-
sentations over knowledge graph embeddings. We release our source code
and models at https://github.com/wangcunxiang/Domain-Representation-for-
Knowledge-Graph-Embedding.

2 Related Work

Prior knowledge graph embedding models and the works about domains are
related to our model. Knowledge graph embedding models are either employed
with external information or not. For those without external information, there
are two main streams-Translation-based models and neural network models. Mod-
els using external information use different types of resources.

2.1 Models Without Using External Information

Translation-based models treat entities as a hyper-points and relations as a
vectors in the vector space. The training objectives are set to ensure certain

https://github.com/wangcunxiang/Domain-Representation-for-Knowledge-Graph-Embedding
https://github.com/wangcunxiang/Domain-Representation-for-Knowledge-Graph-Embedding
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correlations between points and vectors. TransE [2] is a seminal work of all
translation-based models, it believes that head entity plus relation approxi-
mately equals tail entity in the vector space. Subsequently, TransH [14] over-
comes the flaws of TransE concerning the 1-to-N/N-to-1/N-to-N relations.
TransR [7] builds entity and relation embeddings in separate entity and rela-
tion spaces. TransSparse [5] aims to handle heterogeneity and imbalance of data,
and STransE [9] models head and tail spaces differently. TransD [4] considers
entities for projection matrices. TransA [6] makes the margin changes dynami-
cally. TransG [15] aims to solve the problem of multiple-relation semantics, and
ITransF [16] uses sparse attention to solve the problem of data sparsity.

Among neural network models, SLM (Single Layer Model) [12] applies the
neural network to knowledge graph embedding. NTN (Neural Tensor Network)
[12] uses a bilinear tensor operator to represent each relation. ProjE [11] can be
seen as a modified version of NTN.

We choose translation-based models as baselines since they are more efficient
and highly effective compared to neural network based models.

2.2 Models Using External Information

Text-aware models import external information. The main idea is to employ tex-
tual representation or attributes information of entities and relations to existing
models (e.g. TransE), which also means that text aware models cannot work
independently and have to be attached to a knowledge graph embedding model
to improve the baseline model performance. In this sense, text-aware models are
similar to our domain representation model. However, our model does not need
any external information.

2.3 Investigation of Domains

Some research on knowledge graphs can be regarded as domain related. For
example, Dual-Space Model [13] is designed for calculating the similarity between
different domains and functions to help semantic similarity task, but cannot be
used for link prediction. Another example, [17] utilize learned relation embed-
dings to mine logic rules, such as BornInCity(a,b) ˆCityOfCountry(b,c) ⇒
Nationality(a,c). The concept of domains is used to restrict search choices of
logic rules. Though the models above use entities in domains, none of them tries
to represent domains explicitly in the vector space, which is the core idea of our
model. As a result, they cannot extract the common attributes of domains.

3 Baselines

In this section, we introduce the baseline models - Translation-based models
including TransE [2], TransR [7] and STransE [9], as well as the main task of
link prediction.
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3.1 Three Translation-Based Models

TransE [2] is the root of all translation-based models. As a seminal work, given
a head entity h, a relation r and a tail entity t, TransE [2] models a relation
triple 〈h, r, t〉 with h+r ≈ t. The training objective function is thus to minimize

fr (h, t) = ‖h + r − t‖l1/2 (1)

over a whole KG. Pre-trained with the head entity vectors hs, the relation vectors
rs and tail entity vectors ts by TransE, TransR [7] uses one projection matrix
per relation to do translational operation in the relation space, with an objective
function

fr (h, t) = ‖Wrh + r − Wrt‖l1/2 (2)

where Wr ∈ Rk×d is the projection matrix. STransE [9] is similar to TransR; It
also uses pre-trained entity vectors and relation vectors outputted by TransE.
But for STransE, each relation has two projection matrices, one for head entities,
the other for tail entities. STransE’s objective function is

fr(h, t) = ‖Wr,1h + r − Wr,2t‖l1/2 (3)

where Wr,1 ∈ Rk×d and Wr,1 ∈ Rk×d are the projection matrices for head entities
and tail entities, respectively.

3.2 Link Prediction

Link prediction is one of the most common evaluation protocols in knowledge
graph embedding. Given a test triple < h, r, t >, where h, r and t denote the
head entity, the relation and the tail entity, respectively. The task is to predict
the second entity (h or t) once the relation and one entity are determined. We
first remove the head entity, replacing it with all entities in the knowledge graph
to calculated a fitness score for each entity, based on the objective function of the
current model. All the entities are ranked according to the score, and the rank
of h among all entities is recorded. We repeat the same procedure for the tail
entity. The two ranks are used for the credibility score of the triple < h, r, t >,
which will be used in subsequent evaluation metrics.

4 Domain Representation Using Ellipsoids (DRE)

We model domain structures in the vector space as hyper-Ellipsoids. Section 4.1
introduces a formal definition of domains and explains why we use hyper-
ellipsoids to represent domains. Section 4.2 discusses the formal representation
of a hyper-dimensional hyper-ellipsoid. Section 4.3 describes how domains can
be used for tasks related to knowledge graphs. Section 4.4 discussed training.
Finally, Sect. 4.5 illustrates how the domain model can be used in combination
with various knowledge graph embedding models.
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4.1 Domain and Hyper-Ellipsoid

We define a domain in a knowledge graph as the set of a relation’s head or tail
entities. Formally, for any relation r, its head domain Dh,r is

Dh,r = {eh ∈ E| ∃et ∈ E ∧ (eh, r, et) ∈ T} (4)

And its tail domain Dt,r is

Dt,r = {et ∈ E| ∃eh ∈ E ∧ (eh, r, et) ∈ T} (5)

where T is the set of all triples, E is the set of all entities.
From our perspective, the concept of a domain is closely related to the concept

of similarity. Entities in a domain have similar attributes and are close in certain
dimensions in the vector space. Other the other hand, the shape of a domain in
a vector space distributes unevenly in different dimensions since the head/tail
entities are only similar in some attributes, but unrelated or even distinct in
others. For instance, to the relation “Capital”, “Beijing” and “Washington” can
both be tail entities. However, they can be very different in other senses. For
example, “Beijing” is a large city with more than 20M people while “Washing-
ton” is a small city with only 700 K people, and they are also far away from
each other in geological location. Thus in the embedding space, the dimensions
describing the “capital” attributes will be close, but those describing population
and location attributes will be distant.

Therefore, the space of a domain reflected in the vector space can be an
enclosure with narrow boundaries in some dimensions and with medium or wide
boundaries in others. Figure 1 illustrates the observation. This fits the shape of
a hyper-ellipsoid, which can rotate freely.

Fig. 1. One relation and its head/tail entity group, trained on FB15K by TransE
(vectors not normed). Most head/tail entities are close in one dimension but scattered
in other dimensions respectively. (Color figure online)
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4.2 Ellipsoid in Hyper-Dimensional Space

A hyper-ellipsoid can be represented as:

(x − a)TM(x − a) = 1 (6)

where x, a ∈ Rn, and M ∈ Rn∗n. M should be a positive definite matrix. Accord-
ing to Cholesky decomposition,

M = LLT (7)

where L should be a lower triangular matrix. In the training period, we decom-
pose M to L, and update L instead of M. L will still be a lower triangular matrix
in training. Using L to calculate M, we can assure that M remains a Hermitian
matrix in the training period.

4.3 Distance Between Entity Vectors and Hyper-Ellipsoid

We use an approximate method to calculate the distance between a point and the
surface of an ellipsoid in the vector space. First, a straight line is used to join the
entity point with the geometric center of the hyper-ellipsoid. Then we work out
the crossing point of the straight line and the hyper-ellipsoid’s surface. Finally,
the distance between the crossing point and the entity point is calculated, which
is our defined distance between the entity vector and the hyper-ellipsoid. Figure 2
illustrates the distance.

Fig. 2. An entity point and the surface of an ellipsoid, the red line is our defined
distance.

The distance between the entity vector and the surface of the ellipsoid is:

D =

∣
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∣
∣
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∣
∣
∣

‖e − a‖2 (8)

where e, a ∈ Rn, and M ∈ Rn∗n, e is a vector representing the entity, and a is
a vector representation of the hyper-ellipsoid’s geometric centre.

Note that the use an approximate distance is mainly because the exact dis-
tance is complex with many constraints, which can be infeasibly slow to calculate.
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4.4 Score Functions

The fitness between an entity vector and a domain is measured according to the
distance D in Eq. 8. The lower the score, the better the entity fits the domain.
In the training process, to fit the hyper-ellipsoid to a domain, we set the score
function as:

ftrain(e,E) = D (9)

where e indicates an entity, E indicates an Ellipsoid and D indicates the geo-
metric distance discussed above. Note that all es have been readily trained an a
knowledge graph, and they will not change in ellipsoid-training. Only Ms and
as are trained.

In the testing process, if an entity is inside the hyper-ellipsoid, it belongs to
the domain, and we set f to 0; if an entity is outside the hyper-ellipsoid, it still
can belong to the domain. We use D to describe the relatedness between the
entity and the domain, setting f = D.

Thus, the score function in testing is:

ftest(e,E) =

{

0 (e − a)TM(e − a) < 1
D (e − a)TM(e − a) ≥ 1

(10)

where (e − a)TM(e − a) < 1 means the entity is inside the hyper-ellipsoid,
(e − a)T M (e − a) ≥ 1 means the entity is outside the hyper-ellipsoid, and D
indicates the geometric distance (Fig. 3).

The training score ensures that the hyper-ellipsoid will fit the space of the
domains and the testing score ensures that all entities belonging to a certain
domain are treated equally, but the entities outside the domain are estimated
by their distance from the domain.

Fig. 3. Simulated training process. A hyper-ellipsoid changes its size, shape and orien-
tation during training. The left figure shows that when training entities are inside the
hyper-ellipsoid, boundaries of the ellipsoid will move inward. The right figure shows
that when training entities are out of the hyper-ellipsoid, boundaries of the ellipsoid
will move outward.



204 C. Wang et al.

4.5 Training

Our training goal is to find a hyper-ellipsoid that best fits a cluster of the entities
that represents a domain. The training objective is:

L =
∑

e∈Dom

min (ftrain (e,E)) (11)

where e is an entity belonging to a domain Dom, and min() aims to minimize the
distance between the hyper-ellipsoid and the entities s. We use SGD to minimize
ftrain by updating the ellipsoid parameters.

For models having multiple spaces, we only choose the embeddings in the
“final” space to train. For example, for TransR, we choose the projected space
(relation space). So the model does not care about how different spaces are
projected.

5 Combination with KG Embedding Models

Domain representations are combined with baseline knowledge graph embedding
models to enhance the power of entity distinguish. When doing link prediction,
entities not belonging to a domain receives a penalty over the baseline model
scores based on their spatial distance from the domain. However, entities belong-
ing to the domain do not receive such penalty scores.

In the testing process, we add the score function of DRE to the baseline
models:

fr (h, t) = ftest(baseline) (h, t) + ftest(DRE) (e,E) (12)

where ftest(baseline) (h, t) is the score function of the baseline model, and
ftest(DRE)(e,E) is the penalty score of our model (Fig. 4).

Fig. 4. The testing process of a translation-based model combined with DRE. For
candidate entities inside the ellipsoidy, their scores have no change from the baseline
models, which are indicated by the pink lines. However, for candidate entities outside
the ellipsoid (outside the domain), their scores are the original scores augmented by the
scores of DRE (the distance between the candidate entities to the ellipsoid’s surface),
which are the two intersecting green lines. (Color figure online)
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5.1 Example

We use STransE as an example to illustrate how our model DRE is applied
on top of a knowledge graph embedding model. STransE is one of the best
performing translation-based models, and its score function is fr(h, t) =
‖Wr,1h + r − Wr,2t‖l1/2 , where Wr,1, Wr,2t are the projection matrices.

The process consists of five steps:

1. Train a TransE model to obtain entity embeddings hs, ts and relation embed-
dings rs, mentioned in Eq. 1.

2. Use the TransE embeddings to train STransE and obtain new entity and
relation embeddings as well as the projection matrices, shown in Eq. 3.

3. Use the entity embeddings and matrices from STransE (in the projected
space) to train hyper-ellipsoids. Given a triple< h, r, t >, The projected
embeddings of the two entities are used to train two domains - the head
domain and tail domain of the relation r.

4. For each testing case, calculate ftest(STransE) and ftest(DRE) respectively and
add them for a final score f = ftest(STransE) + ftest(DRE).

5. Use f in link prediction.

6 Experiments

We for comparing our domain representation model with the baseline mod-
els on link prediction, evaluating the results using mean rank, Hits@10/3/1 of
TransE/TransR/STransE combined with DRE, respectively.

6.1 Datasets

We conduct our experiments on two typical knowledge graphs, namely WordNet
[8] and Freebase [1], choosing the dataset WN18 from Wordnet and the dataset
FB15K from Freebase.1 Information of these two databases is given in Table 1.

6.2 Evaluation

Based on link prediction, two measures are used as our evaluation metric. Mean
Rank: the mean rank of correct entities in all test triples. Hits@10/3/1: the
proportion of correct entities ranked at top 10/3/1 among all the candidate
entities.

Following [2] and [7], we divide over evaluation into Raw and Filtered.
Some triples obtained by randomly replacing entities in gold triples are also

1 Because of reverse relations, FB15k-237 and WN18RR have attracted much atten-
tion. However, DRE is free from this problem because each domain is independent.
Besides, more papers reported results on WN18 and FB15K than those on FB15k-
237 and WN18RR. So we choose the more general and widely-used datasets WN18
and FB15K.
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Table 1. #Ent is the entity number of the database, #Rel is the relation number of
the database. #Train/#Valid/#Test are the triples in training/validation/test sets.

Dataset #Ent #Rel #Train #Valid # Test # Domain

WN18 40,943 18 141,442 5,000 5,000 36

FB15K 14,951 1,345 483,142 50,000 59,071 2690

Table 2. Link prediction results on two datasets.

Metric External
Information

WN18 FB15K

Mean Rank Hits@10 Mean Rank Hits@10

Filtered Filtered Filtered Filtered

TransE [2] NA 251 89.2 125 47.1

TransH [14] 388 82.3 87 64.4

TransR [7] 225 92.0 77 68.7

TranSparse [5] 221 93.9 82 79.9

STransE [9] 206 93.4 69 79.7

TransA [6] 153 – 58 –

ITransF [16] 205 95.2 65 81.4

DRE(TransE) 201 93.3 60 74.5

DRE(TransR) 165 96.5 38 82.1

DRE(STransE) 154 96.9 36 83.4

correct, such triples exist in the training, validation or test sets. If we do not
remove the corrupted triples when calculating the rank of correct triples, the
evaluation method is called Raw; if we remove them, the evaluation method
called Filtered. The relations can be divided into four categories according to
their head and tail entity counts. For any relation, if there is only one head entity
in the knowledge graph when given a tail entity, and vice versa, it is an 1-to-1
relation. If there is only one head entity when given a tail entity but many tail
entities when given a head entity, it is an 1-to-N relation; Reverse to N-to-1
relation; If there many head entities when given a tail entity and vice versa, it
is an N-to-N relation.

In both Raw and Filtered data, for any type of relations, lower Mean Rank
and higher Hits@n indicate the better results and performance.

6.3 Hyper-parameters

When training the baseline models, we choose the best-selected parameters pre-
sented in their original papers. A Translation-based model must contains five
parameters, namely the word vector size k, the learning rate λ, the margin γ,
the batch size B and dissimilarity measure d.
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– For TransE, the configurations are: k = 50, λ = 0.001, γ = 2, B = 120, and
d = L1 on WN18; k = 50, λ = 0.001, γ = 1, B = 120 and d = L1 on FB15K.

– For TransR, the configurations are: k = 50, λ = 0.001, γ = 4, B = 1440, and
d = L1 on WN18; k = 50, λ = 0.001, γ = 1, B = 4800 and d = L1 on FB15K.

– For STransE, the configurations are: k = 50, λ = 0.0005, γ = 5, B = 120,
and d = L1 on WN18; k = 100, λ = 0.0001, γ = 1, B = 120 and d = L1 on
FB15K.

In our DRE model, we run SGD for 500 epochs to estimate the parameters of
hyper-ellipsoids, with the learning rate λ ∈ {0.000001; 0.00001; 0.0001; 0.001; }
and the batch size B = 120. The vector size k is set the same as the baseline
model’s vector size. We finally chose λ = 0.00001 as our learning rate according to
the results. Except for λ and B, our model does not need other hyper-parameters.

Table 3. Results on WN18 and FB15K.MR is mean rank, H@10/3/1 are Hits@10/3/1.
In the results of TransE, TransR, and STransE, for MR and Hits@10, we use the results
reported in the original papers; For Hits@3/1, we use our own results.

Model WN18 FB15K

MR H@10 H@3 H@1 MR H@10 H@3 H@1

TransE 251 89.2 83.2 34.2 125 47.1 49.4 20.9

DRE(TransE) 204 93.3 86.2 68.9 60 74.5 57.5 41.9

TransR 225 92.0 89.8 48.6 77 68.7 50.4 21.5

DRE(TransR) 164 96.5 94.4 71.1 38 82.1 70.6 55.5

STransE 206 93.4 90.2 70.0 69 79.7 56.8 26.5

DRE(STransE) 154 96.9 94.7 75.3 36 83.4 72.4 58.7

6.4 Results

Table 2 shows the link prediction results of previous work and our method by
the Mean Rank and Hit@10. The first 12 rows are prior models without external
information; the next three rows are our model DRE with three baseline mod-
els, namely DRE(TransE), DRE(TransR) and DRE(STransE), respectively. Our
model is also external information free. Models using external information can
achieve better results compared with external-information-free models, but this
is not a direct comparison.

Among models without any external information, our model has achieved
best results in both mean rank and Hits@10 on WN18 and FB15K, for example,
our model improves Hits@10 of STransE from 93.4%/79.7% to 96.9%/83.4% and
lower Mean Rank from 206/69 to 154/36 on WN18/FB15K, respectively.

Mean Rank. For Mean Rank, our model shows strong benefits, significantly
reducing extreme cases in link prediction. Taking tail prediction by TransE as
an example. In some cases (which are frequent in our test set), h+ r can be very
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distant from the t in the hyperspace, which makes the rank of correct triples very
high. However, when h + r is far away from the right entity t, our model gives
a large penalty to the incorrect entities around h + r, while only giving a small
or none penalty to the correct entities, which are not away from the domain. In
this way, the extreme cases are reduced significantly.

Table 4. Experimental results on FB15K by mapping properties of relations.

Model Predicting Head (Hits@10) Predicting Tail (Hits@10)

1-to-1 1-to-N N-to-1 N-to-N 1-to-1 1-to-N 8.9% N-to-1 N-to-N

1.4% 8.9% 14.7% 75.0% 1.4% 8.9% 14.7% 75.0%

TransE 43.7 65.7 18.2 47.2 43.7 19.7 66.7 50.0

DRE(TransE) 79.6 85.1 47.1 75.6 79.8 52.8 84.1 78.0

TransR 78.8 89.2 34.1 69.2 79.2 38.4 90.4 72.1

DRE(TransR) 86.2 87.8 63.1 81.5 88.1 71.0 89.0 85.7

STransE 82.8 94.2 50.4 80.1 82.4 56.9 93.4 83.1

DRE(STransE) 87.1 88.9 69.2 82.2 89.1 74.9 89.2 86.5

6.5 Discussion

Table 3 shows that our model gives improvements on every evaluation metric
over the baseline models. Also, the results of DRE-(TransE) are roughly similar
to the STransE results. Similar to STransE to some extent, we model the head
and tail entities for each relation, respectively. Our model represents its head
domain and tail domain, while STransE creates a head projection matrix and a
tail projection matrix. STransE/TransR describe domain information by using
projection matrices. However, their domain information is implicit, and difficult
to ally beyond their models. Besides, they aim to separate entities in the same
domain from each other. In contrast, our model aims to extract common knowl-
edge of one domain, using it to separate entities in the domain from entities
out of the domain. Notably, our model also improves Hits@1 over the baseline
models significantly, especially on FB15K.

Hits@10. In Table 4, we analyze why our model works on Hits@10. On dataset
FB15K, the testing triples with “1-to-1” relation take up only 1.4% of the dataset
while the ratio is 8.9% for “1-to-N” relation, 14.7% for “N-to-1” relation and
75.0% for “N-to-N” relation. As a result, instances on “to-N” are much more than
those on “to-1”. Our model significantly boosts the performance of predicting
“to-N” cases. In predicting head entities for “N-to-1” relations and tail entities
for “1-to-N” relations, where the results in baseline models are relatively lower.
For “N-to-N” relations, our model also improves over the baseline significantly.
Since “to-N” domains account for 86.8% (8.9%/2+14.7%/2+75.0%) of testing
instances, the overall results were also greatly enhanced.

For some cases in predicting “to-1”, our model gives lower accuracies. It may
be because lack of training data for those domains. For example, for “1-to-N”
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relations, the head entities are much fewer than the tail entities, which leads
to lack of entities in head domains. As a result, the domains may not be well
trained. The same occurs to the tail domains of “N-to-1” relations. But for “to-
N” domains, the training entities are much more, and the ellipsoids are better
trained to represent the domains.

The baseline models are weak in predicting the head of “N-to-1” and pre-
dicting the tail of “1-to-N” relations, which is the major source of errors. Our
method addresses such weakness.

7 Conclusion

We have shown that a conceptually simple domain model is effective for enhanc-
ing the embeddings of knowledge graph by offering hierarchical knowledge. In
addition, hyper-ellipsoids are used to represent domains in the vector space, and
the distance between an entity and certain domain is used to infer whether the
entity belongs to the domain and how much discrepancy they have. Our model
can be used over various other KG embedding models to help improve their per-
formance. Results on link prediction show that our model significantly improves
the accuracies of state-of-the-art baseline knowledge graph embeddings.

To our knowledge, we are the first to learn explicit hierarchical knowledge
structure over knowledge graph embeddings. Future work includes extending our
model to other related NLP problems, such as information extraction.
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Abstract. There has been an increasing attention to the task of fact
checking. Among others, FEVER is a recently popular fact verifica-
tion task in which a system is supposed to extract information from
given Wikipedia documents and verify the given claim. In this paper,
we present a four-stage model for this task including document retrieval,
sentence selection, evidence sufficiency judgement and claim verification.
Different from most existing models, we design a new evidence suffi-
ciency judgement model to judge the sufficiency of the evidences for each
claim and control the number of evidences dynamically. Experiments on
FEVER show that our model is effective in judging the sufficiency of the
evidence set and can get a better evidence F1 score with a comparable
claim verification performance.

Keywords: Claim verification · Fact checking · Natural language
inference

1 Introduction

With the development of online social media, the amount of information is
increasing fast and information sharing is more convenient. However, the cor-
rectness of such a huge amount of information can be hard to check manually.
Based on this situation, more and more attention has been paid to the automatic
fact checking problem.

The Fact Extraction and VERification (FEVER) dataset introduced a bench-
mark fact extraction and verification task in which a system is asked to extract
sentences as evidences for a claim in about 5 million Wikipedia documents and
label the claim as “SUPPORTS”, “REFUTES”, or “NOT ENOUGH INFO” if
the evidences can support, refute, or not be found for the claim. Fig. 1 shows an
example. For the claim “Damon Albarn’s debut album was released in 2011”, we
need to find the Wikipedia document and extract the sentences: “His debut solo
studio album Everyday Robots – co-produced by XL Recordings CEO Richard
Russell – was released on 28 April 2014”. Then the claim can be labeled as
c© Springer Nature Switzerland AG 2019
J. Tang et al. (Eds.): NLPCC 2019, LNAI 11838, pp. 211–222, 2019.
https://doi.org/10.1007/978-3-030-32233-5_17
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“REFUTES” and this sentence is the evidence. Different from the traditional
fact checking task, fact extraction and verification requires not only checking
whether the claim is true, but also extracting relevant information which can
support the verification result from huge amounts of information. In the FEVER
shared task, both the F1 score of the evidence and the label accuracy is evalu-
ated as well as FEVER score which evaluate the integrated result of the whole
system.

Fig. 1. An example of FEVER. Given a claim, the system is supposed to retrieve evi-
dence sentences from the entire Wikipedia and label it as “SUPPORTS”, “REFUTES”
or “NOT ENOUGH INFO”

Most of the previous systems [3,6,14] use all the five sentences retrieved
from the former step to do the claim verification subtask. However, 87.8% of the
claims in the dataset can be verified by only one sentence according to oracle
evidences1. Obviously, using all five evidences is not a good method, so we would
like to use evidence distilling to control the number of evidences and to improve
the accuracy of claim verification.

In this paper, we present a system consisting of four stages that conduct
document retrieval, sentence selection, evidence sufficiency judgement and claim
verification. In the document retrieval phase, we use entity linking to find candi-
date entities in the claim and select documents from the entire Wikipedia corpus
by keyword matching. In the sentence selection phase, we use modified ESIM [2]
model to select evidential sentences by conducting semantic matching between
each sentence from the retrieved pages in the former step and the claim and to
reserve the top-5 sentences as candidate evidences. In the evidence sufficiency
judgement phase, we judge whether the evidence set is sufficient enough to ver-
ify the claim so that we can control the number of evidences for each claim
dynamically. Finally, we train two claim verification models, one on the full five
retrieved evidences, and the other on manually annotated golden evidence and
do weighted average over them to infer whether the claim is supported, refuted
or can not be decided due to the lack of evidences.

1 The evidences provided in the FEVER dataset.
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Our main contributions are as follows. We propose a evidence distilling
method for fact verification and extraction. And we construct a model to realize
evidence distilling on the FEVER shared task and achieved the state-of-the-art
performance on the evidence F1 score and comparable performance on claim
verification.

2 Our Model

In this section, we will introduce our model in details. Our model aims to extract
possible evidences for a given claim in 5 million most-accessed Wikipedia pages
and judge whether these evidences support or refute the claim, or state that
these evidence are not enough to decide the correctness. We first retrieve docu-
ments corresponding to the claim from all Wikipedia pages, and then select most
relevant sentences as candidate evidences from these documents. After judging
the sufficiency of evidences, we can distill the evidence set. Finally, we judge if
the evidence set can support, refute, or not be found for the claim and label the
claim as “SUPPORTS”, “REFUTES”, or “NOT ENOUGH INFO”.

Fig. 2. Our system overview: document retrieval, sentence selection, evidence suffi-
ciency judgement and claim verification

Formally, given a set of Wikipedia documents D = {d1, d2, d3, . . . , dm}, each
document di is also an array of sentences, namely di = {si1, si2, si3 . . . sin} with
each sij denoting the j-th sentence in the i-th document and a claim ci, the model
is supposed to give a prediction tuple (Êi, ŷi) satisfying the Êi = {se0 , se0 , . . .} ⊂
∪di, representing the set of evidences for the given claim, and ŷi ∈{ SUPPORTS,
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REFUTES, NOT ENOUGH INFO}. As illustrated in Fig. 2, our model contains
four parts: document retrieval, sentence selection, evidence sufficiency judgement
and claim verification.

2.1 Document Retrieval and Sentence Selection

Document retrieval is the selection of Wikipedia documents related to the given
claim. This phase handles the task as the following function:

f(ci,D) = Dci (1)

ci is the given claim and D is the collection of Wikipedia documents. D̂ci is a
subset of D that consists of retrieved documents relevant to the given claim.

In this step, we first extract candidate entities from the claim and then
retrieve the documents by the MediaWiki API2 with these entities. The retrieved
articles whose titles are longer than the entity mentioned and with no other
overlap with the claim except for the entity will be discarded.

In the sentence selection phase, we rank all sentences in the documents we
selected previously and select the most relevant sentences. In other words, our
task in this phase is to choose candidate evidences for the given claim and we
only consider the correlation between each single sentence and the claim without
combining evidence sentences. This module handles the task as the following
function:

g(ci,Dci) = Eci (2)

which takes a claim and a set of documents as inputs and outputs a subset of
sentences from all sentences in the documents of Dci . This problem is treated
as semantic matching between each sentence and the claim ci to select the most
possible candidate evidence set. And E(ci) = {e1, e2, e3, e4, e5} represents the
candidate evidence set selected.

As the sentence selection phase, we adopt the same method as the
Hanselowski et al. (2018) [3]. To get a relevant score, the last hidden state of
ESIM [2] is fed into a hidden layer connected to a single neuron. After getting
the score, we rank all sentences and select the top five sentences as candidate
evidences because each claim in FEVER has at most five evidences.

2.2 Evidence Sufficiency Judgement

We find 87.8% claims have only one sentence as evidence while in previous work,
sentences selected by sentence selection are all treated as evidences. However,
there may be several non-evidential sentences that could interfere with our verifi-
cation for the claim. For example in Fig. 1, for the claim “Damon Albarn’s debut
album was released in 2011.”, the first sentence we selected from the sentence
selection model has already covered the standard evidence set and the other four
sentences can not help to verify the claim.
2 https://www.mediawiki.org/wiki/API:Mainpage.

https://www.mediawiki.org/wiki/API:Mainpage
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To alleviate this problem, We incorporate an evidence sufficiency judge model
to control the number of evidences. Because the candidate evidence sentences
have been sorted according to their relevance to the claim in the sentence selec-
tion phase, we first judge whether the first sentence is enough to classify the
claim, if not, we would add the next sentence until the sentences are enough.
And for the “NOT ENOUGH INFO” claims, because we have not enough infor-
mation to verify, we keep all five candidate sentences. Consequently, we can
control the number of evidences for each claim dynamically formalized as the
following function:

h(ci, E′
ci , yi) = lci (3)

E′
ci is a subset of E(ci), E′

cican be {e1}, {e1, e2}, {e1, e2, e3}, {e1, e2, e3, e4} or
{e1, e2, e3, e4, e5}, lci ∈ {0, 1} indicates that whether E′

ci is enough to judge ci in
which 0 indicates not enough and 1 indicates enough. We regard it as a classifi-
cation problem and construct an evidence sufficiency judge model as illustrated
in Fig. 3 to solve it. First, we concatenate all the evidence subsets. Then we put
the concatenated evidences E and the claim C into a bidirectional LSTM layer
respectively and get the encoded vectors Ê and Ĉ.

Ê = BiLSTM(E), Ĉ = BiLSTM(C) (4)

Then, a bidirectional attention mechanism is adopted. After computing the
alignment matrix of Ê and Ĉ as A, we can get aligned representation of E from
Ĉ as ˜E and same on C as ˜C with softmax over the rows and columns.

A = Ĉ�Ê (5)

˜E = Ĉ · softmaxcol(A�), ˜C = Ê · softmaxcol(A) (6)

We then integrate Ê and ˜E as well as Ĉ and ˜C by the following method as
EE and EC respectively.

EE = [Ê; ˜E; Ê − ˜E; Ê ◦ ˜E] (7)

EC = [Ĉ; ˜C; Ĉ − ˜C; Ĉ ◦ ˜C] (8)

Then EE and EC are put in two bidirectional LSTM respectively and after
that we do max pooling and average pooling on ÊE and ÊC.

ÊE = BiLSTM(EE), ÊC = BiLSTM(EC) (9)

emax = MaxPoolrow(ÊE), eave = AvePoolrow(ÊE) (10)

cmax = MaxPoolrow(ÊC), cave = AvePoolrow(ÊC) (11)

The pooled vectors are then concatenated and put in an multi-layer percep-
tron and the label l is produced finally.

MLP ([emax; eave; cmax; cave]) = l (12)



216 Y. Lin et al.

Fig. 3. The model structure for evidence sufficiency judgement phase.

And if the label is 1, we regard the current evidence set as the final evidence
set. For example, h(ci,{e1, e2}) = 1, the evidence set for ci is {e1, e2} rather than
{e1, e2, e3, e4, e5}. In this way, we can control the number of evidences.

2.3 Claim Verification

In this phase, we use the final evidence set selected in the evidence sufficiency
judgement sub-module to classify the claim as SUPPORTS, REFUTES or NOT
ENOUGH INFO. This task is defined as follows:

h(ci, Êci) = yci (13)

where Êci is the evidences selected by last phase for ci and yci ∈ {S,R,NEI}.
Our model in this section is modified on the basis of ESIM. The major

difference is that we add a self-attention layer while the original model only
use coattention. This model takes a concatenated evidence sentence and the
given claim as input and outputs the label of the claim. Firstly, We compute
the coattention between the concatenated evidence and the claim which is a
codependent encoding of them. And then it is summarized via self-attention to
produce a fine-grain representation.

We trained two claim verification models in total, one on the full data
from sentence selection part with all five retrieved evidences called five-sentence
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model, the other on the evidence we manually annotated by gold evidences con-
tained in the retrieved evidence set called judged-sentence model. Then we put
all five of the evidences and the evidences from the evidence sufficiency judge-
ment in the two models respectively and get the output of the two models.
Finally, we do weighted average on the two outputs to get the final label of the
claim.

3 Experiment and Analysis

3.1 Dataset and Evaluation

We evaluate our model on FEVER dataset which consists of 185445 claims and
5416537 Wikipedia documents. Given a Wikipedia document set, we need to
verify an arbitrary claim and extract potential evidence or state that the claim is
non-verifiable. For a given claim, the system should predict its label and produce
an evidence set Êci , satisfying Êci ⊆ Ei, where Ei is the standard evidence set
provided by the dataset. For more information about the dataset please refer to
Thorne et al. (2018) [10].

Besides the main track on FEVER, we construct a auxiliary dataset to help
training a evidence sufficiency judge model. Specifically, for each claim-evidence
pair < ci, Ei > in fever, a series of triples in the form of < ci, E

′
i, li > are

constructed in our auxiliary dataset, where E′
i is a continuous subset of the whole

potential evidence set Ei, and li is a handcrafted indicator indicates whether
the subset is enough for claim verification. Considered that the evidence in E′

i is
ordered by the confidence given by the sentence selection module, the continuous
subset E′

i can also be seen as top m potential evidences in Ei. For example,
Ei =< s1i , s

2
i , s

4
i >, we can construct four triples as following: < ci, [s1i ], 0 >,

< ci, [s1i , s
2
i ], 0 >,< ci, [s1i , s

2
i , s

3
i ], 0 >,< ci, [s1i , s

2
i , s

3
i , s

4
i ], 1 >. Especially, for

“NOT ENOUGH INFO” claims, we construct only one triple where E′
i contains

five random sentences and li = 0. Finally, we can get our auxiliary dataset which
has 367k triples in training set and 57k in dev set. And the distribution is
shown in Table 1. “evinum = i” means the first i evidences ranked by sentence
selection model can cover all golden evidences. And evinum“not covered” means
all five evidences can not cover golden evidences. With this dataset, our evidence
sufficiency judgement module can be trained in a supervised fashion.

Table 1. Statistics of the number of golden evidences on train and dev set respec-
tively. “evinum = i” means that the first i evidences ranked by sentence selection model
can cover all golden evidences, evinum = “not covered” means that all five evidences
selected by sentence selection model can not cover all golden evidences.

evinum 1 2 3 4 5 not covered

Train 85341 6381 2037 959 557 49575

Dev 9363 1210 455 255 180 8492
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3.2 Baselines

We choose three models as our baselines. FEVER baseline [10] use tf-idf to select
documents and evidences and then use MLP/SNLI to make the final prediction;
UNC [6] propose a neural semantic matching network(NSMN) and use the model
jointly to solve all three subtasks. They also incorporate additional information
such as pageview frequency and WordNet features. And this system has the best
performance in the FEVER shared task; Papelo [5] use tf-idf to select sentences
and transformer network for entailment. And this system has the best f1-score
of the evidence in the shared task.

3.3 Training Details

In sentence selection phase, the model takes a claim and a concatenation of all
evidence sentences as input and outputs a relevance score. And we hope the
golden evidence set can get a high score while the plausible one gets a low score.
For training, we concatenate each sentence in oracle set as positive input and
concatenate five random sentences as negative input and then try to minimize
the marginal loss between positive and negative samples. As word representation
for both claim and sentences, we use the Glove [7] embeddings.

In evidence sufficiency judgement section, we use our auxiliary dataset to
train the model. And in the claim verification section, for the five-sentence model,
we use all the five sentences retrieved by our sentence selection model for training.
While for the judged-evidence model, we use the golden evidences in our auxiliary
dataset for training. For a given claim, we concatenate all evidence sentences as
input and train our model to output the right label for the claim. We manually
choose a weight (based on the performance on dev set) and use the weighted
average of the two models outputs as final claim verification prediction.

3.4 Results

Overall Results. In Table 2, we compare the overall performance of different
methods on dev set. Our final model outperforms the Papelo which had the
best evidence f1-score in the FEVER shared task by 1.8% on evidence f1-score
which means our evidence distilling model has a better ability choose evidence.
Meanwhile, our label accuracy is comparable to UNC which is the best submitted
system in the shared task.

Document Retrieval and Sentence Selection. First, we test the perfor-
mance of our model for document retrieval on the dev set. We find that for
89.94% of claims (excluding NOT ENOUGH INFO), we can find out all the
documents containing standard evidences and for only 0.21% claims, we can-
not find any document which consists two parts: (1) We cannot find related
Wikipedia page based on the candidate entity (26 claims). (2) We cannot find
the page we found in the Wikipedia online in the provided Wikipedia text source
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Table 2. Performance of different models on FEVER. Evidence f1 is the f1 score of evi-
dence selection where the oracle evidences are marked as correct evidences. LabelAcc
is the accuracy of the predicted labels. The five-sentence model uses all five sen-
tences selected by sentence selection model. The judged-evidence model uses evidences
selected by evidence sufficiency judgement model. And the combined one is the com-
bination of these two model. FEVER baseline is the baseline model described in [10].
UNC [6] is the best submitted system during the FEVER shared task and Papelo [5]
had the best f1-score of the evidence in the task.

Evidence f1 LabelAcc

FEVER baseline [10] 18.66 48.92

UNC [6] 53.22 67.98

Papelo [5] 64.71 60.74

Five-sentence model 35.14 65.98

Judged-evidence model 66.54 59.47

Combined 66.54 67.00

(2 claims). And for the other 10% claims, we can find some of the documents
which contain some of the evidences but not all of them.

Then, for the sentence selection model, we extract the top 5 most similar
sentences from the documents. And for 85.98% claims, the 5 sentences we selected
can fully cover the oracle evidence set, and we called it fully-supported and 6.95%
has at least one evidence. And hit@1 is 76.35% which means the rank-1 sentence
is in the oracle evidence set.

Table 3. Performance of evidence sufficiency judge model. The first line represents
the number of evidences for each claim. num right is the number of evidence set we
selected which is exactly match with the gold evidence set on dev set

evidence num 1 2 3 4 5

num after control 9367 542 166 118 9762

num right 6429 171 65 71 6071

Evidence Sufficiency Judgement. Table 3 shows the results of the evidence
sufficiency judge model. Before this model, each claim has five evidences. After
the dynamic control, 9367 pieces of claims has only one evidence which means
our model does well in controlling the amount of evidences. And the num right
is the number of evidence set we selected which is exactly match with the gold
evidence set on dev set which we made in the same manner as we made the
evidence set for training this model.
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Claim Verification. As shown in Table 4, totally, the evidence set selected by
our model is exactly match with the golden evidence set for 64% data. And we
do claim verification use the judged-evidence model on this part of data and the
label accuracy can reach 81.09% which means that the judged-evidence model
can get a good performance when the evidence selected by evidence sufficiency
judge model is right.

Table 4. Performance of judged-evidence model on the results of evidence sufficiency
judge model

Completely right Not completely right

Num 12807 7191

Label acc 81.09% 20.84%

The results on the not completely right set is not good. This is because that
the judged-evidence model has two disadvantages: first, as mentioned before,
for about 14% claims we can not select all needed evidences in the sentence
selection model and for these data our evidence sufficiency judge model will
reserve all five sentences as evidence. But actually most data of five sentences
is labeled as “NOT ENOUGH INFO”. This part may produce error propaga-
tion, since in the training phase, the claim with five evidences are mostly in
the label “NOT ENOUGH INFO” which will be long after the concatenation.
However, in the test phase, the claim with five evidences may also be claims
whose evidences are not fully found in the first two phase, causing the evidence
sufficiency judgement model regard them as not sufficiency and they will have all
the five evidences reserved to the claim verification phase and finally be labeled
as “NOT ENOUGH INFO” which is actually wrong. Besides, for the judged-
evidence model, the length of evidence ranges widely, the max length is more
than 400 tokens while the min length is just about 20 tokens. The results of
judged-evidence model may be influenced by the length of the input evidence.
For these two problems, the five-sentence model can handle it better. So we com-
bine these two model and get a better performance. To be more specific, after
the evidence sufficiency judgement step, the judged-evidence model can regard
the label “NOT ENOUGH INFO” better with more information of evidence suf-
ficiency, while the five-sentence model are trained with more noisy evidences and
can have better performance on 14% of the claims whose oracle evidences are not
be fully retrieved in the first two phase of the system. Thus, the weighted average
result of the two results performs improves 7.7% of label acc. And we compare
the label accuracy with different weights (the weight for judged-evidence model)
for combining judged-evidence model and five-sentence model on dev set, as
show in Table 5. We find the model with weight 0.3 achieves the highest label
accuracy.
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Table 5. Claim verification evaluation with different weights for combining judged-
evidence model and five-sentence model on dev set.

Weight 0.1 0.2 0.3 0.4 0.5 0.6

Label acc 66.25% 66.68% 66.98% 66.35% 64.21% 62.15%

4 Related Works

Our model focus on evidence distilling in the retrieved evidences while doing
claim verification. In that circumstance, there are many works that are related
to ours, and we will introduce them in this section to illustrate our model more
properly.
Natural Language Inference is basically a classification task in which a pair of
premise and hypothesis is supposed to be classified as entailment, contradiction
or neutral which is quite same as the third step – Recognizing Textual Entail-
ment in the FEVER Pipelined System described in (Throne et al. 2018) [10].
Recently, the emergence of Stanford Natural Language Inference(SNLI) [1]and
the Multi-Genre Natural Language Inference(Multi-NLI) [13] with as much as
570,000 human-annotated pairs have enabled the use of deep neural networks and
attention mechanism on NLI, and some of them have achieved fairly promising
results [2,4,9]. However, unlike the vanilla NLI task, the third step in the FEVER
Pipelined System described in (Throne et al. 2018) [10] presents rather challeng-
ing features, as the number of premises retrieved in the former steps is five
instead of one in most situations. While the NLI models are mostly constructed
to do one-to-one natural language inference between premise and hypothesis,
there has to be a way to compose the premises or the results inferred from each
of the premises with the certain hypothesis.
Fact Checking Task: After the definition of Fact Checking given by Vlachos
and Riedel [11], there are many fact checking datasets apart from FEVER. Wang
[12] provides a dataset for fake news detection with 12.8 K manually labeled
claims as well as the context and the justification for the label but not machine-
readable evidence available to verify the claim. The Fake News challenge [8]
provides pairs of headline and body text of News and participants are supposed
to classify a given pair of a headline and a body text. However, compared with
FEVER, the systems do classification by given resources rather than retrieved
in the former step of the system. The FEVER shared task, on which we did
our experiments, describes a task in which we should not only verify the given
claim, but also do the verification based on the evidences we retrieved ourselves
in the collection of the Wikipedia text resources and provides 185,445 claims
associated with manually labeled evidences.

5 Conclusions and Future Work

In this paper, we present a new four-stage fact checking framework, where we
design a novel evidence sufficiency judgement model to dynamically control the
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number of evidences to be considered for later verification. We show that precise
control of evidence is helpful for evaluating the quality of evidence and also
further claim verification. In future, we plan to improve our model by leveraging
context-dependent pre-trained representations to better deal with more complex
sentences. We may also try to use graph networks to incorporate inner structure
among multiple evidences instead of direct concatenation.
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Abstract. Knowledge Graph (KG)-to-Text generation task aims to gen-
erate a text description for a structured knowledge which can be viewed
as a series of slot-value records. The previous seq2seq models for this
task fail to capture the connections between the slot type and its slot
value and the connections among multiple slots, and fail to deal with
the out-of-vocabulary (OOV) words. To overcome these problems, this
paper proposes a novel KG-to-text generation model with hybrid of slot-
attention and link-attention. To evaluate the proposed model, we con-
duct experiments on the real-world dataset, and the experimental results
demonstrate that our model could achieve significantly higher perfor-
mance than previous models in terms of BLEU and ROUGE scores.

Keywords: Text generation · Knowledge graph · Attention
mechanism

1 Introduction

Generation of natural language description from structured Knowledge Graph
(KG) is essential for various Natural Language Processing (NLP) tasks such as
question answering and dialog systems [22,24,26,29]. As shown in Fig. 1, for
example, a biographic infobox is a fixed-format table that describes a person
with many “slot-value” records like (Name, Charles John Huffam Dickens), etc.
We aim at filling in this knowledge gap by developing a model that can take a
KG (consisted of a set of slot types and their values) about an entity as input,
and automatically generate a natural language description.

As discussed in [37], recently text generation task is usually accomplished
by human-designed rules and templates [3,8,9,23,43]. Generally speaking, high-
quality descriptions could be released from these models, however the results
heavily rely on information redundancy to create templates and hence the gen-
erated texts are not flexible. In early years, researchers apply language model
(LM) [4,20,21,33] and neural networks (NNs) [18,34,40,41] to generate texts
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J. Tang et al. (Eds.): NLPCC 2019, LNAI 11838, pp. 223–234, 2019.
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Row Slot Type Slot Value
1 Name Charles John Huffam Dickens
2 Born 7 February 1812 Landport, Hampshire, England
3 Dicd 9 June 1870 (aged 58) Higham, Kent, England
4 Resting place Poets' Corner, Westminster Abbey
5 Occupation Writer
6 Nationality British
7 Genre Fiction
8 Notable work The Pickwick Papers

Knowledge:

Text:
Charles John Huffam Dickens (7 Feb 1812 – 9 Jun 1870) was a 

British writer best known for his fiction The Pickwick Papers.

Fig. 1. Wikipedia infobox about Charles Dickens and its corresponding generated
description.

from structured data [26,37], where a neural encoder captures table-formed infor-
mation and, a recurrent neural network (RNN) decodes these information to a
natural language sentence [22,25,49]. The previous work usually considers the
slot type and slot value as two sequences and applies a sequence-to-sequence
(seq2seq) framework [25,29,37,42,46] for generation. However, in the task of
describing structured KG, we need to cover the knowledge elements contained in
the input KG (but also attend to the out-of-vocabulary (OOV) words), and gen-
erally speaking generating natural language description mainly aims at clearly
describing the semantic connections among these knowledge elements in an accu-
rate and coherent way. Therefore, the previous seq2seq models: (i) fail to capture
such correlations and hence are apt to release wrong description; (ii) fail to deal
with OOV words.

To address this challenge of considering OOV words, we choose a pointer
network [30,35,44] to copy slot values directly from the input KG, which is
designed to automatically capture the particular source words and directly copy
them into the target sequence [10,35]. By leveraging attention mechanism [14,
47] for booting the performance of traditional pointer network, we introduce a
Slot-Attention mechanism to model slot type attention and slot value attention
simultaneously and capture their correlation. In parallel, attention model has
gained popularity recently in neural NLP research, which allows the models to
learn the alignments between different modalities [2,27,32,34,50,51], and has
been used to improve many neural NLP studies by selectively focusing on parts
of the source data [11,14,31,47]. Besides, we could show by inspection that,
multiple slots in the structured knowledge are often inter-dependent [19,48]. For
example, an actor (or actress) player may join multiple movies, with each movie
associated with a certain number of “premiere time”s, “reward”s, and so on.
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Hence, we also design a novel Link-Attention mechanism to capture correlations
among multiple inter-dependent slots [28,38,39].

Moreover, the structured slots from Wikipedia Infoboxes and Wikidata [45]
and the corresponding sentences describing these slots in Wikipedia articles,
which has been proved to be available for diversified characteristics on expres-
sion, are leveraged for training the proposed model. Especially, a biographic
infobox is a fixed-format table that describes a person with many <slot type,
slot value> records like (Name, Charles John Huffam Dickens), (Nationality,
British), (Occupation, Writer), etc, as shown in Fig. 1. Finally, we evaluated our
method on the widely-used WIKBIO dataset [25]. Experimental results show that
the proposed approach significantly outperforms previous state-of-the-art results
in terms of BLEU and ROUGE metrics.

2 Task Definition

We formulate the input structured KG to the model as a list of triples:

X = [(s1, v1, ), . . . , (sn, vn, )] (1)

Wherein si denotes a slot type (e.g., “Nationality” or “Occupation” in
Fig. 1), and vi denotes the corresponding slot value (e.g., “British” or “Writer”
in Fig. 1). The outcome of the model is a paragraph: Y = [y1, y2, . . . , ym].
The training instances for the generator are provided in the form of: T =
[(X1,Y1), . . . , (Xk,Yk)].

3 KG-to-Text Generation with Slot-Attention and
Link-Attention

3.1 Slot-Attention Mechanism

Following previous research [25,29,37,46], sequence-to-sequence (seq2seq) frame-
work is utilized here for describing structured knowledge.

Encoder: Given a structured KG input X (defined in Sect. 2), where {si, vi}
are randomly embedded as vectors {si,vi} respectively, we concatenate the vec-
tor representations of these slots as Φi = [si;vi], and obtain [Φ1, Φ2, . . . , Φn].
Intuitively, with efforts above, we then utilize a bi-directional Gated Recurrent
Unit (GRU) encoder [6,15] on [Φ1, Φ2, . . . , Φn] to release the encoder hidden
states H = [h1,h2, . . . ,hn], where hi is a hidden state for Ii.

Decoder: Following [46], the forward GRU network with an initial hidden
state hn is leveraged for the construction of the decoder in the proposed model.
In order to capture the correlation between a slot type and its slot value (as
shown in Fig. 2), we also design a slot-attention similar to the strategy used in
[46]. Hence, we could generate the attention distribution over the sequence of the
input triples at each step t . For each slot i, we assign it with an slot-attention
weight, as follows:
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Bi-GRU

<SOS>

Charles
Dickens

(

Born Link Slot Type Slot Value

(1,8) Name Charles John Huffam Dickens
(2,7) Born 7 February 1812 Landport, Hampshire, England
(3,6) Dicd 9 June 1870 (aged 58) Higham, Kent, England
(4,5) Resting place Poets' Corner, Westminster Abbey
(5,4) Occupation Writer
(6,3) Nationality British
(7,2) Genre Fiction
(8,1) Notable work The Pickwick Papers

INPUT

Slot-AttentionLink-Attention

Hybrid-Attention
Source

Attention
Distribution

Vocabulary
Distribution

Final
Distribution

Fig. 2. Overview of the proposed KG-to-text generation model with slot-attention and
link-attention.

αslot
t,i = Softmax(v�

i tanh(Whht + Wssi + Wvvi + bslot)) (2)

where ht indicates the decoder hidden state at step t. si and vi indicate
the vector representations of slot type si and slot value vi, respectively.
{Wh,Ws,Wv,bslot} is a part of model parameters and learned by backprop-
agation (details in Sect. 4). Furthermore, the slot-attention weight distribution
αslot
t,i is utilized to generate the representation of the slot type s∗ and the repre-

sentation of the slot value v∗ respectively:

s∗ =
n∑

i=1

αslot
t,i si (3)

v∗ =
n∑

i=1

αslot
t,i vi (4)

Finally, the loss function is computed as follows:

� =
∑

t

{− log Pvocab(yt) + λ
∑

i

min(αslot
t,i , ct,i)} (5)

wherein, notation Pvocab in Eq. (5) indicates the vocabulary distribution (shown
in Fig. 2), which could be computed with the decoder hidden state ht and the
context vectors {s∗,v∗} at step t, as follows:

Pvocab = Softmax(Vvocab[ht; s∗;v∗] + bvocab) (6)



KG-to-Text Generation with Slot-Attention and Link-Attention 227

Wherein, {Vvocab,bvocab} is a part of model parameters and learned by back-
propagation. With efforts above, we could define Pvocab(yt) in Eq. (5) as the
prediction probability of the ground truth token yt. Moreover, in Eq. (5), λ is a
hyperparameter.

3.2 Link-Attention Mechanism

Moreover, we propose a link-attention mechanism which directly models the
relationship between different slots and the order information among multiple
slots. Our intuition is derived from the observation that, a well-organized text
typically has a reasonable order of its contents [37].

We construct a link matrix L ∈ Rns×ns , where ns indicates the number pos-
sible slot types in the give structured knowledge graph. The element L[j, i] is
a real-valued score indicating how likely the slot j is mentioned after the slot
i. The link matrix L is a part of model parameters and learned by backpropa-
gation (details in Sect. 4). Let αhybrid

t−1,i (i = 1, . . . , n) be an attention probability
over content words (i.e., {si, vi}) in the last time step (t − 1) during generation.
Here, αhybrid

t−1,i refers to the hybrid solt-attention and link -attention, which will
be introduced shortly. For a particular data sample whose content words are
of slots {si|i ∈ [1, n]}, we first weight the linking scores by the previous atten-
tion probability, and then normalize the weighted score to obtain link-attention
probability in the format of softmax (as shown in Fig. 2), as follows:

αlink
t,i = softmax(

n∑

j=1

αhybrid
t−1,i · L[j, i]) =

exp(
∑n

j=1 αhybrid
t−1,i · L[j, i])

∑n
i′=1 exp(

∑n
j=1 αhybrid

t−1,i′ · L[j, i′])
(7)

3.3 Hybrid-Attention Based on Slot-Attention and Link-Attention

To combine the above two attention mechanisms (i.e., slot-attention in Sect. 3.1
and link-attention in Sect. 3.2), we use a self-adaptive gate ghybrid ∈ (0, 1) [37]
by a sigmoid unit, as follows:

ghybrid = σ(Whybrid[ht−1; et;yt−1]) (8)

Wherein Whybrid is a parameter vector, ht−1 is the last step’s hidden state,
yt−1 is the embedding of the word generated in the last step (t − 1), σ(·) is a
Sigmoid function, and et is the sum of slot type embeddings si weighted by the
current step’s link-attention αlink

t,i . As yt−1 and et emphasize the slot and link
aspects, respectively, the self-adaptive ghybrid is aware of both (Configuration of
the self-adaptive ghybrid is discussed in Sect. 4). Finally, the hybrid attention, a
probabilistic distribution over all content words (i.e., {si, vi}), is given by:

αhybrid
t,i = g̃hybrid · αslot

t,i + (1 − g̃hybrid) · αlink
t,i (9)
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With efforts above, we could replace αslot
t,i the with αhybrid

t,i in Eqs. (3) and
(4) and loss function Eq. (5), respectively. Therefore, these equations could be
updated as follows:

s∗ =
n∑

i=1

αhybrid
t,i si (10)

v∗ =
n∑

i=1

αhybrid
t,i vi (11)

� =
∑

t

{− log Pvocab(yt) + λ
∑

i

min(αhybrid
t,i , ct,i)} (12)

3.4 Sentence Generation

To deal with the challenge of out-of-vocabulary (OOV) words, we aggregate
the attention weights for each unique slot value vi from {αhydrid

t,i } and obtain
its aggregated source attention distribution Pi

source =
∑

m|vm=vi
αhydrid
t,m . With

efforts above, we could obtain a source attention distribution of all unique input
slot values. Furthermore, for the sake of the combination of two types of attention
distribution Psource and Pvocab (in Eq. (6)), we introduce a structure-aware gate
pgen ∈ [0, 1] as a soft switch between generating a word from the fixed vocabulary
and copying a slot value from the structured input:

pgen = σ(Wss∗ + Wvv∗ + Whht + Wyyt−1 + bgen) (13)

where yt−1 is the embedding of the previous generated token at step t − 1. The
final probability of a token y at step t can be computed by pgen in Eq. (13),
Pvocab and Psource, as follows:

P(yt) = pgen · Pvocab + (1 − pgen) · Psource (14)

Finally, the loss function (Eq. (12)) could be reformed as follows:

� =
∑

t

{− log P(yt) + λ
∑

i

min(αhybrid
t,i , ct,i)} (15)

4 Experiments and Results

We introduce dataset WIKBIO to compare our model with several baselines After
that, we assess the performance of our model on KG-to-Text generation.
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4.1 Datasets and Evaluation Metrics

Dataset. We use WIKBIO dataset proposed by [25] as the benchmark dataset.
WIKBIO contains 728,321 articles from English Wikipedia (Sep 2015). The dataset
uses the first sentence of each article as the description of the corresponding
infobox. Note that, As shown before, one challenge of KG-to-Text task lies in
how to generate a wide variety of expressions (templates and styles which human
use to describe the same slot type). For example, to describe a writer’s notable
work, we could utilize various phrases including “(best) known for”, “(very)
famous for” and so on. And for that, the existing pairs of structured slots from
Wikipedia Infoboxes and Wikidata [45] and the corresponding sentences describ-
ing these slots in Wikipedia articles are introduced here as our training data in
the proposed model, with independence of human-designed rules and templates
[1,7,22].

Table 1 summarizes the dataset statistics: on average, the tokens in the
infobox (53.1) are twice as long as those in the first sentence (26.1). 9.5 tokens
in the description text also occur in the infobox. The dataset has been divided
in to training (80%), testing (10%) and validation (10%) sets.

Table 1. Statistics of WIKBIO dataset.

#token per sent. #infobox token per sent. #tokens per infobox #slots per infobox

Mean 26.1 9.5 53.1 19.7

Evaluation Metric and Experimental Settings. We apply the standard
BLEU, METEOR, and ROUGE metrics to evaluate the generation perfor-
mance, because they can measure the content overlap between system output
and ground-truth and also check whether the system output is written in suffi-
ciently good English.

The experimental settings of the proposed model, are concluded as follows:
(i) the vocabulary size (|s| + |v|) is 46,776; (ii) The value/type embedding size
is 256; (iii) The position embedding size is 5; (iv) The slot embedding size is
522; (v) The decoder hidden size is 256; (vi) The coverage loss λ is 1.5; (vii) In
practice, we adjust gate g̃hybrid by g̃hybrid = 0.25ghybrid +0.45 empirically; (viii)
The optimization ADAM [13] Learning rate is 0.001.

4.2 Baselines

We compare the proposed model with several statistical language models and
other competitive sequence-to-sequence models. The baselines are listed as fol-
lows:

KN: The Kneser-Ney (KN) model is a widely used Language Model proposed
by [12]. We use the KenLM toolkit to train 5-gram models without pruning
following [29].
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Template KN: Template KN is a KN model over templates which also
serves as a baseline in [25].

NLM: NLM is a naive statistical language model proposed by [25] for com-
parison, which uses only the slot value as input without slot type information
and link position information.

Table NLM: The most competitive statistical language model proposed by
[25], including local and global conditioning over the table by integrating related
slot and position embedding into the table representation.

Pointer: The Pointer-generator [36] introduces a soft switch to choose
between generating a word from the fixed vocabulary and copying a word from
the input sequence. Besides, Pointer-generator concatenates all slot values as the
input sequence, e.g., {Charles John Huffam Dickens, 7 February 1812 Landport
Hampshire England, 9 June 1870 aged 58 Higham Kent England, . . . } for Fig. 1.

Seq2Seq: The Seq2Seq attention model [2] concatenates slot types and val-
ues as a sequence, e.g., {Name, Charles John Huffam Dickens, Born, 7 February
1812 Landport Hampshire England,. . . } for Fig. 1, and apply the sequence to
sequence with attention model to generate a text description.

Vanilla Seq2Seq: The vanilla seq2seq neural architecture uses the concate-
nation of word embedding, slot embedding and position embedding as input,
and could operate local addressing over the infobox by the natural advantages
of LSTM units and word level attention mechanism, as discussed in [29].

Structure-Aware Seq2seq: It is a structure-aware Seq2Seq architecture to
encode both the content and the structure of a table for table-to-text generation
[29]. The model consists of field-gating encoder and description generator with
dual attention.

4.3 Results and Analysis

The assessment for KG’s description generation is listed in Table 2 (referring
some results reported in [29]). Besides, the statistical t-test is employed here: To
decide whether the improvement by algorithm A over algorithm B is significant,
the t-test calculates a value p based on the performance of A and B. The smaller
p is, the more significant the improvement is. If the p is small enough (p < 0.05),
we conclude that the improvement is statistically significant. Moreover, the case
study of link-attention for person’s biography generation is illustrated in Fig. 3.

The results show the proposed model improves the baseline models in most
cases. We have following observations: (i) Neural network models perform much
better than statistical language models; (ii) neural network-based model are
considerably better than traditional KN models with/without templates; (iii)
The proposed seq2seq architecture can further improve the KG-to-Text genera-
tion compared with the competitive Vanilla Seq2Seq and Structure-Aware
Seq2Seq; (iv) slot-attention mechanism and link-attention mechanism are able
to boost the model performance by over BLEU compared to vanilla atten-
tion mechanism (Vanilla Seq2Seq) and dual attention mechanism Structure-
Aware Seq2Seq. Overall, many recent models [5,16,17,25,29,37] aim at gen-
erating a person’s biography from an input structure (e.g., example in Fig. 1),
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Table 2. BLEU-4 and ROUGE-4 for the proposed model (Row 9 and Row 10), statis-
tical language models (Row 1–4), and vanilla seq2seq model with slot input (Row 5)
and link input (Row 6), structure-aware seq2seq model (Row 7), and Pointer Network
(Row 8).

Row Model BLEU ROUGE

1 KN 2.21 0.38

2 Template KN 19.80 10.70

3 NLM 4.17 1.48

4 Table NLM 34.70 25.80

5 Vanilla Seq2Seq (slot) 43.34 39.84

6 Vanilla Seq2Seq (link) 43.65 40.32

7 Structure-Aware Seq2Seq 44.89 41.21

8 Pointer 43.21 39.67

9 Pointer+Slot (Ours) 45.95 42.18

10 Pointer+Slot+Link (Ours) 46.46 42.65

1 2 2 3 4 5 6 6 6 7

<Name>: David Beckham 1

<Date of Birth>: 2 May 1975 2

<Agre>: 43 2

<Height>: 6 ft 0 in 3

<Nationality>: British 4

<Number of Chjldren>: 4 5

<Member of Sports Team>: England 6

<Number of Mathces Appeared>: 115 6

<Number of Goals>: 17 6

<Playing Position>: Midfielder 7

Position

Fig. 3. Link-Attention visualization (case study of person’s biography generation).

including the comparative models mentioned above. The difference could be con-
cluded as follows: instead of modeling the input structure as a single sequence
of facts and generating one sentence only, we introduce a link-attention (details
in Sect. 3.2) and a novel hybrid-attention (details in Sect. 3.3), to capture the
dependencies among facts in multiple slots.

5 Conclusion

The paper proposes a novel KG-to-text generation model with slot-attention and
link-attention. We evaluated our approach on the real-world dataset WIKIBIO.
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Experimental results show that we outperform previous results by a large margin
in terms of BLEU and ROUGE scores.
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Abstract. Representation learning of knowledge bases aims to embed
both entities and relations into a continuous vector space. Most existing
models such as TransE, DistMult, ANALOGY and ProjE consider only
binary relations involved in knowledge bases, while multi-fold relations
are converted to triplets and treated as instances of binary relations,
resulting in a loss of structural information. M-TransH is a recently pro-
posed direct modeling framework for multi-fold relations but ignores the
relation-level information that certain facts belong to the same relation.
This paper proposes a Group-constrained Embedding method which
embeds entity nodes and fact nodes from entity space into relation space,
restricting the embedded fact nodes related to the same relation to groups
with Zero Constraint, Radius Constraint or Cosine Constraint. Using
this method, a new model is provided, i.e. Gm-TransH. We evaluate
our model on link prediction and instance classification tasks, experi-
mental results show that Gm-TransH outperforms the previous multi-
fold relation embedding methods significantly and achieves excellent
performance.
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knowledge base into continuous vector space and preserves the structural infor-
mation of original relational data. The representation of entities and relations are
obtained by minimizing a global loss function involving all entities and relations.
Compared with the traditional logic-based inference approaches, representation
learning shows strong feasibility and robustness in applications such as semantic
search, question answering, drug discovery and disease diagnosis.

Despite the promising achievements, most existing representation learning
techniques (such as TransE [1], DistMult [18], ANALOGY [9] and ProjE [12]
consider only binary relations contained in knowledge bases, namely triplets
each involving two entities and one relation. For example, “Donald J. Trump is
the president of America” consists of two entities “Donald J. Trump”, “America”
and a binary relation “president of a country”. However, a large amount of the
knowledge in our real life are instances with multi-fold (n-ary, n ≥ 2) relations,
involving three or even more entities in one instance (such as “Harry Potter is
a British-American film series based on the Harry Potter novels by author J.
K. Rowling”). A general approach for this problem is to convert each multi-fold
relation into multiple triplets with binary relations and learn the embedding
of each triplet using the existing Trans (E, H, R) methods. Thus, an instance
with a N-ary relation is converted to

(
N
2

)
triplets [17]. Although such a conver-

sion is capable of capturing part of the structures of multi-fold relations [11],
it leads to a heterogeneity of the predicates, unfavorable for embedding. Wen
et al. [17] advocates an instance representation of multi-fold relations and pro-
poses a direct modeling framework “m-TransH” for knowledge base embedding.
However, m-TransH treats fact nodes the same as general entity nodes and
ignores the relation-level information that certain facts belong to the same rela-
tion.

In this paper, we first present a Group-constrained Embedding method which
embeds entity nodes and fact nodes from entity space into relation space, restrict-
ing the embedded fact nodes related to the same relation to groups with three
different constraint strategies, i.e. zero constraint, radius constraint and cosine
constraint.

Then, using the Group-constrained Embedding method, we propose a new
model “Gm-TransH” for knowledge base embedding with multi-fold relations.
In terms of the three different constraint strategies, we advocate three variation
of Gm-TransH, i.e. Gm-TransH:zero, Gm-TransH:radius, Gm-TransH:cosine. We
conduct extensive experiments on the link prediction and instance classification
tasks based on benchmark datasets FB15K [1] and JF17K [17]. Comparing with
baseline models including Trans (E, H, R) and m-TransH, experimental results
show that Gm-TransH outperforms the previous multi-fold relation embedding
methods significantly and achieves state-of-the-art performance.

The main contributions of our work are as follows:

(a) Present a Group-constrained Embedding framework for multi-fold relation
embedding, which embeds both entities and fact nodes into low dimensional
vector space, forcing the fact embedding to be close to their corresponding
relation vectors.
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(b) We introduce three different types of group-constraints: Zero Constraint,
Radius Constraint and Cosine Constraint. Their merits and demerits are
analyzed empirically.

(c) We incorporate TransH model and propose a new model Gm-TransH
and three variants Gm-TransH:Zero, Gm-TransH:Radius and Gm-
TransH:Cosine for multi-fold relation embedding. Experimental results on
link prediction and instance classification tasks have proven the effectiveness
of the three model variants.

(d) Clean the redundant data and generate a new subset Gfact for the JF17K
datasets.

2 Related Work

2.1 Binary Relation Embedding

Most of the models proposed for knowledge base embedding are based on binary
relations, datasets are in triplet representation.

TransE [1] sets (h + r) to be the nearest neighbor of t when (h, r, t) holds,
far away otherwise. TransH [16] is developed to enable an entity to have dis-
tinct distributed representations when involved in different relations. TransR
[8] models entities and relations in distinct spaces and performs translation in
relation space.

Besides TransE, TransH and TransR, many embedding methods based on
binary relations are proposed, such as MultiKE [19], RotatE [14] and other
translation embedding methods (e.g. PTransE [7], TranSparse [6], KG2E
[3]), tensor factorization methods (e.g. LFM [4], HolE [10]) and neural network
methods (e.g. ProjE [12], Conv2D [2], NKGE [15], CrossE [20]) and so on.

2.2 Multi-fold Relation Embedding

For knowledge bases with multi-fold relations, S2C conversion and decomposition
framework [17] are usually used. Then, multi-fold relations are converted to
triplets and treated as binary relations.

Wen et al. [17] proposes m-TransH model with a direct modeling framework
to learn the embeddings of the entities and the n-ary relations, which generalizes
TransH directly to multi-fold relations. In m-TransH, the cost function fr is
defined by

fr (t) =

∥
∥
∥
∥
∥
∥

∑

ρ∈M(Rr)

ar(ρ)Pnr (t(ρ)) + br

∥
∥
∥
∥
∥
∥

2

2

, t ∈ NM(Rr) (1)

Where M(Rr) specifies a set of entity roles involved in relation Rr, N denotes
all entities in a KB, Rr on N with roles M(Rr) is a subset of NM(Rr), t is an
instance of Rr and t(ρ) indicates entity of role ρ. Pnr

(z) is the function that maps
a vector z ∈ U to the projection of z on the hyperplane with normal vector nr,
namely,

Pnr (z) = z − n�
r znr (2)
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nr and br are unit length orthogonal vectors in U , ar ∈ R
M(Rr) is a weighting

function that
∑

ρ∈M(Rr)

ar(ρ) = 0 (3)

Fig. 1. Illustration of group-constrained embedding for multi-fold relations.

3 Group-Constrained Embedding

3.1 Framework

Our framework for modeling multi-fold relations are shown in Fig. 1. The knowl-
edge extracted from raw text form instances of multi-fold relations in knowledge
bases, we introduce fact node to represent each instance of particular relation
and link the entities of the instance to corresponding fact node. These fact nodes
may share some roles (i.e. entities) and relations. For example, in Fig. 1, Fact2
and Fact4 share the same relation “born”, i.e. both Donald Trump and Ivanka
Trump were born in New York. We embed both entities and fact nodes into
low dimensional vector space and let the embeddings of fact nodes of the same
relation to be close, generating a group for each relation type, while groups of
different relation to be far away from each other.
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Fig. 2. Illustration of the three different strategies of group-constraint for multi-fold
relation embedding in knowledge bases. We embed entities, facts and multi-fold rela-
tions from original vector space (i.e. graph A) to continuous vector space (i.e. graph B,
C, D) using Zero Constraint, Radius Constraint or Cosine Constraint methods. Orange
square indicates multi-fold relation, green circle indicates instance (i.e. fact node), blue
triangle indicates general entities. (Color figure online)

3.2 Optimizing Method

Converting multi-fold relations to binary relations results in a heterogeneity of
the predicates, unfavorable for knowledge base embedding. M-TransH [17] treats
fact nodes the same as general entity nodes and ignores the relation level infor-
mation that certain facts belong to the same relation. Here, we propose an opti-
mizing method called Group-constrained Embedding which embeds entity nodes
and fact nodes from entity space into relation space, restricting the embedded
fact nodes related to the same relation to a specific group. The cost function fr
is defined by Eq. (4):

fr (t) =

∥
∥
∥
∥
∥
∥

∑

ρ∈M(Rr)

ar(ρ)Pnr (t(ρ)) + br

∥
∥
∥
∥
∥
∥

2

2

+ β ∗ gr(t), t ∈ NM(Rr) (4)

Where gr(t) is a penalty term used to restrict the embedded fact vectors
and relation vectors. β is a decimal factor between 0 and 1 used to balance the
penalty and the loss. For simplicity, we use the offset vector br to represent the
relation vector and measure the distance between fact embedding and relation
vectors.

To solve the penalty term gr(t), we exploit three different types of constraints
as below:
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• Zero Constraint

Zero constraint adopts a rigorous constraint on the embedded fact vectors, and
forces the Euclidean distance between the embedded fact vector Pnr

(efact) and
its corresponding relation vector br to be zero. Namely,

gr(t) = ‖br − Pnr (efact)‖2 , t ∈ NM(Rr) (5)

This forces the fact embedding to be relation vector exactly, it can reduce
the problem solving space and accelerate the model convergence. However, we
argue that this rigorous constraint may reduce diversity and expressivity of the
model.

• Radius Constraint

Radius constraint uses a trick to preserve model’s diversity and expressivity, it
adopts a relaxed constraint on the Euclidean distance between Pnr

(efact) and
br. If the fact is an positive instance of the relation r, we force the distance to
be smaller than a very small positive number ε, otherwise much bigger than ε.
In this way, we define gr(t) as Eq. (6),

gr(t) = max(0, ‖br − Pnr (efact)‖2 − ε), t ∈ NM(Rr) (6)

• Cosine Constraint

Considering the drawback of Euclidean distance that each dimension contributes
equally to the distance, we propose cosine constraint that exploits cosine distance
as measurement and minimize the cosine distance of the embedded fact vector
Pnr

(efact) and its corresponding relation vector br. Namely,

gr(t) = cos 〈br,Pnr (efact)〉 , t ∈ NM(Rr) (7)

As depicted in Fig. 2, we present an illustration of the three different types
of group-constraints, which consists of 4 subgraphs, i.e. subgraph A, B, C and
D. The first subgraph A shows the structure of the entities, facts and multi-fold
relations in the original vector space. The other three subgraphs (i.e. subgraph B
to D) show the Group-constrained Embedding of multi-fold relations with Zero
Constraint, Radius Constraint and Cosine Constraint methods respectively.

In the original vector space in graph A, we have a 3-ary relation “relation1”
(indicated by orange square) and two instances (indicated by green circle) with
FACT-ID “fact1” and “fact2”. Each of the two instances link with other three
general entities (indicated by blue triangle) through different roles (i.e. role1,
role2 and role3). We present 4 general entities e1, e2, e3 and e4 in graph A. We
can see that fact1 and fact2 share the same entities on “role1” and “role2”,
differentiating on “role3”.
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In graph B, C, and D, we indicate the embedded vectors of instances and
entities by adding a single quote to their names, e.g. the embedded vector of
fact node “fact1” is marked as “fact1′”. We indicate the embedded multi-fold
relation “relation1” the same as it in the original vector space since they are
the same vector and without a mapping operation.

Graph B shows the result of Group-constrained Embedding with Zero Con-
straint. As we force the Euclidean distance between the embedded fact vec-
tor “fact1′”, “fact2′” and its corresponding relation vector “relation1” to be
zero, these three vectors fall nearly into the same point in the embedded vector
space. When using the radius constraint, as is shown in graph C, “fact1′” and
“fact2′” fall into a hypersphere, “relation1” acts as the center of the sphere
and the radius ε is a decimal number between 0 and 1. We can see that Radius
Constraint degenerates to Zero Constraint when setting ε to 0. In graph C, we
use the cosine distance as measurement, thus the angles of embedded vector
“fact1′”, “fact2′” and “relation1” are nearly the same, falling onto a straight
line when projected to a hyperplane.

3.3 Proposed Model

Based on the Group-constrained Embedding method, we incorporate TransH
model and propose a new multi-fold relation embedding model Gm-TransH as
below, which consists of three variations corresponding to the three different
types of constraints.

• Group-constrained m-TransH (Gm-TransH)

To solve the problem of m-TransH described above, we propose a new model
that extends m-TransH to make the embedded fact vectors close to their corre-
sponding relation vectors on the hyperplane.

In detail, we use the Radius Constraint for example, the embedded fact vec-
tors that belong to the same relation lie in one hypersphere, the relation vector
act as the centre of the hypersphere, and the radius is a constant ε. Namely,
if a fact is an instance of a relation, the distance between the embedded fact
vector and the relation vector is forced to be smaller than ε on the hyperplane,
otherwise much bigger than ε.

We call the above Group-constrained m-TransH model with Radius Con-
straint Gm-TransH:radius.

We can also use the Zero Constraint method and the Cosine Constraint
method as substitute of the penalty term gr(t). Namely, with Zero Constraint
method, the model Gm-TransH sets gr(t) to Eq. (5) and denoted as Gm-
TransH:zero.

Similarly, we use Gm-TransH:cosine to specify the Group-constrained m-
TransH model with Cosine Constraint and set gr(t) to Eq. (7).
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3.4 Complexity Analysis

In Table 1, we compare the complexities of several models described in Related
Work and the Gm-TransH models. For binary relation embedding models like
SLM, NTN and Trans (E, H, R, D), we conduct a S2C conversion [17] for each
instance with multi-fold relation, resulting in a collection of triplets with binary
relations, which are appropriate for these models.

As listed in Table 1, the number of parameters of Gm-TransH models are
same as m-TransH and lower than the binary relation embedding models. The
time complexity (number of operations) of Gm-TransH models are higher than
m-TransH and close to the TransH model.

As a matter of fact, the training time of the three different Gm-
TransH:(radius, zero, cosine) models on the JF17K datasets with a dimension
of 25 are about 45, 42 and 35 min respectively on a 32-core Intel Core i5-8300H
2.3 GHz processor, which are close to transH and m-TransH (35 min) models.

4 Experiments and Analysis

4.1 Datasets

JF17K. We use a cleaned and extended JF17K datasets [17] in our experiments.
The original JF17K datasets were transformed from the full RDF formatted Free-
base data. Denote the fact representation by F . Two datasets in instance rep-
resentations for multi-fold relations, i.e. T (F ) (denoted by G), Tid(F ) (denoted
by Gid) and a dataset in triplet representation for binary relations, i.e. S2C(G)
(denoted by Gs2c) were constructed, resulting in three consistent datasets, i.e.
G, Gid and Gs2c.

However, as the provided JF17K datasets include many redundant samples,
which may affect the results, we cleaned up the repetitive data at the beginning.
In addition, the fact nodes (or CVT nodes) of a great quantity of instances were
missing in the Gid dataset. We found the fact nodes indicated by role FACT-
ID did not follow an 1-to-1 relationship to the multi-fold relations, which were
not applicable for our proposed models. So we extended the Gid dataset and
generated a fact node for each of these incomplete instances. Two instances
which share same relation and entities except one role were assigned same fact
node. We call the extended set Gfact and divided it into training set G�

fact and
testing set G?

fact. The statistics of these datasets are shown in Table 2.

FB15K. To verify the effectiveness of our models on a particular degenerated
type of multi-fold (N-ary) relation, i.e. binary relation with N = 2, we also
conduct instance classification task on FB15K dataset [1]. Since FB15K dataset
is consist of triplets in binary relations only and has no information of fact nodes,
we extend the FB15K dataset and attach an unique fact node to each triplet.
Thus, we can use the extended FB15K dataset to train the proposed Gm-TransH
model and test its performance while only binary relations holds. To compare
with benchmark models for binary relations, we use the original FB15K dataset
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Table 1. Complexities (the number of parameters to train and the times of multipli-
cation operations in each epoch) of several embedding models. Ne denotes the number
of real entities, Nf denotes the number of fact nodes. Nr represents the number of
multi-fold relations (i.e. fold ≥ 2) and Nr2 represents the number of binary relations.
Nt represents the number of instances with multi-fold relations in the knowledge base.
Nt2 represents the number of triplets with binary relations. Nρ denotes the sum of the
folds of all instances with multi-fold relations. m and n are the dimensions of the entity
and relation vector space respectively. d denotes the number of clusters of a relation.
k is the number of hidden nodes of a neural network and s is the number of slice of a
tensor.

Model # Parameters # Operations

SLM [13] O(Nem + Nr2(2k + 2nk)) O((2mk + k)Nt2)

NTN [13] O(Nem + Nr2(n
2s + 2ns + 2s)) O(((m2 + m)s + 2mk + k)Nt2)

TransE [1] O(Nem + Nr2n) O(Nt2)

TransH [16] O(Nem + 2Nr2n) O(2mNt2)

TransR [8] O(Nem + Nr2(m + 1)n) O(2mnNt2)

CTransR [8] O(Nem + Nr2(m + d)n) O(2mnNt2)

TransD [5] O(2Nem + 2Nr2n) O(2nNt2)

m-TransH [17] O((Ne + Nf )m + 2Nrn + Nρ) O(mNρ)

Gm-TransH:zero O((Ne + Nf )m + 2Nrn + Nρ) O(m(Nρ + Nt))

Gm-TransH:radius O((Ne + Nf )m + 2Nrn + Nρ) O(m(Nρ + Nt))

Gm-TransH:cosine O((Ne + Nf )m + 2Nrn + Nρ) O(m(Nρ + 3Nt))

to train the NTN, TransE, TransH and TransR models. For convenience, we
use “Raw” to denote the original FB15K dataset and use “Ext” to denote the
extended FB15K dataset. Table 3 lists the statistics of the original and extended
FB15K datasets.

4.2 Link Prediction

Link prediction aims to complete the missing entities for instances or triplets, i.e.,
predict one entity given other entities and the relation. For example, for triplet
(h, r, t), predict t given (h, r) or predict h given (r, t). As for instances with
multi-fold relations, the missing entity can be any one of the entities associated
with the relation r. Link prediction ranks a set of candidate entities from the
knowledge graph. We use the extended JF17K datasets in this task and compare
with some of the canonical models including TransE, TransH, TransR and m-
TransH.
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Table 2. Statistics of the extended JF17K dataset.

Dataset G�
s2c/G?

s2c G�/G? G�
id/G?

id G�
fact/G?

fact

# Entities 17629/12282 17629/12282 17629/12282 17818/17818

# Relations 381/336 181/159 181/159 181/159

# Samples 118568/30912 89248/17842 93976/18318 36199/10560

Table 3. Statistics of the original and extended FB15K dataset.

Dataset # Rel # Ent # Train # Valid # Test

FB15K (Raw) 1,345 14,951 483,142 50,000 59,071

FB15K (Ext) 1,345 19,966 483,142 50,000 59,071

Evaluation Protocol. In this task, for every instance in test set, we remove
each of the entities and then replace it with the entities in the real entity (as
opposed to fact entity) set in turn. For fairness, we replace only the real enti-
ties appeared in the instances and exclude the fact nodes. Dissimilarities of the
corrupted instances are first computed via the proposed models and then sorted
by ascending order. Then we use Hit@10(HIT) and Mean Rank (RANK) [1]
ranked by the correct entities as the performance metrics to evaluate the pro-
posed models. These two metrics are commonly used to evaluate the performance
of knowledge base embeddings. Hit@10 computes the probability of the positive
entities that rank up to the top 10% for all the entities. Mean Rank means the
average position of the positive entities ranked.

Table 4. The models and datasets used for link prediction.

Experiment Model Training dataset Testing dataset

TransE:triplet TransE (bern) G�
s2c G?

s2c

TransH:triplet TransH (bern) G�
s2c G?

s2c

TransR:triplet TransR (bern) G�
s2c G?

s2c

m-TransH:inst m-TransH G� G?

m-TransH:ID m-TransH G�
id G?

id

Gm-TransH:zero Gm-TransH G�
fact G?

fact

Gm-TransH:radius Gm-TransH G�
fact G?

fact

Gm-TransH:cosine Gm-TransH G�
fact G?

fact

Implementation. We trained and tested eight kinds of models in this task,
the training and testing datasets employed by each of the models as well as the
model they train are shown in the Table 4.
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Stochastic Gradient Descent is used for training, as is standard. We take
L2 as dissimilarity and traverse all the training samples for 1000 rounds. Several
choices of the dimension d of entities and relations are studied in our experiments:
25, 50, 100, 150, 200, 250. We select learning rate λ for SGD among 0.0015, 0.005,
0.01, 0.1, the balance factor β for Gm-TransH among 0.001, 0.01, 0.05 0.1, the
margin γ among 0.5, 1.0, 2.0, and the radius ε in Gm-TransH:radius among 0.01,
0.05, 0.1, 0.5, 1, 5, the batch size B among 120, 480, 960, 1920. The optimal
configurations for the three different Gm-TransH models are Gm-TransH:zero:
λ = 0.0015, β = 0.01, γ = 0.5, d = 150, B = 960. Gm-TransH:radius: λ = 0.0015,
β = 0.05, γ = 1.0, ε = 0.05, d = 250, B = 480. Gm-TransH:cosine: λ = 0.0015,
β = 0.01, γ = 1.0, d = 200, B = 1920.

Results. Experimental results of link prediction on the cleaned and extended
JF17K datasets are shown in Table 5, which shows the Hit@10 results and Mean
Rank results of different embedding models with dimension 25, 50, 100, 150, 200,
250 respectively. The three Gm-TransH models outperform the Trans (E, H, R)
models by a large margin on both Hit@10 and Mean Rank metrics. Compared
to the m-TransH models, our models achieve an improvement on the probability
of Hit@10 and get an approximate Mean Rank with m-TransH:inst. The results
show that our approach is effective on improving the accuracy of link prediction
via multi-fold relation embeddings. Furthermore, by contrast, Gm-TransH:zero
outperforms Radius Constraint and Cosine Constraint on Hit@10 metric, show-
ing that Zero Constraint is better for discrimination. Gm-TransH:cosine is best
performed on Mean Rank metric and has higher overall optimizing ability.

4.3 Instance Classification

Instance classification aims to judge whether a given instance is correct or not.
This is a binary classification task, which has been explored in [13,16] for evalu-
ation. In this task, we use the extended JF17K and FB15K datasets to evaluate
our models. For comparison, we select the NTN, TransE, TransH, TransR and
m-TransH as baseline models.

Table 5. Experimental results (HIT/RANK) of link prediction on the extended JF17K
dataset.

Experiment/DIM 25 50 100 150 200 250

TransE:triplet 29.43%/153.8 30.28%/159.5 31.05%/149.2 31.45%/145.6 29.53%/152.5 29.63%/155.5

TransH:triplet 35.42%/111.2 36.36%/111.7 35.51%/120.1 36.52%/109.2 35.29%/113.1 36.58%/123.5

TransR:triplet 35.35%/126.1 36.56%/104.9 36.51%/113.3 36.47%/106.7 35.56%/114.6 36.12%/126.9

m-TransH:inst 62.87%/78.7 66.54%/81.4 67.24%/76.4 68.16%/78.6 67.24%/82.2 67.51%/86.1

m-TransH:ID 73.37%/107.2 74.06%/109.9 77.51%/107.5 79.07%/106.1 78.55%/112.1 78.36%/105.3

Gm-TransH:zero 76.73%/80.1 78.56%/81.9 82.17%/78.5 83.28%/81.5 82.25%/79.8 81.63%/82.7

Gm-TransH:radius 75.52%/80.9 77.19%/80.2 81.05%/78.2 81.98%/78.3 82.74%/78.8 81.37%/80.7

Gm-TransH:cosine 74.29%/79.3 77.96%/78.5 80.01%/77.2 81.27%/75.7 81.30%/78.5 79.14%/79.3
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Table 6. Evaluation accuracy (%) of instance classification.

Datasets FB15K (Raw) FB15K (Ext) FB17K

NTN 68.2 — 51.3

TransE(unif/bern) 77.3/79.8 — 54.4/58.5

TransH(unif/bern) 74.2/79.9 — 55.6/59.1

TransR(unif/bern) 81.1/82.1 — 60.7/63.4

m-TransH:inst — 83.2 72.5

m-TransH:ID — 84.7 76.7

Gm-TransH:zero — 90.4 88.2

Gm-TransH:radius — 92.3 92.3

Gm-TransH:cosine — 90.1 92.6

Evaluation Protocol. For instance classification task, we follow the same pro-
tocol in NTN and TransH. Since the evaluation of classification needs negative
labels, the JF17K and FB15K datasets both consist of positive instances only,
we construct negative instances following the same procedure used for FB13 in
[13]. For each golden instance, one negative instance is created.

We set a threshold δr for each relation r by maximizing the classification
accuracies on the training set. For a given instance in the testing set, if the
dissimilarity score is lower than δr, it will be classified as positive, otherwise
negative.

Implementation. For binary relation embeddings of triplets, we train and eval-
uate the NTN, Trans (E, H, R) models on the original FB15K dataset (denoted
as Raw) and the Gs2c dataset of JF17K. We use the NTN code released by
Socher [13] and the Trans (E, H, R) code released by [8] directly. For multi-fold
relation embeddings of instances, we use the m-TransH code released by [17]
and implement the Gm-TransH models to evaluate on extended FB15K (Ext)
dataset and the G, Gid, Gfact datasets of JF17K respectively. We select the same
hyperparameters as used in link prediction and get the average accuracy of 20
repeated trials.

Results. Table 6 lists the evaluation results of instance classification in detail.
We can observe that both on FB15K and JF17K datasets, the Gm-TransH mod-
els can reach to an accuracy of 90%, outperforming the baseline models including
NTN, Trans (E, H, R) and m-TransH significantly. This shows our models can
learn the relation-level information effectively and expressively. Moreover, from
the results on the FB15K (Raw) and the FB15K (Ext) datasets, we see that even
for binary relations, the Group-constrained Embedding models are practicable
and reliable.
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5 Conclusions and Future Work

We presented a group-constrained embedding framework with three different
types of constraint strategies for multi-fold relations and proposed a new rep-
resentation learning model, i.e. Gm-TransH. We evaluate the effectiveness and
performance of the proposed models on extended FB15K and JF17K datasets.
Experimental results show that the Gm-TransH models outperforms all base-
line models on link prediction and instance classification task. In the future,
we will explore more representation and embedding frameworks for the increas-
ingly complicated data in knowledge bases, e.g. events and procedures, as well
as incorporating the most recent advances in the learning of binary relations for
multi-fold relation embedding.
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Abstract. Schematic knowledge, as a critical ingredient of knowledge
graphs, defines logical axioms based on concepts to support for elimi-
nating heterogeneity, integration, and reasoning over knowledge graphs
(KGs). Although some well-known KGs contain large scale schematic
knowledge, they are far from complete, especially schematic knowledge
stating that two concepts have subclassOf relations (also called subclas-
sOf axioms) and schematic knowledge stating that two concepts are log-
ically disjoint (also called disjointWith axioms). One of the most impor-
tant characters of these axioms is their logical properties such as transi-
tivity and symmetry. Current KG embedding models focus on encoding
factual knowledge (i.e., triples) in a KG and cannot directly be applied
to further schematic knowledge (i.e., axioms) completion. The main rea-
son is that they ignore these logical properties. To solve this issue, we
propose a novel model named CosE for schematic knowledge. More pre-
cisely, CosE projects each concept into two semantic spaces. One is an
angle-based semantic space that is utilized to preserve transitivity or
symmetry of an axiom. The other is a translation-based semantic space
utilized to measure the confidence score of an axiom. Moreover, two score
functions tailored for subclassOf and disjointWith are designed to learn
the representation of concepts with these two relations sufficiently. We
conduct extensive experiments on link prediction on benchmark datasets
like YAGO and FMA ontologies. The results indicate that CosE outper-
forms state-of-the-art methods and successfully preserve the transitivity
and symmetry of axioms.

Keywords: Schematic knowledge · Embedding · Logical properties

1 Introduction

Schematic knowledge, as a critical ingredient of knowledge graphs (KGs), defines
logical axioms based on concepts to support for eliminating heterogeneity, inte-
gration, and reasoning over knowledge graphs. Although some well-known knowl-
edge graphs, e.g., WordNet [1], DBpedia [2], YAGO [3], contain lots of triples and
axioms but they are far from complete [4]. Right now, DBpedia contains more
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https://doi.org/10.1007/978-3-030-32233-5_20

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-32233-5_20&domain=pdf
https://doi.org/10.1007/978-3-030-32233-5_20


250 H. Gao et al.

than 800 concepts, but there are only 20 disjointWith axioms in it. In another
way, traditional reason methods cannot obtain all missing axioms. For example,
given two axioms (Boy, subclassOf , Children) and (Male Person, subclassOf ,
Person), If the relationship subclassOf between Children and Male Person is
missing, then it is hard to get the axiom (Boy, subclassOf , Person) by tradi-
tional rule-based reasoning methods. Moreover, the sparsity of schematic knowl-
edge limits the applications of knowledge graphs such as question-answer and
data integration. Therefore, it is of importance to improve the completion of
schematic knowledge.

Knowledge graph embedding, which aims to encode a knowledge graph into
a low dimension continuous vector space, has shown to be benefited knowledge
graph completion by link prediction [5]. Each entity or relation is represented as
a vector or a matrix which contains rich semantic information and can be applied
to link prediction [6]. The typical KG embedding models, such as TransE [7],
TransH [8] and TransR [9], treat a relation as a translation from head entity to
tail entity. Some other models, like RESCAL [10], DistMult [11], HolE [12] and
ComplEx [13], adopt different compositional operations to capture rich interac-
tions of embeddings. Recently, several studies, such as EmbedS [14] and TransC
[15], pay an attention to the completion of axioms for given schematic knowl-
edge. They encoded instances as vectors and concepts as spheres so that they
could preserve the transitivity of some relations. Although existing embedding
methods have achieved certain success in KG completion, most of them only
focus on entity-level triples but ignore the logical properties of axioms asserted
in schematic knowledge. Therefore, It is hard to directly employ these meth-
ods on the tasks related to schematic knowledge such as completion, reasoning,
repairing. For instance, two concepts Ci and Cj with symmetry relation denoted
by (Ci, r, Cj), in a typical translation-based method, e.g., TransE [7], all the
concepts and relations are projected into a translation-based semantic space. In
this space, the score of this axiom ||Ci +r−Cj||2 is not equal to ||Cj +r−Ci||2.
Thus, the symmetry of this axiom is lost. To solve this problem, we need to
explore a new embedding method for axioms that can simultaneously preserve
the transitivity of subclassOf and symmetry of disjointWith well.

In this paper, we propose a novel embedding model, namely CosE (Cosine-
based Embedding), for learning concepts and relationships in schematic knowl-
edge. In previous studies [16], the authors showed that all the axioms could
be reduced to subclassOf axioms and disjointWith axioms. Hence, our model
is mainly tailored for learning the representation of axioms asserted with these
two relations. To preserve logical properties and measure the confidence of a
potential missing axiom, CosE is implemented by projecting concepts based on
relations to an angle-based semantic space and a translation-based semantic
space. In CosE, for a concept, its vector and valid length in the angle-based
semantic space are learned and utilized to preserve logical properties. Another
vector for this concept in the translation-based semantic space is used to mea-
sure the confidence score of an axiom. The effectiveness of CosE is verified by
link prediction experiments on standard benchmark datasets. The experimental
results indicate that CosE can achieve state-of-the-art performance comparing
existing methods in most cases.
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The main contributions of our work are summarized as follows:

1. To the best of our knowledge, we are the first to propose one kind of embed-
ding method for schematic knowledge, which can simultaneously preserve the
transitivity of subclassOf and symmetry of disjointWith well.

2. We define two score functions based on angle-based semantic space and
translation-based semantic space which are tailored for subclassOf axioms
and disjointWith axioms in order to sufficiently learn the representation of
concepts.

3. We conduct extensive experiments on benchmark datasets for evaluating
effectiveness of our methods. Experimental results on link prediction demon-
strate that our method can outperform state-of-the-art methods in most cases
and successfully preserve the transitivity and symmetry of axioms.

2 Related Work

In this section, we divide the research efforts into knowledge graph embedding
and schema embedding, and review them as follows.

2.1 Knowledge Graph Embedding

There are two mainstream methods for knowledge embedding: translational dis-
tance models and semantic matching models [5]. The former uses distance-based
scoring functions, and the latter employs similarity-based ones.

In recent years, knowledge graph embedding has been widely studied, see
[7–10,17]. It aims to effectively encode a relational knowledge base into a low
dimensional continuous vector space and achieves success on relational learning
tasks like link prediction [18] and triple classification [17]. Various techniques
have been devised for this task, several improved models are proposed. In order
to find the most related relation between two entities, TransA [19] sets differ-
ent weights according to different axis directions. In TransH [8], each entity
is projected into the relation-specific hyperplane that is perpendicular to the
relationship embedding. TransR [9] and TransD [20] still follow the principle of
TransH. These two models project entities into relation-specific spaces in order
to process complex relations. Moreover, the translation assumption only focuses
on the local information in triples such as a single triple, which may fail to make
full use of global graph information in KGs.

Another type of embedding methods conducted semantic matching using neu-
ral network architectures and obtained the encourage results on link prediction
of KG completion such as MLP [21], NAM [22], R-GCN [23]. Moreover, ProjE
[24] and ConvE [25] optimized the complex feature space and changed in the
architecture of underlying models. Both of them achieved better performances
compared with the models without complex feature engineering.

KG embedding methods mainly focus on instance-level triples of knowledge
graphs, which utilize triples of KGs to obtain the representations of entities
and relations, but they are not suitable for encoding the schematic knowledge of
ontologies because they can not persevere transitivity and symmetry of axioms in
their models well, which are essential characters applied in enriching incomplete
data.
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2.2 Schema Embedding

Some methods have been proposed for embedding of schematic knowledge in a
simple ontology language called RDF Schema (or RDFS). On2Vec [26] employed
translation-based embedding method for ontology population, which integrated
matrices that transformed the head and tail entities in order to characterize the
transitivity of some relations. To represent concepts, instances, and relations
differently in the same space, EmbedS [14] and TransC [15] encoded instances as
vectors and concepts as spheres so that they can deal with the transitivity of isA
relations (i.e., instanceOf, subclassOf). In addition, [27] proposed a joint model,
called KALE, which embeds factual knowledge and logical rules simultaneously.
[28] improved this model, referred to as RUGE, which could learn simultaneously
from labeled triples, unlabeled triples, and soft rules in an iterative manner. Both
of them treated RDFS as rules to improve the performances of embedding models
[4].

Although above embedding models tailored for RDFS enable to preserve the
transitivity of some relations (e.g., subclassOf) in their semantic spaces, it is
not enough for them to express other kinds of schematic knowledge, especially
those expressed with the disjointWith relation. Moreover, it is hard for their
score functions to simultaneously describe disjointWith among concepts and
preserve its symmetry well.

To the best of our knowledge, our method is the first embedding method for
schematic knowledge of ontologies based on cosine measure that can simulta-
neously preserve the transitivity of subclassOf and symmetry of disjointWith
well.

class subclassOf disjointWith valid length
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Fig. 1. An overview of cosine-based embedding for schematic knowledge
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3 Cosine-Based Embedding for Schematic Knowledge

In this section, we first present the framework of CosE and introduce two seman-
tic spaces. Then, we define two score functions for these two spaces, one is defined
for angle-based semantic space to preserve logic properties of axioms. The other
is defined for translation-based semantic space to predict the confidence score of
a missing axiom. Finally, we present the training model of CosE.

3.1 CosE

In most cases, for an axiom (Ci, r, Cj) with transitive or symmetry asserted in
schematic knowledge, existing KG embedding models only treat r as a symbol
and ignore its logical property, so these models cannot represent transitivity and
symmetry precisely. Therefore, in order to get a better embedding of schematic
knowledge, the logical properties of relations should be considered.

Figure 1 shows a framework of CosE that describes how concepts are repre-
sented based on the logical properties of their relations. We use solid lines and
dotted lines denoted as subclassOf and disjointWith relations, respectively.

Given a set of axioms, CosE first separates all axioms into two sets where
S contains all subclassOf axioms and D contains all disjointWith axioms. For
example, three axioms (C1, subclass-Of,C2), (C2, subclassOf,C3) and (C1,
disjointWith ,C4) are asserted, we obtain S = {(C2, subclassOf,C3), (C1,
subclassOf,C2)} and D = {(C1, disjointWith,C4)}. Then, for each set, all
concepts are projected into two semantic spaces, one of which is an angle-based
semantic space for modeling the logical properties of relations and a translation-
based semantic space for measuring confidence score of given axioms. As most
of subclassOf axioms and disjointWith axioms are 1-to-n and n-to-n relations,
existing score functions of translation-based methods are still not good at dealing
with these complex relations. To measure the confidence score more precisely,
concept vectors are projected into a translation-based semantic space by a map-
ping matrix MCiCj

where Ci and Cj are concepts in given schematic knowledge.
For an axiom (C1, subclassOf,C2), head concept C1 and tail concept C2 are
projected by MCiCj

that means each axiom is projected into its own translation-
based semantic space. In the above example, let C12

1⊥ and C12
2⊥ be the projected

vectors of C1 and C2 by MC1C2 , and let C23
2⊥ and C23

3⊥ be the projected vectors
of C2 and C3 by MC2C3 . C12

2⊥ and C23
2⊥ are the vectors of C2, but they locate

in different translation-based semantic spaces. It is helpful that all the axioms
can be expressed well in their own translation-based semantic space. Given an
axiom (Ci, r, Cj), its mapping matrix is defined as follows:

MCiCj
= CipC�

jp + In×n, (1)

where Cip ∈ R
n and Cjp ∈ R

n are projection vectors for head concept Ci and
the tail concept Cj . With the mapping matrix, the projected vectors about Ci

and Cj are defined as follows:

Ci⊥ = MCiCj
Ci, Cj⊥ = MCiCj

Cj. (2)
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Notice that the logical properties are expressed precisely by the angle-based
semantic space. In the above examples, to deal with the transitivity, if we have
two correct axioms (C1, subclassof, C2) and (C2, subclassOf,C3), vectors of
C1 and C2 should be similar (i.e., cos(Ci,Cj) ≈ 0) in subclassOf angle-based
semantic space and the length of C1 is smaller than C2. Similarly, the angle
between vectors of C2 and C3 should be approximated 0◦ and the length of C2

is also smaller than C3. For dealing with the symmetry, CosE only removes the
length constraints because cosine function has symmetry property. For exam-
ple, if (C1, disjointWith,C4) is a correct axiom, then the vectors of C1 and C4

are similar in the disjointWith angle-based semantic space. Therefore, CosE can
simultaneously preserve transitivity and symmetry well.

3.2 Score Function

In this section, we introduce score functions of CosE in detail. As CosE projects
each concept into two semantic spaces, we design two kinds of score functions to
measure the score of each axiom. One is utilized to preserve logical properties
in angle-based semantic space. The other is served for measuring the confidence
of axioms in translation-based semantic space. Given an axiom (Ci, r, Cj), the
score function of this axiom is defined as:

f(Ci, r, Cj) = fa(Ci, r, Cj) + ft(Ci, r, Cj), (3)

where fa(Ci, r, Cj) and ft(Ci, r, Cj) are score functions defined in the angle-based
semantic space and translation-based semantic space, respectively.

The angle-based semantic space aims to preserve logical properties. We
assume that relations with different properties should be measured by differ-
ent score functions. For a subclassOf axiom (Ci, rs, Cj), concepts Ci and Cj are
encoded as (Ci,m) and (Cj,n), where Ci and Cj are the vector representations
of concepts Ci and Cj , m and n are two vectors that defined to obtain their
valid lengths for persevering the transitivity of concepts. The score function of
the subclassOf axiom is defined as follows.

fa(Ci, rs, Cj) = 1 − cos(Ci,Cj) + ||m||2 − ||n||2, (4)

where Ci ∈ R
n and Cj ∈ R

n are their vectors in the angle-based semantic space.
||m||2 and ||n||2 are valid length corresponding to Ci and Cj . Notice that these
four vectors are parameters that could be obtained when training procedure is
accomplished.

For one disjointWith axiom (Ci, rd, Cj), CosE removes the length constraints
of vectors. Its score function is defined as:

fa(Ci, rd, Cj) = 1 − cos(Ci,Cj), (5)

where Ci ∈ R
n and Cj ∈ R

n. For the axiom (Ci, disjointWith,Cj), the score of
fa(Ci, rd, Cj) and fa(Cj , rd, Ci) are the same because of the symmetry of cosine
measure. It means CosE can preserve the symmetry of disjointWith axioms.

Although the angle-based semantic space can keep the logical properties of
axioms, it is hard to measure the confidence score of each axiom. Particularly, the
subclassOf axioms and disjointWith axioms are the typical multivariate relations
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so that the score function designed for angle-based semantic space is not enough
to measure the confidence of axioms with multivariate relations. To solve this
issue, we introduce a new score function of an axiom w.r.t the translation-based
semantic space to measure the confidence of each axiom as follows.

ft(Ci, r, Cj) = ||Ci⊥
′ + r − Cj⊥

′||2 (6)

where Ci⊥
′ ∈ R

n, r ∈ R
n and Cj⊥

′ ∈ R
n are the projection vectors in

translation-based semantic space. In our experiments, we enforce constrains as
||Ci||2 ≤ 1, ||Cj||2 ≤ 1, ||Ci⊥

′||2 ≤ 1 and ||Cj⊥
′||2 ≤ 1.

3.3 Training Model

To train CosE, every axiom in our training set has been labeled to indicate
whether the axiom is positive or negative. However, most of existing ontologies
only contain positive axioms. Thus we need to generate negative axioms by cor-
rupting positive axioms. For an axiom (Ci, r, Cj), we replace Ci or Cj to generate
a negative triple (Ci, r, Cj) or (Ci, r, Cj) by a uniform probability distribution.

For each axiom, we adopt the margin rank loss to train the representation of
concepts and relations, where ξ and ξ′ denote a positive axiom and a negative
one w.r.t the type of relation, respectively. T and T ′ are used to denote the sets
of positive axioms and negative ones, respectively. For an axiom with subclassOf
relation, the margin-based ranking loss is defined as:

Lsub =
∑

ξ∈Tsub

∑

ξ′∈T ′
sub

[γsub + f(ξ) − f(ξ′)]+, (7)

where [x]+
�
= max(x, 0) and γsub is the margin separating the positive axiom

and the negative one. Similarly, for the axioms with disjointWith relation, the
margin-based ranking loss is defined as:

Ldis =
∑

ξ∈Tdis

∑

ξ′∈T ′
dis

[γdis + f(ξ) − f(ξ′)]+. (8)

Finally, the overall loss function is defined as linear combinations of these two
functions:

L = Lsub + Ldis (9)

The goal of training CosE is to minimize the above functions and iteratively
update embeddings of concepts.

4 Experiments

To verify the effectiveness of our model, we compare CosE with some well-known
KG embedding methods on the task of link prediction, a typical task commonly
adopted in knowledge graph embedding. We also design other tasks which are
variants of link prediction for transitivity and symmetry of relations in schematic
knowledge.
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4.1 Datasets

FB15K and WN18 are two benchmark datasets in most previous works, but they
are not suitable to evaluate the embedding models for schematic knowledge. Both
of them consists of many instances but contain few concepts and axioms. To
evaluate CosE, we build a knowledge graph in named YAGO-On from a popular
knowledge YAGO which contains a lot of concepts from WordNet and instances
from Wikipedia. In our experiments, every subclassOf axiom in YAGO is saved
in YAGO-On. Another benchmark dataset is Foundational Model of Anatomy
(FMA) which is a real evolving ontology that has been under development at
the University of Washington since 1994 [29]. Its objective is to conceptualize
the phenotypic structure of the human body in a machine-readable form. It is
a real-world, biomedical schematic knowledge and the version used is the OWL
files provided by OAEI1 As these two datasets only contain subclassOf axioms,
so we add disjointWith axioms into them by the simple heuristic rules in [30].

We also evaluate CosE on two new benchmark datasets, named YAGO-
on-t and YAGO-on-s, which are two subsets of YAGO-On to test the effects
of the link prediction for transitivity and symmetry inference. For any two
axioms in YAGO-On, if (Ci, subclassOf,Cj) and (Cj , subclassOf,Cm) exist
in YAGO-On, we save an axiom (Ci, subclassOf,Cm) in YAGO-On-t. Sim-
ilarly, if an axiom (Ci, disjointWith,Cj) exists in YAGO-On, we save the
axiom (Cj , disjointWith,Ci) in YAGO-On-s. The statistics of YAGO-On, FMA,
YAGO-On-t and YAGO-On-s are listed in Table 1.

Table 1. Statistics of original datasets and generated ones

Dataset YAGO-On FMA YAGO-On-t YAGO-On-s

� Concept 46109 78988 46109 46109

Train � subclassOf 29181 29181 11898 0

� disjointWith 32673 32673 0 10000

Valid � subclassOf 1000 2000 1000 1000

� disjointWith 1000 2000 1000 1000

Test � subclassOf 1000 2000 5949 0

� disjointWith 1000 1000 0 10000

4.2 Implementation Details

We employ several state-of-art KG embedding models as baselines, including
TransE, TransH, TransR, TransD, ComplEx, Analogy, Rescal and TransC, which
are implemented by OpenKE platform [31] and the source codes of methods.

CosE is implemented in Python with the aid of Pytorch and OpenKE.
The source code and data are available at https://github.com/zhengxianda/
CosE. Mini-batch SGD is utilized on two datasets for training CosE model.
For parameters, we use SGD as the optimizer and fine-tune the hyperparame-
ters on the validation dataset. The ranges of the hyperparameters for the grid

1 http://oaei.ontologymatching.org/.

https://github.com/zhengxianda/CosE
https://github.com/zhengxianda/CosE
http://oaei.ontologymatching.org/
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search are set as follows: embedding dimension k is chosen from the scope of
{125, 250, 500, 1000}, batch size B range of {200, 512, 1024, 2048}, and fixed mar-
gin γ range of {3, 6, 9, 12, 18, 24, 30}. Both the real and imaginary parts of the
concept embeddings are uniformly initialized, and the phases of the relation
embeddings are uniformly initialized between 0 and 1. No regularization is used
since we find that the fixed margin of γ could prevent our model from over-
fitting. The best configuration is determined according to the mean rank in the
validation set. The optimal parameters are α = 0.001, k = 200, γ = 3 and
B = 200.

4.3 Linked Prediction

Link prediction is a task to complete the axiom (Ci, r, Cj) when Ci, r or Cj is
missing. Following the same protocol used in [7], we take MRR and Hits@N as
evaluation protocols. For each test axiom (Ci, r, Cj), we replace the concept Ci

or Cj with Cn in concept set C to generate corrupted triples and calculate the
score of each triple using the score function. Afterward, by ranking the scores in
descending order, the rank of the correct concepts is then derived. MRR is the
mean reciprocal rank of all correct concepts, and Hits@N denotes the propor-
tion of correct concepts or relations ranked in the top N. Note that a corrupted
triple ranking above a test triple could be valid, which should not be counted as
an error. Hence, corrupted triples that already exist in schematic knowledge are
filtered before ranking. The filtered version is denoted as “Filter,” and the unfil-
tered version is represented as “Raw.” The “Filter” setting is usually preferred.
In both settings, a higher Hits@N and MRR implies the better performance of
a model.

For link prediction, all models aim to infer the possible Ci or Cj concept in
a testing axiom (Ci, r, Cj) when one of them is missing. The results of concept
prediction on YAGO-On and FMA are shown in Table 2. From the table, we can
conclude that:

– CosE significantly outperforms the models in term of Hits@N and MRR. It
illustrates that CosE can simultaneously preserve the logical properties by
means of two semantic spaces, which are helpful to learn better embeddings
for completing schematic knowledge.

– Compared with the project matrices of TransH, TransR and TransD, the pro-
jection matrix MCiCj

in CosE can measure the confidence of axioms more pre-
cisely. The reason may be that CosE projects axioms with the same relation
into several translation-based semantic spaces. As most schematic knowledge
only has few relations, so the projection strategy of CosE is more suitable.

Tables 3 and 4 list the results of link prediction on subclassOf axioms and
disjointWith axioms, respectively. In most cases, CosE has outperformed all
models in terms of Hits@N and MRR that means these two semantic spaces work
well in CosE. For link prediction results on disjointWith axioms, CosE performs
a little bit worse than TransR and TransE in MRR raw. From further analysis,
we find CosE prefer to give a higher score for a correct corrupted triple, so CosE
is performing well. Particularly, in disjointWith axioms prediction, Hits@1 of
CosE is increased by 15% and 30% on the two benchmark datasets. It indicates
that the angle-based semantic space can preserve symmetry property precisely.
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Table 2. Experimental results on link prediction

Experiment YAGO-On FMA

Metric MRR Hits@N(%) MRR Hits@N(%)

Raw Filter 10 3 1 Raw Filter 10 3 1

TransE 0.241 0.501 0.784 0.582 0.343 0.066 0.325 0.474 0.371 0.247

TransR 0.090 0.428 0.588 0.433 0.355 0.060 0.411 0.490 0.440 0.370

TransH 0.195 0.196 0.472 0.252 0.091 0.008 0.009 0.018 0.005 0.003

TransD 0.038 0.176 0.462 0.305 0.000 0.034 0.149 0.430 0.250 0.000

Analogy 0.037 0.301 0.496 0.429 0.160 0.037 0.277 0.487 0.415 0.130

ComplEx 0.034 0.237 0.491 0.403 0.058 0.033 0.201 0.484 0.372 0.011

Rescal 0.080 0.339 0.525 0.392 0.244 0.047 0.317 0.469 0.377 0.236

TransCa 0.112 0.420 0.698 0.502 0.298 – – – – –

CosE 0.256 0.638 0.863 0.731 0.502 0.053 0.444 0.510 0.487 0.397
aAs experimental results of TransC are much worse than the ones mentioned
in the paper [15], so we adopt its original results for comparison.

Table 3. Experimental results of link prediction on subclassOf axioms

Experiment YAGO-On FMA

Metric MRR Hits@N(%) MRR Hits@N(%)

Raw Filter 10 3 1 Raw Filter 10 3 1

TransE 0.375 0.116 0.722 0.472 0.179 0.113 0.113 0.260 0.110 0.035

TransR 0.063 0.063 0.216 0.020 0.000 0.010 0.010 0.050 0.050 0.050

TransH 0.377 0.724 0.494 0.179 0.179 0.110 0.110 0.295 0.080 0.040

TransD 0.011 0.011 0.018 0.008 0.000 0.050 0.050 0.050 0.000 0.000

Analogy 0.003 0.003 0.035 0.003 0.003 0.050 0.050 0.050 0.050 0.050

ComplEx 0.001 0.003 0.002 0.001 0.001 0.003 0.003 0.010 0.000 0.000

Rescal 0.069 0.069 0.143 0.073 0.035 0.009 0.009 0.010 0.005 0.005

CosE 0.428 0.428 0.726 0.509 0.267 0.176 0.176 0.290 0.190 0.090

Table 4. Experimental results of link prediction on disjointWith axioms

Experiment YAGO-On FMA

Metric MRR Hits@N(%) MRR Hits@N(%)

Raw Filter 10 3 1 Raw Filter 10 3 1

TransE 0.120 0.627 0.846 0.693 0.507 0.122 0.639 0.927 0.741 0.491

TransR 0.132 0.792 0.974 0.848 0.710 0.010 0.010 0.050 0.050 0.050

TransH 0.010 0.014 0.220 0.010 0.003 0.005 0.006 0.002 0.001 0.001

TransD 0.066 0.774 0.906 0.621 0.000 0.066 0.292 0.873 0.488 0.000

Analogy 0.074 0.598 0.988 0.854 0.317 0.069 0.557 0.979 0.823 0.264

ComplEx 0.066 0.470 0.970 0.820 0.110 0.003 0.003 0.010 0.000 0.000

Rescal 0.100 0.640 0.920 0.720 0.500 0.094 0.640 0.940 0.750 0.480

CosE 0.097 0.917 0.990 0.970 0.860 0.090 0.870 0.990 0.950 0.780
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4.4 Transitivity and Symmetry

In this section, we verify whether the logical properties are implicitly represen-
tation by CosE embeddings. To illustrate what kind of information is contained
in concept vectors, we design two link prediction experiments on two special
datasets. In YAGO-On-t, axioms of the training set are subjected to the rule
(Ci, subclassOf,Cj) and (Cj , subclassOf,Cm) and the testing set contains the
inferred axioms (Ci, subclassOf, Cm) by applying the transitivity property of
subclassOf . Thus, we train CosE by training set and use link prediction on
the testing set to verify the performance on transitivity. Similarly, we verify the
symmetry by YAGO-On-s. If the training set contains (Ci, disjointWith,Cj),
the test axiom (Cj , disjointWith,Ci) is saved in the testing set.

As listed in Table 5, CosE is the only model which can achieve good perfor-
mances on both two datasets. On YAGO-On-t, the MRR and Hits@N of CosE
exceed the ones of other models. On YAGO-On-s, only MRR and Hits@1 of
CosE worse than TransE, but their results are very similar. These two experi-
ments indicate that CosE is better than other models for reasoning axioms with
transitivity or symmetry.

Table 5. Experimental results on link prediction for transitivity and symmetry

Experiment YAGO-On-t YAGO-On-s

Metric MRR Hits@N(%) MRR Hits@N(%)

Raw Filter 10 3 1 Raw Filter 10 3 1

TransE 0.064 0.077 0.142 0.070 0.001 0.043 0.369 0.971 0.514 0.080

TransR 0.012 0.013 0.003 0.002 0.001 0.010 0.010 0.000 0.000 0.000

TransH 0.200 0.238 0.309 0.274 0.149 0.001 0.002 0.000 0.000 0.000

TransD 0.008 0.009 0.020 0.001 0.000 0.001 0.181 0.512 0.302 0.000

Analogy 0.001 0.001 0.001 0.001 0.000 0.043 0.315 0.932 0.538 0.000

ComplEx 0.001 0.001 0.001 0.000 0.000 0.036 0.253 0.743 0.439 0.000

Rescal 0.016 0.020 0.055 0.015 0.004 0.032 0.166 0.449 0.226 0.039

CosE 0.203 0.334 0.429 0.280 0.270 0.038 0.324 0.990 0.558 0.000

5 Conclusion and Future Work

In this paper, we presented a cosine-based embedding method for schematic
knowledge called CosE, which could simultaneously preserve the transitivity
of subclassOf and the symmetry of disjointWith very well. In order to suffi-
ciently learn the representation of concepts, we defined two score functions based
on angle-based semantic space and translation-based semantic space which are
tailored for subclassOf axioms and disjointWith axioms. We conducted exten-
sive experiments on link prediction on benchmark datasets. Experimental results
indicated that CosE could outperform state-of-the-art methods and successfully
preserve the transitivity and symmetry of relations.
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As future work, we will explore the following research directions: (1) CosE
is a simple model tailored for learning the representation of axioms, but it still
has some limits. We will try to find a more expressive model instead of cosine
measure to learn the representation of concepts. (2) The embedding of axioms
can be applied in various tasks of knowledge graphs. We will merge CosE into
these tasks for improving their performances such as noise detection [32] and
approximating querying [33].
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Abstract. Network representation learning based on neural network originates
from language modeling based on neural network. These two types of tasks are
then studied and applied along different paths. DeepWalk is the most classical
network representation learning algorithm, which samples the next hop nodes of
the walker with an equal probability method through the random walk strategy.
Node2vec improves the random walk procedures, thus improving the perfor-
mance of node2vec algorithm on various tasks. Therefore, we propose an
improved DeepWalk algorithm based on preference random walk (PDW), which
modifies the single undirected edge into two one-way directed edges in the
network, and then gives each one-way directed edge a walk probability based on
local random walk algorithm. In the procedures of acquiring walk sequences, the
walk probability of the paths that have been walked will be attenuated according
to the attenuation coefficient. For the last hop node of the current node in the
walk sequences, an inhibition coefficient is set to prevent random walker from
returning to the last node with a greater probability. In addition, we introduce the
Alias sampling method in order to obtain the next hop node from the neigh-
boring nodes of current node with a non-equal probability sampling. The
experimental results show that the proposed PDW algorithm possesses a stable
performance of network representation learning, the network node classification
performance is better than that of the baseline algorithms used in this paper.

Keywords: Network representation � Network embedding � Network
representation learning � Network data mining

1 Introduction

The researches on network structures have been conducting from the perspective of
statistics methods [1]. However, there are fewer researches on network data mining
using machine learning algorithms [2]. The main reason is that the input of machine
learning algorithm needs a large number of features, but the features in various net-
works is scarce in reality. DeepWalk [3], a network representation learning algorithm,
uses the neural network to solve the related tasks of machine learning. Because
DeepWalk algorithm is mainly used to learn the relationships between nodes in the
network, and DeepWalk compresses this kind of relationships into the form of network
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representation vectors. DeepWalk algorithm inputs the relationships between nodes
into neural network, and outputs the network representation vectors containing the
features of node relationships, whose dimension can be regarded as the number of
network structure attributes. For example, when the length of the network represen-
tation vector is 100, each dimension in the representation vectors represents a certain
type of relationship factor between the current node and its neighboring nodes.

The network representation vector generated by DeepWalk algorithm is a low-
dimensional, compressed, and distributed vector that contains the local structural fea-
tures of the networks. Of course, the vectors generated by other network representation
learning algorithms based on global information contain the global structural features
of the networks [4–6]. The procedure of generating network presentation vectors can be
considered as the processing of encoding network structural features, and the procedure
can also be considered as the pre-processing of network structural features. Moreover,
the pre-processed representation vectors can be inputted into the machine learning
model to perform various tasks, such as, network node classification [7], link prediction
[8], network visualization [9], recommendation system [10, 11] and so on.

DeepWalk algorithm acquires random walk sequences on the network through
random walk strategy. The random walk procedure completely adopts the random
strategy, namely, DeepWalk randomly selects a node from the neighboring nodes of
the current center node as the next hop node of the random walker. Node2vec algo-
rithm [12] improves the random walk procedure of DeepWalk algorithm, which is a
preference random walk in fact. Node2vec gives all neighboring nodes of the current
center node a fixed walk probability, which consists of the probability of walking to
last node, the probability of walking to next node that has no edge with the current
center node (set the probability to 1) and the probability of walking to next node that
has one edge with the current center node. Under the second kind of walk probability
and the third kind of walk probability, there may exist several possible next hop nodes
at the same time. Therefore, node2vec adopts the strategy of the equal probability
random walk for these nodes with the equal walk probability. Meanwhile, node2vec
adopts the strategy of non-equal probability random walk for these nodes with the non-
equal walk probability, which is also called as the preference random walk. Node2vec
controls the random walker to walk in the direction of the breadth or depth random
walk by setting the size of the first type of probability and the third type of probability.

PDW algorithm proposed in this paper is also a kind of the improved DeepWalk
algorithm based on preference random walk. First, the PDW algorithm modifies the
undirected network into a directed network, namely, a single undirected edge is con-
verted into two single directed edges. Secondly, the PDW algorithm sets the random
walk probability into two categories, such as, the probability of returning the last node
in the random walk sequence and the probability of walking to a non-previous node.
Among them, the probability of returning the last node is the temporary walk proba-
bility, and its purpose is to prevent random walker from walking to the last node. Here,
we adopt an inhibition coefficient to adjust this temporary walk probability. When the
walker moves to the next node, the temporary walk probability is reset to the previous
walk probability. Moreover, PDW reduces its walk probability through the attenuation
coefficient for the edges (paths) between nodes that have already walked. Therefore,
PDW algorithm controls the random walk procedure by the inhibition coefficient and

266 Z. Ye et al.



the attenuation coefficient. Since there are two one-way directed edges between nodes
in the network, thus, there exist two walk probabilities between the same pair of nodes.
Thirdly, PDW algorithm needs to reset the attenuated walk probability in the network
to the original walk probability between nodes after finishing a random procedure of
one node. Finally, the Alias method [13] is introduced in PDW to achieve the node
sampling of non-uniform probability. The experimental results of PDW algorithm show
that its performance is better than that of DeepWalk algorithm and node2vec algorithm
in the tasks of node classification on three kinds of citation network datasets.

2 Our Works

2.1 Preference Random Walk

DeepWalk algorithm obtains the node walk sequences through random walk strategy,
which can be inputted into the CBOW or Skip-Gram model provided by Word2Vec
[14–16] algorithm for training, so as to obtain the network representation vectors of the
networks. Regarding the walk sequences, DeepWalk selects a neighboring node around
the current node as the next hop node with the equal probability. In order to explain the
random walk procedure in detail, we give a simple undirected graph example as shown
in Fig. 1.

As shown in Fig. 1, this graph has 7 nodes and 8 edges. Now, if the random walker
is currently at the position of node 1, we set the random walk length as 5 and the
number of random walks as 3. Consequently, there are three random walk sequences
for node 1, such as, {1, 3, 4, 2, 1}, {1, 4, 3, 2, 1} and {1, 3, 4, 6, 7}. In a random walk,
the random walker can return to the last node of the random walk sequence. Moreover,
the probability of walking to its neighboring node is the same.

The PDW algorithm proposed in this paper adopts the preference random walk. The
preference random walk is defined in this paper as a random walk that tends to connect
the node that has a stronger correlation with the current node. First, we show a simple
procedure of preference random walk, which is mainly based on the undirected graph
in Fig. 1. PDW algorithm transforms the undirected graph into weighted directed
graph, and a single undirected edge is transformed into two one-way directed edges.
The weight is the correlation degree between nodes, and Local Random Walk
(LRW) [17, 18] is used in this paper to measure the correlation degree between two
nodes. The specific results are shown in Figs. 2 and 3.
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Fig. 1. Network example
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As shown in Fig. 2, the PDW algorithm proposed in this paper needs to attenuate
the walk probability of the edge that has already walked when a random walker walk
from node 1 to node 4, which is very consistent with the example in our daily life. For
example, the probability of going somewhere for two times should be less than the
probability of going there for one time. However, if the destination is a popular place,
the probability of going there for two times should be greater than the probability of
going somewhere else. Based on this assumption, it is very important to assign a
reasonable weight to the undirected graph, and the proportion of attenuation is also
very important. In Fig. 2, node 4 is regarded to be the node that has been walked when
the walker finishes a walk procedure from node 1 to node 4, so the walk probability
from node 1 to node 4 should be attenuated. Therefore, we give the new walk prob-
ability for this edge (path), i.e. p014 ¼ p14 � p14 � q. For other nodes that have already
walked, we give the attenuation equation of walk probability as follows:

p0uv ¼ puv � puv � q: ð1Þ

In the Eq. (1), puv is the original random walk probability, p0uv is the updated
probability, and q is the attenuation coefficient of walk probability. The attenuation of
the walk probability is initialized to the original probability value before random walk
of each node, for example, we set the number of random walks as 10, the length of
random walk as 40, the original walk probability needs to be reused to carry out the
random walk of next node when the walk sampling of 400 nodes is obtained. In
addition, the attenuation of the walk probability is unidirectional. For example, the
value of the walk probability p14 will be changed, but the value of the walk probability
p41 will not be changed for random walk from node 1 to node 4. When the random
walker is at the position of node 4 during a random walk, the probability of walking to
node 1 is the original and unattenuated p41, which can be regarded as such under-
standing that the probability of walking the same path should be attenuation when we
return from place A to place B, however, the probability of walking form place B to
place A should not be attenuated when we return from place C to place B, but the
probability of walking from place B to place A should be inhibited when we just walk
from place A to place B. This is the main reason why we have transformed the
undirected network into the two-way directed network.

Figure 2 shows the example of the one-step random walk. After that, the random
walker needs to walk from node 4. This procedure is somewhat different from the walk
from node 1 to node 4, because the walk from node 4 needs to consider such case that
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Fig. 2. Random walk on a weighted graph (from node 1 to node 4)
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the random walker returns to node 1. For example, we should exclude the places we
have been to when we plan the next destination, but the places we have been to should
still be selected again with a small probability. Therefore, we define that the random
walker should return to the last node in walk sequence with a small probability. In order
to explain this principle in more detail, we give the random walk procedure in Fig. 3.

In Fig. 3, there exist 6 next hop nodes when the random walker is at node 4, among
which one random walk path can return to the last node 1 in the random walk sequence.
However, we should avoid returning the last node of the walk sequence as mentioned
above. Therefore, we define the walk probability attenuation coefficient as 1=p between
the current node and the last node of the walk sequence, i.e. p041 ¼ p41 � p41 � ð1=pÞ.
This attenuation is temporary attenuation, which only recomputes the walk probability
of returning last node when the walker will select the next hop node, and it does not
affect the original walk probability between nodes. When the walker walks from node 4
to node 7, we attenuate the walking probability from node 4 to node 7, i.e.
p047 ¼ p47 � p47 � q. In addition, the original walk probability from node 4 and node 1 is
recovered, i.e. p041 ¼ p41. Therefore, when the walker selects the next hop node, the
temporary walk probability of returning last node is defined as:

p0xy ¼ pxy � pxy � ð1=pÞ: ð2Þ

In the Eq. (2), p is the inhibition coefficient of returning the last node. pxy is the
original walk probability, p0xy is the walk probability after attenuating, and p0xy is only a
probability that the walker returns to the last node of the sequence when the walker
selects the next hop node. When the random walker walks to the next hop node, the
inhibition is canceled, i.e. p0xy ¼ pxy. And then use the Eq. (1) to carry out probability
attenuation on the path that has been walked.

It should be noted that all attenuations of the above procedures only work on the
walk procedure of a node. For example, the walk algorithm needs to walk for 10 times
when the number of random walks is 10. After completing these 10 walks for the same
node, the walk algorithm needs to perform another 10 walks for the next node. The
walk probability between two nodes is reset to the original probability value when the
different nodes are selected to walk, which is calculated by LRW algorithm. The LRW
algorithm is different from the global random walk in that it only considers the random
walk procedure within a finite step, so it is very suitable to walk on large-scale net-
works. When a random walker starts from a node vx in LRW, fxyðtÞ is defined as the
probability that a random walker happens to meet with node vy at a certain tþ 1. Then,
the system evolution equation of the walk procedure is as follows:

fxðtþ 1Þ ¼ PTfxðtÞ; t� 0; ð3Þ

where the markov transition probability matrix [18] of the network is defined as P, the
element in P is computed as Pxy ¼ axy=kx. Assume that there is an edge between nodes
vx and vy, then axy ¼ 1, axy ¼ 0 otherwise. kx represents the degree of the node vx. fxð0Þ
is a vector with the size of N � 1 where the value of x-th element is 1, and all other
elements are 0. The initial network resource distribution is defined as qx ¼ kx=M, and
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M is the total number of network edges. Then the similarity between nodes vx and vy in
t steps is as follows:

sxyðtÞ ¼ qx � fxyðtÞþ qy � fyxðtÞ: ð4Þ

In this section, the random walk probabilities between the current center node and
its neighboring nodes are measured by sxyð15Þ. In addition, the link prediction task
between nodes is used to verify that the similarity weight between nodes for t ¼ 15 is
better than other values of t. This section mainly describes how to generate the initial
probability of preference random walk between nodes, how to perform the probability
attenuation in the random walk procedure, and how to temporarily attenuate the
probability value of returning the last node. But we will be discussed in detail how to
select one of the nodes to random walk based on the walk probability between the
current node and its neighboring nodes in the following parts.

2.2 Non-equal Probability Node Selection

The node selection of non-equally probability refers to select one node from all
neighboring nodes of the current node as the next hop node of the random walker
according to the given walk probability. First, there are two easy ways to realize it as
follows.

The first kind of selection approach is based on random number. For example, the
probabilities of four events are 0.1, 0.2, 0.3 and 0.4, respectively, and then an array of
size of 100 is built and shuffled completely, where 10 elements in the array are set as
the happening of event 1, 20 elements are set as the happening event 2, 30 elements are
set to the happening events 3, and 40 elements is set as the happening events 4. After
constructing the array, a random integer from 1 to 100 is generated randomly, and the
element corresponding to the random integer in the array is the related event. The time
complexity of this method is Oð1Þ, but the accuracy is poor.

The second kind of selection approach is based on roulette method. For example, if
the probability distributions of the four events are 0.1, 0.2, 0.3 and 0.4, consequently,
the cumulative probabilities of the four events are 0.1, 0.3, 0.6 and 1, respectively.
Then a random number between 0 and 1 is generated, and the event corresponding to
the random number falling in the cumulative probability interval is the selected event.
For example, the interval [0, 0.1] corresponds to the event 1, the interval [0.1, 0.3)
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Fig. 3. Random walk on a weighted graph (from node 4 to node 7)
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corresponds to event 2, the interval [0.3, 0.6) corresponds to event 3, and the interval
[0.6, 1] corresponds to event 4. If this selection algorithm adopts the binary search
approach, the time complexity is Oðlog nÞ. Although this selection algorithm is better
than the first one in practical applications, it requires to calculate the cumulative
probability.

In this paper, the third kind of selection approach is introduced, which has a time
complexity of Oð1Þ, also has an excellent sampling performance. This algorithm is
called as Alias method. In this method, the event occurrence probabilities 0.1, 0.2, 0.3
and 0.4 are normalized according to their mean value, the mean value is 1/4, and the
probabilities of the final normalization are 2/5, 4/5, 6/5 and 8/5. The probability is
illustrated as shown in Fig. 4.

In Fig. 4, the Alias method first converts the normalized probabilities to the form as
Fig. 4(a). Then, Fig. 4(a) is converted to a 1� 4 rectangle as shown in Fig. 4(b), where
the area of the rectangle is 4. The Alias method contains at most two events per column
as shown in Fig. 4(b). This rectangle is also known as the Alias table. There are mainly
two arrays in this table, one is the probability array prabs, where each element is the
area percentage (probability value) of the event i corresponding to the column i,
namely, prabs = {0.1, 0.2, 0.3, 0.4}. Another array saves the tags that do not belong to
the event i. This array is defined as alias = {4, 3, null, null}. Alias method then
generates two random integers, the first random integer determines the column to be
used, and the second random number is between 0 and 1. If the second random number
is less than prabs½i�, the subscript of array prabs is sampled and returned. If the second
random number is greater than prabs½i�, alias½i� is sampled and returned. The result of
the above Alias method is an integer rather than a probability value.

After the PDW algorithm samples the next hop node of the walker based on the
above procedures, the context node pairs can be subsequently constructed, and then
they are inputted into the neural network model provided by DeepWalk algorithm for
node relationship modeling. The PDW algorithm proposed in this section only
improves random walk procedure of DeepWalk, but PDW algorithm adopts multiple
efficient methods to obtain the appropriate next hop nodes, so that the random walk
sequences can better reflect the structural features of the networks and other
information.

6/5

2/5
4/5

8/5

5/5

2/5
4/5 5/5

1/5
3/5

(a) (b)

Fig. 4. An example of Alias sampling
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3 Experimental Results and Analysis

3.1 Experimental Settings

We adopt DeepWalk, LINE [19], HARP [20], DeepWalk + NEU [21], GraRep (K = 3)
[22] and node2vec as the baseline algorithms. The baseline algorithms selected in this
section set the length of network representation vector as 100 in the task of network
node classification. In addition, DeepWalk and node2vec algorithms need to set the
random walk number and random walk length. Therefore, in the network node clas-
sification experiment, the number of random walks is set to 10, and the length of
random walk is set to 40. Node2vec sets the breadth-first random walk parameter to 0.5
and the depth-first random walk parameter to 0.25. In this parameter combination,
node2vec is more inclined to obtain nodes by the depth-first random walk. We repeat
each experiment for 10 times and take the average accuracy as the result of network
node classification using LIBLINEAR [23] classifier. In addition, DeepWalk, HARP
(DeepWalk), node2vec and PDW use CBOW model to model the relationships
between nodes, use negative sampling to optimize its training speed, and set the
negative sampling size as 5.

3.2 Results and Analysis

We verify the performance of PDW algorithm and various comparison algorithms on
Citeseer, Cora and DBLP datasets [24]. In order to make a more detailed comparison
and analysis under different training set proportions, we extract 10%, 20%, …, 90%
nodes of the dataset as the training set, the rest of the dataset is the testing set. In the
PDW algorithm, p is the inhibition coefficient of returning the last node of the walk
sequence. q is the attenuation coefficient of random walk probability. The specific
accuracy results of network node classification are shown in Table 1, 2 and 3.

Table 1. Classification performance on Citeseer dataset (%)

Algorithm name 10% 20% 30% 40% 50% 60% 70% 80% 90% Average

DeepWalk
LINE
HARP (DeepWalk)
DeepWalk + NEU
GraRep (K = 3)
node2vec

47.6
41.2
48.9
48.5
45.1
50.8

50.2
44.6
50.3
51.2
51.0
52.6

51.9
47.9
50.8
52.5
53.4
54.3

52.3
49.2
50.7
53.9
54.2
54.5

53.7
52.2
51.3
53.5
54.9
55.7

53.2
53.5
51.3
54.7
55.8
56.2

53.8
53.9
50.3
54.6
55.5
55.6

53.9
53.3
51.8
54.4
55.2
56.2

54.6
53.9
53.0
55.9
54.2
56.6

52.3
49.5
50.9
53.2
53.2
54.7

PDW (p = 5, q = 0.05)
PDW (p = 10, q = 0.05)
PDW (p = 20, q = 0.1)

53.2
52.9
53.7

55.2
55.0
54.8

55.7
55.7
55.4

56.3
56.7
55.9

57.3
56.3
56.1

57.9
56.9
57.0

58.0
57.4
56.7

58.0
57.4
57.9

57.7
57.7
57.2

56.6
56.2
56.1
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Based on the results in Tables 2, 3 and 4, we have the following observations:

(a) PDW algorithm improves the random walk procedure of DeepWalk algorithm.
Therefore, the accuracy improvement of PDW algorithm is 7.13% at least and
8.1% at most on the Citeseer dataset. In Cora dataset, PDW algorithm has an
accuracy improvement of 6.13% at least and 6.52% at most. In the DBLP dataset,
PDW algorithm has an accuracy improvement of 3.54% at least and 3.89% at
most. These results show that the improvement of PDW algorithm based on
DeepWalk is effective.

(b) Node2vec algorithm also improves the random walk procedure of DeepWalk
algorithm. Therefore, the improved idea is the same with PDW algorithm.
Experimental results show that PDW algorithm has an accuracy improvement of
2.47% at least and 3.40% at most compared with node2vec algorithm on the
Citeseer dataset. In Cora dataset, PDW algorithm is improved by 6.1% at least and
6.45% at most. In DBLP data set, PDW algorithm has an accuracy improvement
of 0.24% at most. These results show that although both PDW algorithm and
node2vec algorithm improves on the random walk procedures of DeepWalk
algorithm.

Table 2. Classification performance on Cora dataset (%)

Algorithm name 10% 20% 30% 40% 50% 60% 70% 80% 90% Average

DeepWalk
LINE
HARP (DeepWalk)
DeepWalk + NEU
GraRep (K = 3)
node2vec

67.6
64.3
65.6
69.3
72.6
69.3

72.1
68.4
68.5
74.7
77.3
73.2

74.5
70.1
70.8
76.1
78.3
74.1

75.1
71.3
71.0
77.3
79.4
75.6

76.7
73.3
70.9
77.8
79.4
76.1

76.7
75.8
70.8
78.6
80.3
76.6

77.4
75.6
71.2
78.8
80.3
76.5

78.1
77.7
72.8
79.4
80.7
77.5

77.7
79.5
72.9
79.1
79.9
77.4

75.1
68.8
70.5
76.8
78.7
75.2

PDW (p = 5, q = 0.05)
PDW (p = 10, q = 0.05)
PDW (p = 20, q = 0.1)

75.7
76.0
76.5

78.1
78.8
78.6

79.4
79.5
79.9

80.2
80.0
79.9

80.5
80.3
80.2

81.0
80.4
80.8

80.6
81.8
81.4

80.9
81.6
81.7

81.0
81.6
81.1

79.7
80.0
80.0

Table 3. Classification performance on DBLP dataset (%)

Algorithm name 10% 20% 30% 40% 50% 60% 70% 80% 90% Average

DeepWalk
LINE
HARP (DeepWalk)
DeepWalk + NEU
GraRep (K = 3)
node2vec

76.7
73.3
78.7
80.9
81.6
83.2

79.5
75.2
80.1
81.6
83.1
83.1

80.8
76.9
80.8
82.1
84.3
83.3

81.2
77.4
81.1
83.8
84.1
83.6

82.1
78.1
80.8
83.9
84.0
84.8

81.6
78.7
81.3
83.8
84.4
84.9

82.6
78.9
81.1
83.9
85.2
84.3

83.2
80.1
81.0
84.5
85.5
84.8

82.6
80.5
81.8
84.0
85.1
84.8

81.2
77.7
80.7
83.2
84.2
84.1

PDW (p = 5, q = 0.05)
PDW (p = 10, q = 0.05)
PDW (p = 20, q = 0.1)

82.9
82.6
82.7

83.3
83.3
83.5

83.8
83.8
84.0

83.9
84.2
84.8

84.3
84.2
84.6

84.1
84.5
84.2

85.0
84.4
84.1

84.4
85.3
85.9

84.6
85.3
85.1

84.0
84.2
84.3
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(c) Compared with DeepWalk algorithm, the improvement rate of classification tasks
of PDW algorithm gradually decreases with the increasing growth of the network
density. Compared with node2vec algorithm, PDW algorithm has the highest
performance improvement on Cora dataset, and the classification performance of
PDW algorithm and node2vec algorithm is almost the same on dense DBLP
dataset. Node2vec algorithm achieves poor node classification performance on
Cora dataset. Consequently, the PDW algorithm proposed in this paper shows a
stable network node classification performance on Citeseer, Cora and DBLP
datasets. Because DBLP is a dense dataset, so various algorithms almost achieve
same classification performance on DBLP dataset.

(d) PDW algorithm sets the inhibition coefficient p of returning last node as 5, 10, 20,
the attenuation coefficient q as 0.05, 0.1. Experimental results show that the
different parameter combinations have little influence on the classification per-
formance of PDW algorithm.

3.3 Parameter Sensitive Analysis

Three parameters are mainly set in the PDW algorithm, namely, the PDW algorithm
sets the inhibition coefficient p of returning the last node, the attenuation coefficient q
for the walked paths, and the network representation vector length k. In addition, we
also discuss the effect of random walk length. The specific results are shown in Fig. 5.
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4 Conclusion

The main works of the proposed PDW algorithm are to improve the random walk
procedures of DeepWalk algorithm. Specifically, the improvement is to convert the
original undirected graph into a weighted two-way directed graph, and the weight of
the network is initialized by the local random walk algorithm. Random walker per-
forms a random walk in a weighted bidirectional directed network. During the random
walk, PDW algorithm attenuates the walk probabilities of the edges that have been
walked, and inhibits the probabilities of returning the last nodes in the random walk
sequences. For the feasibility of the above improvements, we conduct the network node
classification evaluation on Citeseer, Cora, DBLP datasets. The experimental results
show that the PDW algorithm can efficiently obtain the next hop nodes of random
walker, the generated node sequences are inputted to the shallow neural network to
train and model the relationships between network nodes. Consequently, the network
node classification performance of PDW algorithm is superior to that of DeepWalk
algorithm and other baseline algorithms. In addition, the classification performance of
PDW and node2vec algorithms is compared in detail, because these two algorithms are
improved based on the random walk strategy. On DBLP dataset, the classification
performance of PDW algorithm is almost the same as that of node2vec algorithm.
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Abstract. Stance classification is a natural language processing (NLP)
task to detect author’s stance when give a specific target and context,
which can be applied in online debating forum, e.g., Twitter, Weibo,
etc. In this paper, we present a novel target orientation recurrent neural
capsule network, called TRNN-Capsule to solve the problem. In TRNN-
Capsule, the target and context are both encoded by leveraging a bidirec-
tional LSTM model. Then, capsule blocks are appended to produce the
final classification outcome. Experiments on two benchmark data sets are
conducted and the results show that the proposed TRNN-Capsule out-
performs state-of-the-art competitors for the stance classification task.

Keywords: Stance classification · RNN Capsule Network

1 Introduction

With the growth of the extensive collection of stance-rich resources, much atten-
tion has been given to stance classification. Essentially, stance classification is a
prediction problem about people’s attitude towards a specific topic, and many
conventional machine learning methods have been utilized or adapted to solve
the problem. For instance, climate change is very serious problem and it is essen-
tial to understand whether the public is concerned about the problem. To this
end, we need to conduct the stance classification. In this case, “climate change
is a real concern” is regarded as the target, and the goal of stance classification
is to classify people’s stance given the target.

Existing methods for stance classification can be divided into two classes,
which are feature-based and corpus-based approaches. Feature-based method
mainly focus on how to design rich features [2,3], e.g., arguing lexicon. In con-
trast, corpus-based approaches use machine learning models to train a classi-
fier [19]. As feature engineering is often labor-intensive, in this paper, we mainly
focus on corpus-based approaches.
c© Springer Nature Switzerland AG 2019
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With the success of deep learning in natural language processing (NLP) task,
many researchers leverage deep learning method to carry out stance classifica-
tion. Augenstein et al. [4] utilized a conditional long short-term memory network
to represent the target dependent context [5,6]. Adopted the attention mecha-
nism to extract target-related information for stance detection.

Although these methods have achieved excellent performance in stance clas-
sification tasks, there are still some defects. First, most conventional algorithms
cannot effectively identify the relationship between target and text. However, tar-
get information plays a key role in stance classification. Therefore, it is important
to find the dependency relationship between target and text. Secondly, existing
models focus and depend heavily on the quality of instance representation. How-
ever, an instance can be a sentence, a paragraph or a document. It is very limited
to use a vector to represent stance information because stance information can
be subtle and sophisticated.

To alleviate the above shortcomings, we apply the RNN-Capsule network and
develop a novel target oriented RNN capsule network for stance classification.
RNN-Capsule network is initially introduced by [1] for sentimental analysis,
where each capsule is composed of multiple neurons and the neurons form a
presentation of the original text, summarizing the semantic information of words,
n-gram information, etc. In other words, RNN-Capsule network can model the
abundant feature information in the original text. Hence, we propose to adapt
RNN Capsule network and develop a novel target oriented RNN-Capsule network
(TRNN-Capsule) for stance classification.

The proposed TRNN-Capsule is mainly composed of three layers, which are
an embedding layer, an encoding layer and a capsule layer. In the embedding
layer, word2vec representation is utilized to represent each word. Then the rep-
resentations of target and context are encoded by a bidirectional LSTM, respec-
tively. Finally, the capsule layer is constructed. For each stance category, a care-
fully designed capsule block is embedded, which can produce the output proba-
bility of corresponding category. To better capture the information in target and
context, we develop a useful attention mechanism in the capsule part. Experi-
mental results on two benchmark data sets are reported, which show that the
developed TRNN-Capsule method outperforms state-of-the-art competitors in
stance classification problem. The main contributions of the paper can be sum-
marized as follows:

1. To the best of our knowledge, we are the first to introduce RNN-Capsule into
stance classification. We develop a TRNN-Capsule model, which extracts the
rich stance tendencies features with multiple vectors, instead of one vector.

2. A useful attention mechanism is developed, which can effectively identify the
relationship between target and context.

3. Experimental results on H&N14 and SemEval16 datasets demonstrate the
proposed method is superior to state-of-the-art stance classification competi-
tors.
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2 Related Work

2.1 Stance Classification

Early methods for stance classification adopted typical linguistic features. For
example, Somasundaran and Weibo [2] constructed an arguing lexicon and
employed sentiment-based and arguing-based features. In addition to linguis-
tic features, previous work also utilized all kinds of extra information, such
as citation structure information [9], dialogic structure information [7]. Sridhar
et al. [8] used probabilistic soft logic [11] to model the post stance by leveraging
both local linguistic features as well as the observed network structure of the
posts.

With the popularity and success of deep learning techniques in natural lan-
guage processing, many researchers begun to applied such techniques into stance
classification task. Augenstein et al. [4] encoded context and target using bidi-
rectional LSTM respectively, and then combined them with conditional encod-
ing. Du et al. [5] emphasized the importance of target and applied the attention
mechanism into the stance classification for the first time. Sun et al. [6] employed
linguistic factors (i.e., sentiment, argument, dependency) into the neural model
for stance classification.

2.2 Capsule Networks

As CNN and RNN both form a vector representation given an input, which may
fail to preserve the rich information, The concept of “capsules” is proposed by
Hinton et al. [14] to solve the limitations. The capsule network show great capac-
ity through achieving a state-of-the-art result on MNIST data. Zhang et al. [16]
introduced a Capsule network for sentiment analysis in Domain Adaptation sce-
nario with semantic Rules. Wang et al. [1] proposed RNN-Capsule model and
applied it into primary sentiment classification.

To date, no study has ever utilized RNN-Capsule network in stance classifi-
cation task.

3 The Proposed Method

The overall architecture of TRNN-Capsule model is shown in Fig. 1. The TRNN-
Capsule consists of three layers, an embedding layer, an encoding layer and a
capsule layer. We describe the details of three layers in the following sub-sections.

3.1 Embedding Layer

The first layer is the embedding layer. Given a descriptive target and the context,
we use the word embedding [12] which is a dense vector to represent each word
in the target and text. As shown in Fig. 1, the output of this layer are two
sequences of vectors T = [w1

t , w2
t , ..., wm

t ] and C = [w1
c , w2

c , ..., wn
c ], where m, n

are the number of word vectors of target and context respectively.
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Fig. 1. The overall architecture of TRNN-Capsule.

3.2 Encoding Layer

In this layer, Like [4], we use bidirectional LSTM to encode target and context
respectively. Formally, in LSTM, given the current input word embedding wk,
previous cell state ck−1 and previous hidden state hk−1, the current cell state ck

and current hidden state hk are calculated by the following formulae.

ik = σ(Wiw
k + Uih

k−1 + Vic
k−1) (1)

fk = σ(Wfwk + Ufhk−1 + Vic
k−1) (2)

ok = σ(Wow
k + Uoh

k−1 + Voc
k−1) (3)

c̃ = tanh(Wcw
k + Uch

k−1) (4)

ck = fk � ck−1 + ik � c̃ (5)

hk = ok � tanh(ck) (6)

where ik, fk and ok are input gate, forget gate and output gate respectively. They
are all vectors in R

d. W{i,f,o,c}, U{i,f,o,c}, V{i,f,o} are all the weight parameters
to be learned. σ is the sigmoid function and � is element-wise multiplication.
And then, we can get the a series hidden states [h1

c , h
2
c , ..., h

n
c ] which is the final

word representation for context and a series hidden states [h1
t , h

2
t , ..., h

m
t ] which

is the final word representation for target.

Target Representation. Target information is essential to determine the
stance for a given context. To extract the important target-related words with
stance tendencies from context, we make target representation as the query and
then utilize the attention mechanism to get the important target-related words
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with stance tendencies from context (Details will be covered in the Capsule
layer). In our study, we use the average vector tavg as the target representation:

tavg =
1
m

m∑

i=1

hi
t (7)

Context Representation. As shown in Fig. 1, the context representation vs

is the average of the hidden state vectors obtained from the LSTM:

vs =
1
n

n∑

i=1

hi
c (8)

where n is the length of context, and hi is the ith hidden state for context.

Fig. 2. The overall architecture of a single capsule.

3.3 Capsule Layer

The structure of a single capsule is shown in Fig. 2. The number of capsule
is consistent with the number of stance categories, and we make the target
representation tavg and context hidden state [h1

c , h
2
c , ..., h

n
c ] as input for each

capsule. In other words, all the capsule blocks have the same input.
A capsule contains three modules: representation module, probability mod-

ule, reconstruction module, where the probability module and reconstruction
module are consistent basically with [1]. To fit the stance classification task, we
proposed our representation module. Since the internal structure of each capsule
is the same, let’s take a capsule as an example to illustrate the three modules.

Representation Module. Given the target representation tavg and context
hidden states [h1

c , h
2
c , ..., h

n
c ], we make tavg as the query and utilize the attention

mechanism to generate the capsule representation.

ei
t = ht

cw
i
atavg, ai

t =
exp(ei

t)∑n
k=1 exp(ei

k)
(9)
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where ht
c is the tth hidden state in context, wi

a is the attention parameter for
ith capsule. By multiplying the ht

c, wi
a, tavg, and then normalizing the result

into a probability over all hidden states in context. we can get the ai
t which is

the importance score of ht
c in the context. After calculating importance score

ai for all hidden states in context, ai = [ai
1, a

i
2, ..., a

i
n], we can get the capsule

representation vi
c by:

vi
c =

n∑

t=1

ai
th

i
t (10)

The capsule representation in each capsule is used to compute the state
probability and reconstruction representation.

Probability Module. After obtaining the corresponding capsule representa-
tion vi

c, we can get the state probability pi by:

pi = σ(wi
pv

i
c + bi

p) (11)

where wi
p and bi

p are weight matrix and bias respectively for probability module
of ith capsule, and pi is state probability.

The capsule with the highest state probability will be activated, and the final
predicted stance category is consistent with the activated capsule category.

Reconstruction Module. After obtaining the corresponding capsule repre-
sentation vi

c and state probability pi, we can obtain the reconstruction represen-
tation ri

s by:
ri
s = piv

i
c (12)

Since the reconstruction representation is calculated from capsule represen-
tation and state probability, the reconstruction representation whose state is
active can represent the full input context.

3.4 Model Training

On the one hand, because the final predicted category is consistent with the cat-
egory of the activated capsule, only one capsule can be activated. Therefore, one
of our goals is to maximize the active state probability and minimize the inactive
state probabilities. On the other hand, since the reconstruction representation
whose state is activated can represent the full input context, the other one goal
is to maximize the reconstruction error for inactive capsules and minimize the
reconstruction error for the active capsule.

Probability Objective. To maximize the active state probability and minimize
the inactive state probabilities, the objective J with hinge loss can be calculated
as:

J(Θ) = max(0, 1 +
N∑

i=1

yipi) (13)
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where Θ stands for all the parameters to be learned, and N is the number of
the capsule. The value of y is related to the state of the capsule. For a given
training instance, the corresponding y of the activated capsule is set to −1, and
the y corresponding to all remaining capsules are set to 1.

Reconstruction Objective. To maximize the reconstruction error for inactive
capsules and minimize the reconstruction error for active capsule, the objective
U with hinge loss can be calculated as:

U(Θ) = max(0, 1 +
N∑

i=1

yivsr
i
s) (14)

Θ, y and N has been defined in the probability objective part. vs is the context
representation, and ri

s is the reconstruction representation for ith capsule.
The final objective function L is defined obtained by adding the above two

parts and L2 regularization together:

L(Θ) = J(Θ) + U(Θ) + λr(
∑

θ∈Θ

θ2) (15)

λr is the coefficient for L2 regularization.

4 Experiments

4.1 Experiment Preparation

Dataset. In this study, we conduct experiments on two benchmark datasets to
validate the effectiveness of our proposed model.

H&N14 Dataset. [10] collected H&N14 dataset and utilized it for stance clas-
sification and reason classification. In the dataset, there are more than 4000
debate posts which are collected from an online debate forum. The debate posts
contain four popular domains, Abortion, Gay Rights, Obama, and Marijuana.
Every debate post contains two stance label, favor and against. We use five-
fold cross-validation on this dataset. The distribution of the dataset is shown in
Table 1.

SemEval16 Dataset. This dataset is released by [3] for stance from English
Tweets. The tweets contains five targets: “Atheism”, “Climate Change is a Real
Concern”, “Feminist Movement”, “Hillary Clintion”, and “Legalization of Abor-
tion”. Each tweet has a specific target and is annotated by favor, against and
none. The distribution of the dataset is shown in Table 2.

Evaluation Metric. Like [3,5], we utilize the average value (Favg) of the F1-
score for favor category and against category as the evaluation metrics. In addi-
tion, we calculated the Favg across all targets to obtain the micro-average F1-
score (MicFavg).
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Table 1. Distribution of H&N14 dataset

Target Favor (%) Against (%) Total

Abortion 54.9 45.1 1741

GayRights 63.4 36.6 1376

Obama 53.9 46.1 985

Marijuana 69.5 30.5 626

Table 2. Distribution of SemEval16 dataset

Target Favor (%) Against (%) None (%) Total

Atheism 16.9 63.3 19.8 733

Climate Change is Concern 59.4 4.6 36.0 564

Feminist Movement 28.2 53.9 17.9 949

Hillary Clinton 16.6 57.4 26.0 984

Legalization of Abortion 17.9 58.3 23.8 933

Hyperparameters Setting. In our experiments, all word vectors are initialized
by word2vec [12]. For SemEval16, word embedding is pre-trained on unlabelled
corpora which are crawled from Twitter. For H&N14, word embedding is pre-
trained on training data. The dimension of the word is 300 and fine-tuning
during the training process. We use bi-directional LSTM, and the size of units
of LSTM is 300 and 512. The dropout rate is 0.4 and we use Adam [13] as our
optimization method. The two-parameter β1 and β2 are 0.9 and 0.999. The other
hyper-parameters and learning rate are fine-tuned on the validation data which
is obtained by extracting 10% from the training data.

4.2 Model Comparisons

To validate the effectiveness of our proposed model, we compare TRNN-Capusle
with several state-of-the-art baselines for stance classification.

Baseline Methods

– Neural Bag-of-Words (NBOW) is a basic baseline. [5] leverages it as a
baseline model and it sums the word vectors within the context and applies
a softmax classifier.

– LSTM only uses context embedding, and learns the context representation
through LSTM network.

– LSTME utilizes the target information. Specifically, LSTME appends the
average of target word embedding to the embedding of each word in origin
context.
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State-of-the-Art Methods

– AT-biGRU [15] utilizes two BiGRUs to represent the target and tweet
respectively. Moreover token-level attention mechanisms is adopted to find
important words in tweets.

– AS-biGRU-CNN [15] extends the attention used in AT-biGRU through a
gating structure and stacks CNNs at the top.

– TAN is proposed by [5] and utilize both target information and context infor-
mation. TAN model proposed a target-specific attention extractor to extract
the important information which is highly related to the corresponding target.

– HAN is proposed by [6]. HAN fully employs the linguistic factors, such as
sentiment, argument, and dependency, and then utilizes the mutual attention
between context and the linguistic factors to learn the final context represen-
tation for stance classification.

In our experiment, the micro-average F1-score (MicFavg) across targets is
adopted as the final metrics. We summarize the experimental results in Tables 3
and 4. From Tables 3 and 4, we can observe that, on both datasets, NBOW and
LSTM are the worst. On H&N14 and SemEval16, LSTM is 1.03 and 3.03 lower
than LSTME respectively. Because NBOW and LSTM don’t make use of target
information, they only extract some simple information and cannot highlight
important target-related information for stance classification.

Table 3. Comparison with baselines on H&N14 dataset.

Model Abortion GayRights Obama Marijuana MicFavg

NBOW 60.56 55.50 58.86 54.09 59.39

LSTM 60.72 56.07 60.14 55.58 59.45

LSTME 62.24 56.94 60.54 56.38 60.48

TAN 63.96 58.13 63.00 56.88 62.35

HAN 63.66 57.36 65.67 62.03 63.25

TRNN-Capsule 67.15 58.55 65.71 65.29 64.63

Table 4. Comparison with baselines on SemEval16 dataset.

Model Atheism Climate Feminism Hillary Abortion MicFavg

NBOW 55.12 39.93 50.21 55.98 55.07 60.19

LSTM 58.18 40.05 49.06 61.84 51.03 63.21

LSTME 59.77 48.98 52.04 56.89 60.34 66.24

AT-biGRU 62.32 43.89 54.15 57.94 64.05 67.97

AS-biGRU-CNN 66.76 43.40 58.83 57.12 65.45 69.42

TAN 59.33 53.59 55.77 65.38 63.72 68.79

HAN 70.53 49.56 57.50 61.23 66.16 69.79

TRNN-Capsule 66.10 60.03 58.24 62.76 67.04 69.44
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Though LSTME outperforms LSTM and NBOW, it is inferior to TAN
which is developed from LSTME with attention mechanism, showing that atten-
tion mechanism is beneficial to extract important target-related information for
stance classification. Further, HAN model considers more linguistic features, and
does some work in advance to extract linguistic factors, such as sentiment, argu-
ment, dependency and so on, and then utilizes attention mechanism to combine
context and linguistic to produce the final context representation. Because HAN
uses external language knowledge, it is slightly better than TAN.

Our TRNN-Capsule model outperforms state-of-the-art competitors on both
datasets. Compared with TAN, our model improves the performance about 2.28
and 0.65 on H&N14 and SemEval16. The main reason may be that building a
capsule for each stance category is effective, and each capsule can identify impor-
tant target-related words with stance tendencies reflecting capsules’ category.
Compared with HAN, our model improves the overall performance up to 1.38
on H&14 and shows very competitive performance on SemEval16. However, HAN
needs external knowledge as input, e.g., sentimental words, argument sentence
and dependency pair.

4.3 Analysis of TRNN-Capsule

In this section, we design and analyze several variants of our model. First, we
create a No-Target model which ignores the target and only uses the context
representation, In this case, we adopt only one bidirectional LSTM network
to encode the context, and self-attention mechanism is utilized to combine the
encoding results into one vector representation for final classification. Upon No-
Target model, we then develop the second variant Target-Embedding-Attention
(TEA). In TEA, we use the average of each word embedding in the target as
a query to calculate the attention weight on each context word. Different from
TEA, the third variant Target-LSTM-Attention (TLA) encodes both target and
context with a bidirectional LSTM, respectively. Then, TLA utilizes the average
of encoding results of target as a query to form the attention weights w.r.t.
context. The difference between TLA and TRNN-Capsule is that TRNN-Capsule
has a capsule layer to produce the classification. The performance of all the
variants is shown in Table 5.

Table 5. Analysis of TRNN-Capsule Networks.

Model Abortion GayRights Obama Marijuana overall

No-Target 61.00 56.58 59.97 55.85 60.45

TEA 61.34 56.93 60.98 55.94 60.59

TLA 62.78 57.15 61.15 56.49 61.29

TRNN-Capsule 67.15 58.55 65.71 65.29 64.63
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We can see from Table 5 that No-Target model performs the worst. The obser-
vation indicates that target information plays an important role in stance classi-
fication and should not be neglected. Both the TEA and TLA models outperform
NO-Target, and TLA is more promising. The observation suggests that encoding
by LSTM is better than computing the average of word embeddings. Finally, we
find that the proposed TRNN-Capsule delivers the best result, because TRNN-
Capsule is more powerful to extract rich features and model the relationship
between target and context.

4.4 Case Study

Table 6. Visualization of attention weights for abortion

Favor Against

Abortion should be legal, because
abortions are legal, because if abortions
should not be legal, then they would be
illegal, but they are not illegal, which is
why they should be legal

I realize that adoption affects the
parents lives as well, but would it not be
better than killing it? Won’t killing the
fetus have a potential emotional
side-effect on the parent? They would go
through life knowing that they killed
their own child

Here we present a case study on H&N14 to show that our model can extract
important target-related words with stance tendencies in a given context. Two
examples are given in Table 6, where important words (identified by attention
weights) are marked with red (for favor samples) or blue (for against samples).
And the lighter the color is, the smaller weight it indicates. We can see from
the table that our model indeed identifies the important words for stance clas-
sification. For instance, “legal” are selected for favor contexts and “killing” are
selected for against contexts.

5 Conclusion

In this paper, we propose a novel target orientation RNN-Capsule network for
stance classification (TRNN-Capsule). The TRNN-Capsule is composed of three
layers, namely an embedding layer, an encoding layer and a capsule layer. In
embedding layer, conventional word2vec representations are used. In the encod-
ing layer, a bidirectional LSTM is adopted to form the representations of target
and context respectively. Finally, capsule blocks with attention mechanism are
designed and appended to produce the stance classification. Experimental results
on two data sets demonstrate that the proposed TRNN-Capsule outperforms
state-of-the-art competitors.
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Abstract. Cross-lingual word embeddings aim at capturing common
linguistic regularities of different languages. Recently, it has been shown
that these embeddings can be effectively learned by aligning two disjoint
monolingual vector spaces through a simple linear transformation (word
mapping). In this work, we focus on learning such a word mapping with-
out any supervision signal. Most previous work of this task adopts adver-
sarial training or parametric metrics to perform distribution-matching,
which typically requires a sophisticated alternate optimization process,
either in the form of minmax game or intermediate density estimation.
This alternate optimization process is relatively hard and unstable. In
order to avoid such sophisticated alternate optimization, we propose to
learn unsupervised word mapping by directly minimize the maximum
mean discrepancy between the distribution of the transferred embedding
and target embedding. Extensive experimental results show that our pro-
posed model can substantially outperform several state-of-the-art unsu-
pervised systems, and even achieves competitive performance compared
to supervised methods. Further analysis demonstrates the effectiveness
of our approach in improving stability.

Keywords: Cross-lingual · Embeddings · Unsupervised learning

1 Introduction

It has been shown that word embeddings are capable of capturing meaningful
representations of words [7]. Recently, more and more efforts turn to cross-lingual
word embeddings, which benefit various downstream tasks ranging from unsu-
pervised machine translation to transfer learning.

Based on the observation that the monolingual word embeddings share sim-
ilar geometric properties across languages [19], an underlying idea is to align
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two disjoint monolingual vector spaces through a linear transformation. [23] fur-
ther empirically demonstrates that the results can be improved by constraining
the desired linear transformation as an orthogonal matrix, which is also proved
theoretically by [22].

Recently, increasing effort has been motivated to learn word mapping without
any supervision signal. One line of research focuses on designing heuristics [16]
or utilizing structural similarity of monolingual embeddings [1,6,14]. However,
these methods often require a large number of random restarts or additional
skills such as re-weighting [5] to achieve satisfactory results. Another line of
research strives to learn unsupervised word mapping by directly matching the
distribution of the transferred embedding and target embedding. For instance,
[8,17,25] implement the word mapping as the generator in the generative adver-
sarial network (GAN), which is essentially a minmax game. [24,26] adopt the
Earth Mover’s distance and Sinkhorn distance as the optimized distance metrics
respectively, both of which require intermediate density estimation. Although
this line exhibits relatively excellent performance, both the minmax game and
intermediate density estimation require alternate optimization. However, such a
sophisticated alternate optimization process tends to cause a hard and unstable
optimization problem [11].

In order to avoid the sophisticated alternate optimization process required
by minmax game or intermediate density estimation, in this paper, we propose
to learn unsupervised word mapping between different languages by directly
minimize the maximum mean discrepancy (MMD) [12] between the distribu-
tion of the transferred embedding and target embedding. The MMD distance
is a non-parametric metric, which measures the difference between two distri-
butions. Compared to other parametric metrics, it does not require any inter-
mediate density estimation as well as adversarial training. This MMD-based
distribution-matching at one-step results in a relatively simple and stable opti-
mization problem, which leads to improvements in the model performance.

The main contributions of this paper are summarized as follows:

– We propose to learn unsupervised word mapping by directly minimize max-
imum mean discrepancy between distribution of transferred embedding and
target embedding, which avoids a relatively sophisticated alternate optimiza-
tion process.

– Extensive experimental results show that our approach achieves better perfor-
mance than several state-of-the-art unsupervised systems, and even achieves
competitive performance compared to supervised methods. Further analysis
demonstrates the effectiveness of our approach in improving stability.

2 Background

Here we briefly introduce the background knowledge of learning cross-lingual
word embeddings based on the linear mapping between two monolingual embed-
ding spaces. Let X = {xi}ni=1 and Y = {yi}mi=1 be two sets of n and m pre-trained
monolingual word embeddings, which come from the source and target language,
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respectively. Our goal is to learn a word mapping W ∈ R
d×d so that for any

source word embedding x ∈ R
d, Wx lies close to the embedding y ∈ R

d of its
corresponding target language translation. Here d represents the dimension of
pre-trained monolingual word embeddings. Furthermore, [22,23] show that the
model performance can be improved by constraining the linear transformation
W as an orthogonal matrix.

2.1 Supervised Scenarios

Suppose X ∈ R
n×d and Y ∈ R

n×d be the aligned monolingual word embed-
ding matrices between two different languages, which means that (Xi,Yi) is the
embedding of the aligned word pair. Here Xi and Yi denote the i-th row of X
and Y, respectively. Then, the optimal linear mapping W∗ can be recovered by
solving the following optimization problem:

W∗ = argmin
W∈Od

||XW − Y||F (1)

where Od is the space composed of all d×d orthogonal matrices and || · ||F refers
to the Frobenius norm. Under the constraint of orthogonality of W, Eq. (2)
boils down to the Procrustes problem, which advantageously offers a closed form
solution:

W∗ = UV� (2)

where USV� is the singular value decomposition of X�Y.

2.2 Unsupervised Scenarios

When involving in unsupervised cross-lingual embedding, one representative line
of research focuses on learning the linear mapping W by matching the distribu-
tion of transferred embedding and target embedding. In other words, the optimal
liner mapping W∗ can be learned by making the distribution of WX and Y as
close as possible:

W∗ = argmin
W∈Od

Dist(P,Q) (3)

where P and Q denote distribution of the transferred embedding and target
embedding, respectively. Dist(·, ·) is the optimized distance metric between two
distributions, which can be adopted as Jensen-Shannon Divergence [8,17,25],
Wasserstein Distance [26], Sinkhorn Distance [24], Gromov Distance [2], and so
on.

3 Proposed Method

The most crucial component of our approach is MMD-matching. In addition,
the iterative training and model initialization also play an important role in
improving results. We elaborate on these three components in detail as follows.
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3.1 MMD-Matching

In order to avoid sophisticated alternate optimization process required by adver-
sarial training or intermediate density estimation, we directly minimize the max-
imum mean discrepancy between the distribution of the transferred embedding
and target embedding. Maximum mean discrepancy (MMD) is a non-parametric
metric that measures the difference between two distributions. It does not require
any intermediate density estimation as well as adversarial training, thus avoiding
a relative sophisticated alternate optimization.

Same as Sect. 2.2, we use P and Q to represent the distribution of the trans-
ferred embedding WX and target embedding Y, respectively, i.e., Wx ∼ P
and y ∼ Q. Then, the difference between the distributions P and Q can be
characterized by the MMD distance between P and Q:

MMD(P,Q) = sup
f∈F

[
EWx∼Pf(Wx) − Ey∼Qf(y)

]
(4)

where F is generally defined as a unit ball in Reproducing Kernel Hilbert Space
(RKHS) H. MMD applies a class of functions as a collection of trials to measure
the difference between two distributions. Intuitively, for two similar distributions,
the expectation of multiple trials should be close. MMD(P,Q) in Eq. (4) reaches
its minimum only when the distribution P and Q match exactly. Therefore, in
order to match the distribution of transferred embedding and target embedding
as exactly as possible, the optimal mapping W∗ can be learned by solving the
following optimization problem:

min
W∈Od

MMD(P,Q) (5)

By means of kernel trick [13], the MMD distance between the distributions P
and Q can be calculated as follows:

MMD2(P,Q) = EWx∼P,Wx′∼P [k(Wx,Wx′)]
+ Ey∼Q,y′∼Q[k(y, y′)] (6)
−2EWx∼P,y∼Q[k(Wx, y)]

where k(·, ·) : R
d × R

d �→ R is the kernel function in the RKHS space, such
as polynomial kernel or Gaussian kernel. Due to the large size of search space
(monolingual embedding space), it is intractable to directly calculate Eq. (6).
Therefore, at the training stage, Eq. (6) can be estimated by the sampling
method, which is formulated as:

MMD2(P,Q) =
1

b2

{ b∑
i=1

b∑
j=1

k(Wxi,Wxj) (7)

−2

b∑
i=1

b∑
j=1

k(Wxi, yj) +

b∑
i=1

b∑
j=1

k(yi, yj)

}

where b refers to the size of mini-batch.
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Previous work [22,23] has shown that imposing the orthogonal constraint to
the linear mapping W can lead to better performance. The orthogonal transfor-
mation not only preserves the quality of the monolingual embeddings, but also
guarantees the consistency of Euclidean distance and the dot product of vectors.
Therefore, in order to maintain the orthogonality of W during the training phase,
we adopt the same update strategy proposed in [17]. In detail, after updating
the linear mapping W with a certain optimizer in each learning step, we replace
the original update of the matrix W with the following update rule:

W ← (1 + β)W − β(WWT )W (8)

where β is a hyper-parameter. The results show that the matrix W is capable
of staying close to the manifold of orthogonal matrices1 after each update.

Algorithm 1. The training process of our approach.
Require: source monolingual embeddings X = {xi}ni=1 and target monolingual

embeddings Y = {yi}mi=1

1: Initialization:
2: Utilize the structural similarity of embeddings to learn the initial word mapping

W0

3: MMD-Matching:
4: Randomly sample a batch of x from X
5: Randomly sample a batch of y from Y
6: Compress x and y to a lower feature space via Eq. (9)
7: Compute the estimated MMD distance via Eq. (7)
8: Update all model parameters via backward propagation
9: Orthogonalize linear mapping W via Eq. (8)

10: Iterative Refinement:
11: Repeat the following process:
12: Build the pseudo-parallel dictionary D via Eq. (10)
13: Learn a better W by solving Procrustes problem
14: Until convergence

3.2 Compressing Network

At the training stage, Eq. (6) is estimated by the sampling method. The bias
of estimation directly determines the accuracy of the calculation of the MMD
distance. A reliable estimation of Eq. (6) generally requires the size of the mini-
batch to be proportional to the dimension of the word embedding. Therefore, we
adopt a compressing network2 to map all embeddings into a lower feature space.
Experimental results show that the use of compressing network can not only

1 In the experiment, we can observe that the eigenvalues of the matrix W all have a
modulus close to 1.

2 We train a specific compression network separately for each language pair.
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improve the performance of the model, but also provide significant computa-
tional savings. In detail, we implement the compressing network as a multilayer
perceptron, which is formulated as follows:

CPS(e) = W2

(
max(0,W1e + b1)

)
+ b2 (9)

where e refers to the input embedding and CPS(·) represents the compressing
network. W1,W2, b1 and b2 are learnable parameters.

3.3 Iterative Refinement and Initialization

Previous work has shown that refinement can bring a significant improvement
in the quality of learned word mapping [6,17]. Therefore, after the optimization
process of matching the distribution P and Q based on the MMD distance
converges, we apply the iterative refinement to further improve results. For each
source word s, we apply the currently learned linear mapping W to find its
nearest target translation t̂ based on the cosine similarity to build the pseudo-
parallel dictionary D = {(s, t̂)}. Formally,

t̂ = argmax
t

cos(Wxs, yt) (10)

where xs and yt represent the pre-trained embedding of the source word s and
target word t, respectively. Subsequently, we apply the Procrustes solution in
Eq. (2) on the pseudo-parallel dictionary to learn a better word mapping. As a
result, the improved word mapping is able to induce a more accurate bilingual
dictionary, which in turn helps to learn better word mapping. The two tasks of
inducing bilingual dictionary and learning word mapping can be boosted with
each other iteratively.

Another important issue is the initialization of model parameters. Consider-
ing that an inappropriate initialization tends to cause the model to stuck in poor
local optimum [1,24,26], following previous work [1,26], we provide a warm-start
for the proposed MMD-matching. Specifically, we take advantage of the struc-
tural similarity of embeddings to construct a pseudo-parallel dictionary, and then
obtain the initial word mapping W0 by solving the Procrustes problem. Readers
can refer to [6] for the detailed approach.

In summary, at the training stage, we first utilize the structural similarity
of embeddings to obtain the initialized word mapping W0. Then, we perform
MMD-matching to match the distribution of transferred embedding and target
embedding. Finally, iterative refinement is adopted to further improve model
performance. An overview of the training process is summarized in Algorithm 1.

4 Experiments

4.1 Evaluation Tasks

Following previous work [17,24], we evaluate our proposed model on bilingual
lexicon induction. The goal of this task is to retrieve the translation of given
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source word. We use the bilingual lexicon constructed by [17]. Here we report
accuracy with nearest neighbor retrieval based on cosine similarity3.

4.2 Baselines

We compare our approach with the following supervised and unsupervised
methods.

Supervised Baselines. [19] proposes to learn the desired linear mapping by min-
imizing mean squared error. [23] normalizes the word vectors on a hypersphere
and constrains the linear transform as an orthogonal matrix. [21] tries to alle-
viate the hubness problem by optimizing the inverse mapping. [27] refines the
model in an unsupervised manner by initializing and regularizing it to be close to
the direct transfer model. [3] proposes a generalized framework including orthog-
onal mapping and length normalization. [4] presents a self-learning framework
to improve model performance.

Unsupervised Baselines. [25] implements the word mapping as the generator in
the GAN and [26] goes a step further to apply Wasserstein GAN by minimizing
the earth mover’s distance. [17] presents the cross-domain similarity local scaling
(CSLS). [24] incorporates the Sinkhorn distance as a distributional similarity
measure, and jointly learns the word embedding transfer in both directions.

Table 1. Results of different methods on bilingual lexicon induction. Bold indicates
the best supervised and unsupervised results, respectively. “-” means that the model
fails to converge and hence the result is omitted. “*” indicates that our model is
significantly better than the best performing unsupervised baseline. Language codes:
EN = English, DE = German, ES = Spanish, FR = French, IT = Italian.

Methods DE-EN EN-DE ES-EN EN-ES FR-EN EN-FR IT-EN EN-IT

Supervised:

[19] 61.93 73.07 74.00 80.73 71.33 82.20 68.93 77.60

[23] 67.73 69.53 77.20 78.60 76.33 78.67 72.00 73.33

[21] 71.07 63.73 81.07 74.53 79.93 73.13 76.47 68.13

[27] 67.67 69.87 77.27 78.53 76.07 78.20 72.40 73.40

[3] 69.13 72.13 78.27 80.07 77.73 79.20 73.60 74.47

[4] 68.07 69.20 75.60 78.20 74.47 77.67 70.53 71.67

Unsupervised:

[25] 40.13 41.27 58.80 60.93 - 57.60 43.60 44.53

[26] - 55.20 70.87 71.40 - - 64.87 65.27

[17] 69.73 71.33 79.07 78.80 77.87 78.13 74.47 75.33

[24] 67.00 69.33 77.80 79.53 75.47 77.93 72.60 73.47

Ours 70.33∗ 71.53∗ 79.33∗ 79.93∗ 78.87∗ 78.40∗ 74.73∗ 75.53∗

3 We also tried CSLS retrieval and results show that our approach achieved consistent
improvement over baselines. Due to page limitations, we only report results with
cosine similarity.
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4.3 Experiment Settings

We use publicly available 300-dimensional fastText word embeddings. The size of
the parameter matrices W1 and W2 in the compressing network are [300, 1024]
and [1024, 50], respectively. The batch size is set to 1280 and β in Eq. (8) is set
to 0.01. We use a mixture of 10 isotropic Gaussian (RBF) kernels with different
bandwidths σ as in [18]. We use the Adam optimizer with initial learning rate
10−5. We adopt the unsupervised criterion proposed in [17] as both an early-
stopping criterion and a model selection criterion. For a fair comparison, we
apply the same initialization and iterative refinement to all baselines.

5 Results and Discussion

In this section, we report all experimental results and conduct in-depth analysis.

5.1 Experimental Results

The experimental results of our approach and all baselines are shown in Table 1.
Results show that our proposed model can achieve better performance than all
unsupervised baselines on all test language pairs. Compared to the supervised
methods, it is gratifying that our approach also achieves completely comparable
performance. This demonstrates that the use of MMD is of great help to improve
the quality of the word mapping. Our approach adopts a non-parametric metric
that does not require intermediate density estimation or adversarial training.
This enables the matching process of the distribution of transferred embedding
and target embedding to avoid sophisticated alternate optimization, leading to
the improvements in the model performance.

Table 2. Standard deviation (%) of the accuracy of 10 repeated experiments. The
language codes are shown in Table 1.

Models EN-ES EN-FR EN-DE EN-IT

[25] 0.28 0.36 0.51 0.37

[26] 0.41 0.42 0.71 0.36

[17] 0.26 0.28 0.43 0.29

[24] 0.49 0.61 0.67 0.54

Ours 0.21 0.27 0.35 0.24

5.2 Effectiveness of Improving Stability

Most of the previous work requires sophisticated alternate optimization, result-
ing in a relatively hard and unstable training process. This poor stability also
leads to a large variance in the model performance. In order to verify that our
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proposed model based on the MMD metric can do a great favor to improving
the stability, we repeat 10 sets of experiments on the bilingual lexicon induction
task with different random seeds and calculate the standard deviation of the
accuracy of these 10 sets of experiments. Table 2 presents the relevant results4.

As shown in Table 2, the baselines suffer from poor stability in the repeated
experiments. The variance of the accuracy of the baseline [26] reaches 0.71%
in the EN-DE language pair. In contrast, our approach is able to achieve an
obvious decline in standard deviation, which means a significant improvement
in stability. For instance, the standard deviation on the EN-DE language pair
is dropped from 0.43% to 0.35%, which powerfully illustrates the effectiveness
of our approach in improving stability. With the MMD metric, our approach
is able to perform distribution-matching in one step. This avoids the trade-off
between the two optimization problems in the alternate optimization, resulting
in a significant improvement in stability.

5.3 Effectiveness of Improving Distant Language Pairs

Previous work has shown that learning word mapping between distant language
pairs remains an intractable challenge. Distant languages exhibit huge differences
in both grammar and syntax, leading that their embedding spaces have different
structures. Surprisingly, our approach can substantially outperform baselines on
distant language pairs, as shown in Table 3. For instance, on the EN-ZH language
pair, our method beats the best result of baselines by a margin of 2.4%.

Existing methods require sophisticated alternate optimization, whose per-
formance depends on a delicate balance between two optimization procedures
during training. Once this training balance is not well maintained, the model
performance tends to degrade. For instance, GAN [25] is vulnerable to mode
collapse when learning word mapping between distant languages. For embed-
ding spaces of a distant language pair, some subspaces are similar between two
languages, while others show language-specific structures that are hard to align.
Since it is easy for the generator to obtain high rewards on the former subspaces
from discriminator, the generator is encouraged to optimize on the former sub-
spaces and ignores the latter ones, which results in a poor alignment model on
language-specific dissimilar subspaces. In contrast, our approach bypasses this
issue by avoiding alternate optimization, which reduces the strict requirements
for the training balance. The MMD distance strives to directly align the global
embedding spaces of the two languages via kernel functions, which models the
dissimilar embedding subspace of distant language pairs more effectively, leading
to better performance.

4 Due to page limitations, for each language pair, we only show results in one direction
because the conclusions drawn from the other direction are the same. For example,
we only show EN-FR and ignore FR-EN. Same in Tables 3, 4, and Fig. 1.
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Table 3. Performance of different methods on four distant language pairs. Language
codes: EN = English, BG = Bulgarian, CA = Catalan, SV = Swedish, ZH = Chinese.

Models EN-BG EN-CA EN-SV EN-ZH

[25] - 17.87 - 18.07

[26] 16.47 29.33 - 22.73

[17] 22.53 35.60 32.80 26.07

[24] 25.07 40.53 38.47 29.87

Ours 27.13 42.47 39.93 32.27

Table 4. Ablation study on the bilingual lexicon induction task. “-” means that the
model fails to converge and hence the result is omitted. The language codes are shown
in Table 1.

Models EN-ES EN-FR EN-DE EN-IT

Full model 79.93 78.40 71.53 75.53

w/o Compression 76.87 75.93 70.73 73.47

w/o MMD-matching 71.60 72.53 68.20 71.40

w/o Refinement 55.80 65.27 61.00 58.67

w/o Initialization - - - -

5.4 Ablation Study

In order to understand the importance of different components of our approach,
here we perform an ablation study by training multiple versions of our model
with some missing components. The relevant results are presented in Table 4.

According to Table 4, the most critical component is initialization, without
which the proposed model will fail to converge. The reason is that an inappropri-
ate initialization tends to cause the model to stuck in a poor local optimum. The
same initialization sensitivity issue is also observed by [1,24,26]. This sensitivity
issue is ingrained and difficult to eliminate. In addition, as shown in Table 4, the
final refinement can bring a significant improvement in the model performance.
What we need to emphasize is that although the missing of MMD-matching
brings the relatively weak decline in model performance, it is still a key compo-
nent to guide the model to learn a better final word mapping. For instance, with
the help of MMD-matching, the accuracy increases from 71.60% to 79.93% on
the EN-ES testing pair. Our approach is able to avoid sophisticated alternating
optimization, leading to an improvement in the model performance. In addition,
the results also show that the compressing network also plays an active role in
improving accuracy. The compressing network aims to project the embedding
into a lower feature space, making the estimation of the MMD distance more
accurate.
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Fig. 1. The performance of our approach in common words and rare words on the
bilingual lexicon induction task. Common words are the most frequent 20,000 words,
and the remaining are regarded as rare words.

5.5 Error Analysis

In the experiment, we find that all methods exhibit relatively poor performance
when translating rare words on the bilingual lexicon induction task. Figure 1
shows the performance of our approach on the common word pairs and the rare
word pairs, from which we can see that the performance is far worse when the
model translates rare words.

Since the pre-trained monolingual word embeddings provide the cornerstone
for learning unsupervised word mapping, the quality of monolingual embeddings
directly determines the quality of word mapping. Due to the low frequency of
rare words, the quality of their embeddings is lower than that of common words.
This makes the isometric assumption [6] more difficult to satisfy on rare words,
leading to poor performance of all methods on rare word pairs. Improving the
quality of cross-lingual embeddings of rare words is expected to be explored in
future work.

6 Related Work

This paper is mainly related to the following two lines of work.

Supervised Cross-Lingual Embedding. Inspired by the isometric observation
between monolingual word embeddings of two different languages, [19] proposes
to learn the desired word mapping by minimizing mean squared error. At the
inference stage, they adopt cosine similarity as the distance metric to fetch the
translation of a word. Furthermore, [9] investigates the hubness problem and
[10] incorporates the semantics of a word in multiple languages into its embed-
ding. [23] argues that the results can be improved by imposing the orthogo-
nal constraint to the linear mapping. There also exist some other representa-
tive researches. For instance, [22] presents inverse-softmax which normalizes the
softmax probability over source words rather than target words and [4] presents
a self-learning framework to perform iterative refinement.
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Unsupervised Cross-Lingual Embedding. The endeavors to explore unsupervised
cross-lingual embedding are mainly divided into two categories. One line of
research focuses on designing heuristics or utilizing the structural similarity of
monolingual embeddings. For instance, [14] presents a non-adversarial method
based on the principal component analysis. Both [1] and [6] take advantage of
geometric properties across languages to perform word retrieval to learn the ini-
tial word mapping. However, these methods usually require plenty of random
restarts or additional skills to achieve satisfactory performance. Another line
strives to learn unsupervised word mapping by directly perform distribution-
matching. For example, [17] and [25] completely eliminate the need for any
supervision signal by aligning the distribution of transferred embedding and tar-
get embedding with GAN. [26] and [24] adopt the Earth Mover’s distance and
Sinkhorn distance as the optimized distance metrics respectively, which requires
intermediate density estimation. Although this line achieves relatively excellent
performance, they suffer from a sophisticated alternate optimization, which tends
to cause a hard and unstable training process. There are also some attempts to
improve distant language pairs. For instance, [15] generalizes Procrustes analysis
by projecting the two languages into a latent space and [20] proposed to learn
neighborhood sensitive mapping by training non-linear functions.

7 Conclusion

In this paper, we propose to learn unsupervised word mapping between differ-
ent languages by directly minimize the maximum mean discrepancy between
the distribution of transferred embedding and target embedding. The proposed
model adopts non-parametric metric that does not require any intermediate
density estimation or adversarial training. This avoids a relatively sophisticated
and unstable alternate optimization process. Experimental results show that
the proposed method can achieve better performance than several state-of-the-
art systems. Further analysis demonstrates the effectiveness of our approach in
improving stability.
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Abstract. Chinese character puzzles are popular games in China. To
solve a character puzzle, people need to fully consider the meaning and
the strokes of each character in puzzles. Therefore, Chinese character
puzzles are complicated and it can be a challenging task in natural
language processing. In this paper, we collect a Chinese character puz-
zles dataset (CCPD) and design a Stroke Sensitive Character Guessing
(SSCG) Model. SSCG can consider the meaning and strokes of each
character. In this way, SSCG can solve Chinese character puzzles more
accurately. To the best of our knowledge, it is the first work which tries
to handle the Chinese character puzzles. We evaluate SSCG on CCPD.
The experiment results show the effectiveness of the SSCG.

Keywords: Chinese · Character puzzles · Character strokes

1 Introduction

Chinese character puzzles have a long history in China. A Chinese character
puzzle is always short and the answer is a single Chinese character. To solve
a Chinese character puzzle, people have to fully understand the meaning of
each character. Moreover, they also need to make use of strokes of characters in
puzzles. Therefore, it is not easy to solve a Chinese character puzzle.

We show examples of Chinese character puzzles in Fig. 1. In Fig. 1(a), there
are two characters “ ” and “ ”. To solve this puzzle, people need to combine
these two characters to be a new character “ ”. Character strokes are important
in solving this puzzle, since the strokes of the answer all come from the strokes
in the puzzle.

In Fig. 1(b), people have to fully understand the meaning of each character to
solve this puzzle. The word “ ” indicates “ ” and the meaning
of the word “ ” is same with the meaning of “ ”.
Therefore, the answer is the combination of “ ” and “ ” which is “ ”.

Figure 1(c) is a more complicated puzzle. There is a character “ ” in
the puzzle. The phrase “ ” indicates “Water-Splashing Festival”. In this

c© Springer Nature Switzerland AG 2019
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festival, people splash water. Therefore, We need to remove “ ” from
the character “ ”. “ ” also indicates water in Chinese. After removing “ ”
from “ ”, the answer is “ ”. In this puzzle, people need to consider both
the strokes and the meaning of the characters.

Fig. 1. Examples of Chinese character puzzles

Overall, Chinese character puzzles are complicated. To solve the puzzles,
people need to fully consider the meaning and the strokes of each character. We
consider that it can be a challenging task in natural language processing. There-
fore, we collect a number of Chinese character puzzles and their answers. What’s
more, we propose a Stroke Sensitive Character Guessing (SSCG) Model. SSCG
can solve Chinese character puzzles by considering both character meanings and
strokes.

Our contributions can be summarized as follows:

– We propose a Stroke Sensitive Character Guessing (SSCG) Model. To the
best of our knowledge, it is the first model which is designed to solve Chinese
character puzzles. SSCG can solve the puzzles based on both characters and
their strokes.

– We collect Chinese character puzzles to construct a Chinese character puzzles
dataset (CCPD). CCPD can support further research of Chinese character
puzzles.

– We conduct experiments to evaluate the performance of SSCG on CCPD.
The experiment results show the effectiveness of the SSCG.

2 Related Work

To the best of our knowledge, no research has been addressed on Chinese char-
acter puzzles. In this work, we regard character puzzles as retrieval tasks. There-
fore, we introduce researches which are based on retrieval models.

2.1 Retrieval-Based Question Answering

Early researches on answer selection generally treat this task as statistic clas-
sification problems. These methods [8,13,22] rely on exploring various feature
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as the representation of question answering. However, these methods rely heav-
ily on feature engineering, which requires a large amount of manual work and
domain expertise.

Recently, researchers propose a number of data-driven models. Wu et al. [16]
introduce a gate mechanism to model the interactions between question and
answer. Their model can aggregate more relevant information to identify the
relationship between questions and answers. Wu et al. [15] further utilize the
subject-body relationship of question to condense question representation, where
the multi-dimensional attention mechanism is adopted.

2.2 Retrieval-Based Conversation Systems

Conversation systems can be traced back to Turing Test [10]. Models in con-
versation systems can generally be divided into two categories: generation-based
methods [7,9,18,21] and retrieval-based methods [3,4]. Generation-based meth-
ods generate a response according to a conversation context. Retrieval-based
methods retrieve a response from a pre-defined repository [5,19].

Early studies of retrieval-based methods focus on response selection for single-
turn conversation [4,12,14]. Recently researchers begin to focus on multi-turn
conversation [6,19,20,25]. A number of methods are proposed to improve the
performance of retrieval models [17,23,24,26]. Wu et al. [19] propose a sequential
matching network to capture the important contextual information. Young et
al. [23] investigate the impact of providing commonsense knowledge about the
concepts covered in the dialogue. Inspired by Transformer [11], Zhou et al. [26]
investigate matching a response with its multi-turn context using dependency
information based entirely on attention.

3 Model

To solve Chinese character puzzles, we propose a Stroke Sensitive Character
Guessing (SSCG) Model (as shown in Fig. 2). There are three modules in SSCG:
Answer Stroke Encoder (ASE), Puzzle Stroke Encoder (PSE) and Puzzle Solver
(PS). ASE and PSE encode the strokes in answers and puzzles as vectors respec-
tively. Then, PS gives a matching score between puzzles and their candidate
answers.

3.1 Problem Definition

Given a Chinese character puzzle P = (p1, p2, ..., pL) and a set of candidate
answers A = {a1, a2, ..., aN}, our task is to find the correct answer of P from A.
Both pl and al are Chinese character. L is the length of the puzzle and N is the
size of the candidate set.
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Fig. 2. The general structure of SSCG

Answer Stroke Encoder. Strokes in answers are always important in solving
Chinese character puzzles. Therefore, we propose an Answer Stroke Encoder
(ASE) to encode the information from answer strokes into fixed length vectors
(as shown in Fig. 2(a)).

Given an answer a and its strokes Sa = (sa1 , s
a
2 , ..., s

a
T ) (T is the size of Sa), we

use Recurrent Neural Networks (RNNs) to construct the answer stroke encoder.
It is described in Eq. 1.

ha
t = fGRU (ha

t−1, e(s
a
t )) (1)

where ha
t is the hidden state of the t-th timestep, sat is the t-th stroke, e(·) is

the embedding of the stroke, fGRU (·) means Gated Recurrent Unit (GRU) [2].
Then we use an attention mechanism [1] to calculate the weighted sum of the
hidden states.

ca =
T∑

i=1

αih
a
i

αi =
exp(βi)∑T
j=1 exp(βj)

βi = Watanh(Wb(e′(a) ⊕ ha
i ))

(2)

where e′(a) indicates the character embedding of answer a, ha
i is the i-th hidden

state, ⊕ is a concatenation operation. Wa and Wb are weighted matrices to be
learned.

Puzzle Stroke Encoder. According to our observations, the strokes of each
character are important in solving Chinese character puzzles. Moreover, the
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strokes in the characters in a puzzle are always related the strokes in its answer.
Thus, in Puzzle Stroke Encoder (PSE), we encode the strokes of each character
with the guidance of the information from answer strokes (as shown in Fig. 2(b)).
Giving a character in a puzzle character p and its strokes Sp = (sp1, s

p
2, ..., s

p
T ′),

we use RNNs to encode the strokes which is described in Eq. 3.

hp
t = fGRU (hp

t−1, e(s
p
t )) (3)

where hp
t is the hidden state in the t-th timestep, spt is the t-th stroke of p, e(·)

is the embedding of the corresponding stroke.
We use an attention mechanism to combine the hidden states. The attention

mechanism we used is described in Eq. 4.

cp =
T ′∑

i=1

α′
ih

p
i

α′
i =

exp(β′
i)∑T ′

j=1 exp(β′
j)

β′
i = Wctanh(Wd(ca ⊕ hp

i ))

(4)

where ca is calculated by Eq. 2, hp
i is the i-th hidden states. Wc and Wd are

weighted matrices to be learned. We use cp as the stroke representation of char-
acter p.

Puzzle Solver. In Puzzle Solver (PS), we use an RNN to encode the information
of each character in a puzzle. We represent each character with the concatenation
of its character embedding and stroke representation. This process is described
in the following.

hs
t = fGRU (hs

t−1, e
′(pt) ⊕ ctp) (5)

where hs
t is the hidden state in the t-th timestep, pt is the t-th word in the puzzle,

e′(·) represents the embedding of a character, ctp is the stroke representation of
pt and it is calculated according to Eq. 4.

Then we calculate the weighted sum of the hidden states according to Eq. 6.

cs =
T ′∑

i=1

α̂ih
s
i

α̂i =
exp(β̂i)∑T ′
j=1 exp(β̂j)

β̂i = Wetanh(Wf (e′(a) ⊕ hs
i ))

(6)

where e′(a) is the embedding of a, hs
i is the hidden state in the i-th timestep.

We and Wf are weighted matrices to be learned.
As shown in Fig. 2(c), we combine e′(a), ca and cs. Then, we calculate the

matching scores between the puzzle and the answer according to Eq. 7.

ŝ = σ(Wg(e′(a) ⊕ ca ⊕ cs)) (7)
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where σ(·) is a sigmoid function, Wg is a weighted matrix to be learned.
In training process, we use binary cross entropy as our loss function. It is

calculated according to Eq. 8.

Loss = − 1
M

M∑

i=1

(yilog(ŝi) + (1 − yi)log(1 − ŝi)) (8)

where M is the batch size, ŝi is the i-th matching score calculated by Eq. 7, yi
is the target. yi is 1 when the answer is correct and it is 0 when the answer is
wrong.

In test process, SSCG gives score to all candidate answers and we rerank the
candidate answers according to their matching scores.

4 Experiment

4.1 Dataset

We collect Chinese character puzzles from Baidu Hanyu1 and Hydcd2. Each
character puzzle has a corresponding answer. The strokes of each word is col-
lected from Httpcn3. All the Chinese character puzzles contain 2,738 different
characters. The length of puzzles ranges from 1 to 38. We finally choose 9,354
puzzle-answer pairs as training set, 500 pairs as validation set and 450 pairs as
test set. The statistics of the dataset is shown in Table 1. This dataset is available
online4.

Table 1. Data statistics

Train Valid Test

Avg.# characters per puzzle 6.44 5.75 5.86

Avg.# strokes per character in puzzle 9.30 8.27 8.14

Different characters in puzzle 2662 879 821

4.2 Experiment Setup

Our model is implemented with PyTorch5. In practice, we initialize character
embedding randomly. We do not share the character embedding between puzzles
and answers. In training set, we choose 2,687 characters in puzzles as the puzzle
vocabulary, 3,198 characters in answers as the answer vocabulary. Characters in
1 https://hanyu.baidu.com.
2 http://www.hydcd.com/baike/zimi.htm.
3 http://hy.httpcn.com.
4 https://github.com/wizare/A-Chinese-Character-Puzzles-Dataset.
5 https://pytorch.org.

https://hanyu.baidu.com
http://www.hydcd.com/baike/zimi.htm
http://hy.httpcn.com
https://github.com/wizare/A-Chinese-Character-Puzzles-Dataset
https://pytorch.org
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puzzles but not in the puzzle vocabulary and the characters in answers but not
in the answer vocabulary are replaced with <unk>.

We set the word embedding size as 128. The RNNs in ASE, PSE and PS are
1-layer RNNs and the hidden size is set to be 256. We share the parameters of
the RNNs in ASE and PSE. We use the Adam [5] as our optimizer. The batch
size is set to be 128. We set the learning rate as 1e − 04. The dropout rate is set
to be 0.1.

4.3 Evaluation Metric

Rk@E In this paper, we use Rk@E to evaluate the performance of compared
models automatically. For each puzzles in test set, there are k different characters
in candidate answer set. We rank the candidate answers by the score given by
models. If the correct answer is ranked in top E, this answer will be correct.
In our experiments, we use R2@1, R5@1, R10@1 to evaluate the performance of
models.

4.4 Compared Model

To the best of our knowledge, there is no existing model about Chinese character
puzzles. We design compared models in the following.

Plain Guessing Model (PGM). We concatenate a character puzzle and a
candidate answer character as an input sequence. We use RNNs with GRU to
process the sequence. We use self-attention and max-pooling to combine the
hidden states. Then we use a linear transformation and sigmoid function to
calculate the matching score.

Character Guessing Model (CGM). In CGM, we remove the ASE and
PSE in SSCG. CGM calculates the matching score only based on word embed-
dings. We compare the performance between CGM and SSCG to explore the
effectiveness of character strokes.

4.5 Experiment Result

Table 2. Experiment results

Model R2@1 R5@1 R10@1

PGM 52.68% 28.82% 15.54%

CGM 54.98% 36.14% 29.92%

SSCG 57.44% 38.06% 32.36%
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The experiment results are shown in Table 2. According to our experiments,
CGM significantly outperforms PGM (p-value < 0.05). PGM gets 52.68% in
R2@1, while the value of CGM is 54.98%. In R5@1, CGM gets 36.14% which
is 7.32% higher than the value of PGM. The R10@1 of PGM is 15.54% which
is 14.38% lower than CGM. In PGM, there is only a self-attention and max-
pooling operation. In CGM, all the hidden states are summed together under
the guidance of the candidate answers. Therefore, CGM can find the answers
more accurately since it can focus on important characters.

Moreover, SSCG is significantly outperforms PGM (p-value < 0.05) and
CGM (p-value < 0.01) in all evaluation metrics. In R2@1, SSCG gets 57.44%
which is 2.46% higher than CGM. The R5@1 of SSCG is 38.06% and it is 1.92%
higher than CGM. SSCG gets 32.36% in R10@1, while the value of CGM is
29.92%. There are ASE and PSE in SSCG. Both of them can help SSCG to be
sensitive the character strokes. As a result, SSCG can solve character puzzles
better.

Fig. 3. Results of compared models

To further compare the performance between PGM, CGM and SSCG, we
sample some cases and show in Fig. 3. In case 1, we need to combine the character
“ ” and “ ” together. The result is “ ”. PGM fails to answer it correctly
while both CGM and SSCG give a correct answer. In case 2, we need to extract
a part of the character “ ” and “ ” to get the result “ ”. Both CGM
and SSCG can answer it correctly. However, PGM gives an incorrect answer “

”. The puzzles in these two cases can be solved by combining two characters.
CGM and SSCG can answer them correctly. It shows the effectiveness of the
attention mechanisms in these two models. The puzzles in case 3 and 4 are more
complicated. In case 3, a model needs to extract “ ”, “ ” and combining
the meaning of “ ” to solve this puzzle. Both PGM and CGM fail to solve this
puzzle. However, SSCG can successfully get the correct result “ ”. According
to the puzzle in case 4, the “ ” of “ ” should be removed. The word
“ ” indicates the “-” in the character “ ”. Thus, the result should
be “ ”. In this case, only SSCG gives a correct answer. After considering the
meanings and strokes of characters, SSCG can solve more complicated Chinese
character puzzles.
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5 Conclusion

In this paper, we propose a Stroke Sensitive Character Guessing (SSCG) Model
which can solve Chinese character puzzles. We collect a Chinese character puzzle
dataset. We conduct experiments to demonstrate the effectiveness of the atten-
tion mechanism and the strokes. Experiment results show that the attention
mechanism and the stroke encoders (ASE and PSE) can significantly improve
the performance.

In the future, we will try to further improve the model so that it can get a
better performance. We plan to take the advantage of knowledge graph into our
model for even better performance.
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Abstract. Multi-head attention advances neural machine translation by
working out multiple versions of attention in different subspaces, but the
neglect of semantic overlapping between subspaces increases the difficulty
of translation and consequently hinders the further improvement of trans-
lation performance. In this paper, we employ capsule networks to comb
the information from the multiple heads of the attention so that similar
information can be clustered and unique information can be reserved. To
this end, we adopt two routing mechanisms of Dynamic Routing and EM
Routing, to fulfill the clustering and separating. We conducted experi-
ments on Chinese-to-English and English-to-German translation tasks
and got consistent improvements over the strong Transformer baseline.
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1 Introduction

Neural machine translation (NMT) [2,4,7,11,24,26] has made great progress
and drawn much attention recently. Although NMT models may have differ-
ent structures for encoding and decoding, most of them employ an attention
function to collect source information to translate at each time step. Multi-head
attention proposed by [26] has shown its superiority in different translation tasks
and been accepted as an advanced technique to improve the existing attention
functions [12,15,17].

In contrast to conventional attention, the multi-head attention mechanism
extends attention from one unique space to different representation subspaces.
It works by first projecting the queries, keys, and values to different subspaces,
then performing dot products to work out the corresponding attention in each
subspace, and finally concatenating all these attentions to get the multi-head
attention. This projecting process explores possible representations in differ-
ent subspaces independently and hence can mitigate the all-in risk caused by
one unique space. Different attention heads may carry different features of the
target sequences in different subspaces. However, the subspaces are not always
c© Springer Nature Switzerland AG 2019
J. Tang et al. (Eds.): NLPCC 2019, LNAI 11838, pp. 314–326, 2019.
https://doi.org/10.1007/978-3-030-32233-5_25
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orthogonal to each other and the overlapping will lead to redundant semantic.
Concatenating the attentions of different heads directly neglects the redundancy
and may bring about wrong subsequent operations by treating them as different
semantics, resulting in degraded performance. This also results in that only some
important individual heads play consistent and often linguistically-interpretable
roles and others can be pruned directly without harming the overall perfor-
mance too much [33]. Therefore, it is desirable to design a separate component
to arrange and fuse the semantic and spatial information from different heads
to help boost the translation quality of the model.

To address this problem, we propose a method to utilize capsule net-
works [10,19] to model the relationship of the attention from different heads
explicitly. Capsule networks provide an effective way to cluster the information
of the input capsules via an iterative dynamic routing process and store the rep-
resentative information of each cluster in an output capsule. Our method inserts
a capsule network layer right after the multi-head attention so that the infor-
mation from all the heads can be combed. We adopt two routing mechanisms,
Dynamic Routing, and EM routing, for the capsule network to decide the flow of
information. Then the output is feed into a fully connected feed-forward neural
network. We also employed a residual connection around the input and final
output layer. In our experiments, we gradually replaced the multi-head atten-
tion of the original model with ours at different positions. The experiments on
the Chinese-to-English and English-to-German translation tasks show that EM
routing works better than Dynamic Routing and our method with either routing
mechanism can outperform the strong transformer baseline.

2 Background

The attention mechanism was first introduced for machine translation task by [2].
The core part of the attention mechanism is to map a sequence of K, the keys,
to the distribution of weights a by computing its relevance with q, the queries,
which can be described as:

a = f(q,K)

where the keys and the queries are all vectors. In most cases, K is the word
embeddings or the hidden states of the model which encode the data features
whereupon attention is computed. q is a reference when computing the attention
distribution. The attention mechanism will emphasize the input elements consid-
ered to be inherently relevant to the query. The attention mechanism in Trans-
former is the so-called scaled dot product attention which uses the dot-product
of the query and keys to present the relevance of the attention distribution:

a = softmax(
QKT

√
dk

)

where the dk is the dimensions of the keys. Then the weighted values are summed
together to get the final results:

u =
∑

a � V
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Instead of performing a single attention function with a single version of a
query, key, and value, multi-head attention mechanism gets h different versions
of queries, keys, and values with different projection functions:

Qi,Ki, V i = QWQ
i ,KWK

i , V WV
i , i ∈ [1, h]

where Qi,Ki, V i are the query, key and value representations of the i-th head
respectively. WQ

i ,WK
i ,WV

i are the transformation matrices. h is the number
of attention heads. h attention functions are applied in parallel to produce the
output states ui. Finally, the outputs are concatenated to produce the final
attention:

u = Concat(u1, ...,uh)

3 Related Work

Attention Mechanism. Attention was first introduced in for machine transla-
tion tasks by [2] and it already has become an essential part in different archi-
tectures [7,13,26] though that they may have different forms. Many works are
trying to modify the attention part for different purposes [3,14,16,22,23,25,29].
Our work is mainly related to the work which tries to improve the multi-head
attention mechanism in the Transformer model.

[34] analyze different aspects of the attention part of the transformer model. It
shows that the multi-head attention mechanism can only bring limited improve-
ment compared to the 1-head model. [33] evaluate the contribution made by the
individual attention heads in the encoder to the overall performance of the model
and then analyze the roles played by them. They find that the most important
and confident heads play consistent roles while others can be pruned without
harming the performance too much. We believe that because of the overlap-
ping of the subspaces between different attention heads, the function of some
attention heads can be replaced by other heads. [12] share the same motivation
with ours. They add three kinds of L2-norm regularization methods, which are
the subspace, the attended positions, and the output representation, to the loss
function to encourage each attention head to be different from other heads. This
is a straightforward approach, but it may ignore some semantic information.
[35] is similar to our work, they use the routing-by-agreement algorithm, which
is from the capsule network, to improve the information aggregation for multi-
head attention. We did our work independently, without drawing on their work.
Besides, the main structure of our model is different from theirs. [1] learn differ-
ent weights for each attention head, then they sum the weighted attention heads
up to get the attention results rather than just concatenating them together. [21]
states that the original attention mechanisms do not explicitly model relative or
absolute position information in its structure, thus they add a relative position
representation in the attention function.

Capsule Networks in NLP. Capsule network was first introduced by [19] for
the computer vision task which aims to improve the representational limitations
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of the CNN structure. Then [10] replace the dynamic routing method with the
Expectation-Maximization method to better estimate the agreement between
capsules.

There are also some researchers trying to apply the capsule network to NLP
tasks. [30] explored capsule networks with dynamic routing for text classification
and achieved competitive results over the compared baseline methods on 4 out
of 6 data sets. [31] explored the capsule networks used for relation extraction in a
multi-instance multi-label learning framework. [8] designed two dynamic routing
policies to aggregate the outputs of the RNN/CNN encoding layer into a final
encoding layer. [28] uses an aggregation mechanism to map the source sentence
into a matrix with pre-determined size and then decode the target sequence from
the source representation which can ensure the whole model runs in time that
is linear in the length of the sequences.

4 The Proposed Method

Our work is based on the multi-head attention mechanism of the Transformer
model:

ui = softmax(
QiKT

i√
dk

)Vi; i ∈ [1, h] (1)

where Qi, Ki and Vi are computed by different versions of projection functions:

Qi,Ki,Vi = QWQ
i ,KWK

i ,VWV
i , i ∈ [1, h] (2)

We aim to find a proper representation v based on these attention heads u.
These attention heads can be regarded as the different observations from different
viewpoints on the same entity in the sequence.

Capsule network was first proposed by [19] for the computer vision tasks.
A capsule is a group of neurons whose outputs represent different properties
of the same entity. The activities of the neurons within an active capsule rep-
resent the various properties of a particular entity. A part produces a vote by
multiplying its pose matrix which is a learned transformation matrix that rep-
resents the viewpoint invariant relationship between the part and the whole. In
the multi-head attention mechanism, different attention heads can be regarded
as the different observations from different viewpoints on the same entity in the
sequence. The input capsule layer represents different linguistic properties of the
same input. The iterative routing process can better decide what and how much
information flow to the output capsules. Ideally, each output capsule represents
a distinct property of the input and carry all the deserved information when
they are combined.

The overall architecture is given in Fig. 1. First, the capsule computes a vote
by multiplying the input capsules ui by a learned transformation matrix Wij

that represents the viewpoint invariant relationship between the part and the
whole:

ûj|i = Wijui (3)
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Fig. 1. The architecture of our method

Then we compute and update the output capsules v, the vote û, and the assign-
ment probabilities c between them by a specific routing process iteratively to
ensure the input to be sent to an appropriate output capsule:

v = f(û, c)
c = Update(û,v)

(4)

Last, the output capsules v are concatenated together and fed into a feed-
forward network (FFN) which consists of two linear transformations with a ReLU
activation in between:

FFN(x) = max(0,xW1 + b1)W2 + b2 (5)

We also add a residual connection between the layer u and v [9]. Thus the final
output is:

O = u + FFN(v) (6)

where
u = Concat(u1, . . . ,uh)
v = Concat(v1, . . . ,vl)

(7)

More specifically, we have tried the Dynamic Routing and EM Routing in our
method.

Dynamic Routing. In this method, we sum up all these weighted vote vectors
to get the origin output capsule vectors:

sj =
∑

i

cijûj|i (8)

where

cij =
exp(bij)∑
k exp(bik)

(9)
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the cij are determined by computing the “routing softmax” of the initial logits
bij which are initialized to zero.

Next, the origin output capsule vectors sj is applied with a squashing function
to bring non-linearity to the whole model:

vj =
||sj ||2

1 + ||sj ||2
sj

||sj || (10)

The initial coupling coefficients bij are iteratively refined by measuring the
agreement between the current output vj by the dot-product of the input cap-
sules and each output capsule:

bij ← bij + ûj|i · vj (11)

Table 1. Case-insensitive BLEU scores for Zh → En translation. “# Para” denotes
the number of parameters. “*” is used to indicate the improvement is statistically
significant with ρ < 0.05 [5].

Zh → En # Para. MT03 MT04 MT05 MT06 MT08 AVE.

[27] – 46.60 47.73 45.35 43.97 – –

[32] – 48.28 – 46.24 46.14 38.07 –

Transformer-Base 84.6M 46.70 47.68 47.04 46.16 37.19 44.95

+ Dynamic Routing 92.2M 47.60 48.04 47.30 46.56 37.80 45.46 (+0.51)

+ EM Routing 91.7M 47.62 48.07 47.97* 46.80 38.01* 45.70 (+0.75)

EM Routing. In this method, each capsule becomes a combination of a n × n
pose matrix, Mi, and an activation probability, αi. Each output capsule corre-
sponds to a Gaussian distribution and the pose matrix of each active capsule
in the lower-layer corresponds to a data-point. The iterative routing process is
a version of the Expectation-Maximization procedure which iteratively adjusts
the means, variances and activation probabilities of the output capsules and the
assignment probabilities between the two layers. The whole procedure can be
divided into two parts:

M-Step. Keep the assignment probabilities between the two layers fixed and
compute the mean μj and variance σj of the output capsules:

vj =
∑

i cijûj|i∑
i cij

(σj)2 =
∑

i cij(ûj|i − μj)2∑
i cij

(12)
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Then we compute the incremental cost and the activation probability:

costj = (log(σj) +
1 + ln 2π

2
)
∑

i

cij

αj = logistic(λ(βα − βμ

∑

i

cij −
∑

h

costh
j ))

(13)

where
∑

i cij is the amount of data assigned to j. We learn βα and βμ discrimi-
natively and set a fixed schedule for λ as a hyper-parameter.

E-Step. Keeping the Gaussian distributions of the output capsules fixed, we
need to calculate the incremental cost of explaining a whole data-point i by
using an active capsule j:

pj =
1√

2π(σj)2
exp− (ûj|i − vj)2

2(σj)2
(14)

and then adjust the assignment probabilities based on this:

cij =
αjpj∑
k αkpk

(15)

Please refer to [10] for more details. The output capsules are then reshaped into
vectors and also fed into the feed-forward network. We just make use of the
higher capsule as the representation of the attention results and abandon its
activation probabilities to take advantage of the information aggregation way of
the capsule network.

5 Experiments

We evaluated our method on the NIST Chinese → English (Zh → En) and
WMT14 English → German (En → De) translation tasks.

5.1 Setup

Chinese → English. The training data consists of about 1.25M sentence pairs
from LDC corpora with 27.9M Chinese words and 34.5M English words respec-
tively1. We used NIST 02 data set as the development set and NIST 03, 04, 05,
06, 08 sets are used as the test sets. We tokenized and lowercased the English
sentences using the Moses scripts2. For the Chinese data, we performed word
segmentation using the Stanford Segmentor3. Besides 30K merging operations
were performed to learn byte-pair encoding (BPE) [20] on both sides.

1 The corpora include LDC2002E18, LDC2003E07, LDC2003E14, Hansards portion
of LDC2004T07, LDC2004T08 and LDC2005T06.

2 http://www.statmt.org/moses/.
3 https://nlp.stanford.edu/.

http://www.statmt.org/moses/
https://nlp.stanford.edu/
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English → German. For this task, we used the WMT14 corpora pre-processed
and released by Google4 which consists of about 4.5M sentences pairs with 118M
English words and 111M German words. We chose the newstest2013 as our
development set and newsset2014 as our test set.

We evaluate the proposed approaches on the Transformer model and imple-
ment it on the top of an open-source toolkit - Fairseq-py [6]. We follow [26] to
set the configurations and have reproduced their reported results on the En →
De task with both of the Base and Big model. All the models were trained on
a single server with eight NVIDIA TITAN Xp GPUs where each was allocated
with a batch size of 4096 tokens. The routing iterations are set to 3 and the
number of output capsules is set to equal to the number of input capsules if
there is no other statement.

During decoding, we set beam size to 4, and length penalty α = 0.6. Other
training parameters were the same as the default configuration of the Trans-
former model.

Table 2. Case-sensitive BLEU scores for En → De translation.

En → De # Para BLEU

Transformer-Base 60.9M 27.34

+ Dynamic Routing 62.0M 27.67

+ EM Routing 61.6M 27.77

Transformer-Big 209.9M 28.43

+Dynamic Routing 216.2M 28.65

+EM Routing 214.2M 28.71

5.2 Main Results

We reported the case-insensitive and case-sensitive 4-gram NIST BLEU score [18]
on the Zh → En and En → De tasks, respectively. During the experiments, we
found that our proposed method achieved the best performance when we only
insert the capsule network after the last multi-head attention sub-layer in the
decoder and in the attention layer between source and target. We will analyze
this phenomenon in detail in the next subsection.

The Zh → En results of the Transformer-Base model are shown in the Table 1.
Both of our models (Row 4, 5) with the proposed capsule network attention
mechanism can not only outperform the vanilla Transformer(Row 3) but also
achieve a competitive performance compared to the state-of-the-art systems(Row
1, 2, we use the results from the related paper directly), indicating the necessity

4 https://drive.google.com/uc?export=download&id=0B bZck-
ksdkpM25jRUN2X2UxMm8.

https://drive.google.com/uc?export=download&id=0B_bZck-ksdkpM25jRUN2X2UxMm8
https://drive.google.com/uc?export=download&id=0B_bZck-ksdkpM25jRUN2X2UxMm8
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and effectiveness of the proposed method. It shows that our method can get the
information well combed and preserve all the deserved information.

Among them, the ‘+EM Routing’ method is slightly better than the
‘+Dynamic Routing’ method by 0.24 which because of better estimating the
agreement during the routing. Besides, it requires fewer parameters and runs
much faster. Considering the training speed and performance, the ‘+EM Rout-
ing’ method is used as the default multi-head aggregation method in subsequent
analysis experiments.

The En → De results are shown in the Table 2. In this experiment, we have
applied our proposed methods both on the Base and Big model. The results
show that our model can still outperform the baseline model, indicating the
universality of the proposed approach.

5.3 Impact of Different Ways to Integrate Capsule Networks

The Transformer model consists of three kinds of attention, including encoder
self-attention, encoder-decoder attention and decoder self-attention at every sub-
layer of the encoder and decoder. We gradually insert the capsule network in
different places and measured the BLEU scores on the NIST 04 test set based
on the “+EM Routing” Transformer-Base model. The results are shown in the
Table 3. It shows that not all of the changes are positive to the results.

Table 3. Case-insensitive BLEU scores for different ways of integrating capsule net-
works. Enci, Deci, EDi mean the capsule network is inserted after i-th multi-head atten-
tion sub-layer in the encoder, in the decoder and in the attention layer between source
and target, respectively. For example, Dec6 means the capsule network is inserted
between the multi-head attention and the FFN in the 6th layer of the decoder.

# Model Variations NIST 04

Transformer-Base 47.68

Enc1 47.25 (−0.43)

Enc1, Enc2 47.19 (−0.49)

Enc5, Enc6 47.64 (−0.04)

ED1 47.38 (−0.30)

ED6 47.98 (+0.30)

ED5, ED6 47.43 (+0.11)

Dec1 47.45 (−0.23)

Dec6 48.03 (+0.35)

Dec5, Dec6 47.83 (+0.15)

ED6, Dec6 48.07 (+0.39)

ED5, ED6, Dec5, Dec6 47.99 (+0.31)
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Fig. 2. Impact of the number of output capsules.

First, any changes to the encoder self-attention, no matter to the top sublayer
(Enc5,Enc6) or the bottom sublayer (Enc1,Enc2) of the encoder is harmful to
the performance of the whole model. One possible reason for this may be that
the routing part should be close to the supervisory signals to be well trained.
Without its help, the capsule network only extracts internal features regardless
of whether these features are helpful to the translation quality. Another reason
for this may be that although we add a residual connection between the input
capsule layer and the output capsule layer to ensure preserve all the information,
we don’t add the reconstruction procedure of the origin work [19] which may
make the output leave out some information inevitable.

Then, the changes to the bottom sublayer of the encoder-decoder attention
(ED1) and the bottom sublayer of the decoder self-attention (Dec1) also degrade
the performance, which is also far from the supervisory signals.

Last, the changes to the top sublayer of the encoder-decoder attention
(ED5,ED6) and the top sublayer of the decoder self-attention (Dec5,Dec6) are
beneficial for the final results because that they are more close to the output
layer which supports our hypothesis above.

5.4 Impact of the Number of Output Capsules

The number of output capsules l is a key parameter of our model. We assumed
that the capsule network can capture and extract high-level semantic informa-
tion. But it is not obvious how much high-level information and what kind of
information can be aggregated. Therefore we varied the number of the output
capsules and also measured the BLEU scores on the NIST 04 test set based on
the “+EM Routing” Transformer-Base model. The results are shown in Fig. 2.
It should be mentioned that the dimension of each output capsule is set to d/l
to keep the final output be consistent with the hidden layer. The results show
that our proposed method achieves the best performance when the number of
output capsules is equal to the number of input capsules.
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Fig. 3. Effect of source sentence lengths.

5.5 Effect of Source Sentence Length

We also evaluated the performance of the best version of our proposed method
‘+EM Routing’ and the baseline on the combined NIST 03–08 test set with
different source sentence lengths. The results are shown in Fig. 3. In the bins
holding sentences no longer than 60, the BLEU scores of the two systems are
close to each other. When the sentence length surpasses 60, our method shows its
superiority over the Transformer base model. As the sentence length grows, the
difference becomes increasingly large. That is because our method provides an
effective way to cluster the information of the multi-head results so that it can
get information well aggregated especially when the sentence lengths increase
and handle more information.

6 Conclusion

In this work, we argue that the neglect of semantic overlapping between sub-
spaces of the different attention heads increases the difficulty of translation. We
adopt the Dynamic Routing and EM Routing and evaluated our methods on
popular translation tasks of different language pairs and the results showed that
our method can outperform the strong baselines. The extensive analysis further
suggests that it can help to improve the translation performance only when we
set the capsule part close to the supervisory signals.
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Abstract. Relation Extraction (RE) and Entity Typing (ET) are two
important tasks in natural language processing field. Existing meth-
ods for RE and ET usually handle them separately. However, relation
extraction and entity typing have strong relatedness with each other,
since entity types are informative for inferring relations between enti-
ties, and the relations can provide important information for predicting
types of entities. Exploiting the relatedness between relation extraction
and entity typing has the potential to improve the performance of both
tasks. In this paper, we propose a neural network based approach to
jointly train relation extraction and entity typing models using a multi-
task learning framework. For relation extraction, we adopt a piece-wise
Convolutional Neural Network model as sentence encoder. For entity
typing, since there are multiple entities in one sentence, we design a
couple-attention model based on Bidirectional Long Short-Term Mem-
ory network to obtain entity-specific representation of sentences. In our
MTL frame, the two tasks share not only the low-level input embeddings
but also the high-level task-specific semantic representations with each
other. The experiment results on benchmark datasets demonstrate that
our approach can effectively improve the performance of both relation
extraction and entity typing.

Keywords: Relation extraction · Entity typing · Multi-task learning

1 Introduction

Relation Extraction (RE) is the task of extracting semantic relations between
two entities from the text corpus. Entity Typing (ET) is a subtask of named
entity recognition, which aims to assign types into the entity mention in a sen-
tence. For example, given a sentence “Steve Jobs was the co-founder of Apple”,
entity typing aims to detect that the type of “Apple” is Company and the type
of “Steve Jobs” is Person, relation extraction aims to extract the Co-Founder
c© Springer Nature Switzerland AG 2019
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relation between them. The two tasks both are important tasks in Natural Lan-
guage Processing (NLP), which can be widely used in many applications such
as Knowledge Base Completion, Question Answering and so on.

Various works have been proposed for relation extraction and entity typ-
ing. Most traditional works are feature-based methods. For example, Kambhatla
et al. [5] combined diverse lexical, syntactic and semantic features of sentences
and then employed maximum entropy model to extract relations. Recently some
deep learning based methods about relation extraction and entity typing have
been proposed. In relation extraction, for example Zeng et al. [19] adopted a con-
volutional neural network to represent sentences and used multi-instance learning
to reduce the noise data during the distant supervision. Lin et al. [6] proposed a
sentence-level attention model based on [19]. In entity typing task, Dong et al. [1]
utilized recurrent neural network and multilayer perceptron to model sentences.
Shimaoka et al. [14] introduced attention mechanism based on a BiLSTM model
for entity typing classification.

These deep learning based methods have achieved better performance than
those traditional works both in relation extraction and entity typing tasks. How-
ever, most existing works solve relation extraction and entity typing separately
and regard them as independent tasks, which may be suboptimal. In fact, the two
tasks have a strong inner relationship. For relation extraction, entity types are
informative for inferring the semantic relations between entities. For example,
the relation between “Steve Jobs” (a person entity) and “Apple” (a company
entity) would be related to position (e.g., co-founder) instead of uncorrelated
ones (e.g., place contains, friends). For entity typing task in turn, the relation
information can guide the entity type classification. For example, the relation
co-founder always exists in a person entity and a company entity. Hence, we can
conclude that entity typing and relation extraction can provide helpful informa-
tion for each and this correlation between them should be fully exploited, which
could benefit for two tasks. Nevertheless, most works regard them as separate
tasks and ignore the rich connection information.

Motivated by above observations, in this paper we propose a neural multi-
task learning framework REET for joint Relation Extraction and Entity Typ-
ing. Specifically, we develop a relation extraction model based on PCNN [19].
For entity typing task, considering that there are multiple entities in one sen-
tence, we design a novel couple-attention architecture based on Bidirectional
Long Short-Term Memory (BiLSTM), which can extract the semantic informa-
tion of different entities in one sentence. To characterize the connections between
relation extraction and entity typing, in our framework the two tasks share two-
level information: (1) the low-level word embeddings in the input layer, (2) the
high-level task-specific semantic representations obtained from all tasks. In our
framework, both tasks can gain better generalization capabilities via integrating
the domain-specific information from related tasks. We evaluate our approach
on two benchmark datasets and the experiment results show that our approach
can effectively improve the performance of both relation extraction and entity
typing.
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2 Related Work

2.1 Relation Extraction

Many relation extraction methods have been proposed these years. Traditional
works mainly utilized human-designed lexical and syntactic features e.g., POS
tagging, shortest dependency path to extract relations [2,5]. Recently, some deep
learning based methods have been proposed and outperformed those traditional
feature-based methods a lot. Zeng et al. [19] encoded sentences via convolu-
tional neural networks and utilized multi-instance learning as sentence selector
to reduce noise data in distant supervision. Lin et al. [6] introduced sentence-
level attention among sentences to alleviate the noise sentences based on [19].
Some more complicated methods have been proposed recently. Ye et al. [17]
explored the class ties (e.g., inner interaction among relations) and proposed a
general pairwise ranking framework to learn this association between relations.
Liu et al. [7] adopted Sub-Tree Parse to remove noisy words that are irrele-
vant to relations and initialized their model with parameters learned from the
entity classification by transfer learning. In this paper, We utilize the basic model
PCNN [19] as our sentence encoder and selector for the relation extraction task.

2.2 Entity Typing

Entity Typing is a subtask of named entity recognition. Traditional methods
rely heavily on handcrafted features [9]. With the development of deep learn-
ing, more and more neural network methods have been proposed [1,13,14] and
achieve significant improvement. Dong et al. [1] adopted a neural architecture
that combined fully-connected layers and recurrent layers to model sentence and
entity. Shimaoka et al. [13] further applied attention mechanism in recurrent
neural networks. These models are all designed for the problem that there is
only one entity mention in a sentence, however there are two entities in relation
extraction scenario. Hence we design a novel couple-attention neural network
model based on Bidirectional Long Short-Term Memory (BiLSTM), which takes
the information of both entities into attention mechanism.

2.3 Multi-Task Learning

Multi-Task Learning (MTL) can improve the performance of related tasks by
leveraging useful information among them and can reduce the risk of overfitting
and generalize better on all tasks [11]. Hence, we propose a neural multi-task
learning framework for relation extraction and entity typing, and incorporate
them via sharing two-level parameters, which can characterize the task-specific
information and connection information between tasks simultaneously.

3 Methodology

In this section, we describe our multi-task learning framework in details. We
will give the definitions of relation extraction and entity typing first and then
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introduce models respectively. Afterwards, we integrate the two models jointly
via a multi-task learning framework. The overview architecture of our approach
is shown in Fig. 1.

Convolution

Piecewise
Max-pooling

... Steve   jobs was   the   co-founder   of   apple ...

max

Joint Joint

Apple

OrganizationCo-Founder Person
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Bidirectional
LSTM
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word position
embedding

soft-max soft-max
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Fig. 1. Overview architecture of our model via Multi-task Learning. There are two joint
shared parameters between Relation Extraction and Entity Typing: (a) the low-level
input embedding. (b) the high-level feature vectors integration respectively.

3.1 Problem Definition

Given a sentence s = {w1, w2, · · · , e1, · · · , e2 · · · } and two target entities (e1, e2),
relation extraction task is to predict which relation could exist between e1 and
e2, and entity typing task aims to assign categories to e1 and e2 respectively.
As a result, there are three subtasks in our multi-task learning scenario: relation
extraction for the entity pair, entity typing for e1 and entity typing for e2.

3.2 Relation Extraction Module

In this paper, we develop a basic relation extraction model based on PCNN [19]
in the relation extraction task.

Word Embeddings. For a sentence s = {w1, w2, · · · , wn}, we transform each
word wi into a low-dimensional real-valued vector wi ∈ Rdw , where dw is the
dimension of word embedding vectors.

Position Embeddings. Position Feature (PF) has been widely used in RE, which
encodes the relative distances between each word and the two entities into low-
dimensional vectors as position embedding for each word. We concatenate the
word embedding and position embedding as the final representation of each word:
wi ∈ Rdw+2∗dp , where dp is the dimension of position embedding.
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Convolution and Piece-Wise Max-Pooling. Each sentence can be represented as a
matrix: s = [w1,w2, · · · ,wn], and we will conduct the convolution operations to
extract the semantic features of sentences. Given K convolution kernels denoted
as F = {f1, f2, · · · , fK}, the window size of kernels l, the convolutional operation
between the i-th kernel and the j-th window of input words is defined as:

ci,j = fi � wj:j+l−1,

where � is the inner-product operation. After stacking all windows, the output
of the convolutional layer will be a set of vectors C = [c1, c2, · · · , cK], ci =
[ci,1, ci,2, · · · , ci,n] and n is the sequence length.

In pooling phase, we adopt piece-wise max-pooling following [20], each sen-
tence is divided into three segments by two entities, then we conduct max-pooling
in each segment of the i-th kernel:

pi,j = max (ci,j) 1 ≤ i ≤ K, j = 1, 2, 3.

As a result, we will obtain a 3-dimensional vector for each kernel, after stacking
all kernels, we will get the pooling result: z = [pi1, pi2, pi3]Ki=1 ∈ R3×K . After
that, we apply a non-linear function e.g., hyperbolic tangent to denote the final
fixed-length sentence representation S ∈ R3×K :

S = tanh(z).

3.3 Entity Typing Module

In relation extraction scenario, there are multiple entities in one sentence, while
the previous entity typing tasks focus on the sentence with only one entity. To
address this issue, we design a couple-attention Bidirectional Long Short-Term
Memory model. Two entity typing tasks share the BiLSTM layer and utilize
the entity-specific attention vectors to distinguish the different entities in the
attention layer as illustrated in the right part of Fig. 1. Note that our model can
handle situation when there are multi entities (larger than 2) in a sentence.

Shared BiLSTM Sentence Encoder. Long Short-Term Memory (LSTM) is capa-
ble of learning long-term dependencies in sentences So here we use the Bidirec-
tional LSTM (BiLSTM) [12] networks, i.e., there are two sub LSTM networks
for the sentences, and one is for forward pass from left to right and another is
for backward pass in an opposite direction from right to left. Given the input
sequence s = [w1,w2, · · · ,wn], the formula for the BiLSTM unit is denoted as:

−→
hi =

−−→
LSTM(wt), t ∈ [1, n],

←−
hi =

←−−
LSTM(wt), t ∈ [n, 1],

hi = [
−→
hi,

←−
hi].

Then hi denotes the high-level semantic representation of the i-th word, which
will be shared for the two entity typing tasks.
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Couple-Attention. A word could be of different information in terms of different
entities and should not be treated equally. Hence, we introduce a couple-attention
mechanism to get entity-related representations for sentences. Specifically, we
regard the word embeddings of entity mentions as query vectors in attention
layer. Hence, for each entity em, we can denote the entity-related sentence rep-
resentation as:

ki = tanh(Wshi + bs)

αi
m =

exp (kT
i em)

∑n
j exp (kT

j em)
, m = 1, 2,

vm =
n∑

i

αi
mhi, m = 1, 2,

where Ws is the parameter matrix of attention, em i.e., e1, e2 are the word
embeddings of two entities in sentence s, and αi

m indicates the weights of the
i-th word under the m-th entity, vm are the sentence feature vector for the m-th
entity. In order to get more entity-specific information, we concatenate the entity
embedding with the output above, hence, the final feature vectors for two entity
typing tasks are:

T1 = [e1,v1], T2 = [e2,v2].

3.4 Multi-task Learning Framework

In this part we will introduce the multi-task learning framework aiming at how
to combine the relation extraction and the entity typing together. In multi-
task learning, which module to share is crucial; according to [15], in most NLP
tasks, sharing representations at lower-level layers is necessary and effective.
Hence, we first share the input layer i.e., the word representations of a sentence:
s = [w1,w2, · · · ,wn] between relation extraction task and entity typing task.
Besides, considering that the high-level semantic representations of other tasks
can be a feature augmentation for the current task, we further integrate the
feature vectors for relation extraction tasks and entity typing tasks.

As shown in Fig. 2, we implement two typical MTL models REET-1 and
REET-2 according to which modules to share between two tasks.

REET-1. The relation extraction task and entity typing task independently only
share input embedding layers. After obtaining feature vectors for all tasks, i.e.,
S,T1,T2, we adopt soft-max layer to calculate the confident probability of all
labels in each task:

pr = softmax(WrS + br),
pti = softmax(WtiTi + bti), i = 1, 2,

where pr and pti are the prediction probabilities for RE and ET respectively.
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Fig. 2. Two MTL architectures. T1, T2, T3 are task-specific modules: entity typing for
e1, relation extraction, entity typing for e2.

REET-2. In order to further explore the deep interaction between RE and ET,
we design REET-2 to share more task-specific information. Specifically, we con-
catenate the feature vectors of relation and entity types before the last classifi-
cation layer, denoted as:

pr = softmax(Wr[T1,S,T2] + br),
pti = softmax(Wti [S,Ti] + bti), i = 1, 2.

Hence, in this way, the relation extraction task and entity typing tasks can
share a high-level feature with each, which indicate the task-specific information.

Training Objective and Optimization. For each task, we define the loss function
via cross entropy:

Lr(θ0) = − 1
R

R∑

k=1

yr logpr(k), Lti(θi) = − 1
C

C∑

k=1

yti logpti(k), i = 1, 2,

where R,C are the number of relation and entity types respectively. yr and
yti are the true class labels for relation extraction and entity type tasks and
θ = {θ0, θ1, θ2} covers all the parameters in our model.

We combine all three function in a weighted sum way as our final loss func-
tion:

L(θ) = λLt1 + λLt2 + (1 − λ)Lr,

where 0 ≤ λ ≤ 1 denotes the balance weight for the loss of entity typing tasks.
In the training phase, we adopt Adadelta [18] to optimize the objective L(θ).

4 Experiments

4.1 Experimental Settings

Dataset. Our experiments are performed on NYT+Freebase and Google Distant
Supervision (GDS) datasets.

NYT+Freebase: The dataset is built by [10] and generated by aligning enti-
ties and relations in Freebase with the corpus of New York Times (NYT). The
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articles of NYT from year 2005–2006 are used as training data, and articles from
2007 are used as testing data. We extract the field type.object.type from Free-
base as entities types, including five domain types: person, location, art,
organization and other.

GDS: This dataset is newly built by [4] which is extracted from Google Rela-
tion Extraction corpus1. Different from NYT+Freebase, GDS is a human-judged
dataset and each entity-pair in the dataset is judged by at least 5 raters. So the
labelled relation is correct for each instance set in GDS.

The statistics of the two datasets is summarized in Table 1.

Table 1. Statistics of NYT+Freebase and GDS datasets.

Dataset # relations #entity types # sentences # entity-pair

NYT+Freebase Dataset

Train 53 5 455,771 233,064

Dev 53 5 114,317 58,635

Test 53 5 172,448 96,678

GDS Dataset

Train 5 25 11,297 6,498

Dev 5 25 1,864 1,082

Test 5 25 5,663 3,247

Evaluation Metrics. In relation extraction task, following previous works [6,7,
19], we evaluate the results with held-out metrics, which can provide the approx-
imate precision about the relations extracted by the models. We will report the
Precision-Recall Curve and the Precision@N (P@N) in the held out evaluation.
In entity typing task, we will show the classification metrics F1-score to evaluate
our approach.

Hyper Parameter Settings. We explore different combination of hyper parame-
ters using the validation datasets in experiments. The best parameter configura-
tion is loss balance weight λ = 0.6, BiLSTM hidden size h = 50, the embedding
dimensions dw = 50 and dp = 5, the filter number and window size in CNN
K = 230 and l = 3 respectively.

4.2 Performance in Relation Extraction

In this section, we will investigate the performance of our MTL framework in
relation extraction task.

1 https://ai.googleblog.com/2013/04/50000-lessons-on-how-to-read-relation.html.

https://ai.googleblog.com/2013/04/50000-lessons-on-how-to-read-relation.html
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Baseline Methods. We list some recent competitive methods as baselines.
Traditional feature-based methods:
Mintz [8] designed various features for all sentences to extract semantic

relations.
MultiR [3] adopted multi-instance learning in distant supervision relation

extraction.
MIMLRE [16] regarded RE as a multi-instance and multi-label problem in

a feature-based method.
Recently neural network based methods:
PCNN [19] utilized the convolutional neural network as sentence encoder

and used multi-instance learning to select one sentence for one entity pair.
PCNN+ATT [6] proposed a sentence-level attention based on PCNN to

alleviate the wrong labeling problem.
BGWA [4] proposed a word and sentence attention model based on BGRU

to capture the important information in distant supervision.
BGRU+STP+EWA+TL [7] (abbreviation as BGRU+ALL), which is a

joint model as well, utilized Sub-Tree Parse (STP), Entity Word-level Attention
(EWA) and incorporated entity type information via pre-train transfer learning
(TL).

Fig. 3. Precision-Recall curves on NYT. Fig. 4. Precision-Recall curves on GDS.

Performance Evaluation. The Precision-Recall curves on NYT+Freebase and
GDS2 are presented in Figs. 3 and 4 respectively. Most methods performs much
better on GDS than on NYT+Freebase. The reason is that there are only five
categories in GDS and the labelled relation in GDS is correct and without noise.
From the results, we can observe that (1) REET-1 and REET-2 both outper-
form PCNN quite a lot, which shows the advantages of our multi-task learning
method and indicates the entity typing task can indeed boost the performance
of relation extraction task. (2) REET-1 and REET-2 can both outperform than

2 On GDS dataset we only compare with some recent baselines since the dataset is
newly released in year 2018.
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Table 2. Precision@Top K on NYT+Freebase dataset.

P@N (%) Mintz MultiR MIML PCNN PCNN+ATT BGWA BGRU+ALL REET-1 REET-2

100 52.7 69.4 71.1 78.7 81.8 82.0 87.0 88.3 87.8

200 50.2 65.1 63.8 72.8 71.1 75.0 83.0 83.2 83.5

300 46.9 62.0 61.1 67.8 69.3 72.0 78.0 78.0 79.2

AVG 49.4 65.6 65.3 73.1 74.1 78.4 82.7 83.2 83.6

BGRU+ALL on NYT+Freebase, which utilized entity type information as side
information via transfer learning. This is because our multi-task learning method
can exploit not only the low-level but also the high-level interaction between RE
and ET, while BGRU+ALL using the entity type for RE can not make full use
of the complementary information of RE and ET. (3) REET-1 and REET-2
achieve the best performance along the entire curves on the two datasets, which
indicates that the entity typing task in our MTL frame can be beneficial for
relation extraction task. Besides, REET-2 performs slightly better than REET-
1. The reason is that in REET-2, relation extraction task integrates a high-level
representation of entity typing, which is an explicit feature augmentation for the
relation classifier.

In addition, following previous works, we evaluate our models using P@N
metric in held-out evaluation on NYT+Freebase dataset shown in Table 2. We
can find that the conclusion is consistent with the PR-Curves above, and our
REET-1 and REET-2 achieve the best P@N values.

4.3 Performance in Entity Typing

Next, we will investigate the performance of our MTL models in entity typing
task. Here we will compare two baseline methods in entity typing:
BiLSTM [14]: a BiLSTM model for entity typing classification with attention
mechanism.
BiLSTM+Co Att: our proposed Couple-Attention BiLSTM model in single
mode i.e., without relation extraction task.
As there are multiple entities in one sentence, in experiments we will report the
average metrics of the entities.

Table 3. Classification performance of entity typing task.

F1 (%) BiLSTM BiLSTM+Co ATT REET-1 REET-2

NYT+Freebase 94.7 95.5 96.5 96.8

GDS 70.1 72.8 74.2 76.6

The result is shown in Table 3 and the difference of baselines to REET-1
and REET-2 is statistically significant at 0.05 level. We can conduct that (1)
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the multi-task learning methods REET-1 and REET-2 outperform than BiL-
STM and Co-Att both under single task mode. This indicates that relation
extraction task can provide semantically information for entity typing task in
our MTL framework. (2) BiLSTM+Co Att performs better than BiLSTM [14],
which shows that the effectiveness of our couple-attention mechanism in entity
typing. The reason is that Couple-Attention can utilize more entity-specific infor-
mation for each entity in a sentence. (3) REET-2 achieves a better results com-
pared to REET-1. It is consistent with the conclusion in the relation extraction
experiment and illustrates that a high-level integration will be beneficial for all
the tasks.

4.4 Parameter Analysis

In this section, we explore the influence of balance weight parameter λ, which
controls the importance of entity typing task. We report the average micro F1-
score of two entities in entity typing task and the average value of P@N in
relation extraction task with NYT+Freebase dataset.
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Fig. 5. The influence of parameter of λ in relation extraction and entity typing.

As shown in Fig. 5, we can conclude that the influence of parameter λ shows
similar patterns in the two tasks. As λ increases, the performance of the two tasks
first increases, then reaches the peak, and decreases afterwards. The reason is
that when λ is too small, for relation extraction the entity type information
could not be used fully, and for entity typing the model would update very
slowly. Hence the performances of two tasks are poor. However, when the λ
becomes too large, the information of entity typing will be overemphasized and
the relation information will be ignored, which leads to a poor performance as
well. We can find that when the value λ is about 0.6, both relation extraction
and entity typing can achieve the best performance.



338 H. Liu et al.

5 Conclusion

In this paper, we propose a multi-task learning frame that integrates relation
extraction task and entity typing task jointly since relation extraction and entity
typing have strong relatedness with each other to be utilized. We develop a rela-
tion extraction model based on PCNN, and design a couple-attention BiLSTM
model for entity typing task fit for multiple entities in a sentence. The two tasks
share low-level (i.e., input embedding layer) and high-level information (i.e.,
task-specific feature), and in this way, the rich relatedness of RE and ET can
be exploited fully. Extensive experimental results on two benchmark datasets
validate the effectiveness of our multi-task learning frame, and both relation
extraction task and entity typing task achieve a significant improvement and
our approach outperforms many baseline methods.
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Abstract. Pronouns are commonly omitted in Chinese as well as
other pro-drop languages, which causes a significant challenge to neu-
ral machine translation (NMT) between pro-drop and non-pro-drop lan-
guages. In this work, we propose a method to both automatically detect
the dropped pronouns (DPs) and recover their translation equivalences
rather than their original forms in source sentences. The detection and
recovery are simultaneously performed as a sequence labeling task on
source sentences. The recovered translation equivalences of DPs are
incorporated into NMT as external lexical knowledge via a tagging mech-
anism. Experimental results on a large-scale Chinese-English dialogue
translation corpus demonstrate that the proposed method is able to
achieve a significant improvement over a strong baseline and is better
than the method of recovering the original forms of DPs.

Keywords: Neural machine translation · Dropped pronouns ·
Tagging mechanism

1 Introduction

In languages like Chinese and Japanese, there is a habitual phenomenon where if
the pronouns are possible to be inferred from the surrounding context or dialog,
most pronouns will be omitted to make sentences brief and clear. Such languages
are known as pro-drop languages. Although the omissions of these pronouns are
generally not problematic for human, they are very challenging for machine,
especially when a machine translation system is used to translate dialogue and
conversation text from pro-drop languages to non-pro-drop languages. This is
illustrated by the examples shown in Fig. 1.

According to our statistics on a large Chinese-English dialogue corpus, about
26% pronouns in Chinese are omitted. And around 72% of them cannot be
recovered and correctly translated by our strong NMT [1] baseline system. The
failure in translating these omitted pronouns will seriously degrade the fluency
and readability of translations in non-pro-drop languages (e.g., English). Trans-
lating these DPs is different from translating other words which are already in
c© Springer Nature Switzerland AG 2019
J. Tang et al. (Eds.): NLPCC 2019, LNAI 11838, pp. 343–354, 2019.
https://doi.org/10.1007/978-3-030-32233-5_27
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Fig. 1. Examples of dropped pronouns in Chinese-English translation.

source sentences. We need to first infer omitted pronouns in the source language
according to the context and discourse of them.

A variety of efforts have been made for DPs translation in the context of
statistical machine translation. These efforts recover the omitted pronouns in
the source language either manually or automatically. The automatic methods
normally use a small-scale source-language dataset, where DPs are manually
recovered and annotated, as the training corpus to construct a DPs recovery
model. There are three issues with this source-side DPs annotation method.
First, it is time-consuming to build such an annotation corpus. Second, as the size
of the manually built DPs annotation corpus is normally not big due to the cost,
the accuracy of the DPs recovery model trained on this corpus is normally not
high and the model is not easy to be adapted to different domains. Finally, the
recovered DPs in pro-drop languages may be ambiguous for being translated into
non-pro-drop languages. For example, if we translate from Chinese to English, ‘

’ in Chinese can be corresponding to both ‘me’ and ‘I’ in English, but only
one is suitable for specific sentence components.

In order to handle the issues mentioned above and inspired by Wang
et al. [13], we propose a new approach to automatically recover and translate
DPs in the source language. Instead of recovering DPs in their original forms,
we automatically recover their translations in appropriate positions in source
sentences. On a large-scale word-aligned bilingual training corpus, we can easily
detect the translations of source-side DPs in the target non-pro-drop language.
These translations can be further aligned to placeholders in the source language
where the omitted pronouns should be inserted. In this way, we can recover DPs’
translations in the source language. This will allow us to train a new DPs recovery
model that recovers the target counterparts of DPs, rather than themselves. We
refer to this model as the DPs equivalence recovery model (DP ERM). Since the
equivalence recovery procedure can be automatically performed on word-aligned
bilingual corpus, we can easily obtain a large-scale corpus to train our model
which can be cast as a sequence labeling model. The manual annotation of DPs
is completely not necessary in our approach. Source sentences with recovered
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DPs translations are then feed into an NMT model. Since source sentences are
now mixed with both the source and target language, we treat the translations
of DPs as external lexical knowledge, which is then incorporated into the NMT
model via a tagging mechanism.

We examine the effect of the proposed method on Chinese-English trans-
lation task. Experimental results on large-scale subtitle corpora show that our
approach can significantly improve the translation performance in terms of trans-
lating DPs. Furthermore, the proposed DPs equivalence recovery approach is
better than the conventional DPs recovery in NMT. Interestingly, the better
the recovered translations of DPs, the larger the performance gap between the
proposed approach and the conventional method.

2 Related Work

One line of work that is closely related to the dropped pronoun resolution is
zero pronoun resolution (ZR) which is a sub-direction of co-reference resolu-
tion (CR). The difference between these DPs and ZR tasks is that ZR contains
three steps (namely zero pronoun detection, anaphoricity determination and
co-reference linking) whereas the dropped pronoun resolution task only con-
tains detection and recovery. Some studies use the ZR approaches to address
the dropped pronoun resolution by using a rule-based procedure (based on full
constituency parses) to identify DPs slots and candidate antecedents. Zhao and
Ng [17] develop such a method that uses a decision tree classifier to assign DPs
to antecedents. Furthermore, Yang et al. [15] employ a similar approach, where
they use a more sophisticated rule-based approach (based on verbal logic valence
theory) to identify dropped pronoun slots. Chen and Ng [4] propose an SVM
classifier with 32 features including lexical, syntactical rules to detect DPs.

Another line that is related to dropped pronoun resolution is Empty Category
(EC) [3] detection and resolution as DPs can be considered as one type of empty
categories. EC resolution aims to recover long-distance dependencies and certain
dropped elements [14]. Kong and Zhou [6] follow the idea of EC resolution to
develop a method that recursively applies a “linear tagger” to tag each word with
a single empty category or none so as to tackle the dropped pronoun problem.

Both zero pronoun and empty category based resolutions have made great
progress. However, more and more recent efforts pay attention to DPs and treat
the dropped pronoun resolution as an independent task. Taira et al. [11] try
to improve Japanese-English translation by inserting DPs into input sentences
via simple rule-based methods. Yang et al. [16] first propose to recover DPs in
Chinese text message. They train a 17-class maximum entropy classifier to assign
words to one of 16 types of DPs or “none”. Each assigned label indicates whether
a corresponding dropped pronoun is preceding the word. Their classifier explores
lexical, part-of-speech tags, and parse-based features. Wang et al. [13] propose to
label DPs with parallel training data. All these efforts have improved translation
quality by recovering DPs. Our work is significantly different from them in that
we recover the translation equivalences of DPs rather than their original forms
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in the source language. This allows to avoid the translation ambiguities where a
source pronoun can be translated differently.

3 Background: Attention-Based NMT Architecture

The attention-based NMT is based on an RNN Encoder-Decoder architecture.
It contains two components: one is an encoder part and the other is a decoder
one. Here, we briefly describe the whole framework.

For the encoder part, an encoder first reads a sequence of vectors X =
(x1, x2, ..., xT ) which represents a sentence and among it, X is the input sen-
tence that we want to translate, xj is the jth word embedding in the sentence.
Given an input xt and the previous hidden state ht−1, the RNN encoder can be
formulated as follows:

ht = f(xt, ht−1) (1)

ct =
Tx∑

j=1

αtjhj (2)

αtj =
exp(etj)∑Tx

k=1 exp(etk)
(3)

etj = a(st−1, hj) (4)

where, ct is the context vector, αtj is the weight of hj computed by considering
its relevance to the predicted target word, and etj is an alignment model.

As for the decoder, it consists of another RNN network. Given the context
vector ct calculated from the encoder and all the previously predicted target
words {y0, y1, ..., yt−1}, the target translation Y can be predicted by

P (Y ) =
T∏

t=1

p(yt|{y0, y1, y2, ..., yt−1}, ct) (5)

where Y = (y0, y1, y2, ..., yT ).
The probability for predicting each target word is computed as follows:

p(yt|{y0, y1, y2, ..., yt−1}, ct) = g(yt−1, st, ct) (6)

among which, g often uses a softmax function to compute and st is the hidden
state of the decoder RNN which is computed by st = f(yt−1, st−1, ct).

4 DPs Equivalence Recovery Model

In this section, we describe the DPs equivalence recovery model (DP ERM) in
detail. We also introduce the training and inference process of the DP ERM.
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4.1 The Model

The detection of DPs and the recovery of their translation equivalences can be
considered as a sequence labeling task. The translation equivalences of all DPs
are in a finite set, which are to be predicted in DP ERM. Following Lample
et al. [7], we use the combination of a bidirectional long short-term memory
model (BiLSTM) and a conditional random field model (CRF) to deal with
the DPs sequence labeling task, which we refer to as BiLSTM-CRF model. The
architecture of the combined model is shown in Fig. 2.

Fig. 2. The BiLSTM-CRF model.

On the one hand, the BiLSTM model is able to capture the left and right
contextual information for each word through the forward and backward LSTM
RNN. On the other hand, the CRF model is capable of exploring arbitrary
features that capture relations between labels in neighborhoods making joint and
globally optimal decisions instead of independent decisions on each individual
position. The combination of BiLSTM and CRF enables DP ERM to preserve
these two strengths for recovering DPs equivalences. Similar to Lample et al. [7],
the BiLSTM layer obtains the preliminary results Pi,j , which corresponds to
jth tag score of the ith word in a sentence. The CRF network is used as the
second layer and utilizing the features extracted by BiLSTM layer to perform
the sentence level tagging. The parameter of the CRF layer is a matrix A, where
Ai,j is the score of a transition from the tag i to the tag j. Given a sentence X,
if y = (y0, y1, y2, ..., yn) is the label sequence of the sentence X, then the score
of the label sequence y is computed as follows:

s(X, y) =
n∑

i=0

Ayi,yi+1 +
n∑

i=1

Pi,yi
(7)

where y0 and yn correspond to start and end tags of a sentence separately.
Finally, a softmax function is used to determine the probability of the label
sequence y, which is defined as follows:

p(y|X) =
es(X,y)

∑
es(X,y)

. (8)
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4.2 Training and Inference Process of the DP ERM

In order to train DP ERM, we need to obtain a training corpus where each
translation equivalence is recovered in source sentences. Given a parallel corpus,
we first use Giza++ [8] to get a word alignment between each source and tar-
get sentence. With word alignments, we can easily detect which pronouns on
the target side are aligned to null on the source side. These null-aligned target
pronouns are candidates of translation equivalences for DPs on the source side.
Next, we detect the exact positions of these DPs in source sentences via the
null-aligned target pronouns, we find that it is possible to first detect an approx-
imate position for a DP in the source sentence. If the target words before and
after an unaligned target pronoun are aligned to source words, we consider the
approximate position of the DPs corresponding to the unaligned target pronoun
in-between the source words that are aligned to the target words proceeding and
succeeding the unaligned target pronoun, just like examples shown in Fig. 3.

Fig. 3. Examples of word alignments between DPs and their translation equivalences.

After finding the possible positions of DPs, we put all source pronouns cor-
responding to those unaligned target pronouns into every possible position sep-
arately. In this way, we generate multiple source sentences with recovered DPs,
which all correspond to the same source sentence with pronouns omitted. We
then employ an n-gram language model (LM) [2] which pre-trained on a large-
scale source corpus to score these candidate positions and select the lowest per-
plexity one as the final sequence to insert the translation equivalences of DPs.
After that, we use the processed training data to train the DP ERM.

For inference process, we train a BiLSTM-CRF model [5] on the corpus
created above and use the pre-trained model to recover translation equivalence
of each dropped pronoun for each source sentence of the test data. We regard
the DPs translation recovery on the test data as a sequence labeling problem
where labels are pronoun translations. There are 32 labels (i.e., none, I, me, you,
he, him, she, her, it, we, us, they, them, my, mine, your, yours, his, hers, its, our,
ours, their, theirs, myself, yourself, himself, herself, itself, ourselves, yourselves,
and themselves) in total.
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5 Translating Source Sentences with Translation
Equivalences of DPs

We use a tagging mechanism to translate source sentences with annotated target
pronouns in NMT. The tagging mechanism requires change neither in the NMT
network architecture nor in the decoding algorithm. We just add two markers
“<tag>” and “</tag>” to the beginning and the end of each DP equivalence
(DPE) automatically annotated on the source side by the pre-trained BiLSTM-
CRF model. Similarly, we add these markers to each DPE on the target side
accordingly. By using such tagged instances in training data, we suspect that
NMT model can automatically learn translation patterns triggered by these tags.
Once the markers appear, NMT model considers that a special zone begins
and copy the special zone into target translation surrounding by “<tag>” and
“</tag>” according to the learned patterns. The tagging mechanism we intro-
duce is illustrated in Fig. 4.

Fig. 4. NMT training process with the tagging mechanism.

6 Experiments

Experiments were conducted to evaluate the proposed method on a large-scale
Chinese-English dialog corpus [12] with more than two million sentence pairs
(movie or TV episode subtitles). The detailed statistics of data are listed in
Table 1.

In order to obtain good word alignments, we ran Giza++ [8] on the created
training data together with another larger parallel subtitle corpora1. Further-
more, we pre-trained a tri-gram language model using SRI Language Toolkit [10].
Also, we used the FoolNLTK Toolkit2 to train the BiLSTM-CRF sequence label-
ing model on the training corpus. We then used the pre-trained model to assign
DPEs to proper positions of source sentences. Almost 90% of DPs were recovered
thanks to the alignment information of parallel training corpus.

1 The data were obtained from the website http://opus.nlpl.eu/.
2 An Open-source toolkit at https://github.com/rockyzhengwu/FoolNLTK.

http://opus.nlpl.eu/
https://github.com/rockyzhengwu/FoolNLTK
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We used the FoolNLTK Toolkit which contains the BiLSTM and CRF model
as mentioned before to train the DP ERM on the training corpus as shown in
Table 1. We then used the pre-trained DP ERM to assign 32 labels (as men-
tioned in Sect. 4.2) to each position on the source sentences of both the devel-
opment(tune) set and test set, as shown in Table 1.

Table 1. Statistics of the experimental datasets.

Data Number of sentences Number of Zh prons Number of En prons

Train 2.15M 12.1M 16.6M

Tune 1.09K 6.67K 9.25K

Test 1.15K 6.71K 9.49K

To train the NMT model with the tagging mechanism introduced in Sect. 5.
We limit the vocabularies to most frequent 30K words in both Chinese and
English, covering approximately 97.3% and 99.3% of the words in the two lan-
guages separately, and then merge the two vocabularies. The maximum length
of sentences is set to be longer than 50 for both the source and target side
due to the insertion of extra tagging labels <tag> and </tag>, and thus we
have the same number of training sentences as for the baseline. Except that,
all the settings are the same as those in our baseline model RNNSearch. The
dimension of word embedding is 620 and the size of the hidden layer is set to
1000. Mini-batches were shuffled during training process with a mini-batch size
of 80. Additionally, during decoding process, we use the beam-search algorithm
to optimize the prediction process and the beam size is set to 10.

For end-to-end evaluation, case-insensitive BLEU [9] is used to measure trans-
lation performance and manual evaluation is used to measure recovered DP ERM
quality. We evaluate the numbers and corresponding rate for recovered pronouns
using the DP ERM, the most frequent 3 kinds of recovered DPs in the train-
ing and test data together with their corresponding distributions are shown in
Table 2.

Table 2. Percentages of recovered pronouns in the training and test set.

Recovered DPs (training set) Numbers (ratio)

“it” 85250 (22%)

“i” 85029 (21%)

“you” 78717 (20%)

Recovered DPs (test set) Numbers (ratio)

“you” 48 (47%)

“it” 29 (19%)

“i” 19 (18%)
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Additionally, we also evaluated the accuracy of translating tagged pronouns
using NMT with the tagging mechanism in it and find out that the accuracy of
translating DPs with the tagging mechanism based NMT is 96.1%.

7 Results and Analysis

7.1 Overall Results

Table 3 summarizes the results of translation performance on the Chinese-
English corpus with DPs. “Baseline” was trained and evaluated on the original
training and test data. “+ DPEs manual” indicates that the system is trained on
the training data with DPEs being automatically annotated according to word
alignments and tested on the test set with manually annotated DPEs. And the
“+ DPs manual” indicates a system trained and tested with DPs (automatically
annotated on the training set and manually annotated on the test set) rather
than DPEs. The suffix “ ref” represents a system that is evaluated on the test
set annotated with DPs or translation equivalences of DPs according to refer-
ence translations. And the suffix “ seqlabel” indicates systems evaluated on the
test set annotated with DPs (method of Wang et al. [13]) or DPEs via the pre-
trained sequence labeling model described in Sect. 4. It can be clearly observed
that the proposed DP ERM which recovers translation equivalences of DPs and
translates DPE-annotated source sentences with the tagging mechanism is sig-
nificantly better than the method that recovers source DPs rather than DPEs
in all cases.

As shown in Table 3, the proposed method which recovers the translation
equivalences of DPs and translates the DPE-annotated source sentences with
the tagging mechanism can significantly improves the translation quality in all
cases over recovering source DPs. However, the baseline only achieves 32.04 in
BLEU score on the test set, where there are 3 references per source sentence.
From the results, machine translation of dialogue from a pro-drop language to a
non-pro-drop language is still a challenge for NMT.

We achieve + 4.18 BLEU points over the baseline if we manually recover
source DPs and + 2.98 if we automatically recover them according to reference
translations. These improvements go further to + 5.57 and + 3.94 BLEU points
if we recover DPEs, about 1 BLEU point higher than those with DPs. If we
perform DPE/DPs recovery via the fully automatic sequence labeling method
in Sect. 4, we achieve improvements of + 1.17 and + 0.54 BLEU points. From
the results, recovering DPEs is proved to be better than Wang et al.’s work [13]
in recovering DPs.

7.2 Effect of Recovered DPEs

We further conducted three experiments to compare with three different meth-
ods. As shown in Table 4, note that “+ DPEs manual” means annotating DPs
with corresponding target equivalences, and “+ DPs manual” just annotates
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Table 3. BLEU scores of different DPs recovery methods.

System Test (BLEU) Δ

Baseline 32.04 –

+ DPEs manual 37.61 + 5.57

+ DPs manual 36.22 + 4.18

+ DPEs ref 35.98 + 3.94

+ DPs ref 35.02 + 2.98

+ DPEs seqlabel 33.21 + 1.17

+ DPs seqlabel (Wang et al. [13]) 32.58 + 0.54

Table 4. BLEU scores of different methods recovering DPs on training data.

System Test (BLEU) Δ

+ DPEs manual 37.61 + 5.57

+ half manual 36.41 + 4.37

+ DPs manual 36.22 + 4.18

DPs with their original forms in the source language, and “+ half manual”
means that we recover source DPs first and then manually translate them into
the counterparts in the target language. From the results, using “+ half manual”
to recover the DPs can still gain 0.19 BLEU points over the “+ DPs manual”,
which indicates the advantage of recovering DPEs over DPs.

7.3 Analysis on the DPEs Labeling Accuracy

We compare the labeling accuracy of different methods: manual recovery (MR),
automatic recovery according to reference translations (RR) and completely
automatic recovery (AR) via BiLSTM-CRF as shown in Table 5. We find that
when treating recovery of DPs as sequence labeling problem, we achieve a rela-
tively low F1 score. This suggests that automatically detecting DPEs in appro-
priate positions is nontrivial and challenging. Our DP ERM can be further
improved if we have better detected DPEs, and we will leave this to our future
work.

The precisions and recalls of different DPE recovery methods are listed in
Table 5. From the table, MR obtains the highest F1 score of 76%. The RR and
AR have no alignment information. Therefore, they obtain a lower precision of
69% and 44% respectively. Furthermore, when treating the recovery of DPs as a
sequence labeling problem, it can only recover DPs like ‘I’, ‘me’, ‘it’, ‘you’ and so
on due to little information learned from the training process and mismatching
with surrounding context. Except for ‘it’, other pronouns seriously depend on
the surrounding information of a sentence which is the reason for the low BLEU
score of the translation of DPs.
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Table 5. Precisions and Recalls for different methods of recovering DPs.

Method Precision Recall F1

Manual recovery (MR) 69% 84% 76%

Recovery by references (RR) 80% 29% 43%

Fully automatic recovery (AR) 44% 12% 19%

7.4 Translation Examples

In this section, we present some examples of translating recovered dropped pro-
nouns with our proposed method to show the actual effectiveness of the pro-
posed method. The examples are shown in Table 6. From these examples, we
can obviously find that the dropped pronouns in source sentences are success-
fully detected and recovered with their translation equivalences first and then
translated into the target translations by NMT.

Table 6. Examples of translations with DPEs recovered by DPERM.

8 Conclusion

In this paper, we present a method to recover DPs for NMT from a pro-drop lan-
guage to a non-pro-drop language. We train a sequence labeling style detector to
automatically detect DPs and recover their translation equivalences rather than
themselves. The detector is a BiLSTM-CRF model pre-trained on the training
data, where dropped pronoun equivalences are recovered according to word align-
ments. The pre-trained detector is then used to infer the translation equivalences
of DPs on test set. The recovered DPEs are translated into the target language
via the tagging mechanism. Experiments on a large-scale Chinese-English dia-
log corpus show that recovering DPEs in source sentences has made a greater
improvement than recovering DPs in the source sentence. In our future work,
we plan to further improve the accuracy of recovering translation equivalences
of DPs.
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Abstract. In recent years, neural machine translation (NMT) has made
great progress. Different models, such as neural networks using recur-
rence, convolution and self-attention, have been proposed and various
online translation systems can be available. It becomes a big challenge
on how to choose the best translation among different systems. In this
paper, we attempt to tackle this task and it can be intuitively considered
as the Quality Estimation (QE) problem that requires enough human-
annotated data in which each translation hypothesis is scored by human.
However, we do not have rich data with high-quality human annota-
tions in practice. To solve this problem, we resort to bilingual training
data and propose a new method of mixed MT metrics to automatically
score the translation hypotheses from different systems with their ref-
erences so as to construct the pseudo human-annotated data. Based on
the pseudo training data, we further design a novel QE model based
on Multi-BERT and Bi-RNN with a joint-encoding strategy. Extensive
experiments demonstrate that our proposed method can achieve promis-
ing results for the task to select the best translation from various systems.

Keywords: Machine translation · Evaluation · Deep learning

1 Introduction

With the development of neural machine translation (NMT), online machine
translation platforms can give users more suitable and fluency translation [26].
Various systems use different translation models, ranging from RNN [2] to
Transformer [22]. For a particular sentence, with diversiform decoding meth-
ods [12,16,27,28], NMT models will produce translations with different quali-
ties. How to judge which one is more reliable is an ubiquitous but challenging
problem as we have no reference in practice.

In this paper, we aim to tackle this task – selecting the best translation from
different systems without reference. For this problem, there are some difficulties
need to recover. First, although this task can be treated as the well-studied QE
problem, it needs enough human-annotated scores as labels while it is hard to
get enough high-quality annotated data for training in practice. Second, given
c© Springer Nature Switzerland AG 2019
J. Tang et al. (Eds.): NLPCC 2019, LNAI 11838, pp. 355–366, 2019.
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the annotated training data, we further need to design a more sophisticated QE
model which can distinguish the difference between similar translations and give
accurate scores. To solve these problems, we propose novel methods and make
the following contributions:

1. To solve the problem of lack of annotated data, we resort to the large scale
bilingual training data and let different translation systems translate the
source sentences of the bitext. We propose a new MT metric enriched with the
BERT sentence similarity to score the translation hypotheses from different
systems and employ the scores to construct the pseudo human annotations.

2. To further improve QE models, we introduce the joint-encoding technique for
both source sentence sand its translation hypothesis based on Multi-BERT.

3. We also analyze the reason why joint-encoding with Multi-BERT can bring
improvements in cross-lingual tasks.

The extensive experiments show that our method is effective in various real
scenarios for the best translation selection. To test the performance of our pro-
posed mixed MT metric, we conduct experiments on WMT 15 metric shared
task and the result demonstrates that our mixed metric can get the best corre-
lation with human direct assessment (DA) scores. We also test our QE model
on WMT 18 shared task and we observe from the experiments that our model
correlates better with sentence-level Terp score than existing QE methods.

2 Data Construction Strategy Based on Mixed Metrics

As we described above, MT evaluation without reference always needs a big
amount of annotated data. Even for similar language pairs, current SOTA QE
models still need parallel corpus for pre-training to get a better result. Scores
judged by bilingual experts can be trusted. However, too much data to label can
be time-consuming and impractical. Although WMT provides human DA scores
for News Translation task with the quality assurance every year, the annotated
data is still insufficient in some language pairs. In order to get enough annotated
data, we integrate current outstanding metrics and cosine-similarity of BERT
representations (candidate and its reference) smoothly into a new metric using
the SVR regression model. The final score can be calculated as

score =
n∑

i=0

ωiϕ(xi) + b (1)

Where n is the number of metrics we fuse, ϕ is the kernel function, ωi is the
weight for the i-th metric score, b is the bias. The metrics are listed in Table 1.

3 Translation Score Model with Joint-Encoding

Traditional QE model aims at formulating the sentence level score as a con-
straint regression problem respectively. One of the representative methods is
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Table 1. Basic metrics we used for fusion strategy.

ID Metric

1 BERT-Layer1-12 cosine similarity

2 RUSE [17]

3 BEER [21]

4 CharacTER [23]

5 TERp [18]

QuEst++ [20], whose feature extractor is rule-based and regression model is a
SVM. Recently, researchers begin to extract effective features through neural
networks, such as POSTECH [9], UNQE [11], Bilingual Expert [7] and deep-
Quest [8]. In spite that these neural-based feature extractors take the source
sentence information into account, their main module is the language model of
the target language. Obviously, tokens in the source sentence and its machine
translation may not interact with each other, which can be more useful in QE.

With the advent of pre-trained language model like ELMo [14], GPT [15],
BERT [6], multilingual version LMs, like Multi-BERT, XLM [10] appeal to our
attention. These models are based on Transformer [22], a neural network which
can help every token to get attention weights from other tokens. We choose
Multi-BERT to do our tasks.

3.1 Cross-Lingual Joint Pre-training with Multi-BERT

Even though Multi-BERT is multilingual, in its pre-training process, it is still
trained language by language. We aim to adjust the model to be familiar to
inputs combined by both source sentence and target sentence. Therefore, we
train Multi-BERT with parallel data again through the joint-input way.

Model Architecture and Input Example. We keep the architecture of
Multi-BERT, whose layer number L = 12, hidden state H = 768, attention heads
A = 12. The input representation is also as same as original model. We don’t
change the position embedding like XLM [10] because we want to emphasize the
precedence order of source sentence and its reference or its translation.

Pre-training Method. The training task can also be divided into two parts
like BERT [6]. The first one is masked token prediction and the second one is
translation prediction. Different from the process of pre-training in BERT, we
force that [MASK] can only appear in the target sentence. We hope the model
can capture all the source information so that it can predict masked tokens in
target sentence easily. The total procedure can be described in Fig. 1.
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Fig. 1. The training method for Multi-BERT with parallel data

3.2 Fine-Tune with Multi-BERT for QE

Sentence level QE is a sequence regression task. The basic way to handle sequence
regression task is to take the final hidden state for the first token in the input.
However, for handling long-distance dependency, we apply a single layer Bi-RNN
behind BERT. We illustrate the model in Fig. 2(a).

In the model of Bi-RNN, we set the hidden size H2 = 768 and insure the
sequence length is same as Multi-BERT. Finally, we joint the final state from
both directions and get a score by a weight matrix.

Scorequality = Wo × [
−→
hT ;

←−
hT ] (2)

Where Wo is the weight matrix and [
−→
hT ;

←−
hT ] is the final states of forward and

backward directions.

(a) Best translation scoring model
based on Multi-BERT

(b) Quality Estimation model based
on Multi-BERT

Fig. 2. Cross-lingual scoring models based on Multi-BERT
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4 Experiment

4.1 Select Best Translation Based on Multi-BERT

In this part, we will describe the result of the best translation selection task.
The score model we use is as same as what we illustrate in Fig. 2(a).

Experimental Settings. We conduct this part experiments in language direc-
tion from Chinese to English. First, we collect a group of translations from three
different translation systems. One source sentence is aligned to three transla-
tions. In order to judge the transfer ability of our model, we also collect samples
from WMT 2017 Metric shared task in the language direction from Chinese to
English whose distribution is not as same as our data. The basic information of
the dataset is listed in Table 2.

Table 2. Statistics for the best translation selection task in the language direction
zh-en.

Dataset Samples Sentence pairs

Training set 361,414 1,084,242

Test-In set 19,017 57,051

Test-Out set (from WMT17) 1,184 3,552

BERT version is BERT-Base, Multilingual Cased: 104 languages, 12-layer,
768-hidden, 12-heads, 110M parameters. We choose GRU as basic unit for Bi-
RNN, whose hidden layer is 1, hidden size is 1536. For the pre-training of parallel
corpus, we pick up 2M Chinese-English parallel data. The training based on
Multi-BERT cost 1 week on a single GPU. In the process of fine-tuning for
scoring translations, for all models, the epochs are restricted at 3. Batch size is
32. The learning rate is 2e−5.

Experimental Results. The experiment result is shown in Table 3.

– Para-Trained Multi-BERT: The name of our model described in Sect. 3.
– No-Trained Multi-BERT: For comparison, we also use the original Multi-

BERT to do the experiment.
– LASER-cosine similarity: We use the representation for source sentence and

target sentence from LASER. We calculate the similarity of the sentence pair
as the quality score of the translation.

We can get conclusions from Table 3:

1. Multi-BERT trained with parallel data before being applied into the scoring
model can be more accurate in selecting the best translation task.
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Table 3. Results of best translation selection task in the language direction zh-en.

Model Pearson Spearman Best selection accuracy

Para-Trained Multi-BERT 0.7246 0.6929 57.73%

No-Trained Multi-BERT 0.7109 0.6740 56.21%

LASER-cosine similarity 0.3705 0.3191 38.91%

2. The experimental results show that calculating cosine similarity for the two
sentences’ embeddings obtained from LASER is not as good as supervised
method like fine-tuning by Multi-BERT.

Table 4 and Fig. 3 show the size of training set can affect the result. With the
training set getting bigger, the best translation selection task result gets better.
When the training size is enough big, the result becomes stable.

Table 4. Influence of training size on the result of the best translation selection task
in the language direction zh-en.

Sentence paris Pearson Spearman Best selection accuracy

10k 0.6829 0.6529 55.67%

20k 0.6956 0.6665 55.92%

40k 0.7074 0.6762 56.40%

60k 0.7144 0.6831 57.66%

80k 0.7207 0.6895 57.68%

1M 0.7246 0.6929 57.73%

Fig. 3. Influence of training size on the result of best translation selection task in the
language direction zh-en

In our common sense, the greater differences among the translations, the
easier it is to tell them apart. In order to verify our model has the ability like
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human, we pick the samples from our test data according to the score gap which
can reflect the difference between translations. Then, we calculate the best trans-
lation selection accuracy, which was shown in Table 5.

Table 5. Influence of score gap on the result of the best translation selection task in
the language direction zh-en.

Score gap Pearson Spearman Best selection accuracy

Random 0.7246 0.6929 57.73%

≥0.02 0.7212 0.6964 62.79%

≥0.04 0.7167 0.6996 66.54%

≥0.06 0.7157 0.7030 68.70%

≥0.08 0.7246 0.7157 70.86%

≥0.10 0.7211 0.7093 72.90%

Obviously, our model can get more and more accurate result as the score gap
becomes bigger. When the score gap exceeds 0.1, the best translation selection
accuracy can be 72.90%. The finding is as same as what we suspect.

In order to observe the transfer ability of our model, we also do the best
translation task in Test-Out. As our constructed data’s distribution is not as
same as the human DA data, we want to see if the result drops greatly when it
is tested in the data with different distribution. The result is shown in Table 6.

Table 6. Influence of distribution on the result of the best translation selection task
in the language direction zh-en.

Test set Best selection accuracy

Test-In 56.21%

Test-Out 40.70%

From the result shown in Table 6, we can see that the result on human DA
data is lower. However, it is still higher than 33.33%, the random selection result.

4.2 Mixed Metric for Data Construction

Experimental Settings. We use the SVR provided in sk-learn. The kernel
function we used is RBF and the epsilon we set is 0.01. We obtain the data from
WMT 15–17. The training set is the sentence pairs whose target language is
English in WMT 16–17 and we use data obtained from WMT 15 for testing.
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Experimental Results. In Table 7, we evaluate our mixed metric on two types
of correlation index, Pearson and Spearman. Our metric improves the Pearson
correlation from 75% to 77%, outperforming RUSE by 4% to 7% accuracy respec-
tively. We get the similar result in Spearman index, which shows that our mixed
metric is strongly correspond with human judgment.

Table 7. Segment-level Pearson and Spearman correlation of metric scores and DA
human evaluation scores for to-English language pairs in WMT15.

Index Pearson Spearman

Languages cs-en de-en fi-en ru-en cs-en de-en fi-en ru-en

Fuse-SVR 0.760 0.772 0.772 0.755 0.752 0.746 0.757 0.727

RUSE [17] 0.703 0.732 0.707 0.712 0.694 0.708 0.680 0.684

BERT-Layer12 0.550 0.543 0.550 0.531 0.589 0.585 0.612 0.570

characTER [23] 0.552 0.608 0.584 0.629 0.536 0.593 0.542 0.594

BEER [21] 0.555 0.595 0.602 0.621 0.539 0.545 0.552 0.579

TERp [18] 0.485 0.559 0.531 0.569 0.480 0.530 0.482 0.545

4.3 QE Model with Joint-Encoding and LASER Cosine Similarity

In this part, our QE model is a bit different from what we describe in Fig. 2(a).
We concatenate the LASER cosine similarity into the token level and the base-
line feature before the final weight matrix to get a more accurate result. We
concatenate the LASER [1] representations of source sentence and its trans-
lation. Through a DNN, we can get a fixed dimensional representation of the
similarity of cross-lingual sentence pair. The model is shown as Fig. 2(b).

Experimental Settings. In the LASER model, DNN output size is 512. We
choose GRU as basic unit for Bi-RNN, whose hidden layer is 1, hidden size is
1280. The number of baseline features is 17. We use the parallel data of German
and English from WMT, whose total sentence pairs is 2M. BERT version and
other settings are same as described in Sect. 4.1.

Experimental Results. We conduct the experiment in the language pair:
German to English. The result is shown in Table 8.

– Train+Baseline+LASER: We add the baseline features and laser features into
the model based on Multi-BERT trained by parallel data.

– No-train+Baseline+LASER: Different from the above, we just use the original
Multi-BERT.
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Table 8. Results of sentence level QE on WMT 2018 shared task de-en.

Model Pearson Spearman MAE RMSE

Train+Baseline+LASER 0.7814 0.7427 0.0921 0.1292

UNQE [11] 0.7667 0.7261 0.0945 0.1315

Bilingual Expert [7] 0.7631 0.7318 0.0962 0.1328

No-train+Baseline+LASER 0.7533 0.7083 0.0974 0.1359

Split+Concat 0.3853 0.3440 0.1582 0.2049

Baseline-QuEst++ [20] 0.3323 0.3247 0.1508 0.1928

– Split + Concat: In order to prove the joint-encoding is effective, we put the
source sentence and target sentence into Multi-BERT separately and concate-
nate the outputs from BERT before putting into Bi-RNN.

We can see that our parallel-trained BERT get the best result in WMT
18 QE shared task in DE-EN direction, outperforming Bilingual Expert and
UNQE more than 1% in Pearson and Spearman correlation. However, original
Multi-BERT cannot surpass Bilingual Expert [7], which shows that trained with
parallel corpus by joint-encoding way can help Multi-BERT capture the relation-
ship between source sentence and target sentence accurately. We will explain this
finding in Sect. 5. From the table, We also find that encoding sentence indepen-
dently by Multi-BERT and then joint the hidden states cannot get a satisfying
result. We suspect the reason is that the two sentences cannot interact with each
other and a single layer Bi-RNN is not enough to capture their inner relations.

5 Analysis

In this section, we will briefly analyze the influence of joint-encoding pre-training
for cross-lingual tasks. We give our explanation in two aspects, cross-lingual word
translation accuracy and cross-lingual attention distribution.

5.1 Word Translation Accuracy

Context word embedding can be changed when the same word in different sen-
tences. We suspect that our joint-encoding pre-training strategy can changed
the word embedding space to some extent and the words whose semantics are
similar in two different languages can be made close to each other. To verify
our hypothesis, we acquire the bilingual dictionary MUSE [5] used. We put the
words into Multi-BERT and our parallel-trained Multi-BERT to get the word
embeddings one by one. As each word is cut into word pieces, we calculate the
average of all the word pieces’ embeddings as the word embedding.

We calculate cosine-similarity for each word-pair, including internal language
words and external language words. We count the number of words of its trans-
lations in the top five most similar words, which was list in Table 9.
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Table 9. The information of word translations at top-5 most similar words list.

Model Top@5 num Total num Top@5 accuracy

Original Multi-BERT 72 3065 2.349%

Parallel-trained Multi-BERT 1279 3065 41.729%

For words in English or Chinese, using Parallel-Trained Multi-BERT to get
the representations, their translations in the other language can appear in the
Top5 most similar word list at a high ratio, 41.729%, which improves greatly
than original Multi-BERT. We think that it can be useful in cross-lingual tasks.

5.2 Cross-Lingual Attention Distribution

We also observe the attention weights from source sentence to its reference
or translation. Interestingly, we find that words with similar semantic in two
languages can mind each other in Parallel-Trained Multi-BERT, as is shown
in Fig. 4(a). However, original Multi-BERT provides attention weights approxi-
mately averagely for words as is shown in Fig. 4(b).

(a) attention weights get from oiginal
parallel-trained Multi-BERT

(b) attention weights get from oiginal
Multi-BERT

Fig. 4. Cross-lingual attention visualization in different models with joint-encoding

We think that joint-encoding pre-training can also help words in different
languages mind each other, especially the words have similar semantic. And this
is the second reason we find that joint-encoding is useful in cross-lingual tasks.

6 Related Work

To construct enough data, we use the fusion strategy to get a better metric that
contains advantages of other metrics. DBMFcomb [24] used the fusion method
in WMT 2015. Differently, it is designed to do classification. In 2017, BLEND
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[13], which was mixed by 57 metric, won the first in WMT 2017 Metric shared
task.

In 2014, Zhang et al. [25] proposed bilingually-constrained phrase embed-
dings to estimate the quality of phrase-level translation. From 2015, Quality
Estimation has made great progress. Current baseline model is QuEst++ [20].
These years, more and more researchers begin to use neural network to solve
the problem. Kim et al. presented POSTECH [9], an estimator-predictor frame-
work based on RNN. UNQE [11] is modified from POSTECH, which combines
the estimator and predictor together to help its feature extractor get more use-
ful information for regression. Bilingual Expert [7] is the SOTA model, whose
feature extractor is based on Transformer [22].

7 Conclusion

In this paper, we present novel methods to tackle the task of selecting the best
translation from different systems without reference. To construct enough anno-
tated data, we design a new MT metric which is mixed with other effective met-
rics to automatically obtain pseudo human-annotated scores. To improve the QE
model, we propose a novel method that uses joint-encoding strategy to handle
this kind of cross-lingual task. Experimental results verify the effectiveness of
our method in choosing the best translation from various systems. Furthermore,
the supplementary experiments and analysis demonstrate the superiority of our
proposed mixed MT metric and QE model.
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Abstract. The approach based on translation pieces is appealing for
neural machine translation with a translation memory (TM), owing to
its efficiency in both computation and memory consumption. Unfortu-
nately, it is incapable of capturing sufficient contextual translation lead-
ing to a limited translation performance. This paper thereby proposes
a simple yet effective approach to address this issue. Its key idea is to
employ the word position information from a TM as additional rewards
to guide the decoding of neural machine translation (NMT). Experi-
ments on seven tasks show that the proposed approach yields consistent
gains particularly for those source sentences whose TM is very similar
to themselves, while maintaining similar efficiency to the counterpart of
translation pieces.

Keywords: Word position · Translation memory · Neural machine
translation

1 Introduction

A translation memory (TM) provides the most similar source-target sentence
pairs to the source sentence to be translated, and it yields more reliable trans-
lation results particularly for those matched segments between a TM and the
source sentence [9]. Therefore, a TM has been widely used in machine translation
systems. For example, various research work has been devoted to integrating TM
into statistical machine translation (SMT) [4,6,12]. As an evolutional shift from
SMT to the advanced neural machine translation (NMT), there are increasingly
interests in employing TM information to improve the NMT results.

Li et al. and Farajian et al. proposed a fine tuning approach in [2,5] to
train a sentence-wise local neural model on top of a retrieved TM, which was
further used for testing a particular sentence. Despite its appealing performance,
the fine-tuning for each testing sentence leads to the low latency in decoding.
On the contrary, in [3] and [13], the standard NMT model was augmented by
additionally encoding a TM for each testing sentence. The proposed model was
c© Springer Nature Switzerland AG 2019
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trained to optimize for testing all source sentences. Although these approaches
[3,13] are capable of capturing global context from a TM, its encoding of a TM
with neural networks requires intensive computation and considerable memory,
because a TM typically encodes much more words than those encoded by a
standard NMT model.

Thankfully, a simple approach was proposed in [14], which was efficient in
both computation and memory. Rather than employing neural networks for TM
encoding, they represent a TM for each sentence as a collection of translation
pieces consisting of weighted n-grams in a TM, whose weights are added into
NMT probabilities as rewards. Unfortunately, because translation pieces capture
very local context in a TM, this approach can not generate good translations
when a TM is very similar to the testing sentence: in particular, the translation
quality is far away from perfect even if the reference translation of the source
sentence is included in the training set as argued by [13].

To address the above issue, this paper proposes a word position aware TM
approach which captures more contextual information in a TM while maintain-
ing similar efficiency to [14]. Our intuition is that: when translating a source
sentence, if a word y is at the position i of a target sentence in a TM, and the
word y should be in the output, then the position of y in the output should be
not far away from i.

To put this intuition into practice, we design two types of position rewards
according to the normal distribution and then integrate them into NMT with
translation pieces. We apply our approach to Transformer, a strong NMT system
[11]. Extensive experiments on seven translation tasks demonstrate the proposed
method delivers substantial BLEU improvements over Transformer and it further
consistently and significantly outperforms the approach in [14] over 1 BLEU score
on average, while our running speed is almost the same as that in [14].

2 Background

2.1 NMT

In this paper, we use the state-of-the-art NMT model, Transformer [11], as our
baseline. Suppose x =

〈
x1, . . . , x|x|

〉
is a source sentence with length |x| and

y =
〈
y1, . . . , y|y|

〉
is the corresponding target sentence of x with length |y|.

Generally, for a given x, Transformer aims to generate a translation y according
to the conditional probability P (y|x) defined by neural networks:

P (y|x) =
|y|∏

i=1

P (yi|y<i,x) (1)

where y<i = 〈y1, . . . , yi−1〉 denotes a prefix of y with length i−1. To expand
each factor P (yi|y<i,x), Transformer bases on the encoder-decoder framework
similar to the standard sequence-to-sequence learning in [1].

More specifically, in encoding x, an encoder is composed of L layers of neural
networks. During decoding process, the Transformer is also composed of L layers
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Fig. 1. An example of translation pieces in translation memory. The red part is
employed to extract translation pieces, such as “gets”, “object”, “object that”, “object
that is”, “object that is associated” and “that” etc. (Color figure online)

of neural networks as mentioned in [11]. The factory P (yi|y<i,x) can be defined
as following:

P (yi|y<i,x) = softmax
(
φ(hD,L

i )
)

(2)

where hD,L
i indicates the ith hidden unit at Lth layer under the encoder-decoder

framework, and φ is a linear network to project the hidden unit to a vector with
dimension of the target vocabulary size.

The standard decoding algorithm for NMT is beam search. Namely, at each
time step i, we keep n-best hypotheses. The probability of a complete hypothesis
is computed as following:

log P (y|x) =
|y|∑

i=1

log P (yi|y<i,x) (3)

2.2 Translation Pieces

For a source sentence x to be translated, we use an off-the-shelf search engine
to retrieve a set of source sentences along with corresponding translations from
translation memory (TM), and then get the TM list {(xm,ym)|m ∈ [1,M ]}.
Then, we calculate the similarity between x and xm as following [3]:

sim(x,xm) = 1 − dist(x,xm)
max(|x|, |xm|) (4)

where dist(·) denotes the edit-distance and |x| denotes the word-based length
of x.

Following [14], we firstly collect translation pieces from the TM list. Specif-
ically, translation pieces (up to 4-grams) are collected from the retrieved target
sentences ym as possible translation pieces Gm

x for x, using word-level alignments
to select n-grams that are related to x and discard others. For example, in Fig. 1,
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Fig. 2. Adding word position rewards into the NMT output layer. v refers to a word
in the target vocabulary, and i′ refers to the expected position of word v3 according to
TM. Therefore, the position reward at time i′ is larger than that at time i.

the red part of the retrieved TM target sentence is employed to extracted trans-
lation pieces for the source sentence, such as “gets”, “object” and “object that”
etc. While the black part of the TM target sentence is the unmatched piece
that will not be collected. Formally, the translation pieces Gx from TM are
represented as:

Gx = ∪M
m=1G

m
x (5)

where Gm
x denotes all weighted n-grams from 〈xm,ym〉 with n up to 4.

Secondly, we calculate a score for each u ∈ Gx. The weighted score for each
u measures how likely it is a correct translation piece for x based on sentence
similarity between the retrieved source sentences {xm|m ∈ [1,M ]} and the input
sentence x as following:

sp(x, u) = max
1≤m≤M∧u∈Gm

x

sim(x,xm) (6)

And then, as shown in Fig. 2(a)(b), an additional translation piece reward
for the collected translation pieces will be added to NMT output layer according
to:

Rp(yi|y<i,x) = λ

4∑

n=1

δ
(
yi
i−n+1 ∈ Gx, sp(x, u)

)
(7)

where λ can be tuned on the development set and δ(cond, val) is computed as:

δ(cond, val) =
{

0 if cond is false
val if cond is true

(8)



Word Position Aware Translation Memory for Neural Machine Translation 371

Fig. 3. An example of word position relationship between translation memory and
decoding step. Position i refers to the decoding step and i∗ refer to the global position
information according to TM. The same color position numbers (except gray) represent
the position relationship between translation memory and each decoding step in the
NMT output layer. For example, at decoding step 4, the positions of output word
“object” are 3 and 7 in TM as shown in red. (Color figure online)

Finally, based on Eqs. 2 and 7, the updated probability P ′(yi|y<i,x) for the
word yi is calculated by:

P ′(yi|y<i,x) = P (yi|y<i,x) × eRp(yi|y<i,x) (9)

In this section, we provide a brief summary of how to use retrieved translation
pieces in TM for NMT. For more details, we refer readers to [14].

3 Word Positions Aware TM

In order to improve greatly the translation quality, we hope the NMT output
majorly follows the target sentences of TM. Although translation pieces are very
useful to accomplish word selection, it is hard to capture sufficient contextual
information beyond 4-grams in a TM, leading to the limited translation perfor-
mance: in particular, given the TM source sentence, it is hard for the translation
pieces to guide the NMT model to generate the reliable translation even if its
reference is in the TM.

Then, inspired by our intuition stated in Sect. 1, we study the position of
word y in the collected translation pieces, and find that:

– If there is a low similarity between the TM source sentence and the input
sentence, the positions of word y in translation pieces are less helpful to
guide the decoding process.

– In the middle similarity situation, the positions of word y in translation pieces
are helpful to guide the decoding process.

– In the high similarity situation, the positions of word y in translation pieces
are very helpful to guide the decoding process.
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In general, word positions may be helpful to supply more contextual infor-
mation or long distance knowledge, and it depends on the similarity between
the source and the TM source sentences. As shown in Fig. 3, if the TM source
is highly similar to the source, the word position i′ in the TM target should be
not far away from the word position i in the decoding process. For example, at
decoding step 4, the positions of output word “object” are 3 and 7 in TM as
shown in red.

Therefore, if we consider the global position of a word in a TM, it is possible
to improve NMT with translation pieces. Hence, we try some methods to capture
the position distribution such as the linear distribution, the normal distribution,
and the multinomial distribution. Finally, we select the normal distribution. As
shown in Fig. 2(a)(c), v refers to a word in the target vocabulary, and i′ refers
to the expected position of word v3 according to TM. And we add word position
rewards into the NMT output layer according to normal distributions. Therefore,
the position reward at time i′ is larger than that at time i.

In this paper, we will design two types of position rewards, namely sentence
level rewards and piece level rewards, for the given target word v from the
retrieved TM according to normal distributions as follows.

3.1 Sentence Level Position

To capture contextual information or long distance knowledge, in this paper, we
use the normal distribution to represent the relationship between positions. And
we adopt the top-1 TM instance xm,ym to learn the parameters of distributions
for word positions at the sentence level. Finally, the mathematical expectation of
the normal distribution is i′ and the standard deviation is 2·sim(x,xm). Specifi-
cally, for the target word yi and the translation target position i during decoding,
the corresponding position score sps at the sentence level is calculated as follow-
ing:

sps(x, yi, i) =
e− 1

2 ·
(

i−i′
2·sim(x,xm)

)2

2
√

2π · sim(x,xm)
(10)

where i′ refers to the position of the word yi in ym.
Then, an additional sentence level position reward is calculated as following:

Rps(yi|i,y<i,x) = δ
(
yi ∈ xm, sps(x, yi, i)

)
(11)

In this way, the NMT results capture sentence level patterns as we expected,
overcoming the limitation of translation pieces and the presence of mismatched
source words.

3.2 Piece Level Position

The piece level positions are beneficial to help the underlying NMT system to
further capture local patterns. Similar to integrating the sentence level position
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above, the score of piece level position n (0 ≤ n ≤ 3) of the word yi in the
collected translation piece u is simply based on the standard normal distribution
with the mathematical expectation is 0 and the standard deviation is 1:

spp(x, yi, n) =
e− (n+1)2

2√
2π

(12)

where n refers to the relative position of the word yi in the piece u. For example,
as shown in Fig. 3, the translation pieces are collected using the method stated in
Sect. 2.2; such as “associated”, “is associated”, “that is associated” and “object
that is associated” are collected. And at time step 7 when decoding the word
“associated” in the NMT output layer, the values of n in those four pieces are
0, 1, 2 and 3, separately.

As a result, an additional piece level position reward can be added according
to:

Rpp(yi|i,y<i,x) = λ

3∑

n=0

δ
(
yi
i−n+1 ∈ Gx, spp(x, yi, n)

)
(13)

In summary, at each time step i, we update the probabilities over the out-
put vocabulary and increase the probabilities of those that match the expected
positions according to:

P ′(yi|y<i,x) = P (yi|y<i,x)×eRp(yi|y<i,x)×eRps(yi|i,y<i,x)×eRpp(yi|i,y<i,x) (14)

4 Experiments

In this section, we demonstrate, by experiments, the advantages of the proposed
model: it yields better translation on the basis of [14] with the help of word
positions from translation memory; and it still be able to keep the low latency
in terms of running time mainly because of the lightweight position formulation
using normal distributions.

4.1 Settings

To fully explore the effectiveness of our proposed model, we conduct translation
experiments on 7 language pairs, namely, zh-en, fr-en, en-fr, es-en, en-es, de-en,
and en-de. And we use case-insensitive BLEU score on single references as the
automatic metric [7] for translation quality evaluation. We collect about 2 million
news sentences from several online news websites for zh-en experiments, and
manage to obtain pre-processed JRC-Acquis corpus from [3] for other language
pairs. The highly related text in the corpus is suitable for us to make evaluations.
For each language pair, we randomly select 2000 samples to form a development
and a test set respectively. The rest of the pairs are used as the training set.
In addition, we employ Byte Pair Encoding [8] on the previous datasets. We
maintain a source/target vocabulary of 35k tokens for each language pair.
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Fig. 4. An example of translation results generated by other methods and our model.
TM Source denotes the sentence that is most similar to the input. TM Target
denotes the target sentence of the TM source. The blue parts in the TFM-* are the
translation pieces extracted from the TM target according to word alignments. Under-
translation in the input and its corresponding in the reference are shown in red. (Color
figure online)

As the proposed method is directly build upon the Transformer architecture
[11], which is referred to as TFM in this paper. Following [14], we implement
translation pieces based system on top of Transformer for fair comparison, and it
is denoted by TFM-P. The implemented systems for the proposed word position
integration methods are denoted by TFM-PS and TFM-PSP for the sentence
level positions and the sentence + piece level positions, respectively.

For each sentence, we retrieve 100 translation pairs from the training set by
using Apache Lucene, and score them with fuzzy matching score, finally select
top N = 5 translation sentence pairs as the TMs for the sentence x to be
translated.

Furthermore, since there is a hyper-parameter λ in the system TFM-PSP
(the same principle for TFM-P and TFM-PS) which is sensitive to the specific
translation task, we tune it carefully on the development set for all translation
tasks.

4.2 Results and Analysis

Some of translation examples are given in Fig. 4. As shown in Fig. 4, TFM and
TFM-P have under-translations while TFM-PS and TFM-PSP don’t. Under-
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translation refers to that some source words are not translated. Our proposed
methods can make full use of the fragment information in TM target and obtain
translation results which are highly similar to those in TM target, with the help
of word positions from translation memory.

Table 1. Translation accuracy in terms of BLEU on 7 translation tasks. Best results
are highlighted.

zh-en fr-en en-fr es-en en-es de-en en-de

Dev

TFM 41.59 65.29 64.46 64.96 62.09 60.50 54.06

TFM-P 48.87 70.74 68.94 67.10 67.35 65.48 60.86

TFM-PS 50.57 71.12 69.46 68.90 67.76 65.96 61.66

TFM-PSP 50.70 71.18 69.49 69.02 67.87 65.99 61.71

Test

TFM 40.14 65.43 64.07 63.92 61.48 60.37 53.38

TFM-P 46.65 70.95 69.12 67.32 66.95 65.13 60.06

TFM-PS 48.82 71.00 69.45 68.28 67.17 65.49 60.77

TFM-PSP 48.84 71.01 69.50 68.51 67.22 65.54 60.81

Table 2. Similarity Analysis - Translation quality (BLEU score) on zh-en task for
the divided subsets according to similarity. Best results are highlighted.

Dev Test

Similarity [0.0,0.4) [0.4,0.7) [0.7,1.0] [0.0,1.0] [0.0,0.4) [0.4,0.7) [0.7,1.0] [0.0,1.0]

Ratio(%) 70.64 8.06 21.30 100.00 72.98 7.37 19.65 100.00

TFM 37.39 49.01 49.05 41.59 36.83 49.11 46.83 40.14

TFM-P 37.60 57.77 71.67 48.87 37.53 56.05 66.93 46.65

TFM-PS 37.62 59.19 77.55 50.57 37.57 57.08 75.60 48.82

TFM-PSP 37.61 59.45 78.13 50.70 37.54 57.03 75.90 48.84

Translation Accuracy. Table 1 shows the main experimental results. From the
overall perspective, we can see that our methods outperform the baseline TFM-
P system 0.1–2.2 BLEU points varying as tasks. The zh-en translation task
obtains the maximized promotion with the word position integration, while the
fr-en translation task cannot make an immediate benefits as the bold numbers
shown in Table 1. The main reason is that the baseline is extraordinarily strong
(fr-en: 70.95 vs zh-en: 46.65), and this result is still consistent with the discovery
reported in [14].
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Influence on Similarity. In order to dig deeper on the influence of various
similarities, we reported the translation quality on zh-en task for the divided
subsets according to similarity, in terms of BLEU and TER [10] as shown in
Tables 2 and 3, respectively.

The low similarity subset which is in the range of [0.0, 0.4), does little to help
the result. And the middle similarity subset [0.4, 0.7) obtains improvements by 1
BLEU point. The high similarity subset that is in the range of [0.7, 1.0], obtains
significant improvements, up to 9 BLEU points and down to 9.16 TER (The
lower the TER value, the better) points for the test set, respectively, with the
help of word position rewards as we expected according to [13].

Table 4 shows statistics of each dev and test set on seven translation tasks
where sentences are grouped by their similarity scores. In addition, the sentence
level word positions are the main contributors to the quality improvement. In
this way, we can conclude that the word positions extracted from TM are efficient
to improve the final translation results in most cases, especially for those source
sentences that are very similar to TM.

Table 3. Similarity Analysis - Translation quality (TER score) on zh-en task for
the divided subsets according to similarity. Best results are highlighted.

Dev Test

Similarity [0.0,0.4) [0.4,0.7) [0.7,1.0] [0.0,1.0] [0.0,0.4) [0.4,0.7) [0.7,1.0] [0.0,1.0]

Ratio(%) 70.64 8.06 21.30 100.00 72.98 7.37 19.65 100.00

TFM 50.85 40.74 40.08 47.20 50.68 40.86 42.59 48.07

TFM-P 50.81 36.20 25.41 43.00 50.59 35.32 30.77 45.00

TFM-PS 50.83 35.10 20.21 41.60 50.44 35.23 21.75 42.75

TFM-PSP 50.84 35.01 19.65 41.50 50.45 35.27 21.61 42.74

Table 4. Composition of dev and test sets based on similarity score on 7 translation
tasks.

(Dev | Test)

Ratio(%) zh-en fr-en en-fr es-en en-es de-en en-de

[0,0.1) 4.03 | 5.23 1.35 | 0.85 0.25 | 0.35 0.20 | 0.15 1.50 | 1.20 0.45 | 0.45 2.00 | 1.80
[0.1,0.2) 43.74 | 42.81 9.85 | 11.3 4.85 | 6.55 5.45 | 4.95 10.00 | 11.20 9.65 | 9.25 12.45 | 13.25
[0.2,0.3) 16.23 | 18.55 11.10 | 10.05 12.15 | 10.55 15.00 | 15.30 13.55 | 13.75 13.45 | 14.65 11.40 | 11.55
[0.3,0.4) 6.64 | 6.38 10.00 | 10.40 10.90 | 10.50 13.25 | 11.90 10.15 | 8.45 10.85 | 10.80 10.35 | 9.20
[0.4,0.5) 3.00 | 2.97 7.90 | 7.15 7.40 | 8.30 8.20 | 8.60 7.80 | 6.25 8.50 | 7.95 7.00 | 6.05
[0.5,0.6) 2.89 | 2.37 8.65 | 8.10 11.55 | 10.05 8.60 | 10.45 6.50 | 9.40 8.55 | 8.65 8.30 | 8.85
[0.6,0.7) 2.18 | 2.03 10.15 | 10.65 10.50 | 10.30 8.45 | 8.65 8.65 | 8.05 8.60 | 8.15 7.80 | 7.70
[0.7,0.8) 2.89 | 2.70 13.00 | 12.90 12.75 | 14.10 9.00 | 9.30 8.80 | 9.35 9.40 | 9.75 8.55 | 9.85
[0.8,0.9) 5.77 | 5.50 15.05 | 15.55 16.30 | 16.20 16.30 | 15.65 16.25 | 16.15 17.65 | 15.70 17.20 | 17.00
[0.9,1) 12.58 | 11.45 12.95 | 13.05 13.25 | 13.10 15.65 | 15.05 16.80 | 16.20 12.90 | 14.65 14.95 | 14.75
[0,1) 100 | 100 100 | 100 100 | 100 100 | 100 100 | 100 100 | 100 100 | 100
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Running Time. We eliminate the retrieval time and directly compare running
time for neural models as shown in Table 5. From this table, we observe that our
proposed approach still be able to keep the low latency, compared to the baseline
TFM-P employing translation pieces, and our system TFM-PSP achieves better
translation performance with sentence and piece level positions.

Hyper-parameter Robustness. At last, we try to verify the robustness of the
hyper-parameter λ among various translation tasks, and show the search process
in Table 6 on zh-en task. As shown in Table 6, there is enough parameter space
for λ to keep smaller translation quality volatility. In general, we can search a
better value for λ in the range of [1.0, 1.3] for other translation tasks.

In summary, the extensive experimental results show that the proposed app-
roach achieves better translation on the basis of [14] with the help of word
positions from TM, especially for those source sentences that are very similar to
TM. In addition, this approach still be able to keep the low latency in terms of
running time.

5 Related Work

In SMT paradigm, many research works are devoted to integrating a translation
memory into the SMT [4,6,12]. Such as [4] extracted bilingual segments from a
TM which matched the source sentence to be translated, and adopted SMT to
decode for those unmatched parts of the source sentence.

Table 5. Running time in terms of seconds/sentence on zh-en task. The average lengths
of sentences in Dev and Test are 31.34 and 31.17 words/sentence, respectively.

TFM TFM-P TFM-PS TFM-PSP

Dev 0.31 0.76 0.76 0.86

Test 0.31 0.76 0.71 0.85

Table 6. Translation quality (BLEU score) among various values of λ on zh-en task.

λ 1.0 1.1 1.2 1.3 1.4

Dev 50.36 50.70 50.58 49.99 49.92

Test 48.82 48.84 48.89 48.70 48.15

Recently, TM based NMT has been witnessed the increasing interests. As
NMT does not explicitly rely on the translation rules as SMT, many works
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resort to different approaches. For example, Li et al. and Farajian et al. [2,5]
proposed a fine tuning approach to train a sentence-wise local neural model on
top of a retrieved TM, which was further used for testing a particular sentence.
The standard NMT model was augmented by additionally encoding a TM for
each testing sentence in [3] and [13], and the proposed global models were trained
to optimize for testing all source sentences. However, the above two approaches
require intensive computation and considerable memory.

Considering the complexity in computation and memory, a simple and effec-
tive method that retrieved translation pieces to guide NMT for narrow domains
was proposed in [14]. Their method was effective and simple, however, it can only
captured local information in a hard manner while ignoring the global informa-
tion in TM. Hence, in order to keep the low complexity and capture both global
and local context information, in this work, we study the distribution of word
positions in the collected translation pieces from TM, and employ the word
position information as additional rewards to guide the decoding of NMT.

6 Conclusion

To capture sufficient contextual information in translation pieces extracted from
translation memory, we have proposed a novel method that integrates sentence
and piece level positions of translation memory into neural machine translation.
The extensive experimental results on 7 translation tasks have demonstrated that
the proposed method further achieve better translation results on the basis of
integrating translation pieces, especially for those source sentences that are very
similar to those retrieved from translation memory. What’s more, this approach
still be able to keep the low latency and memory consumption, and the system
architecture in brief.
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Abstract. Transformer based encoder has been the state-of-the-art
model for the latest neural machine translation, which relies on the
key design called self-attention. Multi-head attention of self-attention
network (SAN) plays a significant role in extracting information of the
given input from different subspaces among each pair of tokens. How-
ever, that information captured by each token on a specific head, which
is explicitly represented by the attention weights, is independent from
other heads and tokens, which means it does not take the global struc-
ture into account. Besides, since SAN does not apply an RNN-like net-
work structure, its ability of modeling relative position and sequential
information is weakened. In this paper, we propose a method named
Cross Aggregation with an iterative routing-by-agreement algorithm to
alleviate these problems. Experimental results on the machine transla-
tion task show that our method help the model outperform the strong
Transformer baseline significantly.

Keywords: Machine translation · Attention mechanism · Information
aggregation

1 Introduction

Traditional attention mechanism was first introduced in the field of neural
machine translation by Bahdanau et al. [1] and then its variants quickly become
the essential technique in achieving promising performances in various of tasks
such as document classification [45], speech recognition [6] and many other
applications. Although the neural machine translation has witnessed a revo-
lutionary performance improvement with the use of attention mechanism, most
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work focused on a recurrent neural network (RNN) structure e.g. LSTM [12] or
GRU [5] which cannot support parallel computation conveniently.

In order to address the problem, Vaswani et al. [32] proposed a multi-head
attention mechanism in SAN, which can on one hand support efficiently parallel
computation and on the other hand further improve the performance of neural
machine translation. The basic idea of multi-head attention is to parallelly cap-
ture linguistic information which have been transformed into multiple distinct
subspaces with simple linear transformation functions.

Most existing work based on multi-head attention tend to obtain a better
partial representation on different heads [23], some other studies focus on the
information aggregation across the SAN, e.g. Dou et al. [7] aggregate the hidden
states output in different layers of Transformer encoder as partial input of the
decoder. While the existing methods of information aggregation of SAN do not
pay much attention to the lack of positional information, and that is an obvious
limitation of SAN’s performance, which it has to implement a positional embed-
ding method to alleviate. Besides, since the input sequence is transformed into
multi-dimensional space, aggregating method should naturally conducted from
different directions, which is not seen in the previous work.

In this paper, we propose a method named Cross Aggregation to aggre-
gate global context information in two directions cross with each other. We
choose to leverage the basic algorithm framework of routing-by-agreement [28]
with some multi-head-attention-based features to solve the problems mentioned
above. Basically, the algorithm is to address the problem of assigning different
parts different weights to construct a final whole output. It is implemented in an
iterative way to dynamically update all the weights with quite simple parallel
computations which can benefit from GPU acceleration.

We evaluate the performance of our proposed aggregating method on two
widely-used translation tasks: WMT17 Chinese-to-English and WMT14 English-
to-German. Experimental results demonstrate that our method have better per-
formance over the strong Transformer baseline [32] and other existing NMT
models.

2 Background

Attention mechanism was designed to model the different weights between an
output representation and multiple input representations, which reflects the rel-
evance between the output and each part of input. Recently, Vaswani et al. [32]
proposed a multi-head attention mechanism, which benefits from capturing con-
text relevance information in multiple subspaces with different heads, where each
head represents an individual transformation function.

Formally, given the input of query Q = [q1, . . . ,qL], key-value pairs
{K,V} = {(k1,v1), . . . , (kM ,vM )}, where Q ∈ R

L×d, {K,V} ∈ R
M×d. d

denotes the dimensionality of the hidden states. The output is mapped from
Q, K and V. In multi-head attention, if there are H heads, the Q, K and V will
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be transformed into H subspaces by individual learnable linear transformation
matrix:

Qh,Kh,Vh = QWQ
h ,KWK

h ,VWV
h (1)

where Qh, Kh, and Vh are the transformed representations of h-th head of query,
key and value. The transformation matrices {WQ

h ,WK
h ,WV

h } ∈ R
d× d

H . On each
head, it will apply a attention function Att(·) over the query and the key, then
calculate the weighted average on the value to obtain the partial output:

Oh = Att(Qh,Kh)Vh (2)

where Oh ∈ R
L× d

H . In this paper, we apply the scaled dot-product attention [24]
which achieves promising performance and suitable for parallel computing in
practice [32]:

Att(Qh,Kh) = softmax(Eh) (3)

Eh =
QhKT

h√
d

= [e1,h, . . . , eL,h] (4)

el,h =
qlW

Q
h KT

h√
d

∈ R
M , l = 1, . . . L (5)

where el,h is the attention vector of the l-th query token on the h-th head.

heads

She
gave

me
a

very

good
book

yesterday

Fig. 1. Vertical and horizontal capsules. This illustration shows the matrix form of the
attention results on H heads. The red block represents the vertical capsule E

�
h, and the

blue block represents the horizontal capsule E↔
l . The shadowed orange part is their

overlapping attention vector el,h. (Color figure online)

3 Approach

3.1 Information Aggregation with Capsule Routing

The goal of our work is to aggregate information of other heads and tokens
onto each specific attention vector so that the attention weights can be further
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Algorithm 1. Iterative Simple Routing
Require: L × N vote vectors Vl→n, iteration times T
Ensure: N output capsules Ωn

1: function SimpleRouting(V, T )
2: ∀Vl→n: initialize Bl→n

3: for T iterations do
4: ∀(l → n): Cl→n ← softmax(B∗→n)
5: ∀Ωn: compute Ωn by Eq. 7
6: ∀(l → n): Bl→n += Ωn · Vl→n

7: end for
8: return Ω
9: end function

adjusted according to the global structure and sequential information. There-
fore, an iterative algorithm called routing-by-agreement applied in the capsule
network [28] is suitable for the goal. Concretely speaking, The basic idea of that
algorithm is to iteratively decide the weight of each part which will be gathered
as the final whole output.

In capsule network, one capsule means a group of neurons, and different
capsules can be viewed as the representations of one single entity individually
from multiple perspectives or directions. It was first proposed and applied in
the field of computer vision and it is intuitively for us to find that the multi-
head attention mechanism has a similar structure. We can therefore view any
specific attention vector el,h as a part of two separate capsules: (1) capsule that
consists of all the attention vectors on the h-th head, (2) capsule that consists of
attention vectors of l-th token on all the H heads. Thus, as shown in Fig. 1, in
a matrix way, we call these two types of capsules vertical capsules E�

h ∈ R
L×M

and horizontal capsules E↔
l ∈ R

H×M according to their arrangement directions,
repectively.

3.2 Routing-by-Agreement

In this work, we apply the routing-by-agreement algorithm proposed in paper [28]
named simple routing for the information aggregation task.

Formally, the routing algorithm has two layers which called input capsules
and output capsules. Given N output capsules, each input capsule should have
exactly N corresponding vote vectors to measure the relevance between input
capsule and the associated output capsule. More specifically speaking, given L
input capsules {H1, . . . ,HL}, we have L × N vote vectors calculated by:

Vl→n = HlWl→n (6)
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For each vote vector Vl→n, we maintain a dynamically updated weight Cl→n.
The final output capsule Ωn is calculated by:

Ωn =
‖Sn‖2

1 + ‖Sn‖2
Sn

‖Sn‖ (7)

Sn =
L∑

l=1

Cl→nVl→n (8)

where Eq. 7 is a non-linear function called “squashing” function in paper [28].
Algorithm 1 shows the detail of iterative simple routing mechanism. Bl→n

are set to measure the degree in which one input capsule participates in the
constructing of the final output capsule, and they are initialized as all zero (line
2). To update the dynamic weight Cl→n, it computes the softmax of all the Bl→n

associated with Ωn in the current iteration.

3.3 Cross Aggregation

As shown in Fig. 1, each specific attention vector el,h belongs to two groups of
neurons, i.e., capsules which are cross with each other. And cross aggregation
aims to aggregate information in these two dimensions onto their overlapping
attention vector with simple routing algorithm. Formally, we add the vertical
and horizontal output capsules to the original attention matrix E, i.e., Ê =
E + Ω� + Ω↔. so that the Eq. 3 is rewritten as:

Âtt(Q,K) = softmax(Ê) (9)

And we argue that in the scenario of multi-head attention, each el,h itself can
naturally be the so-called vote vector so that we do not apply a learnable linear
transformation matrices as in the vanilla algorithm.

Vertical Capsule E�
h . Since one vertical capsule has L vote vectors when the

input query has that length, we will therefore obtain L output vertical capsules
through the simple routing algorithm:

V�
h→l = el,h (10)

Ω̃� = SimpleRouting({E�
h}, T ) ∈ R

L×M (11)

In previous work [26,27], the multi-layer SAN was found having a hierarchical
feature that it captures lexical information in the lower layers while higher layers
tend to learn semantical information. Therefore we consider that the same head
in different layers will accept the global information in different degrees. To
measure the acceptance extent we simply assign a learnable weight for each
head in each layer based on their voting weights on the final iteration stage:

Ω� = [λ�
1Ω̃

�, . . . , λ�
HΩ̃�] (12)

Λ� = softmax(W�[
L∑

l=1

B1→l, . . . ,

L∑

l=1

BH→l]) (13)
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Horizontal Capsule E↔
l . Basically, the processing method of L horizontal

capsules {E↔
l } can be similar with that of the vertical capsules, i.e., assign

V↔
l→h = el,h for each horizontal capsule E↔

l and apply the simple routing algo-
rithm.

However, in this way it will omit some essential features that are not owned
by vertical capsules. Therefore we here propose two methods: positional capsule
routing and self initialization.

Positional Capsule Routing. Different from vertical capsules which are order
independent, the position arrangement of L horizontal capsules contains the
sequential information of the input hidden states. Therefore, simply aggregating
all the horizontal capsules without considering the inner order of the sequence
will only make it become a complicated bag-of-words model. To let the model
be aware of that inner order, we propose the positional capsule routing method.

…

She
gave

me
a

very

good
book

yesterday

Fig. 2. Positional capsule routing

As shown in Fig. 2, for each token of the input query hidden states we apply
a partial simple routing algorithm to obtain the corresponding Ω̃↔. Concretely
speaking, for each specific horizontal capsule, we only apply the aggregation on
the capsule set that excludes the capsules below itself, which means the tokens
appear relative later in the input sequence will not be aggregated:

Ω̃↔
l = SimpleRouting({E↔

t≤l}, T ) ∈ R
H×M

Ω↔ = [Ω̃↔
1 , . . . , Ω̃↔

L ]
(14)

Here the reason we do not further apply a similar “backward” positional
routing on those horizontal capsules is that if we calculate both the forward and
backward output capsules, it would be confused for the network to determine
the real token order. Since each final output capsule Ω̃↔

l would therefore come
from two sources, forward and backward, and for the corresponding l-th token,
it would be hard to tell which part some other token belongs to.

Self Initialization. In the vanilla version of simple routing, the weights of vote
vectors are all assigned zero at the initialization phase of the algorithm. One
explanation for doing so is that for a general aggregation task, we do not have
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prior knowledge about the possible weight distribution of the aggregated parts,
otherwise we could initialize them with different values. Here in the situation of
SAN, we expect it would be naturally that each element of the attention vector
el,h measures the prior voting weight for each token pair. More specifically, in the
multi-head attention network of encoder, where the Q = K = V, the attention
weight of the l-th token to the m-th token on the h-th head αh

l,m itself, which
we think, can be the initialization weight when computing the output capsule
for the l-th token. Therefore the initialized weight is calculated by:

Binit
t→h = αh

l,t, t ≤ l

αh
l,t =

qlW
Q
h (ktWK

h )T√
d

(15)

when applying Eq. 14.

Table 1. Translation performances of model variations on WMT17 Chinese-to-
English (Zh⇒En) task. “↑ / ⇑”: significantly better than the baseline counterpart
(p < 0.05/0.01).

# Model BLEU Δ

1 Transformer-Base 24.28 –

2 + Horizontal w/Zero Initialization 24.76 +0.48

3 + Horizontal w/Self Initialization 24.88↑ +0.60

4 + Vertical + Horizontal w/Zero Initialization 25.02⇑ +0.74

5 + Vertical + Horizontal w/Self Initialization 24.68 +0.40

4 Experiment

4.1 Setup

We conduct experiments on widely-used WMT17 Chinese-to-English (Zh⇒En)
and WMT14 English-to-German (En⇒De) datasets. For Zh⇒En task, the par-
allel corpus dataset contains total 20.6M sentence pairs, but we only keep those
with the sentence length less than 50. The newsdev2017 is used as the validation
set and the newstest2017 as the test set through the training process. While
for En⇒De task, the dataset consists of 4.6M sentence pairs, and we choose
newstest2013 as the validation set and newstest2014 is used to test the model
performance. We employ byte-pair encoding (BPE) [29] and set the merge oper-
ations as 32 K for both WMT17 and WMT14 in order to reduce the vocabulary
size.

We implement our proposed approach on the Transformer model [32]. The
model Transformer-Base and Big differ at word embedding size (512 vs 1024),
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Table 2. Comparing with existing NMT systems on WMT17 Chinese-to-English
(Zh⇒En) and WMT14 English-to-German (En⇒De) tasks.

System Architecture Zh⇒En En⇒De

Existing NMT systems

Wu et al. [40] RNN with 8 layers N/A 26.30

Gehring et al. [8] CNN with 15 layers N/A 26.36

Vaswani et al. [32] Transformer-Base N/A 27.30

Transformer-Big N/A 28.40

Hassan et al. [10] Transformer-Big 24.20 N/A

Li et al. [16] Transformer-Base + Effective Aggregation 24.68 27.98

Our NMT systems

This work Transformer-Base 24.28 27.43

+ Cross Aggregation 25.02 28.04

feed-forward network dimensionality (2048 vs 4096) and the number of attention
heads (8 vs 16). The dropout rate is changed from 0.1 to 0.3 when training the
Big model compared to the Base one. We follow their parameter configuration of
the Base model to train our baseline on both Zh⇒En and En⇒De tasks. We set
batch size to 2048 tokens and the gradient accumulation times to 12 before the
back-propagation. We use the OpenNMT-py framework [14] to implement our
method and use the case-sensitive 4-gram NIST BLEU score [25] as the metric
to evaluate our models. All the model trainings are on two NVIDIA GeForce
GTX 1080 Ti GPUs.

Empirically, we set the parameter iteration times T of all the models using the
aggregation method with the number 3. In previous work [7,16], researchers find
that the overall performance of the model can achieve the best when iteration
times T is set to 3. This result is also consistent with the findings in paper [28].
In this work, we find that over half of the vote vectors’ weights come out to be
zero which causes a worse performance when we set the iteration times to 4 or 5.

4.2 Results

Model Variations. Table 1 shows the translation results on the WMT17
Chinese-to-English task. From the table we can see that all the models that
apply the aggregation methods we propose in this paper consistently outperform
the baseline model, which demonstrates the effectiveness of the cross aggregation
mechanism. Frow row 2 we can see that simply applying the positional horizon-
tal routing will improve the performance up to +0.48 BLEU points, showing
that the SAN benefits from capturing more sequential information. Comparing
with the row 2 and 3, the +0.12 BLEU points improvement indicates that our
approach of self initialization does help the horizontal aggregation to calculate
assigned weights more reliably.
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The cross aggregation with zero initialization (Row 4) achieves the highest
score with a +0.74 BLEU points improvement while the self initialization coun-
terpart (Row 5) the lowest. On one hand it does demonstrate the superiority of
our cross aggregation mechanism, on the other hand it also indicates that the
self initialization method and the vertical routing will influence each other in
bad way.

We here try to give an explanation about why the self initialization and
the vertical routing fail to be complementary to each other (Row 5). Before we
introduce the vertical routing into the attention process, the weights which are
used to initialize the horizontal routing on higher layers partially might model the
context information among the heads on the lower layers, which means it could
roughly play the role of vertical routing and help improve the model performance
(Row 3). While with the introduction of vertical routing, the simplicity of self
initialization might on the contrary affect the model’s capability of capturing
context information.

Main Results. Table 2 lists the overall result on both WMT17 Chinese-to-
English (Zh⇒En) and WMT14 English-to-German (En⇒De) tasks. As shown
in the table, cross aggregation approach consistently improves the performance
on this two language pairs. For WMT17 Chinese-to-English task, our approach
outperforms all the other models above, and for WMT14 English-to-German
task, we only inferior to the vanilla Transformer-Big model whose number of
parameters is three times more than ours. This shows the effectiveness of our
proposed method.

5 Related Work

With the development of research of neural network recently, this advanced
method has been applied to several tasks in the field of natural language pro-
cessing with impressive results e.g. semantic role labeling [4,9,11,20,22], sen-
tence parsing [15,18,19,21,39,52], word segmentation [2,3,37], reading compre-
hension [48,50,51], relation extraction [17], IME [13,49], and researchers also
reaches huge success when it comes to NMT [33–36,38,41,46,47].

Basically our work is related to the attention optimization of SAN in Trans-
former. More specifically, the NMT model leverages some extra information to
help reach out a better attention value distribution. To alleviate the weakness of
Transformer caused by the lack of positional information, it is natural to make
the model be aware of the relative position of source input [30,31,43]. According
to [42], context information through all the layers can help improve the perfor-
mance of SAN. Combining the layer- and sentence-level information to sharpen
the attention result has been proved effective in the final performances [44]. All
these work above show that optimizing the attention result with extra informa-
tion is promising in further research.
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6 Conclusion

Inspired by the idea of routing algorithm in capsule network, in this paper we
propose a cross aggregation method aiming to capture the global context in
two dimensions for the attention score to enhance the state-of-the-art neural
machine translation. Our study shows aggregating information from all the heads
and tokens is an effective way to improve the attention results and beside the
conventional head-wise pattern, provide a novel way to understand the multi-
head attention network. Our work also proves that adding positional information
into the self-attention network can efficiently strengthen the model ability of
capturing relative sequential relationship. Experimental results on two widely-
used datasets demonstrate the superiority of our proposed approach.
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Abstract. Quality estimation (QE) is a non-trivial issue for machine
translation (MT) and the neural approach appears a promising solution
to this task. Annotating QE training corpora is a costly process but
necessary for supervised QE systems. To provide informative large scale
training data for the MT quality estimation model, this paper proposes
an approach to generate pseudo QE training data. By leveraging the pro-
vided labeled corpus in this task, our method generates pseudo training
samples with a purpose of similar distribution of translation error of the
labeled corpus. It also describes a sentence specific data expansion strat-
egy to incrementally boost the model performance. The experiments on
the different open datasets and models confirm the effectiveness of the
method, and indicate that our proposed method can significantly improve
the QE performance.

Keywords: Machine translation · Quality estimation · Pseudo data

1 Introduction

Quality Estimation (QE) is a significant task in the study of machine translation
(MT). It plays an important role in guiding for better the MT outputs in real
application. Different from automatic MT evaluation, QE systems aim at pre-
dicting the translation quality of MT system outputs without reference transla-
tions [1]. With the popularity of free web MT services, vast users are increasingly
demanding the QE system, since the quality of the MT results becoming crucial
to web users.

Traditional approaches address QE task as a regression or classification prob-
lem via machine learning models, and focused on feature extraction and feature
selection. Deep learning relieves the problem of manual feature engineering and
there appear several QE methods based on deep learning. Various neural net-
works are applied for estimating the quality of machine translation output by
[2–5,7,8]. Experimental results show that these neural based models can achieve
state-of-the-art performance.
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It is worth noting that, the success of deep neural networks usually relies
on large scale of annotated data. But in practice, for quality estimation task
in machine translation, there are very limited amount of labeled data and it is
too expensive to develop such labeled data. To address this issue, this paper
introduces a novel target oriented pseudo training data generation approach to
automatically generate large scale training sample for QE task. The motivation
is to generate pseudo training samples according to data distribution of target
limited labeled data, which is readily available in the task. To best exploit the
pseudo data, a sentence specific expansion strategy is also proposed. In order to
mitigate the effects of noise in pseudo training data on the QE model, we adopt
the framework of two-step training, which means pre-training QE model under
pseudo data and fine-tuning it using human labeled data.

We demonstrate the effectiveness of our approach on the WMT sentence-
level English-to-Spanish QE task and CWMT sentence-level Chinese-to-English
and English-to-Chinese QE task. Experimental results show that our proposed
method significantly outperforms baseline QE models on these three QE tasks.
The contributions of this paper are as follows:

– We present a method to generate large scale QE training data based a bilin-
gual corpus and a limited human labeled QE data automatically.

– We propose a sentence specific expansion strategy to exploit pseudo data,
which are very effective and important as the experiments show.

– We prove that our generated training data can be used for different QE models
as an additional corpus to improve the QE performance.

The remainder of this paper is organized as follows. In Sect. 2, we introduce
the related work of this paper. The target oriented pseudo data generation app-
roach is described in Sect. 3. In Sect. 4, we report the experiment and results,
and conclude our paper in Sect. 5.

2 Related Work

Quality Estimation of Machine Translation. Quality Estimation (QE),
which aims at estimating quality scores or categories for given translations from
an unknown MT system without reference translation, has become of growing
importance in the field of MT. Previous studies on QE are extensively based
on feature engineering work, which investigates useful QE features as input for
regression or classification algorithms to estimate translation quality scores or
categories.

Recently, neural network methods have been applied to QE task. Kreutzer
et al. [2] proposed a window-based FNN architecture for QE called QUality
Estimation from scraTCH (QUETCH). Patel and Sasikumar [4] proposed an
RNN-based architecture for QE, they treated QE as a sequential labelling and
used the bilingual context window to compose an input layer. Martins et al. [5]
proposed extensions of QUETCH to the bilingual context window by using con-
volutional neural network model, bidirectional RNN model and convolutional
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RNN model. The bilingual context windows are commonly used to compose the
input layer in conventional approaches. To obtain a bilingual context window, a
word alignment component was additionally required in these QE models, while
word alignment component may exit error.

Differently, Kim et al. [3] proposed predictor-estimator architecture, which
firstly trained a word predictor model based on RNN and used it to extract
feature for QE task. Fan et al. [8] present a novel QE model based on transformer
and achieved state-of-the-art performance. They introduced the neural “bilingual
expert” model based on self-attention as the prior knowledge model. Then, they
use a simple Bi-LSTM as the QE model with the extracted model derived and
manually designed mis-matching features.

Because of these two architectures use complex architecture and requires
resource-intensive pre-training. In addition, Ive et al. [6] and Zhu et al. [7] pro-
posed light-weight neural approach, which employ only two bi-directional RNNs
(bi-RNN) as encoders to learn the representation of the (source, MT) sentence
pair.

Pseudo Data for Quality Estimation. For the QE task in machine transla-
tion, available labeled training data is limited to train a neural model. To avoid
this problem, bilingual data or additional MT systems is employed for training
QE model in various ways.

Kim et al. [3] and Fan et al. [8] used large-scale bilingual corpus to pre-train
a neural word predictor model or neural bilingual expert model. Then they use
the pre-trained model to make quality vectors for training QE model by small
amount of labeled data. Zhu et al. [7] also used bilingual corpus but directly for
QE model, in their work, parallel bilingual sentence pairs are used as positive
cases while random bilingual sentence pairs are used as negative cases, the goal
is to maximize the QE score of the positive and negative cases.

The above efforts well addressed the issue of insufficient data by using bilin-
gual corpus. However, in their works, minor mistakes in the translation process
are ignored. Actually, for the QE model, minor mistakes should be paid more
attention. In order to model these minor mistake, there are some methods that
using additional MT systems for generating pseudo training data. Liu et al. [9]
proposed the approach under the framework of maximum marginal likelihood
estimation to build QE systems, they firstly used a bilingual corpus for opti-
mizing an additional translation model, then running n-best decoding on the
source side of another bilingual corpus using translation model. At last, they
used the MT results as training data to get QE model. Using addition MT sys-
tems can provide lots of training data with minor mistakes. But training of MT
system consume a lot of resources and time. In addition, MT systems are usually
system-specific.

In this paper, instead of directly using bilingual data or generating negative
data based on additional MT systems, we introduce a target oriented method
to automatic generated pseudo training samples for QE model. In our method,
we don’t need to pre-train a neural model on larger scale bilingual data or train
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additional MT systems. Larger scale of effect QE training data can be obtained
just by a small amount of resources according to our approach.

3 Target Oriented Data Generation and Specific
Expansion

This section will describe the target oriented pseudo data generation approach
for QE task. The process of our approach has two steps: target oriented data
generation and sentence specific expansion. The overview of our method as shown
in Fig. 1.

Fig. 1. Overview of our method.

3.1 Target Oriented Data Generation

Candidate Corpus Selection. In order to generate pseudo training samples
that have similar translation error distribution with human labeled QE corpus, a
large scale candidate corpus is collected firstly, it should be noted that candidate
corpus is expected to be similar with the labeled QE corpus. In this paper, we
select the top-n similar sentences from larger scale bilingual corpus for each
sentence in labeled QE corpus. The result of similar sentences selection will be
used as candidate corpus. Noted that we use TF-IDF to measure the sentence
similarity between two sentences.

Specifically, given a labeled QE corpus {< XQE , YQE , SQE >j}Mj=1 and a
bilingual corpus {< X,Y >i}Ni=1, for each source language sentence XQE in
< XQE , YQE , SQE >, we can get top-n similar sentences < {X ′

i , Y
′
i }ni=1 > from

bilingual corpus by the similarity of source language sentences. Finally, we can
get candidate corpus {< {X ′

i , Y
′
i }ni=1 >j}

M

j=1
.
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Translation Error Distribution Analysis. As shown the Fig. 1, the trans-
lation error distribution of target labeled data is pre-analyzed. In this paper,
translation error distribution is defined as the minimum number of edits
for human post-edition on translation, including: insertion (I), deletion (D),
substitution (Su) and shift (Sh).

In order to describe the translation error in target labeled QE
data, for each labeled QE sentence pair, we define a quadruple like <
ni×I, nd×D,nu×Su, nh×Sh > to record the type of translation error (include:
I,D, Su and Sh) and number of each error type (we use ni, nd, nu and nh

to record the number for each error type). At last, the translation error
distribution of target human labeled QE data can be defined as {<
ni × I, nd ×D,nu × Su, nh × Sh >j}Mj=1.

Pseudo Training Samples Generation. Given a human labeled QE data
translation error distribution {< ni × I, nd ×D,nu × Su, nh × Sh >j}Mj=1 and a

candidate data {< {X ′
i , Y

′
i }ni=1 >j}

M

j=1
, pseudo translations will be obtained by

editing < {Y ′
i }ni=1 >j according to < ni × I, nd ×D,nu × Su, nh × Sh >j .

During this process, the type of translation error (include: I,D, Suand Sh)
to be edited and the number of the each error type (ni, nd, nu and nh) are
considered, which are deemed as the property of pseudo data. To investigate
the key factors in fitting the target translation error distribution, the effects of
different properties to QE model is empirically examined in Subsect. 4.3 of this
paper (Fig. 2).

Fig. 2. Example of pseudo training sample generation.

Algorithm 1 presents the detailed procedure of generating pseudo data for
QE. Specifically, when candidate sentence need to be substituted or inserted, we
randomly select a word from the vocabulary to substitute or insert the original
one. In addition, we randomly select a word in candidate sentence to delete when
it need to be deleted. For the shift operation of chunk, we also randomly select
a chunk in the sentence and shift its. Then, the generated pseudo data not only
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bears a similar TER score to the target human labeled QE data, but also obeys
the similar distribution of translation errors.

Compared with the proposed pseudo data generation, MT seems to be
another alternative at hand to generate the pseudo data for QE training.
Actually, MT has been used to generate pseudo-reference translations for QE
task [10,11]. The reason we do not apply MT outputs for QE task come from
two major concerns. First, MT is too “heavy”, since MT (either NMT or SMT)
usually requires large-scale training corpus and a substantial time of training.
Second, the MT translations are system-specific, differing from numbers or even
types of errors from the target data. In other words, MT generated training data
may not be informative enough, which is the focus on the proposed approach
(empirical results is provided in Subsect. 4.2).

Algorithm 1 Target-oriented Data Generation
Input: Labeled MT error distribution {< ni × I, nd × D,nu × Su, nh × Sh >j}M

j=1 ;

Candidate corpus {< {X ′
i , Y

′
i }n

i=1 >j}
M

j=1
;

Output: Pseudo training data {< {X ′
i , Y

e
i , Si}n

i=1 >j}
M

j=1

1: j = 1
2: Pseudo data P = {}
3: while j <= M do
4: < {Y e

i }n
i=1 >j ⇐ Editing < {Y ′

i }n
i=1 >j in < {X ′

i , Y
′
i }n

i=1 > according to
< ni × I, nd × D,nu × Su, nh × Sh >j .

5: < {Si}n
i=1 >j ⇐ TER score between < {Y e

i }n
i=1 >j and < {Y ′

i }n
i=1 >j

6: P = P ∪ < {X ′
i , Y

e
i , Si}n

i=1 >j

7: j = j + 1
8: end while
9: return P

3.2 Sentence Specific Expansion of Pseudo Data

After the pre-training under pseudo data, the QE model will converge, but not
necessarily at the global optimum because of the noise in pseudo data. To deal
with this issue, an approach to sentence specific expansion of pseudo data is
proposed. The motivation is to provide more pseudo data only for those target
samples not well trained.

Leveraging the fact that there are error between QE model predicted score
and gold score, we define error distance (ED) for modeling the difference between
the score given by QE model and the score assigned to the manual labeled data
as follow:

ED = (QEScore−GoldScore)2 (1)

We hope to provide new information for the samples unsuccessfully learned
for the model by oversampling pseudo training sample. Therefore, we use error



Target Oriented Data Generation for Quality Estimation of MT 399

distance to measure whether translation errors in the target human labeled QE
corpus have been learned well.

Specifically, we firstly use the pre-trained QE model to predict QE score for
the sentences pair in labeled QE corpus. On the basis of that, we compute the
error distance for predicted scores and gold scores. Then we simply choose top
half error distance samples in the labeled QE corpus and apply oversampling to
expand more pseudo data for these samples. In this paper, oversampling means
re-feed the pseudo data already generated. All these oversampling samples will
be used to continue training the pre-trained QE model.

4 Experiments and Results

4.1 Experiments Setting

Dataset. In our experiments, we use the benchmark data from WMT2015 and
CWMT2018 QE task, which contain 3 translation pairs: English-to-Spanish(en-
es), Chinese-to-English(zh-en) and English-to-Chinese(en-zh), to evaluate our
proposed method. For the WMT2015 QE task, we choose the development data
provided by official as labeled QE corpus to generating pseudo data and test our
method on official test set. Also for CWMT2018 QE task, we use the development
set as labeled QE corpus for generating pseudo data and test data provided by
official are used for test set. In addition, we set different size of pseudo data by
controlling the number of top-n similar sentences in candidate corpus selection.

In order to generate pseudo data, we need to collect large scale candidate
corpus from bilingual corpus. In this process, Bilingual data is employed. For the
WMT en-es QE task, we use Europarl v7 [12] as bilingual corpus. For the CWMT
en-zh and zh-en QE task, we use the bilingual data provided by CWMT2018 MT
task.

Model and Training. In order to verify our method, we choose two different
but typical neural QE models for the experiment.

– Bilingual sentence representation QE model (BSR-QE) [7]: BSR-QE used Bi-
LSTM to get two context vectors and computed the weighted cosine distance
of the two vectors to estimate the QE score.

– Bilingual expert QE model (BE-QE) [8]: BE-QE firstly pre-trained a trans-
former based bilingual expert model under bilingual corpus, and then extract-
ing QE features for Bi-LSTM QE model based on the result of bilingual expert
model.

In order to mitigate the effects of noise in pseudo data, we adopt the two-
step training strategy for training QE model, and all the pseudo data are actu-
ally employed only in the stage of pre-training QE model. The best parameters
achieved are kept and updated by the provided labeled data in the stage of
fine-tuning.
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Baselines. We set up a variety of baseline pseudo approaches include:

– Random bilingual data: parallel bilingual sentence pairs are used as positive
cases while random bilingual sentence pairs are used as negative case for
pre-training QE model.

– MT data: a natural idea is directly using MT results as pseudo data for
pre-training QE model. We first train an NMT systems [13] by larger scale
bilingual corpus, then generating translation for sources sentences in bilin-
gual corpus. Based on that, TER score between MT translation and target
sentence in bilingual corpus will be used as QE score of MT translation.

Evaluation. Following the practices in WMT2015 and CWMT2018, The pri-
mary metrics of sentence level QE task are Pearson’s correlation (for CWMT
QE task) and Spearman’s rank correlation (for WMT QE task) of the entire
testing data. Alternatively, mean average error (MAE) and root mean squared
error (RMSE) is used to measure the performance of overall predictions.

4.2 Experiments Result

Result on BSR-QE Model. In this part, we will analyze the performance of
our approach to different language QE tasks. For comparison, we list the results
of baseline system in QE task WMT2015. And we also list the results of another
two approaches of using pseudo data: one is generated by MT, and the other one
is generated randomly from bilingual data [7]. In addition, we list the results on
CWMT2018 en-zh and zh-en QE task. All these results are shown in Tables 1
and 2. Noted that we generate 200 K pseudo data both for target oriented data
generation and MT results in pre-training QE model at Tables 1 and 2.

Table 1. BSR-QE results of sentence level QE on WMT2015

Task Pre-training data MAE ↓ RMSE ↓ Spearman’s ↑
en-es WMT2015 Official baseline system 14.821 19.132 0.133

Random bilingual data 14.481 18.862 0.271

MT data 14.943 20.611 0.226

Target oriented pseudo data 14.232 18.663 0.291

Sentence specific expansion 14.152 18.123 0.306

From the result, we can find that our proposed method obtains significant
improvements over two baselines. Also in en-zh and zh-en QE task, our proposal
can significantly improve the QE performance.
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Table 2. BSR-QE results of sentence level QE on CWMT2018

Task Pre-training data MAE ↓ RMSE ↓ Pearson’s ↑
zh-en Random bilingual data 0.157 0.227 0.340

Target oriented pseudo data 0.155 0.221 0.387

Sentence specific expansion 0.156 0.220 0.405

en-zh Random bilingual data 0.188 0.238 0.223

Target oriented pseudo data 0.174 0.226 0.274

Sentence specific expansion 0.168 0.223 0.302

Result on BE-QE Model. Different from BSR-QE model, BE-QE model
needs firstly pre-trained neural bilingual expert model under larger scale of bilin-
gual corpus. In order to test our method on this framework, we use the pseudo
data just for pre-training QE model instead of bilingual expert model.

Specifically, we firstly use bilingual data to train the neural bilingual expert
model. Then we extract QE features for pseudo data by the neural bilingual
expert model to pre-train QE model. At last, the QE model will be fine-tuned
by the QE features extracted from real QE data. Noted that we also use 200 K
pseudo data for experiment. The result on sentence level zh-en QE task can be
seen in Table 3.

Table 3. BE-QE results of sentence level zh-en QE on CWMT2018

Method Pearson’s ↑
BE-QE baseline 0.465

BE-QE baseline + pseudo data 0.482

From Table 3, we can find that our method can outperform the BE-QE base-
line method. Although BE-QE model used neural bilingual expert model, which
is pre-trained under larger scale bilingual data, our target oriented pseudo data
generation also can get effective improvement. The result verifies our approach
also can be useful for the two-step QE framework, which contains feature extrac-
tor model and QE model.

4.3 Discussion

The Scale of Pseudo Data. In this part, we will compare the performance of
pseudo data at different corpus size on BSR-QE model. For comparison, we list
the results of different pseudo data corpus size in WMT2015 and CWMT2018
QE task. All these results are shown in Fig. 3.

From Fig. 3, we find that the performance of our approach rises firstly when
increasing the scale of pseudo data, then drops. This situation reflected target
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Fig. 3. Performance of our approach when changing the scale of pseudo data

oriented data generation dependent on the similar translation error distribution
between labeled QE corpus. As the increases of data scale, more sentences which
is not very similar to the labeled QE corpus are collected, then more error will
produce.

Effects of Different Properties for Pseudo Data. We choose pseudo data
with a data size of 200 K on BSR-QE model as a baseline to explore the effect of
different pseudo data property for the performance of the model. In our work, the
pseudo data property means the editing method for candidate data. Pseudo data
property includes the number of editing words and type of editing. To explore
the effectiveness of different property in pseudo data, we generated pseudo data
with different property.

For the pseudo data property values, we use random generation or artificially
control. In detail, for the number of editing word, we set random number or same
as labeled QE data. As for the type of editing, we also set random type or same
as labeled QE data. The result can be seen in Table 4.

Table 4. Effects of different properties for pseudo data on En-Es QE task

Error word number Error type Spearman’s ↑
Random As labeled Random As labeled

� � 0.205

� � 0.222

� � 0.214

� � 0.291

From the Table 4, we can know that the best result is controlling the number
of error words and error type as human labeled QE data. We can conclude that
the number of error word and the error type play an important role in pseudo
data generation and it needs to be artificially controlled according to human
labeled data distribution.
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Effects of Two-Step Training for QE Model. We also test out whether
two-step training method is effective. In this experiments, we used three different
types of training data: only pseudo training data, only QE data, and two-step
training method, which means using pseudo training data in the pre-training
step and QE data for fine-tuning step. Noted that we choose pseudo data with
a data size of 200 K on BSR-QE model for experiments. The results are given in
Table 5.

From Table 5 we can find that using either pseudo training data or QE data
alone can not bring inspiring result. By using two-step training method, the
model could give significant improvements, which demonstrate the effectiveness
of two-step training approach. An intuition behind this phenomenon is that
though pseudo training data is fairly big enough to train a reliable model param-
eters, there is still a gap to the real QE tasks.

Table 5. Effects of two step training on WMT2015 QE task

Training data Spearman’s ↑
Only pseudo training data 0.136

Only QE data 0.232

Pre-training by pseudo data + fine-tuning by QE data 0.291

4.4 Case Study

To further understand our method, we select some test results from English-
Chinese QE data, and compare the scores predicted from QE model pre-trained
by random bilingual data and our proposal. As illustrated in Fig. 4, for each of
the machine translations, we show their respective actual HTER scores, as well
as the predicted QE scores from QE model trained by random bilingual data
and target oriented pseudo data. At the same time, we sort the quality of the
three translations according to their respective scores.

Fig. 4. Case of test result from QE model pre-trained by random bilingual data and
our proposal
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From the result, we find that the translation quality ranking given by the QE
model trained on our method is consistent with the quality ranking of the gold
score, so that the quality of the translation can be predicted more accurately.

5 Conclusion

To alleviate the data shortage in training of neural QE model, we present a
target-oriented approach to automatically generating labeled samples. The key
idea is that generating pseudo training samples with a purpose of similar dis-
tribution of translation error of the target is helpful to train the neural model.
Furthermore, we propose a sentence specific expansion method, to maximally
mining the utility of pseudo data. The experimental results on the English-
Spanish, English-Chinese and Chinese-English sentence-level quality estimation
task shows a significant improvement of our approach.

In the future, we plan to use reinforcement learning to learn a policy for
generating the most informative pseudo data for QE task. In addition, we will
expand the target-oriented pseudo data generating method for other NLP tasks.

Acknowledgments. This paper is supported by the National Key R&D Program of
China (No. 2018YFC0830700).
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Abstract. Translation quality estimation (QE) is a task of estimating the quality
of translation output from an unknown machine translation (MT) system without
reference at various granularity (sentence/word/phrase) levels, and it has been
attracting much attention due to the potential to reduce post-editing human
effort. However, QE suffers heavily from the fact that the quality annotation data
remain expensive and small. In this paper, we focus on the limited QE data
problem and seek to find how to utilize the high level latent features learned by
the pre-trained language models for improving QE. Specifically, we explore
three strategies to integrate the pre-trained language representations into QE
models: (1) a mixed integration model, where the pre-trained language features
are mixed with other features for QE; (2) a direct integration model, which
regards the pre-trained language model as the only feature extracting component
of the entire QE model; and (3) a constrained integration model, where a con-
straint mechanism is added to optimize the quality prediction based on the direct
integration model. Experiments and analysis presented in this paper demonstrate
the effectiveness of our approaches on QE task.

Keywords: Quality estimation � Machine translation � Pre-trained language
model

1 Introduction

Neural Machine Translation (NMT) has achieved impressive progress in the recent
years with the introduction of efficient architectures, ranging from recurrent [1] to self-
attentional networks [2]. However, NMT still faces some big challenges, such as the
limited vocabulary size and low-resource translation issues, and thus its outputs are still
not perfect. To meet the real-world applications, the translation outputs always require
a lot of human post-edits by applying insertion, deletion, and replacement operations.
Quality estimation, which estimates the translation quality by predicting the global
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sentence quality score or the fine-grained word “OK/BAD” tags, can play a key role for
guiding manual correction and reducing human effort of post-editing.

Most studies treat QE as a supervised regression/classification task and train the QE
model with quality-annotated parallel corpora, called QE data. Some of the previous
researches [3–5] are based on feature engineering work that discovers or designs useful
QE features, such as linguistic features, baseline features and pseudo-reference features
and feeds them into an estimator for estimating translation quality scores/categories.
However, these manual features are usually expensively available. In order to reduce
the burden of manual feature engineering, some methods based on neural models have
been applied to QE [6–9]. Among them, the classical predictor-estimator model [8] is a
recurrent neural network (RNN) architecture that uses a bidirectional and bilingual
RNN language model to capture features for the estimator. Different from predictor-
estimator model, the recent bilingual expert model [9], which adopts a bidirectional
transformer [2] to construct their language model, achieves the state-of-the-art per-
formance in most public available datasets of WMT 2017/2018 QE task.

Although bilingual expert model proposes an effective strategy to enable it to
extract high level joint latent features, the limitation of this model is that it cannot
flexibly learn enough features from large-scale unsupervised corpus due to its fixed
network framework. On the other hand, recently some promising pre-trained language
models, such as ELMo [10], OpenAI GPT [11] and BERT [12], which are trained on
large unsupervised monolingual corpora and can extract latent rich features, have been
applied to many downstream natural language processing (NLP) tasks due to their
attractive performance of feature extraction. Apparently, a natural idea is that we use
pre-trained language models to obtain features that are useful for QE task.

In this paper, we view the pre-trained language feature as a useful supplement of
the existing QE model and investigate how to make full use of these features to
improve QE. Specifically, three strategies are proposed in this paper to integrate the
pre-trained language representations into QE model:

(1) Mixed Integration Model: We use the recent bilingual expert model as our
baseline model and feed the pre-trained language features into the bilingual expert
model in a mixed way. That is, the feature representation of pre-trained language
model is concatenated with the feature representation of the bilingual expert
model as input for QE.

(2) Direct Integration Model: This is a simple yet useful QE model that consists of a
pre-trained language representation module, a LSTM layer and a multilayer
perceptron (MLP) neural network, where the pre-trained language model is
considered as the only feature extracting component of the entire QE model.

(3) Constrained Integration Model: We develop the above direct integration model
with a constraint mechanism, which can adjust and optimize the quality prediction
of the translation result.

The proposed models assume that the pre-trained language features are highly
related to the QE task and they can be regarded as a useful supplement of the exiting
QE models. Under this assumption, we believe that the pre-trained language repre-
sentations can effectively improve QE models.
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The key contributions of this paper are listed as follows:

(1) We propose three simple yet effective strategies to integrate the pre-trained lan-
guage representations into QE models. Moreover, these strategies are of high
generality and can be easily applied to other existing QE models.

(2) We conduct extensive experiments on WMT17 QE task and verify the effec-
tiveness of the proposed method.

2 Related Work

Our research is partly built upon a bidirectional transformer-based end-to-end QE
model [9], but is also related to Neural Machine Translation (NMT) and pre-trained
language representation. We discuss these topics in the following.

2.1 Neural Machine Translation

Generally, most Neural Machine Translation models are based on a sequence-to-
sequence attentional framework [1, 2, 13, 14], which contains an encoder and a decoder
with an attention mechanism. The encoder, with the help of attention mechanism,
summarizes the source sentence into a low-dimensional context vector from which the
decoder generates the target sentence word by word. Here are two types of popular
NMT models:

RNMT. The RNN-based NMT models [1, 15] are referred as RNMT models, which
consists of an encoder RNN and a decoder RNN, interacting via an attention
mechanism.

Transformer. Currently, Transformer [2] is the dominant NMT model. Similar to
RNMT, the transformer model still follows the encoder-decoder architecture. But
unlike RNMT, Transformer makes pervasive use of self-attention networks to attend to
the context and avoids recurrence completely to maximally parallelize training.

2.2 Pre-trained Language Representation Models

Pre-trained language representations have shown the effectiveness to improve many
natural language processing tasks [10–12, 16]. Recently, some work has attracted much
attention due to their significant effects, such as ELMo, OpenAI GPT and BERT. The
work has greatly improved the downstream tasks for applying pre-trained language
representations.

ELMo. Different from traditional word type embeddings [17, 18], ELMo uses double-
layer left-to-right and right-to-left LSTM to train the word representations with a
coupled language model (LM) objective, which allows it to learn rich word repre-
sentations from larger context.
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OpenAI GPT. Unlike ELMo, OpenAI GPT uses a left-to-right architecture, in which
the previous tokens are considered in the self-attention layers of the Transformer.

BERT. Compared with GPT, BERT adopts a bidirectional Transformer, which allows
it to capture features from left and right context.

Following pre-training methods, we refer to the above three work and attempt to
integrate the pre-trained language representations into our translation QE models
respectively (see Sect. 3). We also comprehensively analyze the effects of various
integration methods (see Sect. 4).

2.3 Quality Estimation for Machine Translation

Most of the conventional studies on QE are extensively based on feature engineering
work that captures or designs rich QE features as input for regression/classification
modules to estimate translation quality scores/categories [4].

In recent years, there are many works that use neural models to estimate the quality
of machine translation output. Kreutzer et al. [6] propose using the representations of
sentences obtained from neural network, combined with some manually designed
features, as input features for word-level QE task. Kim et al. [8] propose an entirely
neural approach, called the predictor-estimator architecture, which is based on a
bidirectional and bilingual recurrent neural network (RNN) language model. Inspired
by the idea of Transformer, Kai et al. [9] propose an end-to-end QE framework for
automatically evaluating the quality of machine translation output. In their framework,
a bidirectional transformer is used to construct their novel conditional language model
called “neural bilingual expert” model, which is trained on a large parallel corpus to
extract the high level joint features between the source language and the translation for
the downstream QE tasks. The authors show that their bilingual expert model achieves
the state-of-the-art performance in most public available datasets of WMT 2017/2018
QE task.

Following the idea of pre-trained language model, in our mixed integration model,
we adopt the bilingual expert model as our baseline model and boost this model with
some pre-trained language features learned by ELMo, GPT and BERT.

3 Method Description

In this section, we will introduce our methods in details. The proposed methods assume
that the features which are learned by the pre-trained language models are highly
related to the QE task and they can be regarded as a useful supplement of the exiting
expert models. Under this assumption, we aim to explore the method of using the pre-
trained language representations on QE task. In this research, we concentrate on the
following three strategies to integrate the pre-trained language representations into QE
models.
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3.1 Mixed Integration Model

For our first method, we follow the work [9] and construct our QE framework based on
the bilingual expert QE model, and in our framework, we choose pre-trained language
model ELMo, GPT and BERT as the feature extractor respectively. Then the generated
features are combined with the features produced by the bilingual expert model as input
for QE.

Figure 1 illustrates the mixed integration model. First, we input the translation
sentences that to be evaluated into the pre-training language model and the bilingual
expert model. The high level joint hidden feature representation hi learned by pre-
trained language model is concatenated with the feature representation Hi learned by
the bilingual expert model, which generates the mixed feature representation ½hi ;Hi�.
Then the mixed features will be fed into a bidirectional LSTM quality estimator. For a
sentence-level QE task, we map the hidden layer representation of the last time step to a
real value within interval [0; 1] via a sigmoid function, which can be calculated by:

yi ¼ sigmoidðs� � Uþ bÞ ð1Þ

where the sigmoid(�) is a standard nonlinear function; b 2 R is a bias term; U represents
a parameter matrix; s� indicates the hidden state at the last time step of the LSTM
network; yi is the predictive score to a machine translation sentence.

Note that, for a word-level QE task, the hidden layer representation at each time
step is mapped to a positive or negative category (‘OK’ or ‘BAD’ tag).

For sentence level task, the parameters in these above steps can be optimized
through an end-to-end manner with the following objective function:

loss ¼
Xn

i¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðyi � ŷiÞ2

q
ð2Þ

where yi is the predicted value of the translation result, and ŷi is the true value.

Fig. 1. Illustration of the mixed integration model.
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In addition, to handle the problem of out-of-vocabulary words, we use WordPiece
[19] to segment the input words of the pre-trained language model.

3.2 Direct Integration Model

The direct integration model is a novel QE architecture based on the pre-trained lan-
guage model BERT without using the bilingual expert model. Unlike our mixed
integration model, in this model, the pre-trained language model is a feature extractor
and it is the only source of features for QE model. Moreover, we choose BERT as the
feature extractor due to its attractive feature representation ability on sentence level and
multilingual learning ability and it can capture the bilingual feature.

As shown in Fig. 2, for sentence level QE task, the source sentences and their
corresponding translation (target sentences) are firstly entered into BERT. Then the
high-level bilingual joint features learned by BERT are fed into a LSTM network and
the hidden layer representation of the last time step is fed into the next Multilayer
Perceptron (MLP) neural network. After that, the model ends up with a sigmoid
function for estimating quality scores to a translation sentence, and the predictive score
yDi can be calculated by:

yDi ¼ sigmoidðs � Uþ bÞ ð3Þ

where s represents the output of the MLP, and it can be computed as follows:

s ¼ tanhðh� �W þ bÞ ð4Þ

where the tanh(�) is a standard nonlinear function; h� indicates the hidden state at the
last time step of the LSTM network; W represents a parameter matrix. Note that for
word level QE task, h� is the hidden state corresponding to the current word.

2E1E NE

1T 2T NT

1h 2h nh

HTER

LSTM

MLP

BERT

Fig. 2. Illustration of the direct integration model.
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3.3 Constrained Integration Model

The direct integration model that relies on the pre-trained language model may cause it
to learn some biased features, and it does not adequately consider the alignment
knowledge of parallel sentence pairs. Thus, our constrained integration model is
enhanced based on the direct integration model. That is, when predicting quality scores,
a constraint mechanism that uses alignment knowledge is added to adjust the final
predictive score. We construct the word alignments table A by using the fast-align tool
[20] with both source-to-target and target-to-source directions on bilingual parallel
training datasets.

Definition. Given a source sentence X ¼ x1; x2; � � � xi; � � � xNf g and its corresponding
translation sentence T ¼ t1; t2; � � � tj; � � � tK

� �
, where hX; Ti 2 C; C is a bilingual

parallel training dataset, T contains K words and X contains N words. We call word x*

the alignment word of the word tj, if hx�; tji 2 A and x� 2 X: Assume that all the words
in sentence T have a total of N alignment words, the number of co-occurrences of tj and
its alignment word x* in the dataset C is M, tj appears W times in C. Then we define
both the sentence level alignment score and word level alignment score as yAi .

The sentence level alignment score between X and T illustrates the alignment rate
between source sentence and its target sentence in translation, and it can be represented as:

yAi ¼ AlignSenðX; TÞ ¼ N=K ð5Þ

where we limit that AlignSenðX; TÞ� 1.
The word level alignment score between word tj and sentence X indicates their

relevance, and it can be calculated by:

yAi ¼ AlignWordðtj;XÞ ¼ M=W ð6Þ

In our constrained integration model, we develop the direct integration model by
integrating the above sentence level alignment knowledge or word level alignment
knowledge. Specifically, we optimize the quality prediction score of the direct inte-
gration model by using the bilingual alignment score with a weight factor k.

Formally, for word level QE task, given a source sentence X and its translation T,
the final translation quality score of T can be calculated as follows:

yi ¼ kyDi þð1� kÞyAi ¼ ksigmoidðs � Uþ bÞþ ð1� kÞAlignSenðX; TÞ ð7Þ

where k represents a weight factor that can be automatically trained by the neural
network; yi is the final predictive score of translation result.

In addition, for word level QE task, word tj of the translation T will get a predictive
score before it is finally mapped to a positive or negative category (‘OK’ or ‘BAD’
tag). The predictive score for word tj can be formalized as:

yi ¼ kyDi þð1� kÞyAi ¼ ksigmoidðs � Uþ bÞþ ð1� kÞAlignWordðtj;XÞ ð8Þ
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4 Experiments

As we have presented above three different strategies to integrate the pre-trained lan-
guage representations into QE models, in the present section we report on a series of
experiments on WMT17 QE task to test the effectiveness of the proposed strategies.

4.1 Experimental Settings

Our experimental data are divided into two parts, the parallel corpus to train the
bilingual expert model, and the QE data based on the WMT17 QE task. The former is
mainly obtained from the open news datasets of the WMT17 and WMT18 MT eval-
uation tasks, including five data sets: Europarl v7, Europarl v12, Europarl v13,
Common Crawl corpus, and Rapid corpus of EU press releases. After data cleaning, the
final training data totaled about 6M parallel sentence pairs. Then we test the proposed
methods on German-to-English (de-en) QE task. Specifically, we use 0.23M sentence
pairs for training, and 2K sentence pairs for testing on de-en QE task. It is noted that the
main training settings of bilingual expert model are the same as the work [9].
Specifically, the vocabulary size is set to 80000, the optimizer uses LazyAdam, the
word vector size is set to 512, the block number is set to 2, etc. Besides, the quality
estimator adopts a bi-LSTM network, where dropout is set to 0.5, batch_size is set to
64, and hidden layer size is set to 128.

In addition, BERT uses Google’s open source pre-trained version multi_cased
Base1; ElMo uses the pre-trained Original2 (5.5B) version of the open source frame-
work AllenNLP; and GPT uses open source pre-training model3 of OpenAI.

In this paper we refer to the WMT standard. At the sentence level, Pearson, MAE
(Mean Absolute Error), RMSE (Root Mean Square Error), and Spearman are used as
evaluating merits. At word level, we use F1-OK, F1-BAD, and F1-Multi to evaluate.

We compare our method with other relevant methods as follows:

(1) Bi-Expert: this is the current strongest baseline model, called bilingual expert
model, which adopts a language model based on a bidirectional transformer and
achieves the state-of-the-art performance in most public available datasets of
WMT 2017/2018 QE task.

(2) Bi-Expert+ElMo: this is our mixed integration model, where ElMo is combined
with bilingual expert model as a feature extractor for QE.

(3) Bi-Expert+GPT: this is our mixed integration model, where GPT is combined
with bilingual expert model as a feature extractor for QE.

(4) Bi-Expert+BERT: this is our mixed integration model, where BERT is combined
with bilingual expert model as a feature extractor for QE.

(5) BERT+LSTM+MLP: this is our direct integration model, where BERT is the only
feature extracting component of the entire QE model.

1 https://github.com/google-research/bert.
2 https://allennlp.org/elmo.
3 https://openai.com/blog/better-language-models.
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(6) BERT+LSTM+MLP*: this is our constrained integration model, where a con-
straint mechanism is added to optimize the quality prediction.

4.2 Experimental Results

Tables 1 and 2 display the QE performance measured at sentence level and word level.
Clearly, our proposed models achieve great improvement on WMT17 sentence level
and word level QE task in comparison to the strong baseline system.

Comparison with the Baseline System. The results in Table 1 indicate that all our
mixed integration models outperform the baseline model (bilingual expert model)
taking the evaluation metrics Pearson, MAE, RMSE, and Spearman into consideration.
Our best model Bi-Expert+BERT outperforms the baseline model by 0.0139 Pearson’s
score on WMT2017 de-en test data sets at sentence level. Furthermore, at word level,
our best model Bi-Expert+BERT also improves the baseline by 0.0633 F1-Multi
points. At sentence level, our best model BERT+LSTM+MLP* can improve the
baseline by 0.0737 Pearson’s points.

Additionally, the results in Table 1 show that both our direct integration model and
the constrained integration model perform well on WMT2017 de-en test data of sen-
tence level QE task, and the constrained integration model can effectively improve the
direct integration model by introducing bilingual alignment knowledge.

Table 1. Comparison with the current strong baseline model (bilingual expert model, called as
Bi-Expert) on WMT2017 de-en test dataset of sentence level QE task. Row 2 to row 4 represent
our mixed integration models, row 5 represents our direct integration model and row 6 represents
our constrained integration model.

# Models Pearson’s " RMSE # MAE # Spearman "
1 Bi-Expert 0.6608 0.1577 0.1112 0.6355
2 Bi-Expert+ElMo 0.6643 0.1553 0.1110 0.6384
3 Bi-Expert+GPT 0.6661 0.1516 0.1092 0.6372
4 Bi-Expert+BERT 0.6747 0.1558 0.0959 0.6523
5 BERT+LSTM+MLP 0.7206 0.1399 0.0835 0.6841
6 BERT+LSTM+MLP* 0.7345 0.1384 0.0936 0.6893

Table 2. Comparison with the current strong baseline model (bilingual expert model, called as
Bi-Expert) on WMT2017 de-en test dataset of word level QE task.

# Models F1-BAD F1-OK F1-Multi

1 Bi-Expert 0.4586 0.9363 0.4294
2 Bi-Expert+ElMo 0.5185 0.9438 0.4893
3 Bi-Expert+GPT 0.5179 0.9389 0.4888
4 Bi-Expert+BERT 0.5239 0.9405 0.4927
5 BERT+LSTM+MLP 0.4430 0.9440 0.4182
6 BERT+LSTM+MLP* 0.4627 0.9456 0.4375
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4.3 Analysis

From the experimental results, we may find that BERT improves more than GPT, and
GPT improves more than ELMo. We think it is due to the following three points.
(1) The ability of feature extraction of transformer is stronger than LSTM. (2) The
deeper the network is, the stronger ability of feature extraction it has. (3) Bidirectional
language model can capture more information than unidirectional language model.

The results in Table 3 show that in our direct integration model, BERT that is
trained with bilingual corpus can contribute better results than that is trained with only
target monolingual corpus. We believe that the reason why BERT is effective on
sentence-level QE task is that BERT learns the fluency information of sentences
through large-scale corpus training. On the other hand, the results in Table 2 indicate
that this model is flawed on word-level QE task. We speculate that this is because the
pre-trained language model does not learn bilingual translation knowledge.

The experimental results show that our three models achieve great improvement on
WMT17 QE task. We believe it is due to the strong representation learning ability of
the pre-trained model itself. The pre-trained language model has been pre-trained
on large corpus, and the model has learned a wealth of lexical, syntactic and semantic
knowledge, so it can effectively alleviate the problem of feature sparseness of QE task.

5 Conclusion and Future Work

In this paper, we attempt to explore how to effectively utilize the pre-trained language
features for improving QE, and explore three strategies to integrate the pre-trained
language representations into QE models: (1) a mixed integration model; (2) a direct
integration model, and (3) a constrained integration model. The first model uses the
pre-trained language model with a mixed method, the second model views the pre-
trained language model as the only feature extracting component of the entire QE
model, and the third model adjusts and optimizes the second model by using bilingual
alignment knowledge. Experimental results on WMT2017 QE task show that our
proposed strategies can significantly improve the translation QE quality. Furthermore,
our strategies using pre-trained models for QE are of high generality and can be easily
applied to other existing QE models.

In the future, we will continue to explore how to apply transfer learning methods to
QE task.

Table 3. Comparative experiments of our direct integration model on WMT2017 de-en test
dataset (sentence level QE task). BERT(target)+LSTM+MLP model is trained with only target
monolingual corpus, BERT+LSTM+MLP is trained with bilingual corpus.

# Models Pearson’s " RMSE # MAE # Spearman "
1 BERT(target)+LSTM+MLP 0.6985 0.1552 0.0912 0.6305
2 BERT+LSTM+MLP 0.7206 0.1399 0.0835 0.6841
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Abstract. Automatic related work generation aims at producing a
related work section for a given scientific paper. Demand for this task
replacing a labor-intensive process has substantially increased in recent
years. Considering the lack of an open and large-scale dataset for
related work generation, we introduce NudtRwG (https://github.com/
NudtRwG/NudtRwG-Dataset/), a collection of 2,084 document sets,
each with a target paper, a ground truth related work, and the cor-
responding reference papers. To our knowledge, NudtRwG is the first
open, large-scale and high-quality dataset for related work generation.
The contribution of this work apart from the dataset is two-fold: firstly,
we present a detailed description of the data collection procedure along
with an analysis on the characteristics of the dataset; secondly, we con-
duct an analytical study, investigating the effects of summative sections
(abstract, introduction and conclusion) and other sections of reference
papers on related work generation. Experiments reveal that the two parts
are equally important and other sections should not be ignored. When
generating a related work section, researchers should consider not only
summative sections, but also other sections of reference papers.

Keywords: Related work generation · Analytical study · Dataset
resources

1 Introduction

A related work section is a significant component of a scientific paper. Scholars
need to compare their work with previous work and highlight their contributions
in this section. A high-quality related work section requires scholars doing a
survey of relevant researches by reading amounts of papers, summarizing relevant
aspects of these researches and pointing out their weaknesses compared with own
work, which tends to be an arduous and time-consuming job for scholars.

In view of this, automatic related work generation is proposed to generate a
related work section for a paper being written. The task is defined and pioneered
by Hoang and Kan [6], where the input is a target paper excluding the related
c© Springer Nature Switzerland AG 2019
J. Tang et al. (Eds.): NLPCC 2019, LNAI 11838, pp. 421–432, 2019.
https://doi.org/10.1007/978-3-030-32233-5_33
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Fig. 1. Example of related work generation, given a target paper and its reference
papers.

work section, as well as reference papers of the target paper, and the output is
a related work section (example is shown in Fig. 1).

Some methods [1,8,18] have been explored to solve this problem since then.
They solve the problem through extractive summarization methods based on
their own datasets. The question is, their small and incomplete datasets render
it hard to solve this problem (shown in Table 1), not to mention the unavailability
of their datasets. These problems make for a fundamental obstacle for automatic
related work generation, that is, previous researches cannot be tracked and com-
pared, which is not conducive to this task.

Table 1. Data scales of previous work on automatic related work generation. “#“
denotes number of.

Author #(Document sets) #(Average
reference papers)

Whether contain all
the reference papers

Hoang [6] 20 10.9 No

Hu [8] 1050 Not Known No

Widyantoro [19] 50 Not Known Not Known

Chen [1] 25 10.5 No

Historically, large and realistic datasets have played a crucial role for driving
fields forward. To address the need for a large and high-quality dataset for related
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work generation, we introduce NudtRwG, a collection of 2,084 document sets,
each with a target paper, a ground truth related work, and the corresponding
reference papers.

To the best of our knowledge, NudtRwG is the first open large-scale dataset
for automatic related work generation. In contrast to prior datasets, NudtRwG
not only has an edge on dataset size, but also on quality. Target papers of
NudtRwG are all selected from well-received conferences of computational lin-
guistics and natural language processing, and the average number of citations
of target papers reaches 63.59. Hence, from viewpoint of academic community,
quality of these ground truth related work is guaranteed. Besides, NudtRwG has
more complete reference papers, with 93% of the document sets missing fewer
than 6 reference papers.

Based on NudtRwG, we carry out some heuristic explorations of related work
generation. We make a thorough inquiry about the lexical characteristics of the
ground truth related work with contrast to different sections of reference papers.
Experimental result shows that, summative sections (abstract, introduction and
conclusion) of reference papers contain most information of the ground truth.
However, other sections of reference papers should not be ignored. Further anal-
ysis on citation evidence (see Sect. 5.2) of reference papers reveals other sections
are competent in becoming candidate for related work generation, depending on
the concrete citation purposes. In addition, we apply some general extractive
summarization approaches to generate related work, with different sections of
reference papers as input. It turns out that, using full texts of reference papers
as input to generate related work is on par with using summative sections, which
demonstrates the difficulty for extractive summarization approaches to identify
salient and relevant information within the scope of full texts. Pointing at this,
we propose our suggestions and expect it will be beneficial for researches after-
wards.

To sum up, the main contributions of this paper include: (i) the first open,
large-scale and high-quality dataset for related work generation, (ii) a detailed
description of the data collection procedure along with an analysis on the char-
acteristics of the dataset, (iii) an analytical study on the effects of summative
sections (abstract, introduction and conclusion) and other sections of reference
papers on related work generation and some heuristic conclusions.

2 Background

Automatic related work generation is pioneered by Hoang and Kan [6]. The
authors proposed an automatic related work generation system named ReWoS,
which used a given topic hierarchy tree to model the internal topic structure
of related work section and strategically extracted sentences for two different
contents, general content as well as specific content.

Hu and Wan [8] treated this task as a global optimization problem. They
utilized probabilistic latent semantic indexing to group candidate sentences into
different topic-biased clusters and applied Support Vector Regression model to
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score the importance of each sentence. A global optimization framework is pro-
posed to select sentences to generate the related work section based on the former
topic clusters and importance scores.

Subsequently, Chen and Zhuge [1] introduced the citation sentences, namely
sentences from papers that cite the reference papers, and constructed a graph of
representative keywords. Afterwards, they took advantage of a minimum steiner
tree to guide the generation by extracting the least number of sentences to cover
the discriminated nodes.

More recently, Wang et al. [18] developed a neural data-driven summarizer
with a joint context-driven attention mechanism to generate related work section.
They constructed a directed graph containing heterogenerous relations among
kinds of objects such as papers, authors, keywords and venues, and designed
an attention mechanism focusing on the contextual relevance within the target
paper being written and the graph. For each candidate sentence, a label of 0 or
1 was assigned after a log-likelihood probability objective being optimized.

3 Dataset Construction

In this section, we describe design considerations and data collection guidelines
we follow in the construction of our dataset as well as statistics. We collect our
dataset in three stages: target paper collection, reference papers identification
and collection, and dataset filtering and replenishment.

Target Paper Collection. To acquire high-quality articles, we chose papers
from main conference of computational linguistics and natural language process-
ing, such as ACL, EMNLP, NAACL, COLING, as the candidate target papers
with time span ranging from 2006 to 2017. We first crawled download link for all
the target papers from ACL Anthology1, and then applied an automatic paper
download tool to gather the PDF format of all the target papers as per the links.
After this stage, we obtained over 3,200 target papers.

Reference Papers Identification and Collection. Next, we converted all
the target papers from PDF to text using pdfminer2. After this conversion,
we screened out papers without a related work section. In the remaining over
2,700 papers, we semi-automatically extracted the list of references using a rule-
based method, considering that conferences of computational linguistics and
natural language processing often follow the same citation format. We designed
specific regular expressions to identify the publication years and split references
based on the identified year. Then, we retrieved all the reference papers from
Google Scholar and obtain download links. The same paper download strategy
was applied to obtain the reference papers. It’s worth mentioning that, since
some papers were not available in Google Scholar, we neglected these unavailable
reference papers.
1 https://www.aclweb.org/anthology/.
2 https://pypi.org/project/pdfminer/.

https://www.aclweb.org/anthology/
https://pypi.org/project/pdfminer/
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Dataset Filtering and Replenishment. After the above two stages, there
were more than 2,700 document sets at hand. For those reference papers that
cannot be downloaded automatically, we manually replenished them. It was a
laborious work and took us hundreds of hours. Since some document sets cannot
meet the requirements of automatic related work generation due to some refer-
ences recognition errors and download problems, we filtered the document sets
whose number of reference papers is less than 10 or whose number of missing
reference papers is greater than 5 and the loss rate (the quotient of the num-
ber of missing reference papers divided by the number of all reference papers)
exceeded 20%. In the end, we obtained 2,084 document sets.

4 Dataset Characteristics

As the first open dataset, NudtRwG has the following characteristics, which
make it justified for related work generation.

Large Scale. NudtRwG consists of 2,084 target papers and more than 52,000
reference papers. More detailed attributes are presented in Table 2. As can be
seen, there are 25.3 reference papers, 8,572.6 sentences and 158,908.9 words per
document set on average. Compared with previous work, NudtRwG has a larger
scale.

Table 2. We use “#“ to denote number. RWS stands for Related Work Section, RPs
stands for Reference Papers.

#(sentences in
RWS)

#(words
in RWS)

#(RPs) #(sentences in
RPs)

#(words in
RPs)

Average 24.9 496.4 25.3 8572.6 158908.9

Stdev 14.1 289.9 10.8 4553.9 78803.8

Min 3 101 5 641 15636

Max 59 1180 96 45029 740710

High Quality. In our dataset, target papers are all selected from well-received
conferences of computational linguistics and natural language processing, such
as ACL, EMNLP, NAACL and COLING. These high-quality paper sources make
sure the quality of the ground truth related work. For further proof, we investi-
gate the citation number of these target papers. Statistics in Fig. 2 shows that,
74.67% of the target papers are cited more than 10 times, indicating that these
target papers are widely recognized from perspective of academic community
and therefore a high-quality related work section is expected.
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Fig. 2. Citation number distribution of papers in NudtRwG.

High Coverage. Another statistic we have done is the integrity of reference
papers of NudtRwG. The result is demonstrated in Fig. 3. As we can see, 13.1%
of the document sets cover all the reference papers of the reference list, and 93%
of the document sets miss fewer than 6 reference papers. Only taking reference
papers cited in related work section into consideration, 59.4% of the document
sets contain all the reference papers and over 93% of the sets miss fewer than 3
reference papers. NudtRwG has a more complete list of reference papers for each
document set, enabling related work generation task to be free from worrying
about the absence of input data.

5 Analytical Study

Summative sections (abstract, introduction and conclusion) of reference papers
were used as default input for related work generation in previous work [6,8].
Notwithstanding, we doubt whether summative sections are sufficiently repre-
sentative for the task. To investigate the effects of summative sections and other
sections of reference papers on related work generation, we conduct the following
analytical study on NudtRwG.

5.1 Analysis on Lexical Characteristics

We start with analyzing the lexical characteristics of summative sections and
other sections of reference papers. The current ROUGE [11] oriented evaluation
metric inspires us that, the N-gram overlaps of reference papers and the ground
truth related work determines the upper bound quality of the generated related
work. Therefore, we analyze the lexical characteristics by calculating N-gram
overlaps between the ground truth related work and different sections of reference
papers.
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Fig. 3. The integrity of reference papers in full paper or related work section.

ROUGE-1, -2, -SU4 are used to evaluate the overlap score. In addition to
reference papers, we also take into consideration contents of the target paper.
RPs refers to only using reference papers as input and RPs+TP means supplying
additional contents from target paper except the related work section.

Table 3 presents the result. Unsurprisingly, full texts of reference papers con-
tain the most co-occurrence unigrams and bigrams of the ground truth related
work, achieving 0.9085 and 0.4252 on ROUGE-1 score and ROUGE-2 score,
respectively. Meanwhile, adding extra information from target paper increases
the ROUGE scores. The result indicates that the complete reference papers cover
the most amount of information and information from target paper is indispens-
able. Second, summative sections are information-condensed parts of reference
papers and they work as input in former researches [6,8]. However, the ROUGE
score of summative sections falls behind that of other sections, let alone full texts
of reference papers, indicating taking advantage of full texts as input for related
work generation should achieve a higher ROUGE score.

5.2 Analysis on Cited Text Spans

To further validate whether sections other than summative sections cover valu-
able information related to a ground truth, we introduce Cited Text Spans
(CTS), which refers to the fragments of text in the reference paper that most
accurately reflect the citation [9]. Therefore, CTS can be considered as citation
evidence and has been widely applied in citation-based scientific summarization
[2,20]. Here, we utilize CTS to locat incoming citations in reference papers. An
obvious section distribution of CTS is expected via this investigation.

We artificially select 150 citations from related work section of target papers
in NudtRwG and manually mark CTS of the given citations in corresponding
reference papers. The annotation rule complies with that of TAC (Text Analysis
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Table 3. Rouge results (%) of overlapping units between gold related work and different
sections of reference papers and target paper. RPs denotes Reference Papers and TP
denotes Target Paper

Contents ROUGE-1 ROUGE-2 ROUGE-SU4

RPs RPs+TP RPs RPs+TP RPs RPs+TP

Full texts 90.85 92.42 42.52 47.02 52.78 56.52

Abstract 51.40 67.82 12.20 23.64 17.50 28.56

Introduction 79.40 81.88 27.96 33.26 36.70 40.28

Conclusion 39.20 60.21 8.20 19.86 12.58 24.58

Abstract+Introduction 80.79 83.01 29.50 34.98 38.25 42.13

Abstract+Introduction+Conclusion 81.43 83.87 30.10 35.32 38.90 42.78

Other Sections 89.19 90.12 38.90 39.83 49.20 50.10

Fig. 4. An example of citation and its corresponding CTS.

Conference) 2014 Biomedical Summarization track3. We split sections of a paper
into abstract, introduction, conclusion and other sections (method, experiment).
One example of citation and CTS is shown in Fig. 4.

The section distribution of CTS is shown in Table 4. We can find that abstract
and introduction are important citation sources, with approximately three fifths
of CTS are selected from these sections. In contrast, conclusion is less important
in terms of the citation evidence. The statistics, along with former analysis,
demonstrate why previous researches prefer these summative sections as input.
However, we can also see that the remaining two fifths of CTS are selected

3 https://tac.nist.gov//2014/BiomedSumm/index.html.

https://tac.nist.gov//2014/BiomedSumm/index.html
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Table 4. Section distribution of CTS in reference papers for citations.

Section type Abstract Introduction Conclusion Other sections

Citations number 20 66 4 60

from other sections. More detailed statistical result is, 36 CTS are from method-
relevant sections and 16 CTS are from experiment-relevant sections. The result
indicates that, full texts of reference papers are indispensable for related work
generation, not just the summative sections.

5.3 Experiment on Extractive Models

Next, we conduct experiments on current extractive summarization methods
to investigate the influence of different sections on related work generation. The
generated related work summaries are truncated to the same length of the ground
truth.

We implement five extractive models, including:
Lexrank: Lexrank [3] is a graph-based summary approach inspired by Pager-

ank. A similarity graph G(V,E) is constructed where V and E are the set of
sentences and edges, respectively. An edge eij is drawn between sentence vi and
vj if and only if the cosine similarity between them is above a given threshold.
Sentences are scored according to their Pagerank score in G.

Sumbasic: Sumbasic [13] is a frequency-based summarizer. Each candidate
sentence S is assigned a score Score(S) reflecting how many high-frequency
words it contains, where Score(S) is calculated as an average of unigram prob-
abilities of words of sentence S.

ICSI: ICSI [4] is a global linear optimization framework that has been iden-
tified as one of the state-of-the-art by [7]. It extracts a summary by solving a
maximum coverage problem considering the most frequent bigrams in the source
documents.

JS-Gen: JS-Gen [14] presents an optimization framework for extractive
multi-document summarization. It optimizes JS divergence with a genetic algo-
rithm.

TopicSum: TopicSum [5] is a generative probabilistic model. It is a hierar-
chical LDA style model and presumes that each word is generated by a single
topic which can be a corpus-wide background distribution over common words,
a distribution of document-specific words or a distribution of the core content
of a given cluster.

We take full texts and summative sections as input, respectively. Table 5
reports the evaluation over ROUGE metric.

From the table, the performance with summative sections as input is compa-
rable to that with full texts as input. One possible reason is, while full texts of ref-
erence papers cover more information relevant to a target paper, they inevitably
carry more redundant and confusing information than summative sections. In



430 P. Wang et al.

Table 5. Rouge results (%) of the generated related work of different models using full
texts as input and summative sections as input, respectively.

Models Full Texts Abstract+Introduction+Conclusion

ROUGE-1 ROUGE-2 ROUGE-SU4 ROUGE-1 ROUGE-2 ROUGE-SU4

Lexrank 39.55 7.61 14.91 39.19 7.62 14.52

Sumbasic 38.03 6.00 13.36 38.08 6.17 13.34

TopicSum 38.98 6.79 14.11 38.73 6.35 13.95

ICSI 40.33 8.51 15.41 40.13 8.47 15.12

JS-Gen 38.05 6.45 13.52 38.08 6.67 13.52

addition, the extractive models we select are suitable for general multi-document
summarization, they may be incapable of identifying target paper-relevant sen-
tences in other sections. The same drawback shows up in [6,8]. The authors
concentrate on summative sections and therefore ignore valuable information in
other sections.

5.4 Set Out with Full Texts

Considering that current general summarization approaches have difficulty in
distinguishing salient and relevant sentences in full texts of reference papers, a
reasonable suggestion is taking advantage of citation sentences which cite refer-
ence papers to locate salient information in reference papers [2,17]. Such method
has been extensively used in scientific summarization [15,16] and survey gen-
eration [10,12]. Additionally, CTS-based summarization can be considered for
related work generation, as they provide more detailed and precise information
about reference papers than citations alone. They may help to mark valuable
information in full texts according to viewpoint from academic community.

Another suggestion is to model content relevance of target paper and refer-
ence papers in an efficient way. A feasible way is to utilize generative probabilistic
models to catch target paper-relevant contents in reference papers. Furthermore,
abstractive approaches are also encouraged for related work generation, as for-
mer discussion indicates full texts of reference papers contain almost all of the
unigrams in a ground truth related work.

6 Conclusion

Towards the goal of automatic related work generation, we construct the
NudtRwG dataset, a collection of 2084 document sets. Based on NudtRwG,
we conduct an analytical study on the effects of summative sections (abstract,
introduction and conclusion) and other sections of reference papers on related
work generation. We find, different from previous researches, other sections apart
from summative sections are also of vital importance for related work generation.
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What really matters is how to identify those target paper-relevant and salient
information throughout full texts.

NudtRwG is the first open, large-scale and high-quality dataset for related
work generation. We have made our dataset freely available to encourage the
research of related work generation. At the same time, we hope our analyses on
this task will enlighten more expressive models.
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Abstract. Topic and emotion are two essential elements in poetry cre-
ation, and also have critical impact on the quality of poetry. Inspired
by this motivation, we propose a novel model to inject rich topics and
emotions into modern Chinese poetry generation simultaneously in this
paper. For this purpose, our model leverages three novel mechanisms
including (1) learning specific emotion embeddings and incorporate them
into decoding process; (2) mining latent topics and encode them via
a joint attention mechanism; and (3) enhancing content diversity by
encouraging coverage scores in beam search process. Experimental results
show that our proposed model can not only generate poems with rich
topics and emotions, but can also improve the poeticness of generated
poems significantly.

Keywords: Poetry generation · Deep learning · Sequence to sequence
model

1 Introduction

As a fascinating writing art, poetry is an important cultural heritage in human
history since its unique elegance and conciseness. Poetry generation has become
a hot and challenging task in recent years which attracts lots of researchers in
artificial intelligence field, partially because it’s a typical study case for con-
strained Natural Language Generation (NLG) research. The past few years have
witnessed lots of interesting approaches focusing on classical Chinese poetry
generation including quatrain and lüshi [19,23,25], which have specific phono-
logical or structural patterns to follow. Different from that, modern poetry is
more flexible in style and length, and easier to understand and transmit. There
are also a few works on modern Chinese poetry generation, such as XiaoIce [3].
XiaoIce generates poetry based on keywords extracted from pictures and uses a
hierarchical model with two levels of LSTM [6] to maintain both the fluency of
sentences and the coherence between sentences.

Although these methods can generate fluent Chinese poems with seman-
tic consistency and tonal patterns, they do not give enough attention to topic
and emotion, which are very essential and important aspects of human-created
c© Springer Nature Switzerland AG 2019
J. Tang et al. (Eds.): NLPCC 2019, LNAI 11838, pp. 433–446, 2019.
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Fig. 1. An example of poems written by human.

poems. Figure 1 shows a poem written by a well-known poet Dai Wangshu1.
We can see the poem has a specific topic on “lane in the rain” and reflects
obvious “sadness” emotion. The emotion is expressed by words like “alone”
and “solitary” that can deepen the topic expression. Correspondingly, there is a
consistent emotion enhancement given by topic words like “oil-paper unbrella”
and “lilacs”. Indeed, topic and emotion are complementary in poems and make
poems impressive and imaginary together.

Motivated by this, we propose a novel model to generate modern Chinese
poems with rich topic and emotion simultaneously. Inspired by methods dealing
with conversation generation [7,21], we modify the basic sequence to sequence
[17] (seq2seq for short) framework. To incorporate distinct emotions and latent
topics into poetry, we leverage embeddings for different emotions and a joint
attention mechanism for various topics. Experimental results show an obvious
increase in perception of emotion and topic in our generated poems. And by
injecting both, the poeticness of generated poems is improved significantly. Our
contributions are as follows:

– We achieve emotional poetry generation by adding embedding of distinct
emotion categories to the decoder in basic seq2seq model.

– By mining latent topics from poems and adding a joint attention mechanism,
we generate poems with distinct topics.

– We leverage a coverage decoder to enhance the effect of topic and emotion
and generate long and diverse poems.

2 Background

Most of poetry generation works [4,19,25] are constructed from an attention
based seq2seq model with LSTM. The encoder receives input sequence X =
{xt}Tt=1 and converts it into hidden state sequence H = {ht}Tt=1, where ht is:

ht = LSTM(ht−1, xt). (1)

According to the work [19], when generating the current line lc = {wc,j}nj=1,
where wc,j is the jth word of this line, they take former m lines as context

1 https://en.wikipedia.org/wiki/Dai Wangshu.

https://en.wikipedia.org/wiki/Dai_Wangshu
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and keywords of current line as inputs. Formally, the context is tokenized lines
L = {lc−i}mi=1, where c − i > 0, and keywords K = {kc,q}pq=1 are extracted
base on simple keyword extraction method (TFIDF or TextRank [14]), where
kc,q is the qth keywords of this line. These two parts form the total inputs, i.e.
X = L ∪ K. And during the decoding procedure, the decoder also uses LSTM
and decoder states h′

s are updated as:

h′
s = LSTM(h′

s−1, [ys−1; cs]), (2)

where h′
s−1 and ys−1 are the previous LSTM hidden state and decoded word

respectively and [ys−1; cs] is the concatenation of the word embedding ys−1 and
context vector cs. cs is computed as a weighted sum of ht according to the work
[1]:

cs =
T∑

t

astht, (3)

ast =
exp (est)∑T
i=1 exp (esi)

, (4)

est =vT
a tanh(Wah

′
s−1 + Uaht). (5)

where ast is the weight of ht and est is an alignment model that scores the
matching degree between h′

s−1 and ht. The probability of the next generated
word will be given by:

p(ys|y1, y2, ..., ys−1, cs) = g(h′
s), (6)

where g is a nonlinear function. During inference, beam search is used to choose
more reasonable words.

3 Proposed Model

3.1 Model Overview

Different from previous approaches, our model takes as encoder inputs not only
tokenized history lines L and keywords K, but also emotion embeddings e of
lines and topic representations t of poems. Figure 2 shows our model structure
of modern Chinese poetry generation. The lower bidirectional LSTM represents
the encoder and the upper one denotes the decoder. To incorporate emotion
information, emotion category embeddings e (oval regions with dotted line) are
concatenated with each decoder cell input. To generate poems with topic, we
mine latent topics and represent them as explicit topic words, then leverage
a joint attention mechanism (adding topic attention) to better integrate topic
information.
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3.2 Generation with Emotion

To generate poems with emotion, we modify the decoder in Eq. (2) to:

h′
s = LSTM(h′

s−1, [ys−1; e; cs]), (7)

where [ys−1; e; cs] is the concatenation of the word embedding ys−1, emotion
embedding e and context vector cs. In this way, emotion information is incor-
porated (oval regions in Fig. 2). Note that the emotion embedding is a random
initialized vector and corresponds to the emotion category of the current line,
so all word embeddings concatenate with the same emotion embedding e.

In order to obtain emotion labels for poem lines, we employ a simple lexicon-
based emotion classifier [12], which achieves 88% accuracy. Suppose that each
line of poems can be classified into one of the following seven emotion categories:
Happiness, Anger, Sadness, Fear, Disgust, Surprise and Neutral. We employ
emotion vocabulary lists [22] that contain separate categories of emotion words.
For emotion labeling, a line containing words from a specific emotion category
will be assigned to the corresponding emotion category.

Fig. 2. The overall structure of our proposed poetry generation model.

We also attempt to build a classifier on an annotated emotion dataset, con-
sisting of NLPCC 20132&20143 Chinese Weibo emotion recognition datasets, via
fastText [8], but find it is unsuitable for our task (whose accuracy is only 78%). It
may result from not only the severe asymmetry of NLPCC dataset (Fear (1.5%)
and Surprise (4.4%) account for small proportions), but also the inconsistency
of domains. Considering the emotions expressed in poems are often simple, we
take the lexicon-based method in labeling.
2 http://tcci.ccf.org.cn/conference/2013/dldoc/evsam02.zip.
3 http://tcci.ccf.org.cn/conference/2014/dldoc/evtestdata1.zip.

http://tcci.ccf.org.cn/conference/2013/dldoc/evsam02.zip
http://tcci.ccf.org.cn/conference/2014/dldoc/evtestdata1.zip
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3.3 Generation with Topic

To express specific topics in generation, we need to solve following three basic
problems: how to mine latent topics from poetry corpus, how to represent latent
topics, and how to incorporate topics into generation process.

Firstly, suppose that each poem can be assigned to a latent topic, and all
topics are distinguished by ids. To realize generation with topic, we firstly use a
framework combining LightLDA [24] and K-Means algorithm [2] to mine latent
topics. LightLDA is an open source distributed system for large scale topic mod-
eling and computes the topic distribution for each poem. By transforming the
outputs of LightLDA into features, we adopt K-Means algorithm for poetry
clustering and obtain latent topic ids for all poems.

Secondly, summarizing high frequent topic word list for each latent topic,
we use explicit topic words via random or deliberate selection as latent topic
representations. Random selection strategy assigns the same probability to topic
words. In contrast, for deliberate selection, we firstly keep words of nouns, adjec-
tives and adverbs, then sample topic words based on their frequencies.

Thirdly, we add another attention for topic to form a joint attention mecha-
nism. Topic attention leverages hidden states of latent topic representations as
topic embeddings together with keywords (topic attention in Fig. 2). As Eq. (8)
shows, both context and topic vectors can jointly impact the poetry generation:

h′
s = LSTM(h′

s−1, [ys−1; e; cs; c′
s]), (8)

where c′
s represents the topic context vector and is calculated by

c′
s =

∑W

w=1
aswew, (9)

where ew represents the embedding of keyword or topic word and W is the
number of these words. Attention weights asw is computed by

asw =
exp (esw)

∑W
i=1 exp (esi)

. (10)

The calculation of esw is similar to Eq. (5).

3.4 Coverage Decoder

To generate poems with diverse content and enhance the expression of topic
and emotion, we incorporate the coverage score into beam search procedure.
Compared to the coverage model proposed by the work [18], coverage score
includes no extra models. Moreover, it is applied to each decoding step instead of
involving in complex reranking procedures [20]. In detail, we define the coverage
score cst of tth word in source sequence as the total sum of the past attention
values [11]. Similarly, the coverage score csw of wth word in keyword and topic
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word sequence is the sum of past topic attention values. Taking Y = {ys}Ss=1 as
target sequence, cst and csw can be computed by

cst =
∑S

s=1
ast (11)

csw =
∑S

s=1
asw, (12)

where ast and asw are the context attention weight and the topic attention
weight. And the coverage score of this sentence pair (X,Y ) is defined by

c(X,Y ) =
∑T

t=1
log max(cst, β) +

∑W

w=1
log max(csw, β), (13)

where β is a hyper-parameter for model warm-up, which makes the model easy
to run in the first few decoding steps [11]. For decoding, the total probability is
modified as:

s(X,Y ) = (1 − α) · log P (Y |X) + α · c(X,Y ), (14)

where α is the linear interpolation coefficient and log P (Y |X) is the decoded
word score from Eq. (6).

4 Experiments

4.1 Dataset and Setup

We collect 263,870 modern Chinese poems and lyrics of songs that contain
9,211,510 lines in total. Then we use TFIDF to extract keywords. For all poems,
we first tokenize each line into words, then take the 54,500 most frequently used
words as our vocabulary. To construct our dataset, we hold out 10% for valida-
tion and 10% for automatic evaluation, and the rest 80% for training. For human

Table 1. Hyper-parameters.

Symbol Meaning Value

|x| Word embedding dimension 128

|h| Encoder hidden size 128

|h′| Decoder hidden size 128

l Number of LSTM layers 4

m Number of context lines 2

|e| Emotion embedding dimension 5

α Coefficient parameter in coverage decoder 0.6

β Warm-up parameter in coverage decoder 0.4

K Number of poetry clusters in K-Means 25

r Dropout rate 0.3
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evaluation, we sample 25 poems from evaluation set, and manually check their
keywords. To train our model, we use Adam [9] optimizer with batch size set to
512 and learning rate set to 3e−4. Hyper-parameters are listed in Table 1. We
tuned these hyper-parameters based on our validation set.

Note that word embeddings are pretrained by word2vec [15] with poetry
corpus. And we choose the seq2seq+attention model mentioned in Sect. 2 as our
baseline.

4.2 Evaluation Metrics

Automatic Evaluation. We choose five automatic evaluation metrics:
Average sentence length (ASL): it reflects the average sentence length

of poems. A higher ASL means poems are longer and contain more content.
Distinct-1/2: it measures whether poems are rich in content. A higher

distinct-1/2 indicates a higher number of distinct unigrams/bigrams, which rep-
resents the information and diversity of poems.

Perplexity (PPL): it measures whether the generated poems are fluent and
coherent or not. We train a 5-gram character based language model with poetry
corpus to calculate PPL. A lower PPL indicates the generated poem is more
fluent.

Emotion word hit-rate: it is the proportion of one specific emotion words
to all emotion words in generated poems. A higher emotion word hit-rate indi-
cates poems have stronger emotions.

Topic word hit-rate: it is the proportion of one specific topic words to all
topic words in generated poems. A higher topic word hit-rate indicates poems
are more thematic in this specific topic.

Human Evaluation. We design five standards for human evaluation:
Fluency: it measures whether a single line is fluent. With grammar and

syntax errors, a poem that cannot be smoothly read gains a lower score.
Coherence: it reflects the relevance among lines in a poem. If a poem

expresses consistent content, it gains a higher coherence score.
Perception of Emotion: it represents the emotion intensity. The stronger

emotion a poem owns, the higher perception of emotion score it obtains.
Perception of Topic: it denotes the topic intensity. The stronger topic a

poem holds, the higher perception of topic score the poem gains.
Poeticness: it reflects the creativity of a poem in poetic aspect. A higher

score means that it leaves a more striking impression on readers.

4.3 Results for Generation with Emotion

In inference time, we assign one emotion category each time and compare gener-
ated poems with baseline. Results are listed in Table 2: first row records emotion
word hit-rate of poems generated by baseline, and all other rows record word
hit-rate of poems with different emotions generated by our model. And each
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column denotes word hit-rate of a specific emotion. Taking the last row as an
example, we generate poems in Surprise emotion and count emotion words sep-
arately based on emotion categories: these poems contain 0% Anger emotion
words but 76.06% Surprise emotion words, so they express the most strongest
Surprise emotion as expected.

Table 2. Emotion word hit-rate results with emotion embeddings.

Approaches Happiness Anger Sadness Fear Disgust Surprise

Baseline .2117 .0061 .4172 .0399 .3098 .0153

+Happiness .8209 .0081 .0843 .0183 .0650 .0034

+Anger .1792 .4309 .0555 .1223 .2110 .0011

+Sadness .0422 .0004 .8654 .0110 .0748 .0062

+Fear .0696 .0251 .0743 .7060 .1226 .0024

+Disgust .0507 .0076 .0910 .0131 .8300 .0076

+Surprise .0372 0 .1050 .0040 .0932 .7606

From Table 2, we can see that when assigning a specific emotion category,
the emotion word hit-rate of this category (1) is much higher than baseline, as
bold numbers are much larger than the correspondent numbers of baseline, and
(2) obviously dominates and exceeds emotion word hit-rate of others, as the
diagonal line of Table 2 shows. Hence, it proves that our model can not only
learn different emotion representations correctly but can also generate poems
with specific emotion type correctly.

However, we also find that generation with certain emotions seems to cause
emotion word hit-rate of others high. For example, when we generate Anger
poems, the emotion word hit-rate of Disgust is also high. To address this, we have
excavated several explanations. Firstly, we notice that “Sadness”, “Disgust” and
“Happiness” occupy the most part in baseline, which means there exist some
biases in training corpus, and they will affect the generation with emotions.
Secondly, human emotions are complicated and sometimes concurrent. Thirdly,
our weak emotion labeling approach may also bring some negative influences
into generation procedure. Finally, all these three reasons may jointly impact
the generation procedure and cause the emotion interaction.

4.4 Results for Generation with Topic

To evaluate generation with topic, we compare three different approaches with
baseline.

Topic Attention with Latent Topic Ids (TA-ID): leveraging a joint
attention mechanism and taking keywords and latent topic ids as topic attention
inputs.
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Topic Attention with Topic Words Randomly Selected (TA-RSW):
replacing latent topic ids with randomly selected topic words as input for the
topic attention.

Topic Attention with Topic Words Deliberately Selected (TA-
DSW): using deliberately selected topic words as input instead of random ones.

We use topic ids to briefly represent latent topics from Topic 1 to Topic 25.
By assigning specific topics to these models, we generate poems and summarize
the results of topic word hit-rate in Table 3. Different rows denote different mod-
els and different columns denote the assigned topics to models. For example,
when generating with Topic 10, the TA-ID approach obtains 2.57% topic word
hit rate on Topic 10.

Table 3. Topic word hit-rate results with latent topics.

Approaches Topic 1 Topic 5 Topic 10 Topic 15 Topic 20 Topic 25

Baseline .0346 .0189 .0193 .0251 .0235 .0221

TA-ID .0565 .0335 .0257 .0329 .0290 .0385

TA-RSW .0859 .0701 .0516 .0710 .0678 .0760

TA-DSW .1661 .1656 .1643 .2159 .1780 .1694

From Table 3, we observe following interesting results. Firstly, compared with
baseline, all our proposed three approaches improve the topic word hit-rate in
different degrees, which suggests incorporating topics via joint attention mech-
anism is sufficiently feasible. Secondly, TA-RSW and TA-DSW perform better
than TA-ID, which indicates that representing latent topics with explicit words
is better than implicit topic ids. Thirdly, TA-DSW achieves the best performance
and exceeds TA-RSW significantly by 10.61%, which proves our deliberate selec-
tion strategy for topic words is also effective. In a word, our model can generate
more thematic poems, and all results are also consistent with our initial moti-
vation in Sect. 3.3.

Table 4. Comparison between beam search decoder and coverage decoder.

Decoder ASL Distinct-1 Distinct-2 PPL

Beam search 5.62 .383 .821 49.98

+coverage decoder 6.33 .401(+4.7%) .894(+8.9%) 51.22

4.5 Results for Coverage Decoder

We compare beam search and coverage decoder in Table 4. And we can see that
when using coverage decoder, ASL increases by 12.6%, and distinct-1/2 rise by
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4.7% and 8.9% respectively. Meanwhile, PPL changes subtly. The results confirm
that, coverage decoder can effectively help increase ASL and diversity of poems
without sacrificing fluency.

4.6 Human Evaluation

To further evaluate and understand our model from the point of emotion and
topic, we generate 100 poems by four distinct models: baseline, model with
emotion, model with topic and model with the both. For each model, we generate
25 poems with the same 25 groups of input keywords and get 100 poems in total.
For emotion and topic generation, we assign a specific emotion and topic each
time. All these poems are evaluated by 8 highly educated evaluators, poetry
enthusiasts. Each evaluator needs to evaluate 100 poems. Five human evaluation
standards as previously mentioned are scored between 1 to 5 and a higher score
indicates better poem quality. And results are shown in Fig. 3.

Fig. 3. Human evaluation in Fluency, Coherence, Emotion, Topic and Poeticness.

From Fig. 3, we can get following results. Firstly, the model with emotion
obtains 0.45 higher than baseline in Emotion score, meanwhile, the model with
topic achieves 0.16 higher than baseline in Topic score. This proves that gener-
ated poems are more emotional and thematic respectively. Secondly, we find the
model with both emotion and topic outperforms the model with emotion or topic
only, which proves that emotion and topic complement each other and enhance
each other. Thirdly, model with both emotion and topic gains the overall highest
Poeticness score, which proves that our initial motivation is correct that good
poems should have topic and emotion simultaneously. Note that Fluency and
Coherence scores of the model with emotion decrease because it may employ
some highly frequent emotion words, which are possibly not suitable.

4.7 Case Study

We present three poems generated by different models but with the same key-
words in Fig. 4 for case study. Figure 4(a) shows a poem only with Sadness
emotion since there are words like “missing”, “disappear” and “memories”. As
for Fig. 4(b) with automatically selected topic, it seems to be more colorful and
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ample in topic, while moderate in emotion. The last one in Fig. 4(c) represents
a poem generated with both Sadness emotion and automatically selected topic,
which strengthens not only the expression of Sadness emotion, but also the topic
of missing. In conclusion, our proposed model can generate creative and impres-
sive poems with rich topic and emotion. We also realize that sometimes there
exist some over-expressed issues in generated poems, which may be alleviated
by using some post-editing techniques and considering basic composition struc-
tures. And there are more complex emotions other than seven emotion types,
such as a compounded of Happiness and Surprise. We will try out these ideas in
the future.

Fig. 4. Examples generated by models with emotion, topic and both. The keywords
are identical.

5 Related Work

Poetry generation is a vital task in NLG. Considering semantics and textual
structure, [16] proposes a poetry generation system based on a set of grammar
rules, sentence templates and strategies. The second type of researches is based
on genetic algorithms [13], which aims to meet the restricted poetry proper-
ties including grammaticality, meaningfulness and poeticness. Besides, there are
approaches guided by statistical machine translation methods [5].

With increasing popularity of deep learning methods, neural network based
methods have been proved to be valid to deal with this problem. [25] utilize a
recurrent neural network (RNN) to jointly learn content selection and surface
realization. [19] propose a two-stage poetry generation method which first plans
keywords for poems and then generates poem lines according to these keywords
based on seq2seq model. By integrating a finite state acceptor with basic RNN,
[4] propose a method that allows users to revise and polish the generated poems
in different styles. And [23] propose a SPG model to generate stylistic poems.

As for incorporating emotions and topics in NLG, there exists some sim-
ilar studies in conversation generation. [10] propose a persona-based model to
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encode personas and speaking styles of different speakers, and then response con-
sistently during multiple conversational interactions. Considering incorporating
topic information into generation procedure, [21] leverage prior topic knowledge
and make use of a joint attention mechanism to generate more informative and
interesting responses. [26] propose a more complete method to express emotional
responses by emotional chatting machine (ECM), which can generate proper
responses in both content and emotion. Facing real customer care conversation
problem, [7] create a tone-aware model with tone indicator added for generat-
ing not only grammatically correct, but also highly user experienced responses.
Different from previous studies, we propose a poetry generation model incorpo-
rating topic and emotion simultaneously and use coverage decoder to enhance.

6 Conclusion

In this paper, we propose a novel model for modern Chinese poetry generation.
To generate poems with rich topic and emotion, we employ mainly three mecha-
nisms, including emotion embeddings, a joint attention mechanism and a cover-
age decoder. Both automatic and human evaluation results show our model can
generate long and diverse poems not only with specific emotions, but also with
rich topics. And the poeticness of generated poems is also improved a lot. Con-
sidering poets usually have refinement process during creation, we will explore
some automatic post-editing techniques to further improve the poem quality.
Apart from that, we’re also trying to learn the basic composition thinking of
poets, to bring some content structures (introduction, elucidation, transition
and summing up) into poetry generation. We will explore these ideas in future.
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Abstract. Charge prediction aims to predict the corresponding charges
for a specific case. In civil law system, human judges will match the
facts with relevant laws, and the final judgments are usually made in
accordance with relevant law articles. Existing works either ignore this
feature or simply model the relationship using multi-task learning, but
neither make full use of relevant articles to assist the charge prediction
task. To address this issue, we propose an attentional neural network,
LegalAtt, which uses relevant articles to improve the performance and
interpretability of charge prediction task. More specifically, our model
works in a bidirectional approach: First, it uses the fact description to
extract relevant articles; In return, the selected relevant articles assist
to locate key information from the fact description, which helps improve
the performance of charge prediction. Experimental results show that our
model achieves the best performance on the real-world dataset compared
with other state-of-the-art baselines. Our code is available at https://
github.com/nlp208/legal attention.

Keywords: Charge prediction · Text classification · Civil law system

1 Introduction

The automatic charge prediction task takes fact description as input and predicts
the corresponding charges for a specific case. This task plays a crucial role in legal
assistance system. For example, this technique makes it easier for users without
legal knowledge to conduct legal consultations, and it also provide reference
information for people in legal field to simplify their work.

As an important task in the field of intelligent justice, charge prediction
has a long history of research. Most existing works regard charge prediction as
a text classification task. Liu et al. [7,8] attempt to use k-Nearest Neighbor
(KNN) combined with word-level features and phrase-level features to predict
c© Springer Nature Switzerland AG 2019
J. Tang et al. (Eds.): NLPCC 2019, LNAI 11838, pp. 447–458, 2019.
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Fig. 1. Charge prediction procedure in civil law system.

corresponding charges. Lin et al. [6] manually designed a variety of factor labels
for charge prediction. Şulea et al. [12] propose a classification system based on
Support Vector Machine (SVM), which is applied to the data of French Supreme
Court. These works heavily rely on manually designed features, which is time-
consuming and thus cannot be applied to large-scale dataset directly.

In recent years, neural networks have achieved great success on many natu-
ral language processing (NLP) tasks, such as text classification [4,16], machine
translation [10,14] and so on. Inspired by these works, researchers begin to use
neural networks to model the charge prediction task. Luo et al. [9] propose an
attentional neural network to jointly model charge prediction task and relevant
article extraction task. Jiang et al. [2] use reinforcement learning mechanism to
output the predicted charge as well as rationales. Hu et al. [1] manually design
10 different attributes to improve the performance on few-shot charges. Zhong
et al. [17] focus on the dependencies among subtasks of legal judgement predic-
tion, and propose a topological multi-task learning framework.

Although many efforts have been made in charge prediction, we still faces
many challenges:

Multi-label Cases: In the real scenario, cases are complex and diverse, which
may involve multiple different laws and charges. This requires the model to have
the ability of predicting multi-label charges and make full use of information from
different labels. But many existing works only focus on single label cases [1,2,17].

Interpretability: One obvious difference between legal domain tasks and other
domain tasks is that users not only care about the results, but also want to
know the legal basis for the predicted results. In charge prediction task, it’s more
convincing if the model output relevant legal basis for making such a decision,
or tell us which part of the fact description leads to such a result. As illustrated
in Fig. 1, in civil law system, human judges first use fact description to extract
relevant articles. Then the key information in fact description is matched with
relevant articles, and the final judgements are made accordingly. Methods like
[9,17] simply take advantage of multi-task learning, ignoring the interpretability
between related tasks.

In order to solve these problems, we propose an attentional neural network to
predict charges using knowledge from relevant articles. In this framework, we first
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use the fact description to predict the relevant articles. Then the extracted rele-
vant articles are used to focus on the most important part of the fact description
and assist the final charge prediction task. Our model simulates the charge pre-
diction process in the civil law system, making full use of the information from
different relevant law articles. Experimental results show that our model out-
performs other state-of-the-art charge prediction models and text classification
models on the real-world dataset. We also analyze the attention from relevant
articles, and prove that our model can utilize the extra knowledge from relevant
articles. In attention mechanism, relevant articles pay more attention to the key
information in fact description, which explains why the model makes the final
decision and improves the interpretability compared with previous works [9,17].

The main contributions of this paper can be summarized as follows:

(1) We propose an attentional model based on relevant articles for charge pre-
diction in civil law system, and achieve the best results on the real-world
dataset.

(2) Our model focuses on the multi-label attributes of legal tasks, which better
reflect the real situation.

(3) Our model has a better performance in interpretability and provide more
legal basis for charge prediction task through attention mechanism.

2 Related Work

2.1 Text Classification

Text classification is a classical task in NLP, which aims at categorizing docu-
ments based on their specific representation on different topics, sentiment, etc.
Kim [4] proposes a Convolutional Neural Network (CNN) based model with dif-
ferent window sizes for text classification. Tang et al. [13] regard document as
a set of sentences, so a two-level structure is proposed to learn the representa-
tion at the level of word and sentence respectively. Yang et al. [16] then use a
two-level attention mechanism based on [13]. Johnson and Zhang [3] propose a
deep CNN model using down sampling without increasing the number of feature
maps, which effectively takes care of the model complexity with more hidden
layers.

2.2 Charge Prediction

Charge prediction mainly focuses on predicting the corresponding charges for
an input case. With the development of machine learning methods, researches
begin to formalize charge prediction as a text classification task. Many works [6–
8] use KNN to classify cases by taking shallow information from fact description
or using manually designed features. Şulea et al. [12] use SVM combined with
N-gram features to build a charge prediction system. These works take a small
amount of charges as input and need manual feature extraction, which only
obtain the superficial features of legal text, thus making it hard to generalize.
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In recent years, advances in neural networks help us simplify many NLP
tasks [4,10,16]. Inspired by these works, more and more researchers use neural
network to model charge prediction and related tasks. Luo et al. [9] propose
an attention-based model to jointly model the charge prediction task and the
relevant article extraction task. Our model shares similar ideas with them, that
is, relevant articles can benefit the performance of charge prediction. But they
only use fact description attention to extract relevant articles, which cannot make
full use of the knowledge of the relevant articles and lacks interpretability. Zhong
et al. [17] pay more attention to the hierarchical relationships between subtasks
of legal judgement prediction, and model the dependency relationships between
different tasks by using directed acyclic graph (DAG). Hu et al. [1] manually
design ten features for charge prediction, resulting in significant improvements
on few-shot charges. However, with the increase of the number of charges, more
features need to be introduced, which leads to the limitation of the model exten-
sibility. Jiang et al. [2] focus on the interpretability of charge prediction task,
and adopt reinforcement learning-based method to extract key information from
input fact description. But they fail to consider the relevant articles which play
a vital role in the civil law system. In this paper, we also ask the model to give
corresponding explanations for the predicted results. For this purpose, we intro-
duce a legal attention mechanism based on relevant articles to show which part
does the model focus on.

3 Method

In this section, we propose an attentional neural network using relevant articles
to assist charge prediction task. Similar to Luo et al. [9], we believe that the
relevant articles of a specific case can help charge prediction. Moreover, we not
only use fact description to extract relevant articles, but also use relevant articles
to focus on the most important part of fact description. Compared with simply
using multi-task learning to jointly model two tasks, our approach is more suit-
able for the charge prediction process in the civil law system. As show in Fig. 2,
our model first takes fact description as input and outputs the fact representa-
tion sequence df . df is then used to find the relevant articles. We then use an
article document encoder to generate article representation sequence da for each
relevant article. These article representation sequences are fed into the attention
layer to calculate the attention-based fact representation effinal. Finally, we use
effinal to predict the appropriate charges for the input case.

3.1 Fact Document Encoder

Fact document encoder takes fact description as input and outputs fact repre-
sentation sequence df =

{
df
1 ,df

2 , . . . ,df
Tf

}
, where Tf is the length of the fact

description. Zhong et al. [17] have shown the effectiveness of CNN model for text
encoding in legal domain, we also adopt a CNN encoder based on previous work
proposed by Kim [4].
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Fig. 2. Model overview.

We first use an embedding layer to convert the input fact description into
embedding sequence xf =

{
xf
1 ,xf

2 , . . . ,xf
Tf

}
, where xf

t ∈ R
k and k is the dimen-

sion of word embedding.
Let xf

i:i+j represent the concatenation of word embedding xf
i ,xf

i+1, . . . ,x
f
i+j .

We define a convolution operation with window size h as:

cfhi = f
(
Wf

h · xf
i:i+h−1 + bf

h

)
(1)

where Wf
h and bf

h are weight matrix and bias vector and f (·) is activation
function. Specifically, we adopt multiple kernels with different window sizes. For
each kernel Wf

∗ , we apply convolution operation on the whole input sequence
with padding at both ends of the sequence. The fact representation sequence is
calculated by concatenating the results of convolution operations with different
kernel:

df =
{
df
1 ,df

2 , . . . ,df
Tf

}
,df

t = concat
(
cf∗t

)
(2)

where df
t ∈ R

m is the hidden state of word xf
t and m is feature size.

3.2 Relevant Article Extractor

Training a classifier for each article is time consuming and hard to generalize due
to the large number of articles. Therefore, we apply a simple affine transformation
followed by sigmoid to calculate each article’s score.

We first apply max pooling operation over df and obtain the fact represen-
tation ef =

[
ef1 , ef2 , . . . , efm

]
as:

efi = max
(
df
1,i,d

f
2,i, . . . ,d

f
Tf ,i

)
,∀i ∈ [1,m] (3)
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then the article score is calculated by:

scoreart = sigmoid
(
Wsef + bs

)
(4)

where Ws and bs are weight matrix and bias vector.
In order to prevent the misleading by irrelevant articles, we provide true

relevant article labels in training step. In prediction step, we only chose articles
with score higher than threshold τ as the truly relevant articles.

3.3 Article Document Encoder

We use the same framework described in Sect. 3.1 to encode the relevant articles
as:

dal =
{
dal
1 ,dal

2 , . . . ,dal

Tal

}
,∀l ∈ [1, L] (5)

where dal
t is the hidden state of word xal

t , L is the number of relevant articles
and Tal

is the length of lth relevant article.
Since fact description and relevant articles usually have different emphases

in description, we set different parameters for fact document encoder and article
document encoder instead of sharing.

3.4 Attention-Based Charge Prediction

Having fact representation sequence df and article representation sequence da,
we want to use da to assist the final charge prediction task. Therefore, we propose
an attention mechanism based on relevant articles to focus on difference part of
input fact description. Then the weighted sum over fact representation is used
to make charge prediction.

Legal Attention. We share the same spirit with Vaswani et al. [14] that atten-
tion can be described as mapping a query and a set of key-value pairs to an
output. Therefore, we use df and da to calculate the key vectors and query
vectors as:

ki = tanh
(
Wkdf

i

)
,∀i ∈ [1, Tf ]

qi = tanh (Wqda
i ) ,∀i ∈ [1, Ta]

(6)

where W∗ ∈ R
datt×m is weight matrix and datt is the dimension of key vectors

and query vectors.
Then legal attention matrix A is calculated by:

A = softmax
(
(αij)Ta×Tf

)
, αi,j = qT

i kj (7)

We apply attention to df and get the fact description sequence with legal
attention dlegal att =

{
df
legal att1

,df
legal att2

, . . . ,df
legal attTf

}
as:

df
legal atti

=
Ta∑
t=1

αt,id
f
i ,∀i ∈ [1, Tf ] (8)
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We finally apply a max pooling over df
legal att to get the representation

elegal att =
[
eflegal att1

, eflegal att2
, . . . , eflegal attTf

]
as:

eflegal atti
= max

(
df
legal att1,i

,df
legal att2,i

, . . . ,df
legal attTf ,i

)
,∀i ∈ [1,m] (9)

Attention from Different Articles. Due to the multi-label property of our
problem, we will get more than one relevant article by relevant article extractor.
For each relevant article l, we obtain a fact representation with legal attention
eflegal att l, the final representation is then calculated by averaging all these vec-
tors as:

effinal = mean
(
eflegal att 1, e

f
legal att 2, . . . , e

f
legal att L

)
+ ef (10)

where we add a residual connection in order to reduce the impact of irrelevant
articles and to simplify the training process.

Charge Prediction. Given the final fact representation with legal attention
effinal, we feed it into a fully connected layer followed by sigmoid function to get
the charge prediction result:

ŷ = sigmoid
(
Wpeffinal + bp

)
(11)

where Wp and bp are weight matrix and bias vector.
In prediction step, we use a threshold to select corresponding charge labels.

3.5 Training

The loss of our model contains two parts. In charge prediction part, we want
to minimize the loss between ŷ and true distribution ycharge. In relevant arti-
cle extraction part, we want to minimize the loss between scoreart and true
distribution yart.

Due to the multi-label property of our problem, the loss is calculated by
summing the cross-entropy loss over each label:

Lcharge = −
C∑
i=1

ychargei · log (ŷi) + (1 − ychargei) · log (1 − ŷi)

Lart = −
N∑
i=1

yarti · log (scorearti) + (1 − yarti) · log (1 − scorearti)

(12)

where C is the number of charges and N is the number of law articles.
Combining the two parts, our final loss is L = Lcharge + α · Lart, where α is

a weight factor of relevant law extraction task.
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4 Experiments

4.1 Data Preparation

Our data is collected from the first large-scale Chinese legal dataset
CAIL2018 [15]. CAIL2018 contains more than 2.6 million criminal cases with 202
criminal charges and 183 relevant articles, and there exist many low-frequency
charges like smuggle and money laundering. In the following part, we only con-
sider 100 charges with the highest frequency and 91 related articles. We randomly
choose 203,823 cases for training, 20,000 for validation and 40,000 for testing.
All the charges and articles have more than 100 training data. To model the
multi-label property in real-world scenarios, we keep data with multiple charges
or relevant articles, which account for 18.6%, 10.5%, 16.7% of training set, vali-
dation set and test set respectively.

Although there are some cases with more than one defendant in real-world,
it’s hard to deal with different parts of different defendants in one case. We
therefore remove cases with multi-defendant and leave them for future work.

4.2 Baselines

We employ several text classification models and charge prediction models for
comparison, and all the text classification models are trained with both task in
multi-task framework:

CNN: CNN document encoder with multiple kernel sizes followed by max
pooling [4].

Hierarchical Attention Network (HAN): A hierarchical network for
document encoding in both word and sentence level proposed by Yang et al. [16].

Deep Pyramid CNN (DPCNN): Johnson and Zhang [3] propose a deep
CNN model to capture global representation for document.

FactLaw: Luo et al. [9] propose an attention-based neural model jointly
models charge prediction task and relevant article extraction task.

TopJudge: Zhong et al. [17] propose a neural model formalizing the depen-
dencies among subtasks in legal judgment prediction.

4.3 Experimental Settings

Since our data is composed of Chinese and there are no delimiters in documents,
we employ jieba1 for Chinese segmentation. Word embeddings are trained using
Skip-Gram model [11] on all fact descriptions with embedding size of 200.

We set maximum document length to 300. For HAN and FactLaw, we set
maximum sentence length to 100, and one document contains no more than 20
sentences. For Recurrent Neural Network (RNN) based models, hidden size is
set to 100. For CNN based models, filter size is set to 50 with window size in (2,
3, 4, 5). We set all threshold to 0.4 by validation. The parameter K in FactLaw
is set to 10. The weight α of relevant article loss is set to 1.0.
1 https://github.com/fxsjy/jieba.

https://github.com/fxsjy/jieba
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We employ Adam [5] as optimizer, and set learning rate to 0.001, dropout
rate to 0.2 and batch size to 32. We evaluate our model using Micro-F1 and
Macro-F1 in both charge prediction task and relevant article extraction task.
Here Macro-F1 is calculated by averaging the F1 score of each category.

4.4 Experimental Results

Table 1. Relevant article extraction results and charge prediction results.

Model Relevant article extraction Charge prediction

Micro-F1 Macro-F1 Micro-F1 Macro-F1

CNN 75.7 74.9 77.8 75.6

HAN 66.9 63.7 67.5 64.1

DPCNN 79.0 76.8 80.9 76.4

FactLaw 68.7 62.9 72.4 63.8

TopJudge 78.9 72.2 79.1 74.1

LegalAtt 80.3 78.7 81.0 77.4

As show in Table 1, our model outperforms other baselines on both relevant
extraction task and charge prediction task.

In relevant article extraction task, our model is similar to traditional CNN
model. But we use relevant articles to further assist the charge prediction task,
which benefits both subtasks.

In charge prediction task, we share the similar spirit with FactLaw. Different
from directly connecting the fact representation and article representation in
FactLaw, we use an attention matrix to give a different weight to relevant and
irrelevant information in fact description. This approach is like the real court
scene in civil law system, where human judges use relevant articles to judge the
details of fact descriptions. Moreover, FactLaw uses a fixed K to extract relevant
articles, which affected by noise from irrelevant articles. In our model, we adopt
a threshold τ to filter out irrelevant articles. Improved performance on relevant
article extraction will further affects the charge prediction task.

4.5 Ablation Test

The performance of our model depends largely on the relevant articles, we there-
fore conduct some ablation tests to investigate the effectiveness of our model.

As show in Table 2, LegalAtt−τ refers to not use threshold τ but only fixed
K, which is the same as FactLaw. Intuitively, LegalAtt−τ suffers from the noisy
from irrelevant articles, as not all cases have K relevant articles. LegalAtt−art
means we do not provide relevant article labels for supervision in training step,
and we set the parameter α to 0. All the parameters are learned by charge
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Table 2. Results of ablation test.

Model Relevant article extraction Charge prediction

Micro-F1 Macro-F1 Micro-F1 Macro-F1

LegalAtt 80.3 78.7 81.0 77.4

LegalAtt−τ 75.8 74.4 76.7 75.2

LegalAtt−art 70.6 65.4 72.0 69.3

prediction task. The performance decrease significantly by 13.3% and 8.1% in
Macro-F1 of relevant article extraction task and charge prediction task respec-
tively. Therefore, relevant articles play a crucial role in overall model.

4.6 Case Study

Fig. 3. Partial heat map of the attention matrix. The vertical axis is a fragment of
legal text and the horizontal axis is a fragment of fact description. (Color figure online)

In this part, we select a representative case to show how legal attention works
in information filtering. In this case, the defendant violated the criminal law
by illegally allowing others to take drugs at his home. Figure 3 is a part of the
overall heat map of attention matrix. Each cell represents the attention from
word in relevant article to word in fact description. Cells with red color have
higher weight, whereas cells with dark blue color have less weight. We can see
that the relevant articl mainly focuses on three different parts. To facilitate the
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description, we remove all values less than 10−3 and obtain Fig. 4. As show in
Fig. 4, red part in relevant article focuses on the content about providing drugs
for others (red part and green part in fact deacription), and green part in relevant
article focuses on drugs (green part in fact deacription) and information about
drugs (blue part in fact deacription). Specially, we notice that drugs in relevant
article pay attention to methamphetamine which is kind of drugs.

Fig. 4. Visualization of heat map with threshold 10−3. The text of different colors
represents the translation of the content in the corresponding box. (Color figure online)

5 Conclusion

In this paper, we focus on how to use relevant articles to assist the charge
prediction task, and propose an attention-based neural model LegalAtt, which
jointly models the relevant article extraction task and the charge prediction
task. In this model, we use an attention matrix calculated by relevant articles
to filter out irrelevant information in fact description. The attention mechanism
can be regarded as an interpretable part of our model, which is crucial in legal
domain. Experiments on real-world dataset show that our model can effectively
use relevant articles to focus on different parts of the input fact description. As
for future work, we will further explore the multi-defendant charges and cases
in different law systems.
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Abstract. Law article prediction is a crucial subtask in the research of legal
judgments, aiming at finding out the adaptable article for cases based on
criminal case facts and relevant legal provisions. Criminal case facts usually
contain a lot of numerical data, which have an essential impact on law article
predicting. However, existing charge prediction models are insensitive to the
size of numbers such as money and age, and lack of special analysis and
processing for these data. Moreover, the models currently applied to legal
judgment still cannot effectively acquire long-distance dependencies of legal
texts. In response to this, we propose an automatic law article prediction model
based on Deep Pyramid Convolutional Neural Networks (DPCNN) with data
preprocessing. Experimental results on three different datasets show that our
proposed method achieves significant improvements than other state-of-the-art
baselines. Specifically, ablation test demonstrate the validity of data prepro-
cessing in law article prediction.

Keywords: Law article prediction � Legal judgments � Data discretization �
DPCNN

1 Introduction

In recent years, China’s judicial institutions at all levels have entered the construction
period of intelligent courts. In 2018, the Chinese AI and Law challenge (CAIL2018)
further promoted the leap-forward development of judicial informatization to intel-
lectualization. At present, intelligent judicial services are roughly divided into three
levels: (1) Assist in some simple, mechanical and repetitive tasks, such as optical
character recognition and legal text generation. (2) Learn decision-making rules to
assist the legal judgment, such as recommendation of similar cases and legal document
verification. (3) Carry out judicial-related services for the people’s convenience, such
as legal consultation, and intelligent legal judgment. In these legal services, auxiliary
and intelligent legal judgments have been widely concentrated by many research
institutions.
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As a promising application in intelligent judicial services, automatic legal judgment
prediction has been studied for decades. Initially, most of the relevant researchers used
mathematical and statistical methods to conduct the task. Under the impact of machine
learning, afterward most scholars tried to extract textual features from legal texts and
predict legal judgment decisions. With the development of deep learning technology,
most of the mainstream methods of legal judgment prediction focused on using a
variety of neural network models, and the corresponding experimental results have
greatly improved.

Law article prediction is a crucial subtask in the study of intelligent legal judg-
ments. It aims to use case facts and related legal provisions to predict the applicable law
article for cases, the main challenges in current research include: (1) A lot of numerical
data involving money and age appear in criminal case facts, and the existing prediction
models cannot effectively acquire their true meaning. (2) Long-distance dependencies
between the features exist in criminal judgments, and the existing law article prediction
models cannot catch the dependency relations well.

To help address these issues, we preprocess the numerical data (including money,
age, etc.) in case facts of the criminal judgments, and introduce the processed data into
DPCNN model that can effectively acquire text long-distance dependencies [1]. The
general process is shown in Fig. 1. Among them, the input of the model is case facts,
the output is law article number, and the detailed structure of the DPCNN model is
partly omitted.

Contributions. Our contributions are the following:

(1) Combining with relevant law article, legal interpretation documents and criminal
judgments, we construct the data discretization pattern to preprocess the numerical
data in the case facts.

(2) According to the particularity of the law article prediction and the long-distance
dependencies of the legal texts, we apply the data discretization to DPCNN for
law article prediction.

(3) We conduct several experiments on three different datasets, and our proposed
method achieves significant improvements than other state-of-the-art baselines.

From June to September 2016, 
the defendant LongMou (32
years old) used the method of 
fabricating facts to cheat other 
people's property for many 
times. The value is RMB 28902 
yuan, which is used for personal 
expenses. (1) the defendant 
induced the victim to be a 
government official and cheated 
RMB 8500 yuan. (2) the 
defendant used of the above-
mentioned means to take the 
opportunity to drive the victim's 
car away. The stolen car is 
valued at RMB 11490 yuan.

age

long-distance 
dependence

money

discretization

From June to September 2016, 
the defendant LongMou 
(age_big_18) used the method of 
fabricating facts to cheat other 
people's property for many times. 
The value is money_leve l_7 ,
which is used for personal 
expenses. (1) the defendant 
induced the victim to be a 
government official and cheated 
m o n e y _ l e v e l _ 5 . (2) the 
defendant used of the above-
mentioned means to take the 
opportunity to drive the victim's 
car away. The stolen car is 
valued at money_level_6.

data discrete processing

law article number

264
263

269

convolution pool 
Loop blocks

DPCNN model

Legal case fact

Fig. 1. Law article prediction process.
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2 Related Work

Using data analysis in legal judgments has attracted the attention of legal researchers in
the 1950s. Early work focused on the use of mathematical and statistical algorithms to
analyze legal cases in specific scenarios, such as Kort predicted the Supreme Court’s
decision mathematically and made a quantitative analysis of “lawyer’s rights” cases
[2]. Ulmer used rule-based method to analyze legal fact data, and assist judges to tease
case evidences [3]. Nagel counted a number of legal variables to serve judges, and
helped the public to seek legal aid [4]. Keown carried on the legal forecast research
based on the mathematical model [5]. Ringquist and Emmert studied judicial decisions
by taking environmental civil action as an example [6]. Lauderdale and Clark applied
the substantive similarity information between cases to estimate different substantive
legal issues and long-term judicial preferences [7].

With the development of machine learning and text mining technology, more and
more researchers have explored legal judgment tasks based on text classification
framework. Most of these researches extract features from legal text [8–11] or case
profiles [12]. Obviously, using the shallow text features and human design factors, it
not only costs numerous labors but also has the poor generalization ability in cross-
scenario applications.

In recent years, the neural network model has achieved excellent results in text
classification tasks. Collobert used convolution filters to process text sequences in
sliding windows, and utilized max-pooling to capture effective local features [13].
Kalchbrenner proposed a dynamic convolution neural network, which uses dynamic k-
max pool operation to model sentences semantically [14]. Lei proposed a new feature
mapping operator to generate discontinuous n-gram features for processing text data
better [15]. Wang used a large number of classification knowledge base to enhance the
model performance [16]. Johnson directly applied CNN to high-dimensional text data
and proposed a variable of bag-of-words conversion in convolution layer to improve
the accuracy of text classification [17]. Zhang conducted an empirical study on text
classification using character level convolution network, providing a reference for
scholars who later used character level convolution neural network [18]. Xiao proposed
a neural network architecture, which uses convolution and cyclic layer to encode input
character effectively, and can achieve better performance through fewer parameters
compared with the above convolution model [19].

Inspired by the successful application of neural networks in natural language
processing tasks, Kim tried to combine the neural network model with legal knowledge
to conduct legal judgments prediction [20]. Luo proposed a neural network based on
the attention mechanism, which incorporated law articles to the charge prediction task
[21]. Hu attempted to use ten legal discriminant attributes to predict confusing charges
[22]. The above studies all use criminal law cases as experimental datasets. Ye used the
seq2seq model to generate interpretable court opinions based on the case facts and
charge prediction in civil legal documents [23]. For the task of law article prediction,
Liu designed a text mining based method, which allows the general public to use
everyday vocabulary to describe their problems and find pertinent law articles for their
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cases [24]. Liu employed techniques of instance-based classification and introspective
learning for the law article classification task [25].

At present, most of the studies on legal judgments focus on charge prediction, but
few on the law article prediction. In addition, the existing researches mainly concerns
on the shallow textual features and classification framework, lack of in-depth data
analysis and application of law article content. Based on this, we focused on improving
the method from two aspects: the influence of numerical data on the law article pre-
diction and the acquisition of long-distance dependencies in legal texts.

3 Data Discretization

In this section, we propose a data discretization method which jointly applies case facts
and criminal law articles. The used experimental dataset include the criminal case facts
and the law articles. Criminal cases mostly contain numerical data, such as the money
of theft, the weight of drug smuggling, the age of the plaintiff, and so on, there are
obvious differences of the number in the case facts corresponding to the different law
article. Therefore, we construct the data discretization pattern, and replace the original
numerical content with the corresponding interval labels, which enable the model to
recognize the specific meaning of numerical data of the different sizes. In the relevant
legal interpretations, the amount of money is usually divided into more specific
intervals, as shown in Fig. 2.

Among them, there are money number interval labels such as “relatively large”,
“huge” and “particularly huge”. Judgment results of different money intervals are quite
different, and the machine cannot directly acquire its specific meaning in the process of
learning, such as money, age, etc. Hence, we combine the judgments characteristics
and experimental requirement to preprocess the data, as shown below.

Money Interval Division. After analyzing of the case facts, we divided the amount of
money in judgments into 24 sections, such as money_level_1: “0–1000 yuan”…
Money_level_24: “More than 5000000 yuan”. The partition process and results are
shown in Fig. 3, in which the legal provisions in the text box are related to money
regulations, some of which are omitted.

Age Interval Division and Name Removal. According to legal provisions on the
offenders’ age, the age-interval is divided into adults and minors with the labels
“age_big_18” and “age_little_18” respectively. At the same time we remove names
from legal documents, such as “Li Mou”, “Qian XX” and so on. The specific pro-
cessing flow is shown in Fig. 4.

In accordance with the provisions of Article 264 of the Criminal Law and the current level of economic development and 
social security, the Supreme Law, the Supreme Procuratorate and the Ministry of Public Security stipulate the following 
criteria for determining the amount of theft:
1. The amount of personal theft of public and private property is relatively large, starting from 500 to 2000 yuan.
2. The amount of personal theft of public and private property is huge, starting from 5,000 to 20,000 yuan.
3. The amount of personal theft of public and private property is particularly huge, starting from 30,000 to 100,000 yuan.

Fig. 2. Examples of money interval in legal interpretation.
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4 DPCNN Model for Law Article Prediction

Existing researches usually fuses LSTM model to acquire long-distance dependencies,
such as CNN + LSTM [26]. However, the computational complexity of LSTM model
is more than four times that of RNN, so the time complexity of LSTM fusion model
increases dramatically. DPCNN model follows the bottom structure of CNN, thus it
keeps low time complexity while acquiring long-distance dependencies. Therefore, we
use DPCNN model to predict law article on 1.7 million legal dataset in this paper.

4.1 Bottom Structure

DPCNN model adopts the method of text region embedding. Similar to the bottom
structure of CNN model, we first vectorize every word in text at the input level, and
concatenate word vectors according to the corresponding location in legal text sequence,
finally get the word vector matrix X for text sequence, as shown in Formula (1):

Fig. 3. The result of money interval division.

Fig. 4. Data discretization flowchart.
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X1:n ¼ x1 � x2 � � � � � xn ð1Þ

� is the word vector connection operator. xi is the word vector of the ith word in
sentence. Xi:iþ j means xi; xiþ 1; . . .; xiþ j has a total of jþ 1 word vectors. Convolution
operations involve filter W, which is applied to h word windows to generate new
features. For example, a window on the word vector Xi:iþ h�1 generates feature Ci, as
shown in formula (2):

Ci ¼ f W � Xi:iþh�1 þ bð Þ ð2Þ

b is a bias term and f is a non-linear function. Apply max-pooling operation to select
maximum features Cmax ¼ max Cif g, Dropout is used to prevent over-fitting. Give
Z ¼ C1;C2; . . .;Cm½ � with assuming that there are m filters, the formula for calculating
final feature vector y is shown in formula (3). Among them, Z denotes the feature set of
m filters, � denotes the multiplication operation by elements, and r denotes the mask
vector.

y ¼ W � Z � rð Þþ b ð3Þ

4.2 Long Distance Dependence

DPCNN model use two-level equal-length convolution and maximum pooling, and
perform maximum pooling after each convolution, where size ¼ 3 and strid ¼ 2. In
this model the length of the output sequence is half as long as before, hence, the legal
text fragments that the model can perceive are twice as large as before, as illustrated in
Fig. 5. Before pooling, the model can perceive the information of position length is 3.
After 1/2 pooling layer, it can perceive information about 6 position length. Therefore,
repeated execution of the convolution pooling cycle block can capture the long-
distance dependencies for legal texts.

Fig. 5. Example of acquiring long-distance dependency.
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4.3 Model Structure

As illustrated in Fig. 6, the input and output of this model are the legal texts and the
adaptable law article numbers respectively. Firstly, we preprocess legal texts with
numerical data discretization and name removal and conduct text region embedding.
Next, after two convolution layers are processed, block is recycled four times for down
sampling, which includes the convolution and maximum pooling operations of size 3
and step 2. Then, we use the maximum pooling operation to aggregate the represen-
tation of each document into a vector, and output the prediction number of the law
article through the full connection layer. Here, the illustration within the shaded box is
an implementation process of one convolution pool block.

3 conv, filters:256

3 conv, filters:256

Pooling, /2

3 conv, filters:256

3 conv, filters:256

Pooling, /2

3 conv, filters:256

3 conv, filters:256

Block 4

Block 2

Block 1

legal text

data discretization

money_level_n
age_big(little)_18

X1 X2 X3 X4 Xn  region embedding

downsampling

pooling fully connected article prediction

263
264

269

legal text

max-pooling

Computation per layer is 
halved after every pooling

Fig. 6. The architecture of DPCNN.
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5 Experiments

5.1 Dataset Collection

Since there is still no open available datasets for law article prediction at present, we
collect three experimental datasets on the basis of “CAIL2018” from different per-
spectives, including CAIL2018-L, CAIL2018-H and CAIL2018-S. CAIL2018-L
dataset consists of all charges and law articles cases, which is a typical category
imbalance dataset including some fewer charges, such as “smuggle nuclear materials”
and “unknown sources of huge property”. In addition, we removed some low-
frequency law articles cases and constructed CAIL2018-H dataset, which can verify the
prediction model on the category relative balance dataset. Furthermore, CAIL2018-S
dataset including 196,231 cases that randomly selected from CAIL2018-L dataset is
built to test the learning effect of the model on small-scale datasets, as shown in
Table 1.

5.2 Experimental Results

In this experiment we use common evaluation indexes in text classification field:
accuracy (P), recall rate (R) and F1macro. The final effect was evaluated by scoring,
which fused F1micro and F1macro. The exact process is shown in formula (4).

S ¼ F1macro þF1micro
2

� 100 ð4Þ

As few of the existing studies involve the task of law article prediction, it is
impossible to compare with the recent popular models. For experimental comparison,
we use six common models of text classification: SVM, FastText, HAN, TextCNN,
TextRNN and DPCNN. In order to fuse the slight difference of law article categories in
this task, we add model fusion and threshold filtering to TextCNN and DPCNN. The
experimental results are shown in Table 2. “*” denotes the best model, the roughened
numbers represent the best results.

From Table 2, it can be seen that DPCNN model achieves the best results compared
to all single models in three datasets. The operation of model fusion and threshold
filtering further improves the results of law article prediction. The experiments in
CAIL2018-H dataset significantly outperform other experiments, which show the
imbalance of dataset has an important effect on the proposed model.

Table 1. Statistics of datasets.

Datasets CAIL2018-L CAIL2018-H CAIL2018-S

Number of cases 1710856 1477184 196231
Classification of articles 183 62 183
Training set 1645840 1421921 146592
Dev set 32508 27632 24821
Test set 32508 27631 24818
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5.3 Ablation Test

In order to further illustrate the importance of our works to law article prediction, we
design ablation test to investigate the effectiveness of these processing modules.
DPCNN fusion model and TextCNN model were used to test on CAIL2018-H dataset
respectively, and the following processes were eliminated one by one about “remove
name”, “age interval division”, “money interval division”, “model fusion” and
“threshold filtering”. The compared results of the experiments are shown in Table 3.

Among them, “w/o” represents the removal process, and “–” means exclusion, “all”
denotes all included operations. From Table 3, it can be seen that when DPCNN fusion
model removes the “money interval division”, the three evaluation indexes decrease
significantly, but the removal processes of “age interval division” and “remove name”
have little influence on the experimental results. The operations of “model fusion” and
“threshold filtering” have a stable effect on improving the experimental results.
Compared to the ablation test results of DPCNN fusion model, the change range of the
index of “remove name” and “age interval division” on TextCNN model are a little
increased, and the process of “money interval division” is more obvious, which shows

Table 2. Comparison on the experimental results of models.

Datasets Methods P R F1macro S

CAIL2018-L SVM 0.751 0.763 0.695 72.598
FastText 0.833 0.837 0.792 81.350
HAN 0.864 0.869 0.821 84.375
TextCNN 0.885 0.872 0.837 85.773
TextRNN 0.846 0.836 0.808 82.449
DPCNN 0.891 0.897 0.842 86.799
CNN fusion 0.902 0.897 0.854 87.675
*DPCNN fusion 0.913 0.906 0.866 88.526

CAIL2018-H SVM 0.773 0.762 0.705 73.623
FastText 0.872 0.876 0.823 84.850
HAN 0.893 0.882 0.838 86.273
TextCNN 0.896 0.901 0.857 87.775
TextRNN 0.883 0.862 0.825 84.869
DPCNN 0.917 0.904 0.865 88.773
TextCNN fusion 0.924 0.908 0.873 89.447
*DPCNN fusion 0.931 0.922 0.894 91.325

CAIL2018-S SVM 0.713 0.706 0.651 68.024
FastText 0.795 0.792 0.769 78.125
HAN 0.836 0.823 0.777 80.322
TextCNN 0.852 0.847 0.798 82.375
TextRNN 0.801 0.794 0.765 78.124
DPCNN 0.873 0.878 0.804 83.975
TextCNN fusion 0.879 0.884 0.819 85.025
*DPCNN fusion 0.903 0.894 0.821 85.974
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the fusion of the different models can effectively make up the deficiencies of acquiring
knowledge of one model. Therefore, for law article prediction task, the proposed data
discrete processing, model fusion and threshold filtering operations play irreplaceable
roles on improving task performance.

5.4 Ablation Analysis

The ablation test dataset of CAIL2018-H include 62 categories of law articles, which
only contains numbers in part of the case facts and leads to little changes in ablation
test results. To this end, we further extract the cases with article 264 (theft) and article
384 (embezzlement of public funds) to form a comparative dataset, and verify the role
of the “money interval division” processing in law article prediction.

Example case analysis: it can be showed in Fig. 7, the corresponding cases of
articles 264 and articles 384 are confused, the reason for that is the both cases facts
contain the similar keywords such as “defendant”, “deceived”, “repay”, “yuan”.

Table 3. Ablation test results.

Models DPCNN fusion TextCNN
Evaluation metrics P R F1macro P R F1macro
all 0.931 0.922 0.894 0.896 0.901 0.857
w/o “remove name” 0.929 0.917 0.889 0.894 0.897 0.849
w/o “age interval division” 0.927 0.915 0.885 0.891 0.889 0.837
w/o “money interval division” 0.921 0.906 0.877 0.876 0.864 0.823
w/o “model fusion” 0.904 0.873 0.856 – – –

w/o “threshold filtering” 0.895 0.861 0.842 – – –

Fig. 7. Confusion case comparison.
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For the confusing cases in Fig. 7, there is no better way to deal with the key
features such as “defendant”, or “repay”, and direct deletion or substitution will lead to
confusion with the facts of other similar law article. In view of the model cannot
directly identify the numerical meanings of money, we use the operation of “money
interval division”, and replace money numbers with money labels. This preprocessing
increases the distinctions between the different law articles, and effectively improves
the performance of law article prediction for the confusing cases. The experiments fully
verify the effect of numerical data discretization on law article prediction.

6 Summary

According to the requirement of law article prediction, we start from the characteristics
of legal judgments and the challenges summarized in relevant research, and propose
law article prediction method of applying data discretization to DPCNN. By applying
numerical data discretization, model fusion, threshold filtering and other operations, the
difficulties of law article prediction is solved to a certain extent, and the overall per-
formance of law article prediction model is improved.

The experimental results show that this method can address some problems in the
law article prediction, but the research still needs further improvement. In future, we
will explore the following directions:

(1) In this work, we didn’t introduce interpretability into the process of law article
prediction, while it is usually necessary in judicial services. Thus, it is challenging
to handle this specific need of legal judgment prediction.

(2) Our proposed prediction model is not well integrated with the process of manual
decision, and lacks the reasoning ability in the legal judgment. Therefore, how to
better solve the above problems is the focus of our next study.
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Abstract. Chinese Spelling Check (CSC) is very important for Chinese
language processing. To utilize supervised learning for CSC, one of the
main challenges is that high-quality annotated corpora are not enough in
building models. This paper proposes new approaches to automatically
build the corpora of CSC based on the input method. We build two
corpora: one is used to check the errors in the texts generated by the
Pinyin input method, called p-corpus, and the other is used to check the
errors in the texts generated by the voice input method, called v-corpus.
The p-corpus is constructed using two methods, one is based on the
conversion between Chinese characters and the sounds of the characters,
and the other is based on Automatic Speech Recognition (ASR). The v-
corpus is constructed based on ASR. We use the misspelled sentences in
real language situation as the test set. Experimental results demonstrate
that our corpora can get a better checking effect than the benchmark
corpus.

Keywords: Corpora · Chinese spelling check · Input method

1 Introduction

All of the reasons for the spelling errors, a major one comes from the misuse
of Chinese input methods on daily texts [12]. At present, the most popular
Chinese input method is the Pinyin1 input method [5], at the same time, the voice
input method is getting more increasingly widely, such as machine translation,
intelligent question and answer, voice navigation, data entry, etc. They are two
mainstream of Chinese input methods. Table 1 shows two misspelled sentences
generated by the two input methods.

1 Pinyin is the annotation of Chinese pronunciation. https://en.wikipedia.org/wiki/
Pinyin.
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Table 1. Two misspelled sentences. Characters with red marks are misspelled charac-
ters. Correction denotes the correct character. Source Error denotes the input method
which generates the spelling errors. P-method and V-method denote the Pinyin input
method and the voice input method, respectively.

Chinese misspelled sentences Correction Methods
(man4)

The fire gradually spreads around
(man4) P-method

(shang1) (chang3) (yu3) (liao2)
The task is to generate corpus

(sheng1) (cheng2) (yu3) (liao4) V-method

To use supervised learning for CSC, we need a large number of annotated
sentences like the sentences in Table 1. However, there is one major limitation
that annotated corpora are not enough. Thus, this paper proposes approaches for
automatically building the p-corpus and the v-corpus. The two corpora contain
the misspelled sentences whose forms are consistent with that generated by the
Pinyin input method and the voice input method, respectively.

The pronunciation of Chinese characters consists of two parts: sound and
tone [7]. Such as “ ” (man4 “vine”), the sound is “song” and the tone is “42”.
Since it is unaffected by the tone when using the Pinyin input method, there are
two main types of spelling errors: the misuse of same sound characters (M-SS)
and the misuse of similar sound characters (M-MS)3 [7]. Hence, the p-corpus
contains two types of sentences: M-SS type sentences with M-SS type errors and
M-MS type sentences with M-MS type errors. The former are generated based
on the conversion between Chinese characters and the sounds of the characters,
and the later are generated based on the ASR.

At present, people mainly focus on improving the accuracy of speech recog-
nition [1,10]. As far as we know, few people have done spelling check from the
results of the recognition. Hence the existing spelling check systems often can-
not check the misspelled texts by the voice input method. Take Google spelling
check system as an example, as shown in Fig. 1, the first misspelled sentence is
generated by the voice input method, and the system can’t check it out. The
second misspelled sentence is generated by the Pinyin input method, and the
system checks it out. So if we want to use supervised learning to check the texts
generated by the voice input method, we need to build the v-corpus. We collect
the misspelled sentences generated by ASR tools to construct the v-corpus.

2 Chinese tones range from 1 to 4.
3 According to [6], sound edit distance 1 covers about 90% of spelling errors, and

sound edit distance 2 accounts for almost all of the remaining spelling errors. Thus
we consider two characters with sound edit distances 1 or 2 as similar characters.
Such as “ ” (zhen4 “shock”) and “ ” (zheng4 “positive”), their sound edit distance
is 1; hence, they are similar characters.
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Fig. 1. The check results of the Google spelling check system. Word with red wavy
lines denotes the misspelled word detected by the system. (Color figure online)

Qualitative assessment of the corpora by measuring the similarity between
the misspelled sentences in the corpora and those in real language situation.
The evaluation results demonstrate that the two types of misspelled sentences
are very similar, that is to say, people will make such spelling errors. In the quan-
titative evaluation, we treat CSC as a sequence tagging problem on characters,
in which the correct or misspelled characters are tagged as C or M, respec-
tively. A supervised model (BiLSTM-CRF) is trained for spelling check [8]. The
evaluation results demonstrate that our corpora are better than the benchmark
corpus.

The rest of this paper is organized as follows. In Sect. 2, we briefly intro-
duce how previous researchers obtained annotated corpora. Section 3 details the
approaches of automatically building the corpora. A series of experiments are
presented in Sect. 4. Finally, conclusions and future work are given in Sect. 5.

2 Related Work

Annotating spelling errors is an expensive and challenging task [12]. Most of the
previous researchers used methods of collecting the misspelled sentences in real
language situation to construct corpora [6,13,17]. The data in [13] is collected
from the handwritten composition of primary school students. The data in [17]
is collected from online papers is not handwritten. The data in [12] is collected
from the Chinese misspelled sentences generated by ASR tool and OCR tool.
In addition, most of them want to use the corpora generated through one or
several input methods to check the texts generated by all input methods [12].
Nevertheless, different input methods produce different forms of spelling errors
[14,16], it is difficult to generate all types of errors by using one or several
input methods. The following illustrates the difference of the errors generated
by different input methods.

(1) When using the Pinyin input method, there is the misuse of confusing
characters, such as the “ ” (man4 “overflow”) and “ ” (man4 “vine”)
in Table 1. People often can’t distinguish them correctly, which leads to
spelling errors. Nevertheless, when using the voice input method, such errors
will hardly occur.
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(2) There is no tone information when using the Pinyin input method [14,18].
However, when using the voice input method, there is tone information.
For example, when using the voice input method to input “ ” (bao4fu4
“ambition”), the word with the same sound and same tone as “ ”
(bao4fu4) may be output, such as “ ” (bao4fu4 “rich”). Nevertheless,
when using the Pinyin input method, the word with the same sound but
the different tone from “ ” (bao4fu4) may be output, such as “ ”
(bao1fu2 “burden”).

(3) In each sentence, the number of errors generated by different methods is
various. According to [4], there may be two errors per student essay on aver-
age, which reflects the fact that when using the Pinyin input method, each
sentence will not contain more than two spelling errors on average. How-
ever, according to statistics, nearly one-quarter of the Chinese misspelled
sentences produced by the voice input method contain over two errors.

Therefore, this paper proposes new methods for automatically constructing the
p-corpus and the v-corpus for the two major input methods.

3 Building the Corpora

This section will introduce three parts. In Sect. 3.1, we introduce the reasons for
the spelling errors. Section 3.2 and Sect. 3.3 detail the approaches of automati-
cally constructing the p-corpus and v-coupus, respectively.

3.1 Reasons for the Spelling Errors

How the Errors Occur When Using the Pinyin Input Method. Using
the Pinyin input method will bring two main types of spelling errors: M-SS and
M-MS type sentences. The total number of Chinese characters exceeds 85,000,
yet these characters are only pronounced in 420 different ways [7], which leads
to the fact that many Chinese characters share a single pronunciation [14]; thus,
M-SS type sentences often appear [7]. There are two major reasons for the gen-
eration of M-MS type sentences. Firstly, when using the Pinyin input method,
insertion, deletion, replacement, and transposition may occur, which will lead
to the generation of the M-MS type sentences [5,18]. Secondly, people living in
different regions may have different pronunciation systems [7], and some peo-
ple cannot distinguish the fuzzy sounds, such as “eng” and “en”, “s” and “sh”,
etc. At the same time, most Pinyin input methods support fuzzy sound input4.
After enabling fuzzy sounds, such as “sh–s”, input “si” can also come out “ ”
(shi2 “ten”), and input “shi” can also come out “ ” (si4 “four”), which brings
great help to people with different pronunciation systems. It is obvious that
the fuzzy sound input is one of the reasons for the generation of M-MS type
sentences [7,18]. How the Errors Occur When Using the Voice Input

4 According to statistics, there are 11 groups of fuzzy sounds in Chinese characters:
z-zh, c-ch, s-sh, l-n, f-h, r-l, an-ang, en-eng, in-ing, ian-iang, uan-uang.
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Method. When using the voice input method, there are two main factors lead-
ing to spelling errors. One is the input pronunciation is not standard, and the
other is speech recognition accuracy is not high enough [1].

3.2 Building the p-corpus

This section will introduce four parts. First, we will introduce the raw data of
building the p-corpus. The second is the setting of the number of the errors in
each sentence. The third and the last will introduce the methods of generating
M-SS and M-MS type sentences, respectively.

The raw data used for generating M-SS type sentences is some authorita-
tive news corpora, including Agence France Presse, People’s Daily, etc5. The
raw data used for generating M-MS type sentences is from the publicly spoken
Mandarin speech library AlShell6 [2], which contains correct texts information
and corresponding audio information. We discard sentences whose proportion of
Chinese characters is less than 50% [15] and divide these texts into complete
sentences using clause-ending punctuations such as periods “ ”, “ ”, “”, etc.

Before generating the p-corpus, we must determine how many errors are
produced in each sentence. Many people have done research on this issue. [12]
proposed the number of errors in one sentence should not exceed 2, while [11]
proposed an average of 2.7 errors in one misspelled sentence. When using the
Pinyin input method, the basic unit of input is a word, not a single character
[18]. For example, when using the Pinyin input method to input the sentences:
“ ”, the basic input unit is the word ( ),
not the character ( ). Therefore, this paper lets every sen-
tence contain a misspelled word. The word could consist of one character or
more [3], and the length of the word is determined by the word segmentation7.
According to statistics, each misspelled sentence in p-corpus has an average of
1.54 errors.

Generate M-SS Type Sentences. Figure 2 shows the generation process of an
M-SS type sentence. Firstly, the sentences are processed by word segmentation.
Secondly, a Chinese word in each sentence is randomly selected. Thirdly, we
use the pypinyin8 toolkit to extract sounds of the words. Fourthly, we use the
Pinyin2Hanzi9 toolkit to convert the sounds into corresponding Chinese words.

5 https://catalog.ldc.upenn.edu/LDC2011T13, these articles reported have undergone
a rigorous editing process and are considered to be all correct.

6 http://www.openslr.org/resources/33/data aishell, this speech library is transcoded
by professional voice proofreaders and pass strict quality inspection. The correct rate
of AlShell is above 95%.

7 The word segmentation tool used in this paper is jieba. https://github.com/fxsjy/
jieba.

8 It can extract the sounds of the Chinese characters. https://github.com/mozillazg/
python-pinyin.

9 It can convert the sounds into Chinese characters. https://github.com/letiantian/
Pinyin2Hanzi.

https://catalog.ldc.upenn.edu/LDC2011T13
http://www.openslr.org/resources/33/data_aishell
https://github.com/fxsjy/jieba
https://github.com/fxsjy/jieba
https://github.com/mozillazg/python-pinyin
https://github.com/mozillazg/python-pinyin
https://github.com/letiantian/Pinyin2Hanzi
https://github.com/letiantian/Pinyin2Hanzi
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Lastly, M-SS type sentences are generated by replacing the original words with
the generated words.

Fig. 2. The generation process of an M-SS type sentence.

Note that, when the sounds are converted to Chinese words, all the Chinese
words with the same sounds will be generated, and each word has a corresponding
score10. When using the generated words to replace the original words, we set
the corresponding replacement probability for each generated word. When the
words are the same as the original words, the replacement probability is 0. Then,
the words different from the original words are sorted in descending order. The
score of the i-th word is set to Socre(i), and the corresponding replacement
probability is set to RP (i). Equation 1 gives the calculation process of RP (i). In
general, the higher the score, the greater the replacement probability.

RP (i) = 1/Socre(i)
Sum

Sum =
∑n

i=1

(
1

Socre(i)

) (1)

RP (i) represents the replacement probability of the i-th word, Socre(i)
denotes the score of the i-th word, and n denotes the number of the words
different from the original words.

10 The score is calculated based on the HMM principle. In general, the more commonly
used words, the higher the score. https://github.com/letiantian/Pinyin2Hanzi.

https://github.com/letiantian/Pinyin2Hanzi
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Generate M-MS Type Sentences. A major challenge in generating MS-
type sentences is that there are no rules to follow [18]. Our paper proposes a
method for generating M-MS type sentences using Baidu ASR interface11. The
basic generation method is shown in Fig. 3. It is worth noting that Baidu ASR
interface will generate multiple types of errors, and we just collect the sentences
with wrong words having similar sounds (Similar sounds means that the pinyin
editing distance is 1 or 2).

Fig. 3. An M-MS type sentence generated by ASR. The Chinese word marked in red
is the misrecognized word. “ ” (ci2xing4 “part of speech”) is incorrectly recognized

as “ ” (ci4qing1 “tattoo”), and they are similar sounds. (Color figure online)

When converting the Mandarin speech library AlShell into texts, there are
many types of spelling errors. It is easy to identify the errors types by comparing
with the corresponding correct sentences. We collect the M-MS type sentences
with only one misspelled word. As a result, we generated 12,031 M-MS type
sentences using the above method and the statistics are shown in Table 2. D(M-
SS) represents the data of M-SS type sentences, D(M-MS) represents the data of
M-MS type sentences, D represents the combination of D(M-SS) and D(M-MS),
ASL represents the average sentences length, and ANE represents the average
number of errors per sentence.

Table 2. Statistics of the M-SS type sentences and M-MS type sentences.

Sentences Characters Errors ASL ANE

D(M-SS) 100000 2548514 153312 25.5 1.53

D(M-MS) 12031 233401 19250 19.4 1.6

D 112031 2781915 172562 24.8 1.54

3.3 Building the v-corpus

This section will introduce two parts, one is the types of the errors generated
by the voice input method, and the other is the methods of constructing the
v-corpus.
11 https://github.com/baidubce/pie/tree/master.

https://github.com/baidubce/pie/tree/master
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The misspelled sentences generated by using the voice input method can be
divided into two categories according to whether the lengths of those are the
same as the original sentences, as shown in Table 3.

Table 3. Two categories of sentences are generated by the voice input method. S
denotes the misspelled sentences the same length as the correct sentences. D denotes
the misspelled sentences different from the correct sentences.

Correct Sentences Misspelled Sentences Type
(length=8)

task/is/generate/corpus
(length=8)

task/is/mall/and/distant corpus
S

(length=10)
phosphorus pentoxide/can/soluble/water

(length=9)
raising flowers/20/can/soluble/water

D

We use the Kaldi12 [9] and Baidu ASR interface to build the v-corpus. The
basic principle is shown in Fig. 3. We only collect S type sentences generated by
the two ASR tools. Because when they are different in length, many labels will
be marked incorrectly, which will bring lots of noise. Take the second sentence
in Table 3 as an example, as shown in Fig. 4, only the first 4 characters are
incorrect. However, this situation causes all subsequent characters to be marked
as misspelled characters.

Fig. 4. The labels are marked incorrectly when the correct sentence is different from
the misspelled sentence in length. C-Sentence denotes correct sentence, and M-Sentence
denotes misspelled sentence.

The raw data is also the Mandarin speech library AlShell, and the v-corpus
statistics are shown in Table 4.

12 A speech recognition kit. https://github.com/kaldi-asr/kaldi.

https://github.com/kaldi-asr/kaldi
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Table 4. Statistics of the v-corpus. v-corpus (Kaldi) represents the corpus generated
based on Kaldi, and v-corpus (Baidu) represents the corpus generated based on Baidu
ASR interface.

Sentences Characters Errors ASL ANE

v-corpus (Kaldi) 88717 2135646 187912 24.1 2.11

v-corpus (Baidu) 68376 1624578 135481 23.8 1.98

v-corpus 157093 3760224 323393 24 2.06

4 Evaluation

We qualitatively and quantitatively evaluate the corpora. The qualitative eval-
uation aims to evaluate whether the misspelled sentences in our corpora can
simulate those in real language situation. The quantitative evaluation aims to
evaluate whether a better check effect can be achieved using our corpora than
the benchmark corpus.

This paper uses the BiLSTM-CRF model to quantitatively evaluate, and the
model diagram shows in Fig. 5 [8]. BiLSTM layer is used to extract sentence
features, and CRF layer is used to automatically complete sequence tagging.

Fig. 5. BiLSTM-CRF model structure diagram.

4.1 Evaluate the p-corpus

We use the corpus provided by [12] as the benchmark corpus. It is worth noting
that they [12] did not build different corpora from the perspective of input
methods, but wanted to build a corpus to check all forms of text. The statistics
of the benchmark corpus are shown in Table 5.

Qualitative Evaluation. We find some texts generated by the Pinyin input
method, including student papers, published books and articles published on the
Internet. A total of 2000 sentences with Chinese spelling errors were selected.
The number of the M-SS type sentences and the M-MS type sentences are 1698
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and 302, respectively, and the ratio of them is close to 17:3. Hence, we construct
the p-corpus according to this ratio. The statistics of the p-corpus is shown in
Table 5.

Table 5. Statistics of the benchmark corpus and the p-corpus. b-corpus represents the
benchmark corpus, p-corpus (M-SS) represents the M-SS type sentences in p-corpus,
and p-corpus (M-MS) represents the M-MS type sentences in p-corpus.

Sentences Characters Errors ASL ANE

b-corpus 80000 1632458 132524 20.41 1.66

p-corpus (M-SS) 68000 1734316 104051 25.5 1.53

p-corpus (M-MS) 12000 216951 19231 18.1 1.6

p-corpus 80000 1951267 123282 24.4 1.54

We randomly select 250 sentences in the p-corpus and in real language situa-
tion respectively. The two types of sentences construct the test set. In addition,
we invite 5 college students and giving each person 50 misspelled sentences in
the p-corpus and 50 misspelled sentences in real language situation. Let them
pick out the sentences in the p-corpus. The quality of the corpus is measured by
S-Recall (the recall from the students’ tests) and S-Precision (the precision from
the students’ tests), and Eq. 2 shows the calculation process of the S-Recall and
the S-Precision. The test results demonstrate in Table 6.

S-Recall =
NP

100
S-Precision =

NP

Total
(2)

Where Total denotes the total number of misspelled sentences selected by the
students. NP denotes the number of misspelled sentences selected by the students
belonging to the p-corpus. 100 denotes the number of sentences assigned to each
college student.

Table 6. Qualitative assessment results. S1 to S5 represent 5 college students
respectively.

S1 S2 S3 S4 S5

Total 13 19 28 32 7

NP 8 11 17 18 4

S-Recall 0.08 0.11 0.17 0.18 0.04

S-Precision 0.62 0.58 0.61 0.56 0.58

It can be seen from Table 6 that S-Recall is very low, which means that the
two types of sentences are very similar and it is difficult to distinguish between
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the two. In the test set, the number of the two types sentences is the same, so if
S-Precision is equal to 0.5, it can be considered that the college students can’t
distinguish the two. The experimental S-Precision is about 0.6, which is very
close to 0.5. Thus, we can believe the sentences in the p-corpus can simulate
misspelled sentences in real language situation.

Quantitative Evaluation. As far as we know, no one has built a corpus specifi-
cally for checking the texts generated by the Pinyin input method. So this paper
uses 2000 misspelled sentences collected in real language situation as the test
set. We set up five training sets of different sizes: Trn-10k, Trn-20k, Trn-30k,
Trn-40k, Trn-50k. The quality of the p-corpus is measured by calculating preci-
sion, recall, and F1 [11]. The test results are shown in Table 7. By observing the
test results, we draw the following conclusions.

Table 7. The test results of the benchmark corpus and the p-corpus. bc denotes the
b-corpus, and pc denotes the p-corpus.

Trn-10K Trn-20K Trn-30K Trn-40K Trn-50K

bc pc bc pc bc pc bc pc bc pc

Precision 41.31 44.57 50.36 59.91 56.42 69.11 61.39 75.71 61.02 77.12

Recall 47.29 51.35 61.22 66.25 71.52 77.57 75.14 82.22 81.01 87.43

F1 43.87 47.82 54.94 62.39 62.11 72.92 68.58 78.19 70.29 80.94

(1) Compared to the benchmark corpus, the sentences in the p-corpus are closer
to those in real language situation. As we all know, the closer the sentences
in the corpus are to those in real language situation, the better the test
results will be. We can see from Table 7 that compared with the benchmark
corpus, the p-corpus has achieved better test results, so we can believe that
our corpus is better.

(2) The size of the training data set is very important. From Table 7, as the
training sets become larger, the three indicators have a steady upward trend,
which indicates the model has learned more information. Thus we can draw
such a conclusion that the size of the training sets is very important for
data-driven approaches.

(3) As the sizes of the two training sets grow, benchmark corpus brings more
noise. From Table 7, as the sizes of the two training sets grow, precision
improvement is very obvious. However, the increase in recall rate is not very
significant, which indicates that benchmark corpus causes more wrong tags.
Therefore, we can believe that the benchmark corpus brings more noise.

4.2 Evaluate the v-corpus

The sentences in the v-corpus are generated by the ASR tools, and they come
from the real language situation; hence we just only quantitatively evaluate the
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v-corpus. When evaluating the quality of the v-corpus, the training sets are 50k
in size, and the test sets are 5k. In addition to using the benchmark corpus
for testing (called Benchmark Test), we also do three sets of comparison tests:
Corresponding Test, Cross Test, and Mixed Test. Figure 6 shows the four sets
tests.

Fig. 6. The display of the four sets tests.

Benchmark Test (called Test 1): the training set is benchmark corpus, and the
test set is generated by Kaldi and Baidu ASR interface together. Correspond-
ing Test: the training sets and the test sets are generated by the same ASR
tool. The evaluation of the training set and the test set both from Kaldi is called
Test21. The evaluation of the training set and the test set both from Baidu ASR
interface is called Test22. Cross Test: the training sets and the test sets are
generated by different ASR tools. The evaluation of the training set from Kaldi
and test set from the Baidu ASR interface is called Test31. The evaluation of the
training set from the Baidu ASR interface and the test set from Kaldi is called
Test32. Mixed Test: the training set is generated by the two tools together,
and the test sets generated by different ASR tools. In detail, the evaluation of
the test set from the Kaldi is called Test41 and the evaluation of the test set
from the Baidu ASR interface is called Test42.

Table 8 shows the results of the four sets tests. We have the following
conclusions.

Compared to the Benchmark Corpus, the v-corpus Could Get a Better
Checking Effect. From Table 8, these results of the Corresponding Test, the
Cross Test, and the Mixed Test are higher than the Benchmark Test, which
means that our corpus is more suitable for checking the texts generated by the
voice input method.
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Table 8. The results of the four sets tests.

Benchmark test Corresponding test Cross test Mixed test

Test1 Test21 Test22 Test31 Test32 Test41 Test42

Precision 58.01 77.96 78.12 71.21 70.98 74.42 73.91

Recall 69.33 87.67 85.81 82.22 82.41 85.16 86.12

F1 63.19 83.38 81.56 76.69 76.16 79.81 80.81

Different ASR Tools Generate Different Forms of the Errors. The
results of the Corresponding Test is higher than the Cross Test and the Mixed
Test, at the same time, the results of the Cross Test is lower than the Corre-
sponding Test and the Mixed Test. Therefore, we can believe that the forms of
the errors are different when they are generated by different ASR tools.

The Generalization Ability Will Be Improved When the Training Sets
Are Generated by Different ASR Tools. There are many different ASR
tools, and it’s hard to train the corresponding spelling check model for every
ASR tool. The results of the Mixed Test gives us good inspiration. Although the
results of the Mixed Test is not as good as the Corresponding Test, it better
than the Cross Test and the Benchmark Test. Therefore, when we want to check
the texts generated by different ASR tools, the training set should be generated
by using multiple ASR tools as much as possible.

5 Conclusions and Future Work

At present, due to the lack of a large number of high quality annotated corpora,
many advanced data-driven models cannot be applied to the task of CSC. This
paper proposes new approaches to automatically build spelling corpora based
on the input method. The corpora are used to check the texts generated by the
Pinyin input method and the voice input method, respectively. The evaluation
results demonstrate that the misspelled sentences in our corpora can simulate
those in real language situation, and using them for the task of CSC can get
a better effect than the benchmark corpus. A complete spelling checker is a
writing assistance tool which provides users with better word suggestions by
automatically detecting spelling errors in documents. Therefore, in the future
work, we plan to develop error correction based on spelling check.

Acknowledgments. This work was supported by the National Natural Science Foun-
dation of China (61672040), Beijing Urban Governance Research Center and the North
China University of Technology Startup Fund. The corresponding author is Hao Wang.



484 J. Duan et al.

References

1. Amodei, D., et al.: End to end speech recognition in English and Mandarin (2016)
2. Bu, H., Du, J., Na, X., Wu, B., Zheng, H.: AISHELL-1: an open-source man-

darin speech corpus and a speech recognition baseline. In: 2017 20th Conference
of the Oriental Chapter of the International Coordinating Committee on Speech
Databases and Speech I/O Systems and Assessment (O-COCOSDA), pp. 1–5.
IEEE (2017)

3. Chang, T.H., Chen, H.C., Tseng, Y.H., Zheng, J.L.: Automatic detection and cor-
rection for Chinese misspelled words using phonological and orthographic simi-
larities. In: Proceedings of the Seventh SIGHAN Workshop on Chinese Language
Processing, pp. 97–101 (2013)

4. Chen, Y.Z., Wu, S.H., Yang, P.C., Ku, T., Chen, G.D.: Improve the detection of
improperly used Chinese characters in students’ essays with error model. Int. J.
Continuing Eng. Educ. Life Long Learn. 21(1), 103–116 (2011)

5. Chen, Z., Lee, K.F.: A new statistical approach to Chinese pinyin input. In: Pro-
ceedings of the 38th Annual Meeting of the Association for Computational Lin-
guistics (2000)

6. Hsieh, Y.M., Bai, M.H., Huang, S.L., Chen, K.J.: Correcting chinese spelling errors
with word lattice decoding. ACM Trans. Asian Low-Resour. Lang. Inf. Process.
(TALLIP) 14(4), 18 (2015)

7. Liu, C.L., Lai, M.H., Tien, K.W., Chuang, Y.H., Wu, S.H., Lee, C.Y.: Visually and
phonologically similar characters in incorrect Chinese words: analyses, identifica-
tion, and applications. ACM Trans. Asian Lang. Inf. Process. (TALIP) 10(2), 10
(2011)

8. Liu, Y., Zan, H., Zhong, M., Ma, H.: Detecting simultaneously chinese grammar
errors based on a BiLSTM-CRF model. In: Proceedings of the 5th Workshop on
Natural Language Processing Techniques for Educational Applications, pp. 188–
193 (2018)

9. Povey, D., et al.: The Kaldi speech recognition toolkit. IEEE Signal Processing
Society, Technical report (2011)

10. Sak, H., Senior, A., Rao, K., Beaufays, F.: Fast and accurate recurrent neural
network acoustic models for speech recognition. arXiv preprint arXiv:1507.06947
(2015)

11. Wang, D., Fung, G.P.C., Debosschere, M., Dong, S., Zhu, J., Wong, K.F.: A new
benchmark and evaluation schema for Chinese typo detection and correction. In:
Thirty-Second AAAI Conference on Artificial Intelligence (2018)

12. Wang, D., Song, Y., Li, J., Han, J., Zhang, H.: A hybrid approach to automatic cor-
pus generation for Chinese spelling check. In: Proceedings of the 2018 Conference
on Empirical Methods in Natural Language Processing, pp. 2517–2527 (2018)

13. Wu, S.H., Liu, C.L., Lee, L.H.: Chinese spelling check evaluation at SIGHAN bake-
off 2013. In: Proceedings of the Seventh SIGHAN Workshop on Chinese Language
Processing, pp. 35–42 (2013)

14. Yang, S., Zhao, H., Wang, X., Lu, B.L.: Spell checking for Chinese. In: LREC, pp.
730–736 (2012)

15. Yongwei, Z., Qinan, H., Fang, L., Yueguo, G.: CMMC-BDRC solution to the NLP-
TEA-2018 Chinese grammatical error diagnosis task. In: Proceedings of the 5th
Workshop on Natural Language Processing Techniques for Educational Applica-
tions, pp. 180–187 (2018)

http://arxiv.org/abs/1507.06947


Automatically Build Corpora for Chinese Spelling Check 485

16. Yu, J., Li, Z.: Chinese spelling error detection and correction based on language
model, pronunciation, and shape. In: Proceedings of The Third CIPS-SIGHAN
Joint Conference on Chinese Language Processing, pp. 220–223 (2014)

17. Yu, L.C., Lee, L.H., Tseng, Y.H., Chen, H.H.: Overview of SIGHAN 2014 bake-
off for Chinese spelling check. In: Proceedings of The Third CIPS-SIGHAN Joint
Conference on Chinese Language Processing, pp. 126–132 (2014)

18. Zheng, Y., Li, C., Sun, M.: CHIME: an efficient error-tolerant Chinese pinyin input
method. In: Twenty-Second International Joint Conference on Artificial Intelli-
gence (2011)



Exploration on Generating Traditional
Chinese Medicine Prescriptions from

Symptoms with an End-to-End Approach

Wei Li1(B) and Zheng Yang2

1 MOE Key Lab of Computational Linguistics, School of EECS, Peking University,
Beijing, China

liweitj47@pku.edu.cn
2 School of Traditional Chinese Medicine, Beijing Univeristy of Chinese Medicine,

Beijing, China
yangzheng@bucm.edu.cn

Abstract. Traditional Chinese Medicine (TCM) is an influential form
of medical treatment in China and surrounding areas. In this paper,
we propose a TCM prescription generation task that aims to automati-
cally generate a herbal medicine prescription based on textual symptom
descriptions. Sequence-to-sequence (seq2seq) model has been successful
in dealing with sequence generation tasks. We explore a potential end-
to-end solution to the TCM prescription generation task using seq2seq
models. However, experiments show that directly applying seq2seq model
leads to unfruitful results due to the repetition problem. To solve the
problem, we propose a novel decoder with coverage mechanism and a
soft loss function. The experimental results demonstrate the effective-
ness of the proposed approach. Judged by professors who excel in TCM,
the generated prescriptions are rated 7.3 out of 10, which means that the
model can indeed help with the prescribing procedure in real life.

Keywords: Traditional Chinese Medicine · Prescription generation ·
End-to-end method

1 Introduction

Traditional Chinese Medicine (TCM) is one of the most important forms of med-
ical treatment in China and the surrounding areas. TCM has accumulated large
quantities of documentation and therapy records in the long history of devel-
opment. Prescriptions consisting of herbal medication are the most important
form of TCM treatment. TCM practitioners prescribe according to a patient’s
symptoms. The patient takes the decoction made out of the herbal medication
in the prescription. A complete prescription includes the composition of herbs,
the proportion of herbs, the preparation method and the doses of the decoction.
In this work, we focus on the composition part of the prescription, which is the
most important.
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Table 1. An example of a TCM symptom-prescription pair. We only concern about
the composition of the prescription in this task.

During the long history of TCM, there has been a number of therapy records
or treatment guidelines in the TCM classics composed by outstanding TCM
practitioners. In real life, TCM practitioners often take these classical records
for reference when prescribing for the patient, which inspires us to design a model
that can automatically generate prescriptions by learning from these classics. It
also needs to be noted that due to the issues in actual practice, the objective
of this work is to generate candidate prescriptions to facilitate the prescribing
procedure instead of completely substituting the human practitioners.

An example of TCM prescription is shown in Table 1. The herbs in the pre-
scription are organized in a weak order. By “weak order”, we mean that the
effect of the herbs are not influenced by the order. However, the order of the
herbs reflects the way of thinking when constructing the prescription. There-
fore, the herbs are connected to each other, and the most important ones are
usually listed first. Due to the lack of digitalization and formalization, TCM
has not attracted sufficient attention in the artificial intelligence community. To
facilitate the studies on automatic TCM prescription generation, we collect and
clean a large number of prescriptions as well as their corresponding symptom
descriptions from the Internet.1

Inspired by the great success of natural language generation tasks like neural
machine translation (NMT) [1,2,7], abstractive summarization [6], generative
question answering [12], and neural dialogue response generation [4,5], we pro-
pose to adopt the end-to-end paradigm, mainly the sequence to sequence model,
to tackle the task of generating TCM prescriptions based on textual symptom
descriptions.

The sequence to sequence model (seq2seq) consists of an encoder that encodes
the input sequence and a decoder that generates the output sequence. The suc-
cess in the language generation tasks indicates that the seq2seq model can learn
the semantic relation between the output sequence and the input sequence well.
It is also a desirable characteristic for generating prescriptions according to the
textual symptom description.

1 The resources will be published online.
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In the TCM prescription generation task, the textual symptom descriptions
can be seen as the question in the question answer setting and the aim of the
task is to produce a set of TCM herbs that form a prescription as the answer to
the question. However, the set of herbs is different from the textual answers. One
difference that is most evident is that there should not be any duplication of herbs
in the prescription. However, the basic seq2seq model sometimes produces the
same herb tokens repeatedly when applied to the TCM prescription generation
task. This phenomenon can hurt the performance of recall rate even after we
apply a post-process to eliminate repetitions. Because in a limited length of
the prescription, the model would produce the same token over and over again,
rather than real and novel ones. Furthermore, the basic seq2seq assumes a strict
order between generated tokens, but in reality, we should not severely punish
the model when it predicts the correct tokens in the wrong order.

In this paper, we propose the task to automatically generate TCM prescrip-
tions based on textual symptoms. We propose a soft seq2seq model with coverage
mechanism and a soft loss function. The coverage mechanism is designed to make
the model aware of the herbs that have already been generated while the soft loss
function is to relieve the side effect of strict order assumption. In the experiment
results, our proposed model beats all the baselines. The results also show the
practicability of the generated prescriptions in professional evaluations.

The main contributions of this paper lie in the following three folds:

– We propose a TCM prescription generation task and collect a large quantity
of TCM prescription data including symptom descriptions. It is the first time
that this task has been considered to our knowledge.

– We propose to enhance the basic seq2seq model with cover mechanism and
soft loss function to guide the model to generate more fruitful results, thus
increasing the recall rate.

– In the experiments, the professional human evaluation score reaches 7.3 (out
of 10), which shows that our model can indeed help the TCM practitioners
to prescribe in real life. Our final model also increases the F1 score and the
recall rate in automatic evaluation by a substantial margin compared with
the basic seq2seq model.

2 Related Work

There has not been much work concerning computational TCM. [13] attempt
to build a TCM clinical data warehouse so that the TCM knowledge can be
analyzed and used. This is a typical way of collecting data, since the number of
prescriptions given by the practitioners in the clinics is very large. However, in
reality, most of the TCM doctors do not refer to the constructed digital systems,
because the quality of the input data tends to be poor. Therefore, we choose
prescriptions in the classics (books or documentation) of TCM. Although the
available data can be fewer than the clinical data, it guarantees the quality of
the prescriptions.
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[11] attempt to construct a self-learning expert system with several simple
classifiers to facilitate the TCM diagnosis procedure, [10] propose to use shallow
neural networks and CRF based multi-labeling learning methods to model TCM
inquiry process, but they only considered the disease of chronic gastritis and its
taxonomy is very simple. These methods either utilize traditional data mining
methods or are highly involved with expert crafted systems.

3 Data Construction

When constructing our TCM herbal therapy dataset, we first considered the
TCM medical records in the history, which contain a lot of good
reference medical cases. The medical records are widely referenced by the doctors
in the treatment. However, they have not been well digitalized, which makes it
hard to extract the prescriptions out of the descriptive natural language text
from the records. Another way to get large scale prescriptions is to collect from
TCM clinics. The problem is that this kind of valuable data is not publicly
available and the quality of such data is not good enough. Therefore, we turned
to classic resources on the Internet finally.

We crawl the data from TCM Prescription Knowledge Base
2. This knowledge base includes comprehensive TCM documentation in the

history. The database includes 710 TCM historic books or documents as well
as some modern ones, consisting of 85,166 prescriptions in total. Each item in
the database provides the name, the origin, the composition, the effect, the con-
traindications, and the preparation method. We clean and formalize the database
and get 82,044 usable symptom-prescription pairs

In the process of formalization, we temporarily omit the dose information
and the preparation method description, as we are mainly concerned with the
composition. Because the names of the herbs have evolved a lot, we conclude
heuristic rules as well as specific projection rules to project some rarely seen herbs
to their similar forms that are normally referred to. There are also prescriptions
that refer to the name of other prescriptions. We simply substitute these names
with their constituents.

To make the experiment result more robust, we conduct our experiments on
two separate test datasets. The first one is a subset of the data described in
Sect. 3. We randomly split the whole data into three parts, the training data
(90%), the development data (5%) and the test data (5%). The second one is a
set of symptom-prescription pairs we manually extracted from the modern text
book of the course Formulaology of TCM that is popularly
adopted by many TCM colleges in China.

There are more cases in the first sampled test dataset (4,102 examples), but
it suffers from lower quality, as this dataset was parsed with simple rules, which
may not cover all exceptions. The second test dataset has been proofread and
all of the prescriptions are the most classical and influential ones in the history.

2 http://www.hhjfsl.com/fang/.

http://www.hhjfsl.com/fang/
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So the quality is much better than the first one. However, the number of the
cases is limited. There are 141 symptom-prescription pairs in the second dataset.
Therefore, we use two test sets to do evaluation to take the advantages of both
data magnitude and quality.

Fig. 1. An illustration of our model. The model is built on the basis of seq2seq model
with attention mechanism. We use a coverage mechanism to reduce repetition problem.

4 Methodology

In this section, we first describe the definition of the TCM prescription gener-
ation task. Then, we propose how to enhance the seq2seq model with coverage
mechanism and soft loss in the prescription composition task. A brief illustration
of the our final model is shown in Fig. 1.

4.1 Task Definition

Given a TCM herbal treatment dataset that consists of N data samples, the i-th
data sample (x(i), p(i)) contains one piece of source text x(i) that describes the
symptoms, and Mi TCM herbs (pi1, p

i
2, ..., p

i
Mi

) that make up the herb prescrip-
tion p(i).

We view the symptoms as a sequence of characters x(i) = (x(i)
1 , x

(i)
2 , ..., x

(i)
T ).

We do not segment the characters into words because they are mostly in
traditional Chinese that uses characters as basic semantic units. The herbs
pi1, p

i
2, ..., p

i
Mi

are all different from each other.

4.2 Proposed Model

The model consists of two parts, an encoder and a decoder. The encoder is bound
to take in the source sequence and compress the sequence into a series of hidden
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states. The decoder is used to generate a sequence of target tokens based on the
information embodied in the hidden states given by the encoder.

In our TCM prescription generation task, the encoder RNN encodes the
variable-length symptoms in character sequence x = (x1, x2, ..., xT ) into a set of
hidden representations h = (h1, h2, ..., hT ), by iterating the following equations
along time t:

ht = GRU(xt, ht−1) (1)

We choose the bidirectional version of recurrent neural networks as the encoder
to solve the problem that the later words get more emphasis in the unidirectional
version. We concatenate both the ht in the forward and backward pass and get
̂ht as the final representation of the hidden state at time step t.

The decoder is another RNN. It generates a variable-length sequence y =
(y1, y2, ..., yT ′) token by token (herb), through a conditional language model:

st = GRU(st−1, ct, Eyt−1) (2)
p(yt|y1,...,t, x) = g(st) (3)

where st is the hidden state of the decoder RNN at time step t. The non-linear
function g is a softmax layer, which outputs the probabilities of all the herbs in
the herb vocabulary. E ∈ (V × d) is the embedding matrix of the target tokens,
V is the number of herb vocabulary, d is the embedding dimension. yt−1 is the
last predicted token.

In the decoder, the context vector ct is calculated based on the hidden state
st−1 of the decoder at time step t − 1 and all the hidden states in the encoder.
The procedure is known as the attention mechanism. The attention mechanism
is expected to supplement the information from the source sequence that is more
connected to the current hidden state of the decoder instead of only depending
on a fixed vector produced by the encoder.

ct =
T

∑

j=1

αtjhj (4)

αtj =
exp (a (st−1, hj))

∑T
k=1 exp (a (st−1, hk))

(5)

The context vector ct is calculated as a weighted sum of hidden representation
produced by the encoder h = (h1, ..., hT ). a(st−1, hj) is a soft alignment function
that measures the relevance between st−1 and hj . It computes how much hj is
needed for the t-th output word based on the previous hidden state of the decoder
st−1.

Different from natural language generation tasks, there is no duplicate herb in
the TCM prescription generation task. When directly applying seq2seq model in
this task, the decoder tends to generate some frequently observed herbs over and
over again (see Sect. 5.5 for an example). Although we can prune the repeated
herbs through post processing by eliminating the repeated ones, it still hurts the
recall performance as the maximum length of a prescription is limited.
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To encourage the decoder to generate more diverse and reasonable herb
tokens, we propose to apply coverage mechanism to make the model aware of the
already generated herbs. Coverage mechanism was first proposed by [8] to help
the decoder focus on the part that has not been paid much attention by feeding
a fertility vector to the attention calculation, indicating how much information
of the input is used.

In our model, we do not use the fertility vector to tune the attention weights.
The reason is that the symptoms are related to others and altogether describe
the whole disease, which is explained in Sect. 1. Still, inspired by its motivation,
we adapt the coverage mechanism to the decoder where a coverage vector is fed
to the GRU cell together with the context vector. Equation 2 is then replaced
by the following ones.

at = tanh(WDt + b) (6)
st = f(st−1, ct, Eyt−1, at) (7)

where at is the coverage vector at the t-th time step in decoding. Dt is the one-
hot representation of the generated tokens until the t-th time step. W ∈ R

V ×H

is a learnable parameter matrix, where V is the size of the herb vocabulary and
H is the size of the hidden state. By feeding the coverage vector, which is also
a sketch of the generated herbs, to the GRU as part of the input, our model
can softly switch more probability to the herbs that have not been predicted.
This way, the model is encouraged to produce novel herbs rather than repeatedly
predicting the frequently observed ones, thus increasing the recall rate.

We argue that even though the order of the herbs matters when generating
the prescription [9], we should not strictly restrict the order. However, the tra-
ditional cross entropy loss function applied to the basic seq2seq model puts a
strict assumption on the order of the labels. To deal with the task of predicting
weakly ordered labels (or even unordered labels), we propose a soft loss function
instead of the original hard cross entropy loss function:

loss = −
∑

t

q′
t log(pt) (8)

Instead of using the original hard one-hot target probability qt, we use a soft
target probability distribution q′

t, which is calculated according to qt and the
target sequence q of this sample. Let qv denote the bag of words representation
of q, where only slots of the target herbs in q are filled with 1s. We use a
function ξ to project the original target label probability qt into a new probability
distribution q′

t.
q′
t = ξ(qt, qv ) (9)

The function ξ is designed so as to decrease the harsh punishment when the
model predicts the labels in the wrong order. In this paper, we apply a simple
yet effective projection function as Eq. 10. This is an example implementation,
and one can design more sophisticated projection functions if needed.

ξ(yt, s) = ((qv/M) + yt)/2 (10)
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where M is the length of q. This function means that at the t-th time of decoding,
for each target herb token pi, we first split a probability density of 1.0 equally
across all the l herbs into 1/M . Then, we take the average of this probability
distribution and the original probability qt to be the final probability distribution
at time t.

Table 2. The statistic of the length of prescriptions. Crawled data means the overall
data crawled from the Internet. Length Under 20 means the percentage of data that
are shorter or equal than 20.

Data Average length Max length Length under 20

Crawled data 7.2 108 97.99%

Textbook data 6.7 16 100%

5 Experiment

5.1 Proposed Multi-label Baseline

In this part, we present the Multi-label baseline we apply. In this model, we
use a BiGRNN as the encoder, which encodes symptoms in the same way as it
is described in Sect. 4. Because the position of the herbs does not matter in the
results, for the generation part, we implement a multi-label classification method
to predict the herbs. We add a softmax layer above the vector of the symptoms
to predict the probability of each herb. We use the multi-label max-margin loss
(MultiLabelMarginLoss in pytorch) as the optimization objective, because this
loss function is more insensitive to the threshold. We set the threshold to be 0.5,
that is, if the probability given by the model is above 0.5 and within the top 20
(same to seq2seq model). The way to calculate probability is shown below.

During evaluation, we choose the herbs satisfying two conditions: (1) The
predicted probability of the herb is within top 20 (same to seq2seq) among all
the herbs; (2) The predicted probability is above a threshold 0.5.

5.2 Experiment Settings

We set the embedding size of both Chinese characters in the symptoms and the
herb tokens to 100. We set the hidden state size to 300, and the batch size to
20. We set the maximum length of the herb sequence to 20 because the length
of nearly all the prescriptions are within this range (see Table 2 for the statistics
of the length of prescriptions). Adam [3] is adopted to optimize the parameters.
We tune all the hyper-parameters on the development set, and use the model
parameters that generate the best F1 score on the development set in testing.
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Table 3. Professional evaluation on the Textbook test set. The score is in range 0–10.

Model Evaluator 1 Evaluator 2 Average score

Multi-label 4.5 4.1 4.3

Basic seq2seq 6.8 6.6 6.7

Proposal 7.4 7.1 7.3

Table 4. Automatic evaluation results of different models on the two test datasets.

Model Crawled set Textbook set

Precision Recall F1 Precision Recall F1

Multi-label 10.83 29.72 15.87 13.51 40.49 20.26

Basic seq2seq 26.03 13.52 17.80 30.97 23.70 26.85

Proposal 29.57 17.30 21.83 38.22 30.18 33.73

5.3 Human Evaluation

Since medical treatment is a very complex task, we invite two professors from
Beijing University of Chinese Medicine, which is one of the best Traditional
Chinese Medicine academies in China. Both of the professors enjoy over five
years of practicing traditional Chinese medical treatment. The evaluators are
asked to evaluate the prescriptions with scores between 0 and 10. Both the
textual symptoms and the standard reference are given, which is similar to the
form of evaluation in a normal TCM examination. The Pearson’s correlation
coefficient between the two evaluators is 0.72 and the Spearman’s correlation
coefficient is 0.72. Both p-values are less than 0.01, indicating strong agreement.
Different from the automatic evaluation method, the human evaluators focus on
the potential curative effect of the candidate answers, rather than merely the
literal similarity, which is more reasonable and close to reality.

Because the evaluation procedure is very time consuming (each item requires
more than 1 min), we only ask the evaluators to judge the results from Textbook
test set. As is shown in Table 3, both of the basic seq2seq model and our proposed
modification are much better than the multi-label baseline. Our proposed model
gets a high score of 7.3, which can be of real help to TCM practitioners when
prescribing in the real life treatment.

5.4 Automatic Evaluation Results

We use micro Precision, Recall, and F1 score as the automatic metrics to evaluate
the results, because the internal order between the herbs does not matter when
we do not consider the prescribing process. In Table 4, we show the results. One
thing that should be noted is that since the data in Textbook test set have much
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better quality than crawled test set, the performance on Textbook test set is
much higher than it is on Crawled test set, which is consistent with our instinct.

From the experiment results we can see that the baseline model multi-label
has higher micro recall rate 29.72, 40.49 but much lower micro precision 10.83,
13.51. This is because unlike the seq2seq model that dynamically determines
the length of the generated sequence, the output length is rigid and can only be
determined by thresholds. We take the tokens within the top 20 as the answer
for the multi-label model.

Table 5. Ablation results of applying coverage mechanism and soft loss function.

Model Crawled set Textbook set

Precision Recall F1 Precision Recall F1

Basic seq2seq 26.03 13.52 17.80 30.97 23.70 26.85

+ coverage 26.69 12.88 17.37 37.09 24.12 29.23

+ soft loss 29.30 17.26 21.72 37.90 27.63 31.96

+ coverage & soft loss 29.57 17.30 21.83 38.22 30.18 33.73

Table 6. Prescription length of different models on Textbook test set.

Model Original total length Pruned total length # Repetition

Basic seq2seq 859 716 143

+ coverage 724 609 115

+ soft loss 741 685 56

Proposal 782 743 39

As to the basic seq2seq model, although it beats the multi-label model overall,
the recall rate drops substantially. This problem is partly caused by the repeti-
tion problem, the basic seq2seq model sometimes predicts high frequent tokens
instead of more meaningful ones. Apart from this, although the seq2seq based
model is better able to model the correlation between target labels, it makes
a strong assumption on the order of the target sequence. In the prescription
generation task, the order between herb tokens are helpful for generating the
sequence. However, since the order between the herbs does not affect the effect
of the prescription, we do not consider the order when evaluating the generated
sequence. The much too strong assumption on order can hurt the performance
of the model when the correct tokens are placed in the wrong order.

In Table 5 we show the effect of applying coverage mechanism and soft loss
function. Coverage mechanism gives a sketch on the generated prescription. The
mechanism not only encourages the model to generate novel herbs but also
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enables the model to generate tokens based on the already predicted ones. This
is proved by the improvement on Textbook test set, where both the precision
and the recall are improved over the basic seq2seq model. The most significant
improvement comes from applying the soft loss function. The soft loss function
can relieve the strong assumption of order made by seq2seq model. Because pre-
dicting a correct token in the wrong position is not as harmful as predicting a
completely wrong token. This simple modification gives a big improvement on
both test sets for all the three evaluation metrics.

In Table 6 we show the total length of generated prescriptions. We choose
the Textbook test set because it enjoys better quality. From the table, we can
also observe that applying coverage mechanism and soft loss function can greatly
reduce the repetition number compared with the basic seq2seq model.

5.5 Case Study

In this part, we show an example generated by various models in Table 7. We
choose the example in Textbook test set because the quality of Textbook test
set is much more satisfactory. The multi-label model produces too many herbs
that lower the precision.

For the basic seq2seq model, the result is better than multi-label baseline. In
this case, most of the herbs can be matched with certain symptoms in the textual
description.3 However, the problem is that unlike the reference, the composition

Table 7. Actual predictions made by various models in Textbook test set. Multi-label
model generates too many herb tokens, so we do not list all of them here. Reference is
the standard answer prescription given by the text book.

3 “ ” (radix bupleuri), “ ” (the root of kudzu vine) can be roughly matched

with “ ” (Aversion to wind, fever, sweating, headache), “ ”

(Glycyrrhiza), “ ” (dried tangerine or orange peel), “ ” (Platycodon gran-

diflorum) can be roughly matched with “ ” (nasal obstruction,

dry throat, white tongue coating, not thirsty), “ ” (Ligusticum wallichii) can

be used to treat the symptom of “ ” (headache).
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of herbs lacks the overall design. The symptoms should not be treated indepen-
dently, as they are connected to other symptoms. For example, the appearance
of symptom “ ” (headache) must be treated together with “ ” (sweat).
When there is simply headache without sweat, “ ” (Ligusticum wallichii)
may be suitable. However, since there is already sweat, this herb is not suitable
in this situation. This drawback results from the fact that this model heavily
relies on the attention mechanism that tries to match the current hidden state
in the decoder to a part of the context in the encoder.

For our proposed model, the results are much more satisfactory. “ ”
(Exogenous wind-cold exterior deficiency syndrome) is the reason of the dis-
ease, the symptoms “

” (Aversion to wind, fever, sweating, headache, nasal obstruction, dry throat,
white tongue coating, not thirsty, floating slow pulse or floating weak pulse) are
the corresponding results. The prescription generated by our proposed model
can also be used to cure “ ” (Exogenous wind-cold exterior deficiency
syndrome), in fact “ ” (Chinese ephedra) and “ ” (cassia twig) together
is a common combination to cure cold. However, “ ” (Chinese ephedra) is
not suitable here because there is already sweat. One of the most common effect
of “ ” (Chinese ephedra) is to make the patient sweat. Since there is already
sweat, it should not be used. Compared with the basic seq2seq model, our pro-
posed model have a sense of overall disease, rather than merely discretely focus-
ing on individual symptoms.

6 Conclusion

In this paper, we propose a TCM prescription generation task that automatically
predicts the herbs in a prescription based on the textual symptom descriptions.
To our knowledge, this is the first time that this task is considered. To advance
the research in this task, we construct a large dataset. Besides the automatic
evaluation, we also invite professionals to evaluate the prescriptions given by
various models, the results of which show that our model reaches the score of
7.3 out of 10, demonstrating the effectiveness. We hope this work can lay a
foundation and encourage more researchers to pay attention to the automatic
TCM prescription generation problem.
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Abstract. In this paper, we study a novel task that learns to compose
music from natural language. Given the lyrics as input, we propose a
melody composition model that generates lyrics-conditional melody as
well as the exact alignment between the generated melody and the given
lyrics simultaneously. More specifically, we develop the melody composi-
tion model based on the sequence-to-sequence framework. It consists of
two neural encoders to encode the current lyrics and the context melody
respectively, and a hierarchical decoder to jointly produce musical notes
and the corresponding alignment. Experimental results on lyrics-melody
pairs of 18,451 pop songs demonstrate the effectiveness of our proposed
methods. In addition, we apply a singing voice synthesizer software to
synthesize the “singing” of the lyrics and melodies for human evalua-
tion. Results indicate that our generated melodies are more melodious
and tuneful compared with the baseline method.

Keywords: Neural melody composition · Conditional sequence
generation

1 Introduction

We study the task of melody composition from lyrics, which consumes a piece
of text as input and aims to compose the corresponding melody as well as the
exact alignment between generated melody and the given lyrics. Specifically, the
output consists of two sequences of musical notes and lyric syllables1 with two
constraints. First, each syllable in the lyrics at least corresponds to one musical
note in the melody. Second, a syllable in the lyrics may correspond to a sequence

1 A syllable is a word or part of a word which contains a single vowel sound and that
is pronounced as a unit. Chinese is a monosyllabic language which means words
(Chinese characters) predominantly consist of a single syllable (https://en.wikipedia.
org/wiki/Monosyllabic language).

c© Springer Nature Switzerland AG 2019
J. Tang et al. (Eds.): NLPCC 2019, LNAI 11838, pp. 499–511, 2019.
https://doi.org/10.1007/978-3-030-32233-5_39
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of notes, which increases the difficulty of this task. Figure 1 shows a fragment of
a Chinese song. For instance, the last Chinese character ‘ ’ (love) aligns two
notes ‘C5’ and ‘A4’ in the melody.

Fig. 1. A fragment of a Chinese song “Drunken Concubine (new version)”. The blue
rectangles indicate rests, some intervals of silence in a piece of melody. The red rect-
angles indicate the alignment between the lyrics and the melody, meaning a mapping
from syllable of lyrics to musical notes. Pinyin indicates the syllables for each Chinese
character.

There are several existing research works on generating lyrics-conditional
melody [1,6,8,16]. These works usually treat the melody composition task as
a classification or sequence labeling problem. They first determine the num-
ber of musical notes by counting the syllables in the lyrics, and then predict
the musical notes one after another by considering previously generated notes
and corresponding lyrics. However, these works only consider the “one-to-one”
alignment between the melody and lyrics. According to our statistics on 18,451
Chinese songs, 97.9% songs contains at least one syllable that corresponds to
multiple musical notes (i.e. “one-to-many” alignment), thus the simplification
may introduce bias into the task of melody composition.

In this paper, we propose a novel melody composition model which can gen-
erate melody from lyrics and well handle the “one-to-many” alignment between
the generated melody and the given lyrics. For the given lyrics as input, we first
divide the input lyrics into sentences and then use our model to compose each
piece of melody from the sentences one by one. Finally, we merge these pieces
to a complete melody for the given lyrics. More specifically, it consists of two
encoders and one hierarchical decoder. The first encoder encodes the syllables
in current lyrics into an array of hidden vectors with a bi-directional recurrent
neural network (RNN) and the second encoder leverages an attention mechanism
to convert the context melody into a dynamic context vector with a two-layer
bi-directional RNN. In the decoder, we employ a three-layer RNN decoder to
produce the musical notes and the alignment jointly, where the first two layers
are to generate the pitch and duration of each musical note and the last layer is
to predict a label for each generated musical note to indicate the alignment.

We collect 18,451 Chinese pop songs and generate the lyrics-melody pairs
with precise syllable-note alignment to conduct experiments on our methods
and baselines. Automatic evaluation results show that our model outperforms
baseline methods on all the metrics. In addition, we leverage a singing voice
synthesizer software to synthesize the “singing” of the lyrics and melodies and ask
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human annotators to manually judge the quality of the generated pop songs. The
human evaluation results further indicate that the generated lyrics-conditional
melodies from our method are more melodious and tuneful compared with the
baseline methods.

The contributions of our work in this paper are summarized as follows.

• To the best of our knowledge, this paper is the first work to use end-to-end
neural network model to compose melody from lyrics.

• We construct a large-scale lyrics-melody dataset with 18,451 Chinese pop
songs and 644,472 lyrics-context-melody triples, so that the neural networks
based approaches are possible for this task.

• Compared with traditional sequence-to-sequence models, our proposed
method can generate the exact alignment as well as the “one-to-many” align-
ment between the melody and lyrics.

• The human evaluation verifies that the synthesized pop songs of the generated
melody and input lyrics are melodious and meaningful.

2 Preliminary

See Table 1.

Table 1. Notations used in this paper

Notations Description

X The sequence of syllables in given lyrics

xj The j-th syllable in X

M The sequence of musical notes in context melody

mi The i-th musical note in M

mi
pit,m

i
dur The pitch and duration of mi, respectively

Y The sequence of musical notes in predicted melody

yi The i-th musical note in Y

y<i The previously predicted musical notes {y1, ..., yi−1} in Y

yi
pit, y

i
dur, y

i
lab The pitch, duration and label of yi, respectively

Pitch The pitch sequence comprised of each yi
pit in Y

Duration The duration sequence comprised of each yi
dur in Y

Label The label sequence comprised of each yi
lab in Y

hj
lrc The j-th hidden state in output of lyrics encoder

hi
con The i-th hidden state in output of context melody encoder

ci The dynamic context vector at time step i

cicon The i-th melody context vector from context melody encoder

R Indicates the rest, specially
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2.1 Concepts from Music Theory

Melody can be regarded as an ordered sequence of many musical notes. The
basic unit of melody is the musical note which mainly consists of two attributes:
pitch and duration. The pitch is a perceptual property of sounds that allows
their ordering on a frequency-related scale, or more commonly, the pitch is the
quality that makes it possible to judge sounds as “higher” and “lower” in the
sense associated with musical melodies. Therefore, we use a sequence of numbers
to represent the pitch. For example, we represent ‘C5’ and ‘Eb6’ as 72 and 87
respectively based on the MIDI2. A rest is an interval of silence in a piece of
music and we use ‘R’ to represent it and treat it as a special pitch. Duration is
a particular time interval to describe the length of time that the pitch or tone
sounds3, which is to judge how long or short a musical note lasts.

2.2 Lyrics-Melody Parallel Corpus

Figure 2 shows an example of a lyrics-melody aligned pair with precise syllable-
note alignment, where each Chinese character of the lyrics aligns with one or
more notes in the melody.

Fig. 2. An illustration for lyrics-melody aligned data.

The generated melody consists of three sequences Pitch, Duration and Label
where the Label sequence represents the alignment between melody and lyrics.
We are able to rebuild the sheet music with them. Pitch sequence represents
the pitch of each musical note in melody and ‘R’ represents the rest in Pitch
sequence specifically. Similarly, Duration sequence represents the duration of
each musical note in melody. Pitch and Duration consist of a complete melody

2 https://newt.phys.unsw.edu.au/jw/notes.html.
3 https://en.wikipedia.org/wiki/Duration (music).

https://newt.phys.unsw.edu.au/jw/notes.html
https://en.wikipedia.org/wiki/Duration_(music)
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but do not include information on the alignment between the given lyrics and
corresponding melody.

Label contains the information of alignment. Each item of the Label is labeled
as one of {0, 1} to indicate the alignment between the musical note and the
corresponding syllable in the lyrics. To be specific, a musical note is assigned
with label 1 that denotes it is a boundary of the musical note sub-sequence,
which aligned to the corresponding syllable, otherwise it is assigned with label
0. We can split the musical notes into the n parts by label 1, where n is the
number of syllables of the lyrics, and each part is a musical note sub-sequence.
Then we can align the musical notes to their corresponding syllables sequentially.
Additionally, we always align the rests to their latter syllables. For instance, we
can observe that the second rest aligns to the Chinese character ‘ ’ (ask).

3 Approach

In this section, we present the end-to-end neural networks model, termed as
Songwriter, to compose a melody which aligns exactly to the given input lyrics.
Figure 3 provides an illustration of Songwriter. Given lyrics as the input, we first
divide the lyrics into sentences and then use Songwriter to compose each piece
of the melody sentence by sentence.

Fig. 3. An illustration of Songwriter. The lyrics encoder and context melody encoder
encode the syllables of given lyrics and the context melody into two arrays of hidden
vectors, respectively. For decoding the i-th musical note yi, Songwriter uses attention
mechanism to obtain a context vector cicon from the context melody encoder (green
arrows) and counts how many label 1 has been produced in previously musical notes
to obtain hj

con to represent the current syllable corresponding to yi from the lyrics
encoder (red arrows) to melody decoder. In melody decoder, the pitch layer and dura-
tion layer first predict the pitch yi

pit and duration yi
dur of yi, then the label layer

predicts a label yi
lab for yi to indicate the alignment. (Color figure online)
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3.1 Lyrics Encoder

We use a bi-directional RNN [15] built by two GRUs [4] to encode the syllables
of lyrics which concatenates the syllable feature embedding and word embedding
as input X = {x1, ..., x|X|} to the GRU encoders:

hi
lrc = fGRU(hi−1

lrc , xi) (1)
hi
lrc = fGRU(hi+1

lrc , xi) (2)

hi
lrc =

[
hi
lrc

hi
lrc

]
(3)

Then, the lyrics encoder outputs {h1
lrc, ..., h

|X|
lrc } to represent the information of

each syllable in the lyrics.

3.2 Context Melody Encoder

We use the context melody encoder to encode the context melody M =
{m1, ...,m|M |}. The encoder is a two-layer RNN that encodes pitch and duration
of a musical note respectively at each time step. Each layer is a bi-directional
RNN which is built by two GRUs. For the first layer, we describe the forward
directional GRU and the backward directional GRU at time step i as follows:

hi
pit = fGRU(hi−1

pit ,mi
pit) (4)

hi
pit = fGRU(hi+1

pit ,mi
pit) (5)

hi
pit =

[
hi
pit

hi
pit

]
(6)

where mi
pit is the pitch attribute of i-th note mi. The bottom layer encodes the

output of the first layer and the duration attribute of melody:

hi
dur = fGRU(hi−1

dur ,m
i
dur, h

i
pit) (7)

hi
dur = fGRU(hi+1

dur ,m
i
dur, h

i
pit) (8)

hi
dur =

[
hi
dur

hi
dur

]
(9)

We concatenate the two output arrays of vectors to an array of vectors to rep-
resent the context melody sequence:

hi
con =

[
hi
pit

hi
dur

]
(10)

3.3 Melody Decoder

The decoder predicts the next note yi from all previously predicted notes
{y1, ..., yi−1} (y<i, for short), the context musical notes M = {m1, ...,m|M |}
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and the syllables X = {x1, ..., x|X|} of given lyrics. We define the conditional
probability when decoding i-th note as follows:

arg max P (yi|y<i,X,M) (11)

To model the three attributes of yi, where we use {yi
pit, y

i
dur, y

i
lab} to respectively

represent the pitch, duration and label, we decompose Eq. (11) into Eq.(12):

P (yi|y<i,X,M) =P (yi
pit|y<i,X,M) ·

P (yi
dur|y<i,X,M, yi

pit) ·
P (yi

lab|y<i,X,M, yi
pit, y

i
dur)

(12)

We use a three-layer RNN as decoder to respectively decode the pitch, dura-
tion and label of a musical note at each time step. We define the conditional
probabilities of each layer in the decoder:

P (yi
pit|y<i,X,M) = gp(sipit, c

i, yi−1) (13)

P (yi
dur|y<i,X,M, yi

pit) = gd(sidur, c
i, yi−1, yi

pit) (14)

P (yi
lab|y<i,X,M, yi

pit, y
i
dur) = gl(silab, c

i, yi−1, yi
pit, y

i
dur) (15)

where gp(·)}, gd(·) and gl(·) are nonlinear functions that output the probabilities
of yi

pit, yi
dur and yi

lab respectively. sipit, sidur and silab are respectively the corre-
sponding hidden states of each layer. ci is a dynamic context vector representing
the M and X:

ci = cicon + hj
lrc (16)

where cicon is a context vector from context melody encoder and hj
lrc is one of

output hidden vectors of lyrics encoder, which represent the xj that should be
aligned to the current predicting yi. In particular, we set cicon as a zero vector if
there is no context melody as input. From our representation method for lyrics-
melody aligned pairs, it is not difficult to understand how to get the xj that yi

should be aligned to:

j =
i−1∑
t=1

yt
lab (17)

cicon is recomputed at each step by alignment model [2] as follows:

cicon =
|M |∑
t=1

αi,tht
con (18)

αi,t =
exp(ei,t)∑|M |

k=1 exp(ei,k)
(19)

ei,k = va
ᵀtanh(Was

i−1 + Uah
k
con) (20)
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where va, Wa and Ua are learnable parameters. Finally, we obtain the ci and
then employ the sip, sid, sil and si as follows:

sipit = fGRU(si−1
pit , ci−1, yi−1

pit , hj
lrc) (21)

sidur = fGRU(si−1
dur , c

i−1, yi−1
dur , yi

pit, s
i
pit) (22)

silab = fGRU(si−1
lab , ci−1, yi−1

lab , yi
pit, y

i
dur, d

i
dur) (23)

si = [sip
ᵀ
; sid

ᵀ
; sil

ᵀ
]ᵀ (24)

3.4 Objective Function

Given a training dataset with n lyrics-context-melody triples D = {X(i),M (i),

Y (i)}ni=1, where X(i) = {x(i)j}|X(i)|
j=1 , M (i) = {m(i)j}|M(i)|

j=1 and Y (i) = {y(i)j}|Y (i)|
j=1 .

In addition, ∀(i, j), y(i)j = (y(i)j
pit , y

(i)j
dur , y

(i)j
lab ). Our training objective is to min-

imize the negative log likelihood loss L with respect to the learnable model
parameter θ:

L = − 1
n

n∑
i=1

|Y (i)|∑
j=1

log P (y(i)j
pit , y

(i)j
dur , y

(i)j
lab |θ,X(i),M (i), y<j) (25)

where y<j is short for {y1
(i), ..., y

j
(i)}.

4 Experiments

4.1 Dataset

We crawled 18,451 Chinese pop songs, which include melodies with the duration
over 800 hours in total, from an online Karaoke app. Then preprocess the dataset
with rules as described in Zhu et al. [19] to guarantee the reliability of the
melodies. For each song, we convert the melody to C major or A minor that
can keep all melodies in the same tune and we set BPM (Beats Per Minute)
to 60 to calculate the duration of each musical note in the melody. We further
divide the lyrics into sentences with their corresponding musical notes as lyrics-
melody pairs. Besides, we set a window size as 40 to the context melody and
use the previously musical notes as the context melody for each lyrics-melody
pair to make up lyrics-context-melody triples. Finally, we obtain 644,472 triples
to conduct our experiments. We randomly choose 5% songs for validating, 5%
songs for testing and the rest of them for training.

4.2 Baselines

As melody composition task can generally be regarded as a sequence labeling
problem or a machine translation problem, we select two state-of-the-art models
as baselines.
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– CRF. A modified sequence labeling model based on CRF [7] which con-
tains two layers for predicting Pitch and Duration, respectively. For “one-
to-many” relationships, this model uses some special tags to represent a series
of original tags. For instance, if a syllable aligns two notes ‘C5’ and ‘A4’, we
use a tag ‘C5A4’ to represent them.

– Seq2seq. A modified attention based sequence to sequence model which con-
tains two encoders and one decoder. Compared with Songwriter, Seq2seq uses
attention mechanism [2] to capture information on the given lyrics. Seq2seq
may not guarantee the alignment between the generated melody and syllables
in given lyrics. To avoid this problem, Seq2seq model stops predicting when
the number of the label 1 in predicted musical notes is equal to the number
of syllables in the given lyrics.

4.3 Implementation

For all the models used in this paper, the number of recurrent hidden units is
set to 256. In the context melody encoder and melody decoder, we treat the
pitch, duration, and label as tokens and use word embedding to represent them
with 128, 128, and 64 dimensions, respectively. In the lyrics encoder, we use
GloVe [12] to pre-train a char-level word embedding with 256 dimensions on a
large Chinese lyrics corpus and use Pinyin 4as the syllable features with 128
dimensions.

We use Adam [5] with an initial learning rate of 0.001 and an exponential
decay rate of 0.9999 as the optimizer to train our models with batch size as 64,
and we use the cross entropy as the loss function.

Table 2. Automatic evaluation results

Teacher-forcing Sampling

PPL P R F1 BLEU

CRF 3.39 45.5 47.6 45.9 2.02

Seq2seq 2.21 70.9 72.0 70.8 3.96

Songwriter 2.01 75.3 76.0 75.3 6.63

4.4 Automatic Evaluation

We use two modes to evaluate our model and baselines.

– Teacher-forcing: As in [13], models use the ground truth as input for pre-
dicting the next-step at each time step.

– Sampling: Models predict the melody from given lyrics without any ground
truth.

4 https://en.wikipedia.org/wiki/Pinyin.

https://en.wikipedia.org/wiki/Pinyin
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Metrics. We use the F1 score to the automatic evaluation from Roberts
et al. [13]. Additionally, we select three automatic metrics for our evaluation
as follows.

– Perplexity (PPL). This metric is a standard evaluation measure for lan-
guage models and can measure how well a probability model predicts samples.
Lower PPL score is better.

– (weighted) Precision, Recall and F1
5. These metrics measure the perfor-

mance of predicting the musical notes.
– BLEU. This metric [11] is widely used in machine translation. Higher BLEU

score is better.

Results. The results of the automatic evaluation are shown in Table 2. We
can see that our proposed method outperforms all models in all metrics. As
Songwriter performs better than Seq2seq, it shows that the exact information
of the syllables can enhance the quality of predicting the corresponding musical
notes relative to attention mechanism in traditional Seq2seq models. In addition,
the CRF model demostrates lower performance in all metrics. In CRF model,
we use a special tag to represent multiple musical notes if a syllable aligns more
than one musical note, which will produce a large number of different kinds of
tags and result in the CRF model is difficult to learn from the sparse data.

4.5 Human Evaluation

Similar to the text generation and dialog response generation [14,18], it is chal-
lenging to accurately evaluate the quality of music composition results with
automatic metrics. To this end, we invite 3 participants as human annotators to
evaluate the generated melodies from our models and the ground truth melodies
of human creations. We randomly select 20 lyrics-melody pairs, the average dura-
tion of each melody approximately 30 s, from our testing set. For each selected
pair, we prepare three melodies, ground truth of human creations and the gen-
erated results from Songwriter and Seq2seq. Then, we synthesized all melodies
with the lyrics by NiaoNiao6 using default settings for the generated songs and
ground truth, which is to eliminate the influences of other factors of singing.
As a result, we obtain 5 (annotators) × 3 (melodies) × 20 (lyrics) samples
in total. The human annotations are conducted in a blind-review mode, which
means that human annotators do not know the source of the melodies during
the experiments.

5 We calculate these metrics by scikit-learn with the parameter average set
as ‘weighted’: http://scikit-learn.org/stable/modules/classes.html#module-sklearn.
metrics.

6 A singing voice synthesizer software which can synthesize Chinese song, http://www.
dsoundsoft.com/product/niaoeditor/.

http://scikit-learn.org/stable/modules/classes.html#module-sklearn.metrics
http://scikit-learn.org/stable/modules/classes.html#module-sklearn.metrics
http://www.dsoundsoft.com/product/niaoeditor/
http://www.dsoundsoft.com/product/niaoeditor/


Neural Melody Composition from Lyrics 509

Table 3. Human evaluation results in blind-review mode

Model Overall Emotion Rhythm

Seq2seq 3.28 3.52 2.66

Songwriter 3.83 3.98 3.52

Human 4.57 4.50 4.17

Metrics. We use the metrics from previous work on human evaluation for music
composition as shown below. We also include an emotion score to measure the
relationship between the generated melody and the given lyrics. The human
annotators are asked to rate a score from 1 to 5 after listening to the songs.
Larger scores indicate better quality in all the three metrics.

– Emotion. Does the melody represent the emotion of the lyrics?
– Rhythm [17,19]. When listening to the melody, are the duration and pause

of words natural?
– Overall [17]. What is the overall score of the melody?

Results. Table 3 shows the human evaluation results. According to the results,
Songwriter outperforms Seq2seq in all metrics, which indicates its effectiveness
over the Seq2seq baseline. On the “Rhythm” metrics, human annotators give
significantly lower scores to Seq2seq than Songwriter, which shows that the gen-
erated melodies from Songwriter are more natural on the pause and duration
of words than the ones generated by Seq2seq. The results further suggest that
using the exact information of syllables is more effective than the soft atten-
tion mechanism in traditional Seq2seq models in the melody composition task.
We can also observe from Table 3 that the gaps between the system generated
melodies and the ones created by human are still large on all the three metrics.
It remains an open challenge for future research to develop better algorithms
and models to generate melodies with higher quality.

5 Related Work

A variety of music composition works have been done over the last decades.
Most of the traditional methods compose music based on music theory and
expert domain knowledge. Chan et al. [3] design rules from music theory to use
music clips to stitch them together in a reasonable way. With the development
of machine learning and the increase of public music data, data-driven methods
such as Markov chains model [10] and graphic model [9] have been introduced
to compose music.
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Generating a lyrics-conditional melody is a subset of music composition but
under more restrictions. Early works first determine the number of musical
notes by counting the syllables in lyrics and then predict the musical notes
one after another by considering previously generated notes and corresponding
lyrics. Fukayama et al. [6] use dynamic programming to compute a melody from
Japanese lyrics, the calculation needs three human well-designed constraints.
Monteith et al. [8] propose a melody composition pipeline for given lyrics. For
each given lyrics, it first generates hundreds of different possibilities for rhythms
and pitches. Then it ranks these possibilities with a number of different met-
rics in order to select a final output. Scirea et al. [16] employ Hidden Markov
Models (HMM) to generate rhythm based on the phonetics of the lyrics already
written. Then a harmonical structure is generated, followed by generation of
a melody matching the underlying harmony. Ackerman et al. [1] design a co-
creative automatic songwriting system ALYSIA base on machine learning model
using random forests, which analyzes the lyrics features to generate one note at
a time for each syllable.

6 Conclusion and Future Work

In this paper, we propose a lyrics-conditional melody composition model which
can generate melody and the exact alignment between the generated melody and
the given lyrics. We develop the melody composition model under the encoder-
decoder framework, which consists of two RNN encoders, lyrics encoder and
context melody encoder, and a hierarchical RNN decoder. The lyrics encoder
encodes the syllables of current lyrics into a sequence of hidden vectors. The
context melody leverages an attention mechanism to encode the context melody
into a dynamic context vector. In the decoder, it uses two layers to produce musi-
cal notes and another layer to produce alignment jointly. Experimental results
on our dataset, which contains 18,451 Chinese pop songs, demonstrate our model
outperforms baseline models. Furthermore, we leverage a singing voice synthe-
sizer software to synthesize “singing” of the lyrics and generated melodies for
human evaluation. Results indicate that our generated melodies are more melo-
dious and tuneful. For future work, we plan to incorporate the emotion and the
style of lyrics to compose the melody.
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Abstract. Recent dominant approaches for abstractive text summariza-
tion are mainly RNN-based encoder-decoder framework, these methods
usually suffer from the poor semantic representations for long sequences.
In this paper, we propose a new abstractive summarization model, called
RC-Transformer (RCT). The model is not only capable of learning long-
term dependencies, but also addresses the inherent shortcoming of Trans-
former on insensitivity to word order information. We extend the Trans-
former with an additional RNN-based encoder to capture the sequential
context representations. In order to extract salient information effec-
tively, we further construct a convolution module to filter the sequential
context with local importance. The experimental results on Gigaword
and DUC-2004 datasets show that our proposed model achieves the state-
of-the-art performance, even without introducing external information.
In addition, our model also owns an advantage in speed over the RNN-
based models.

Keywords: Transformer · Abstractive summarization

1 Introduction

Automatic text summarization is the process of generating brief summaries from
input documents. Having the short summaries, the text content can be retrieved
effectively and easy to understand. There are two main text summarization tech-
niques: extractive and abstractive. Extractive models [6] extract salient parts of
the source document. Abstractive models [10] restructure sentences and may
rewrite the original text segments using new words. As the abstractive summa-
rization is more flexible and the generated summaries have a good matching with
human-written summaries, we focus on abstractive text summarization.
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Recently, most prevalent approaches for abstractive text summarization
adopt the recurrent neural network (RNN)-based encoder-decoder framework
with attention mechanism [7,8]. The encoder aims to map the source article to a
vector representation and the decoder generates a summary sequentially on the
basis of the representation. The encoder and the decoder are both based on the
RNN structure, such as long-short-term memory (LSTM) and gated recurrent
unit (GRU).

However, the training of RNN-based sequence-to-sequence(seq2seq) models
is slow due to their inherent sequential dependence nature. Another critical
problem of RNN-based models is that they can not capture distant dependency
relationships for long sequences. Vaswani et al. [16] construct a novel encoder-
decoder architecture with strong attention, namely Transformer, which is capa-
ble of learning long-term dependencies and has advanced the state-of-the-art on
machine translation.

The Transformer has demonstrated to be effective for capturing the global
contextual semantic relationships and parallel computing. The self-attention
mechanism is able to learn the “word-pair” relevance. The word order infor-
mation is accessed by positional encoding. However, for the reason that posi-
tion information is important in natural language understanding, the positional
encoding is only approximate to sequence information. Therefore, there is a prac-
tical demand for modeling word-level sequential context for the source article.

Motivated by the above observations, we propose a novel abstractive sum-
marization model, called RC-Transformer, which improves Transformer with
sequential context representations. The proposed architecture consists of two
encoders and a decoder. We decouple the responsibilities of the encoder of cap-
turing contextual semantic representations and modeling sequential context by
introducing an additional RNN-based encoder. Since the local correlations con-
tribute to learning syntactic information, we further construct a convolution
module to capture different n-gram features. The salient information can be
focused by filtering the sequential context with the local importance. Further-
more, we introduce lexical shortcuts to improve the semantic representations
both in Transformer encoder and decoder.

We experimentally validate the effectiveness of our method for abstractive
sentence summarization. Our RC-Transformer achieves the state-of-the-art per-
formance and is able to generate high quality summaries, even without the exter-
nal knowledge guidance. Moreover, in spite of introducing a RNN-based encoder,
our RC-Transformer is also superior to the RNN-based seq2seq model in speed.

2 Related Work

2.1 Abstractive Text Summarization

Abstractive text summarization has received much attention in recent years
since the seq2seq model was developed. Many neural network based models
have achieved great performance over conventional methods. Rush et al. [10]
introduce a RNN-based seq2seq model with attention to generate summaries. In
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addition, intra-temporal and intra-decoder attention mechanisms are proposed
to overcome repetitions and reinforce algorithm has also been used to avoid the
exposure bias [8]. For sentence summarization, Zhou et al.[20] introduce a selec-
tive gate network to filter secondary information and Shen et al. [13] optimize
model at sentence-level to improve the ROUGE score.

All the abstractive summarization models mentioned above are based on
RNNs. There are two notable problems with these models: (1) the sequential
nature of RNN prevents the computation in parallel. (2) Suffering from the dif-
ficulty of learning long-term dependencies, RNNs are limited to model relatively
short sequences. However, the input articles are always long text in text sum-
marization, there is a bottleneck to improve the performance of the RNN-based
models.

Recently several encoder-decoder architectures, such as Convs2s [3] and
Transformer [16] are exploited. For abstractive text summarization, Wang et al.
[18] propose a convolutional seq2seq model which incorporates the topic informa-
tion and achieves good performance. Liu et al. [5] alter the Transformer decoder
to a language model to create Wikipedia articles from several reference articles.

2.2 Transformers

Although Transformers are effective in machine translation, for abstractive text
summarization, this architecture does not behave well for its poor ability of mod-
eling the word-level sequential context. Recently there are some related work
about modifying positional encoding. Shaw et al. [12] extend the self-attention
mechanism to efficiently consider representations of the relative positions. Takase
et al. [15] propose an extension of sinusoidal positional encoding to control output
sequence length. But neither of them is a complete strategy to tackle the insen-
sitivity to sequential information for Transformer. In this paper, we introduce
an additional encoder based on RNN to alleviate the problem in Transformer.

3 The Proposed Model

In this section, we describe (1) the problem formulation and our base model
Transformer, (2) our proposed model, called RC-Transformer, which introduces
an additional encoder with a bidirectional RNN to model sequential context and
a convolution module to capture local importance.

3.1 Background

Based on the strong ability of learning the global contextual representation, we
use the Transformer [16] model as our baseline. Formally, let X = {x1, · · · , xm}
denote the source article with m words and Y = {y1, · · · , yn} denote the output
sequence of n summary words.

The Transformer follows an encoder-decoder architecture. The encoder con-
sists of a stack of N layers, each of them composes of two sub-layers: a multi-head
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Fig. 1. An overview of RC-Transformer which has two encoders (left and right) and
a decoder (middle). The model has a similar structure with Transformer [16]. We
introduce an additional encoder called RC-Encoder with a Bi-RNN to model sequential
context and a convolution module upon RNN to filter the sequential context with local
importance via a gated unit. A lexical shortcut is employed between each layer and the
embedding layer in both Transformer encoder and decoder.

self-attention mechanism and a fully-connected feed forward network. The self-
attention is defined as:

Attention(Q,K, V ) = softmax

(
QKT

√
dk

)
V (1)

The encoder maps the input article into a sequence of continuous represen-
tation Z = {z1, · · · , zm}. The decoder performs encoder-decoder attention to
learn the correlation between the source text and the generated text.

3.2 RC-Transformer

Although the positional encoding retains the order information, the model is still
not quite sensitive to the word order which is crucial in abstractive text sum-
marization. The lack of the word-level sequential information limits the model’s
ability of natural language understanding in depth. The generated summaries
often incorporate much non-salient information. To alleviate the problem, we
propose a RC-Transformer model which decouples the encoder’s responsibilities
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of learning contextual semantic representation and capturing the word order
information by factoring it into two encoders. A RC-Encoder based on RNN
is introduced to assist in learning the word-level sequential context. Upon the
RNN structure, a convolutional module is applied to filter the sequential context
with local importance. Our RC-Transformer contains three major components:
a RC-Encoder, a Transformer encoder and a decoder. The graphical illustration
of the RC-Transformer is shown in Fig. 1. We introduce the RC-Encoder and
decoder in detail in this section.

RC-Encoder. The encoder first maps the source text into a sequence of hidden
states H = {h1, · · · , hm} via a bidirectional LSTM.

H = BiLSTM(E) ∈ R
m×dhid (2)

where E is the embedding representation of the source article X and dhid is
the output dimension. At each time step, the output is the concatenation of
two directional hidden states (hi =

[−→
hi ,

←−
hi

]
). Since RNNs possess good capacity

in modeling the word sequence, hence H represents the sequential context of
the source article. Furthermore, the syntactic information can be captured by
n-gram features, we also extract different n-gram features of the source article
on the basis of the Bi-RNN.

H

Conv
K=1

Conv
K=3

Conv
K=5

concat

sigmoid

Fig. 2. An illustration of local convolution module with gated linear unit.

Local Convolution. We further enhance the sequential context representation
with a convolutional module. We implement a convolution module of different
receptive fields to learn n-gram features with different sizes. Given the input hid-
den states sequence H, three convolution operations are applied to obtain three
output vectors Dk=1,Dk=3,Dk=5, where k is the kernel size. We concatenate the
three outputs to take different n-gram features into account.

D = [Dk=1,Dk=3,Dk=5] . (3)
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Instead of taking D as the output of the RC-Encoder, we set a learnable
threshold mechanism to filter the sequential context according to the local impor-
tance. The gated linear unit (GLU) controls information flow by selecting fea-
tures through a sigmoid function, which is demonstrated to be useful for language
modeling [2]. We introduce a similar architecture(see Fig. 2) to select how much
sequential context information should be retained as:

R = σ (WdD + bd) � (WhH + bh) . (4)

The RC-Encoder assists the original encoder in modeling the word order
information and learning local interactions. We leave the Transformer encoder
as it is to capture the global semantic representation.

Decoder. The model encodes the source text into a global semantic represen-
tation and a sequential context representation. Then the two representations
are integrated in the decoder to generates summaries. As shown in Fig. 1, we
follow [16] to use a stack of N decoder layers to compute the target-side rep-
resentations. Each layer is composed of four sub-layers. Specifically, we employ
two encoder-decoder attention sub-layers, each of which perform an attention
between the encoder representation and the decoder representation. More pre-
cisely, let C(n) be the output of the masked multi-head self-attention at the n-th
decoder layer, then the two encoder-decoder self-attention sub-layers calculate
two representations:

T
(n)
R = MultiHead(C(n);R;R), (5)

T
(n)
Z = MultiHead(C(n)Z;Z). (6)

The outputs of the two attention mechanisms are combined via a gated sum.

g = σ
(
Wg

[
T

(n)
R , T

(n)
Z

]
+ bg

)
, (7)

S(n) = g � T
(n)
R + (1 − g) � T

(n)
Z . (8)

Subsequently, the output S(n) is fed to the feed forward layer. In the previous
works, there are two other strategies for integrating two encoders and a decoder
architecture, called “Gated Sum in Encoder” and “Stacked in Decoder”. We elab-
orate these two strategies in Sect. 4.4 and conduct experiments to demonstrate
that our method performs better than the two strategies in this case.

3.3 Lexical Shortcuts

Within the Transformer encoder and decoder, each sub-layer takes the output
of the immediately preceding layer as input. The lexical features are learned and
propagated upward from the bottom of the model. For the higher-level layer to
learn the semantic representation, the lexical features must be retained in the
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intermediate representation. Therefore, the model is unable to fully leverage its
capacity of capturing semantic representations. To alleviate the problem, we add
a gated connection called lexical shortcut between the embedding layer and each
subsequent self-attention sub-layer within the encoder and decoder (see Fig. 1).

In each self-attention sub-layer, the K,V vectors are recalculated to carry
part of lexical features. A transform gate aims to select how much lexical features
should be carried in each dimension. Take K for illustration:

TK
l = σ (Wk [E,Kl]) , (9)

then the current features and the lexical features are combined by calculating
their weighted sum.

Knew
l = E � TK

l + Kl � (
1 − TK

l

)
(10)

The Eq. 1 utilize the new K and V vectors to calculate the self-attention.
This method enhances the semantic representations by exposing lexical content
and position information to the following layers.

4 Experiments

4.1 Datasets and Evaluation Metrics

We evaluate our methodology on English Gigaword and DUC-2004 datasets
which are the standard benchmark datasets for abstractive text summarization.
The English Gigaword is a sentence summarization dataset. We follow the exper-
imental settings in [10] to preprocess the corpus. The extracted corpus contains
about 3.8M samples for training, 8K for validation and 0.7K for testing. Each
sample in the dataset is a sentence pair, which consists of the first sentence of
the source articles and the corresponding headline. The DUC-2004 dataset is a
summarization evaluation set which consists of 500 news articles. Each article in
the dataset is paired with four human-written reference summaries. Compared
to [10] tuning on DUC-2003, we directly use the model trained on the Gigaword
to test on the DUC-2004 corpus.

We employ ROUGE [4] as our evaluation metric. ROUGE measures the qual-
ity of summary by computing the overlapping lexical units between the generated
summaries and the reference summaries. Following the previous work, we report
full-length F-1 scores of ROUGE-1, ROUGE-2 and ROUGE-L metrics.

4.2 Implementation Details

We implement our experiments in PyTorch on 4 NVIDIA TITAN X GPUs. In
preprocessing, we use the Byte pair encoding (BPE) algorithm [11] to segment
words. We set the hyper-parameter to fit the vocabulary size to 15,000. The
baseline Transformer model is trained with the same hyper-paremeters as in the
base model in [16]. And our extended RC-Transformer model uses 8 attention
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heads and a dimension of 1024 for the feed forward network. We set the Trans-
former encoder and decoder layer number as 4. Moreover, the RC-Encoder is
implemented with a two-layer bidirectional GRU. For convolution module, we
employ three convolution layers with kernel size 1, 3, 5 respectively and we keep
the same output size of each convolution operation with padding size 1, 3, 5. In
training, cross entropy is used as the loss function and label smoothing is intro-
duced to reduce overfitting. Each model variants are trained approximately 5
epochs. During test, we use beam search of size 5 to generates summaries and
limit the maximum output length as 15 and 20 for Gigaword and DUC2004
dataset respectively.

4.3 Comparison with State-of-the-Art Methods

In addition to the base model Transformer, we also introduce the following state-
of-the-art baselines to compare the effect of our approach. ABS and ABS+
[10] are both the RNN-based seq2seq models with local attention. The difference
is that ABS+ extracts additional hand-crafted features to revise the output of
ABS model. RAS-LSTM [14] model introduces a convolutional attention-based
encoder and a RNN decoder. SEASS [20] extends the seq2seq model with a
selective gate mechanism. DRGD [9] is a seq2seq model equipped with a deep
recurrent generative model. RNN+MRT [9] employs the minimum risk training
strategy which directly optimizes model parameters in the sentence level with
respect to the evaluation metrics. ConvS2S [3] is a convolutional seq2seq model.

Table 1. Comparisons with the state-of-the-art methods on abstractive text summa-
rization benchmarks.

Gigaword DUC-2004

Models ROUGE-1 ROUGE-2 ROUGE-L ROUGE-1 ROUGE-2 ROUGE-L

ABS 29.55 11.32 26.42 26.55 7.06 22.05

ABS+ 29.76 11.88 26.96 28.18 8.49 23.81

RAS-LSTM 32.6 14.7 30.0 28.97 8.26 24.06

SEASS 36.2 17.5 33.6 29.21 9.56 25.51

DRGD 36.3 17.6 33.6 31.79 10.75 27.48

RNN+MRT 36.54 16.59 33.44 30.41 10.87 26.79

ConvS2S 35.88 17.48 33.29 30.44 10.84 26.90

Using external information guidance

Feats 32.7 15.6 30.6 28.61 9.42 25.24

RL-Topic-ConvS2S 36.92 18.29 34.58 31.15 10.85 27.68

Re3Sum 37.04 19.03 34.46 – – –

Our methods

Transformer 35.96 17.11 33.46 28.62 9.95 25.62

RCT 37.27 18.19 34.62 33.16 14.7 30.52
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We also compare our model with several state-of-the-art methods utilizing
external information to guide the summaries generating. FeatS2S [7] uses a full
RNN-based seq2seq model which enhances the encoder by adding some hand-
crafted features such as POS tag and NER. RL-Topic-ConvS2S [18] is a convo-
lutional seq2seq model training with reinforcement learning objective and jointly
attends to topics and word-level alignment to improve performance. Re3Sum
model [1] proposes to use existing summaries as soft templates to guide the
seq2seq model.

As shown in Table 1, our approach achieves significant improvements over the
current baseline, bettering RNN+MRT model by an absolute 2% and 8% increase
in ROUGE-1 F1 score on the Gigaword and DUC2004 dataset respectively. We
also compare our model with Feats, RL-Topic-ConvS2S and Re3Sum. We can
see that even without introducing external information and the REINFORCE,
our model still performs better. It shows that considering the sequential context
representation and global semantic representation, our model is able to capture
salient information and generate high quality summaries.

4.4 Comparison with Different Integration Strategies

In this section, we introduce different integration strategies for two encoders
and one decoder architecture. Voita et al. [17] introduce a context-aware neural
machine translation model where the decoder keeps intact while incorporating
context information on the encoder side. Zhang et al. [19] employ a new context
encoder which is then incorporated into both the original encoder and decoder
with a context attention stacked on the self-attention sub-layer. We conclude the
two strategies as below:

Table 2. Effect of different integration strategies of the two encoders and one decoder
architecture.

Models ROUGE-1 ROUGE-2 ROUGE-L

Gated Sum in Encoder 36.13 17.09 33.51

Stacked in Decoder 36.33 17.28 33.63

Our Methods 37.27 18.19 34.62

Gated Sum in Encoder: Integrate the output representations of the two
encoders on the encoder side by combining the two representations via a gated
sum.

Stacked in Decoder: Integrate the output representations of the two encoders
into the decoder by employing two encoder-decoder attention sub-layers stacked
with the original layers.
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We conduct experiments to verify the performance of the two strategies and
our method. As shown in Table 2, it is clear that our method that combines the
two encoder-decoder attention outputs with a gated sum is effective.

4.5 Ablation Study

Table 3. Ablation study on the English Gigaword dataset. “LS” is used for the abbre-
viation of lexical shortcut. RT denotes the model without convolution module.

Models ROUGE-1 ROUGE-2 ROUGE-L

Transformer 35.86 17.11 33.26

Transformer + LS 36.21 17.41 33.65

RT 36.88 17.72 34.08

RCT o/GLU 36.44 17.5 33.72

RCT w/GLU 37.27 18.19 34.62

In this section, we conduct experiments to evaluate the contributions brought
by different components. The experiments are conducted on the Gigaword test
set. Experimental results are presented in Table 3. The baseline is the original
Transformer(base). To validate the effectiveness of the lexical shortcut, we train
a counterpart model that only lexical shortcut is included. As the result shown
in the second row, lexical shortcut improves the performance by about 0.35
ROUGE-1 points. The third row in Table 3 corresponds the model that takes
the RNN output as the encoder output without convolution operations. And the
fourth row and the fifth row in Table 3 is the method using RNN and convolution
module, the difference between them is whether filtering the sequential context
with GLU. The results show that it is necessary to model sequential context
for abstractive text summarization. The RNN makes up the shortcoming of the
Transformer on insensitivity to word order. And the convolution module captures
n-gram features which also helps boost performance. The RCT without GLU
reduces performance because the sequential information is weakened.

4.6 Effect of Different Lengths of Input

In this section we investigate how the different input lengths affect the perfor-
mance of our model. We group the input article with an interval of 10 and get
7 groups whose length ranges from 10 to 70. We plot the performance curve of
ROUGE-2 F1 and ROUGE-L F1 on our RCT model, the base Transformer and
the seq2seq+attention baseline in Fig. 3. As we can see, our model consistently
improves over the other two models for all lengths and our model is more robust
to inputs of different lengths.
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Fig. 3. F1 scores of ROUGE-2 and ROUGE-L on different groups of source articles
according to their length on English Gigaword test sets.

4.7 Speedup over RNN-based Seq2seq Model

Table 4. Speed and memory usage comparison between the proposed model and RNN-
based models, all with batch size 64.

Training Inference Memory usage

RNN-based 15.2 h 4.8 samples/s 10 GB

RCT 10.8 h 4 samples/s 5 GB

Speedup 1.4x 1.2x 0.5x

In addition to ROUGE scores, we also benchmark the speed of our model
against the RNN-based encoder-decoder model. We use the same hardware and
compare the time cost of training the same samples for one epoch between our
model and the RNN-based model with batch size 64 for a fair comparison. We
mostly adopt the default settings in the original code [10]. As Table 4 shows,
our model is 1.4x and 1.2x times speedup in training and inference. Although
an additional RNN based encoder is introduced, the model is still faster and
occupies less computing resources.

4.8 Case Study

We present two examples in Table 5 for comparison. We can observe that: (1)
our RCT model is generally capable of capturing the salient information of an
article. For example, the subject in Article 1 is “the un chief” which is extracted
correctly by our RCT model, but the Transformer model failed. (2) When both
models capture the same topic, RCT can generate more informative summary.
For Article 2, our model generates “as military campaign escalates” incorporated
in the reference, but the Transformer model loses these information.
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Table 5. Examples of generated summaries on Gigaword dataset.

Examples

Article 1: the un chief of eastern slavonia, the last serb-held part of croatia,
confirmed tuesday that key elections would be held here on april ## as part
of local ballots throughout croatia

Reference: un confirms elections to be on unk ## in eastern slavonia

Transformer: eastern slavonia confirms key elections in croatia

RCT: un chief confirms key elections in croatia

Article 2: the sri lankan government on wednesday announced the closure
of government schools with immediate effect as a military campaign against
tamil separatists escalated in the north of the country

Reference: sri lanka closes schools as war escalates

Transformer: sri lanka government closes schools

RCT: sri lanka closes schools as military campaign escalates

5 Conclusion

In this paper, we propose a new abstractive summarization model based on
Transformer, in which an additional encoder is introduced to capture the sequen-
tial context representation. Experiments on Gigaword and DUC2004 datasets
show that our model outperforms the state-of-the-art baselines and owns an
advantage in speed both on training and inference. The analysis shows that our
model is able to generate high quality summaries. Note that we focus on abstrac-
tive sentence summarization in this paper. In the future we will investigate the
approach of summarizing long documents.
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Abstract. Recent end-to-end encoder-decoder neural models for data-
to-text generation can produce fluent and seemingly informative texts
despite these models disregard the traditional content selection and sur-
face realization architecture. However, texts generated by such neural
models are often missing important facts and contradict the input data,
particularly in generation of long texts. To address these issues, we pro-
pose a Fact Guided Training (FGT) model to improve both content
selection and surface realization by leveraging an information extraction
(IE) system. The IE system extracts facts mentioned in reference data
and generates texts which provide fact-guided signals. First, a content
selection loss is designed to penalize content deviation between generated
texts and their references. Moreover, with the selection of proper con-
tent for generation, a consistency verification mechanism is designed to
inspect fact discrepancy between generated texts and their corresponding
input data. The consistency signal is non-differentiable and is optimized
via reinforcement learning. Experimental results on a recent challeng-
ing dataset ROTOWIRE show our proposed model outperforms neural
encoder-decoder models in both automatic and human evaluations.

Keywords: Generation · Information extraction · Reinforcement
learning

1 Introduction

Data-to-text generation, a classic task of natural language generation, aims
to generate descriptions that describe structured input data (e.g., tables) ade-
quately and fluently [1,3,11,12,19]. Data-to-document generation is a more chal-
lenging setting in which a system generates multi-sentence summaries based on
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Table 1. A generated description from baseline model based on its paired input data.
The underlined texts are words contradicted with input data and

�����
waved texts highlights

the missing informative content in the reference data.

Input data

Name PTS AST REB FGM FGA

E. Mudiay 25 9 6 10 17

Kyle Lowry 18 13 6 6 15

Generated: Kyle Lowry went 10 - for - 17 from the field to score 18 points
while also adding 13 assists...

Reference:
��
E.

�������
Mudiay

���
had

���
one

���
of

��
his

����
best

������
games

��
of

���
the

�������
season,

��
as

��
he

������
tallied

��
25

������
points,

���
six

��������
rebounds...

input data [26]. Traditionally, it is divided into content selection (i.e., what to
say) and the surface realization (i.e., how to say) [9,19]. Recent neural genera-
tion systems ignore the distinction of these two subtasks using a encoder-decoder
model [23] with attention mechanism [2,8,16].

Although neural network models are capable of generating fluent text [26],
they tend to generate irrelevant descriptions (e.g., missing essential contents in
generated texts) and hallucinated content (e.g., text that contradicts the input
structured data). As shown in Table 1, the generated text by a neural model
does not mention the facts about one of the point leader “Emmanuel Mudiay”
(e.g., “Emmanuel Mudiay tallied 25 points”). Such mistakes happen as most of
current neural based methods is optimized word by word which ignores coverage
of facts and implicitly model the content selection by solely relying on word
level attention. Moreover, the neural methods also produce contradictory fact
(e.g., “Kyle Lowry went 10 - for -17 from field”), as it is trained with maximum-
likelihood (MLE) objective, which can only measure the generated texts with
reference data word by word (i.e., on lexical level).

In this paper, we propose a Fact Guided Training (FGT) framework for data-
to-text generation which measures content selection by penalizing content devi-
ation between generated texts and references and measures consistency of gener-
ated texts by inspecting fact discrepancy between generated texts and input. In
the scenario of data-to-text, the training data consists of loosely aligned struc-
tured input facts and unstructured description pairs, which do not have align-
ments between each token mentioned in the description to its corresponding
input facts. To provide fact signals, a simple information extraction (IE) system
is applied to collect the facts in the reference and the generated text [26]. E.g.,
(Emmanuel Mudiay, 25, PTS) is a fact in Table 1.

To incorporate collected fact signals to improve both content selection and
surface realization, we first design a simple yet effective content selection loss to
penalize content deviation between generated texts and references, which encour-
ages our model to learn the ability of selecting essential input facts with the fact
signals. Moreover, with the selected facts, a consistency model is designed to



Beyond Word for Word: Fact Guided Training 527

inspect the contradictions between the generated text and its input data and
between the generated text and its reference. Specifically, we apply the above IE
system to extract facts from the generated texts, then compare the facts with its
reference and its input data to produce reward signals. The non-differentiable
consistency reward signals are incorporated into the training procedure via a
reinforcement learning approach. In this way, the fact inconsistency can be
treated as negative signals to guide a encoder-decoder network.

We evaluate the proposed method, FGT, on the ROTOWIRE dataset [26],
which targets at generating multi-sentence game summaries. The experimental
results show that FGT outperforms a encoder-decoder neural generation baseline
in terms of BLEU and extractive metrics proposed by [26].

Harden scored 40 and Gordon scored 15 …

Input & Reference Rewards

Harden scored 40 points 
along with 10 assists and  5
rebounds …

Generated Texts

(Harden, 40, points), 
(Harden, 10, assists), 
(Harden, 5, rebounds) … 

Extracted Records

(Harden, 40, points), 
(Gordon, 15, points) … 

Extracted Records

Gate

Pre-selector

Pseudo 
Supervision

Record (Entity, Value, Field)
(Harden, 40, PTS)
(Harden, 10, AST)
(Harden, 15, REB)
(Gordon, 15, PTS)

5 reboundsand

1  0  0  1

Consistency 
Verification

Information Extraction

Encoder Decoder

Fig. 1. Neural generation model with fact guided content selection and consistency
verification.

2 Background

In this section, we briefly introduce the architecture of the attention-based
sequence-to-sequence (Seq2Seq) [2,6] model with copy mechanism [21], which
is the basis of our proposed model.

The goal of data-to-text generation is to generate a natural language descrip-
tion y = y1, ..., yT consists of T words for a given set of records S = {rj}T

j=1.
Firstly, each input record rj is encoded into a hidden vector hj with j ∈ {1, ..., T}
using a bidirectional RNN. Then the decoder generates the description y by max-
imizing the conditional probability as:

P (y|S) =
T∏

t=1

P (yt|y<t, S) (1)

where yt is the t-th word in the description and T is the length of the description.
The conditional probability P (yt|y<t, S) is computed as:

P (yt|y<t, S) = softmax(f(dt, yt−1, ct)) (2)

where f(.) is a non-linear function, dt = LSTM(dt−1, yt−1, ct−1) is the hidden
state in the decoder at time step t, and ct =

∑T
j=1 αt,jhj is the context vector

at time step t, αt,j is computed by the attention model [2]. We also adapt the
conditional copy mechanism [10,21] into the Seq2Seq models.
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3 Our Approach

As shown in Fig. 1, our model contains two parts, an encoder plugged with a pre-
selector module, where a subset of the input records are selected for decoding,
and an attention-equipped decoder. To ensure that generated texts describe the
same set of records with its corresponding reference, we collect factual informa-
tion by applying an information extraction (IE) system, where the information
acts as a pseudo content selection supervision to guide the pre-selector to choose
relevant input information for generation. Moreover, to avoid the contradictions
between the generated texts and the input information, a consistency verifica-
tion procedure is applied to inspect factual information overlap between the
generated texts and its paired input table and the corresponding reference via a
reinforcement learning approach.

3.1 Record Encoder

Given a set of input records S = {ri}K
i=1, each record r is a triple (re, rf , rv),

where re, rf and rv refer to the entity (e.g. Harden), the field name (e.g. column
PTS) and value (e.g. cell value 40), respectively. We map each record r ∈ S
into a vector r by concatenating the embedding of re, rf and rv, denoted as
r = [ee, ef , ev]�, where ee, ef , ev are trainable word embeddings of re, rf and
rv, similar to [27]. We feed a set of record vectors r1, ..., rK to a bidirectional
LSTM and yield the final record representations h1, ...,hK as introduced in
Sect. 2.

3.2 Information Extraction

To enable fact measurement for content selection and surface realization in data-
to-text generation, we employ an information extraction (IE) system to extract
relevant input information from the description.

We build a simple IE system based on input and description pairs similar to
[26]. Given a generated text ŷ1:T , we first extract all possible candidate entity
e (team, player and city) and value r (number) pairs from the text, and then
predict the field name rf of each candidate pair. For the example in Fig. 1,
(“Harden”, “40”) is a possible (entity, value) pair in the generated texts, and its
corresponding field is “PTS”. In this way, the relation extraction is simplified to
multi-class classification, formulated as follows:

p(rf |e, v, x) ∝ s�
x [Wclass]rf (3)

where x is the sentence which entity e and value v lie in, sx is the learned
sentence representation, and Wclass refers to classification embedding matrix,
and [Wclass]rf is the column vector that contains the embedding of class rf .
Note that rf = ε indicates unrelated (entity, value) pair. Given an input and
description pair (S, y), e extract a set of records Û = {ûj}|û|

j=0 from the generated
text using the trained IE system. For the records set mentioned in reference
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U = {ui}|U |
i=0, we use the pseudo label which is constructed for training the IE

system, instead of extracting that from the reference.

3.3 Content Selection

Given a set of input records, one core step in data-to-text generation is to decide
what to say by selecting a small subset of salient records that are relevant to the
output description. Most of the neural methods rely on the attention mechanism
to select input content by scanning the entire input records during decoding
at each time step t, while the search space for attention mechanism is large.
Following [16], it is reasonable to use a content selection model to first capture
the prior pj for each record rj and re-weight the attention probability αt,j to
recalculate the context vector ct as follows:

pj = σ(q�tanh(P[hj , rj ]�)) (4)

αt,j = softmax(v�tanh(Wdt−1 + Hhj)) (5)

βt,j = pjαt,j/
∑

j

pjαt,j (6)

ct = βt,jhj (7)

where rj and hj represent the record embedding and the hidden units in RNN
layer for record rj respectively, P, H, W, q and v are learned parameters. In
this way, the attention mechanism is affected by the prior probability pj , where
a large pj represents the current record is salient.

In data-to-text scenario, the given references are unstructured text where
the alignments of each token to its corresponding input record is not provided.
Learning the prior probability pj automatically from such loosely aligned input
and description pairs is difficult. To derive direct training signals for content
selection, we collect an approximate supervision by taking the advantage of the
IE systems. Specifically, an additional loss based on the records extracted from
the reference (i.e., U) is constructed to guide the content selection:

Lcs = −
∑

i

(
1cs(ri) log pi (8)

+ (1 − 1cs(ri)) log min(1 + η − pi, 1)
)

where 1cs(ri) is the indicator function which produces 1 when the input record
ri appears in U , otherwise 0. η is a hyper-parameter to control the tolerance on
negative labels, as the pseudo label constructed for training the IE system may
contains mistakes in which some records that are mentioned in the reference can
not be extracted. We set η to 0.5 according to the validation set.

3.4 Consistency Verification

The approximate content selection supervision enforces the model to choose
relevant input information for generation. However, a more critical problem for
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neural generation models is producing facts contradict its paired input table.
We therefore propose a novel verification mechanism to inspect the discrepancy
between generated texts and its paired input data to guide the training.

Specifically, we first collect the facts from the generated texts by using the
IE system introduced above, and then examine the overlap with its paired input
records and its reference. Since only a subset of words in the generated text are
describing facts, we design two word-level rewards to encourage words that are
consistent with the input table and penalize those containing mistakes.

Consistency Rewards. To measure the consistency of the generated texts, we
design two rewards based on the reference and the input data respectively. Note
that the consistency is designed on the fact level, and we will make use of the
record set U = {ui}|U |

i=0 and Û = {ûj}|û|
j=0 which extracted from the reference

y1:N and the generated text ŷ1:T .
We define the first reward to check whether the records extracted from the

generated text match those from the input data. Specifically, reward for each
word ŷt in ŷ1:T :

RS(ŷt, S) =
∑

ûi∈Sub(Û,ŷt)

(
1S(ûi) − bs

)
(9)

where Sub(Û , ŷt) returns a subset of Û in which the word ŷt equals to one of the
elements in each record, bs is set to 0.5, and 1 is the indicator function defined
as:

1S(ûi) =

{
1, if ûi ∈ S

0, if ûi /∈ S

Similarly, we define the second reward for each word ŷt to inspect the consistency
between the generated text Û and its corresponding reference data U :

RU (ŷt, S) =
∑

ûi∈Sub(Û,ŷt)

(
1U (ûi) − bu

)
(10)

where bu is set to 0.5, and

1U (ûi) =

{
1, if ûi ∈ U

0, if ûi /∈ U

To integrate the consistency measurement from both input and reference data,
the final consistency reward R(ŷt|S) is calculated by combining these two rewards
as follows:

R(ŷt, S) = λ1R
U (ŷt, S) + λ2R

S(ŷt, S) (11)

where λ1 and λ2 are hyper parameters to control the scale for each reward. We
set both λ1 and λ2 to 0.5 according to the validation set.
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Policy Gradient Reinforce. The consistency reward introduced above is non-
differentiable for end-to-end training. One way to remedy this is to learn a policy
that maximizes the consistency reward instead of minimizing the maximum-
likelihood loss, which is made possible with reinforcement learning. We use the
REINFORCE algorithm [25,28] to learn a policy pθ, where pθ refers to the
distribution produced by the encoder-decoder model introduced in Eq. 1. The
training objective is formulated as follow:

J(θ) = E(ŷ1:T )∼pθ(.|S) R(ŷ1:T , S) (12)

where R(ŷ1:T , S) is the reward function of the sequence of words Ŷ = (ŷ1, ..., ŷT )
sampled from the policy. Unfortunately, computing the expectation term is pro-
hibitive, since there is an infinite number of possible sequences. In practice, we
approximate this expectation with a single sample from the policy distribution
pθ. The gradient of the JRL is:

∇JRLZ ≈
T∑

t=1

∇θ log pθ(ŷt|ŷ1:t−1, S)[R(ŷ1:T , S) − bt] (13)

where bt is a baseline estimator to reduce the variance, and defined as bt =∑T
t=1 R(ŷ1:T , S)/T .
Moreover, our proposed reward can only affect a subset of words related to

the input data. Therefore, our word-level reward function can be formulated as
R(ŷ1:T , S) =

∑T
t=1 Rt(ŷt|ŷ1:t−1, S). Therefore, we can have word level feedback

as [24]:

∇JRL ≈
T∑

t=1

∇θ log pθ(ŷt|ŷ1:t−1, S)(Qt − bt)

where Qt =
T∑

k=t

γk−tRt(ŷk|ŷ1:k−1, S)

(14)

with γ denoting a discount factor ∈ [0, 1]. The original REINFORCE algorithm
starts learning with a random policy, which can make the model training for
generation tasks with large vocabularies a challenge. We therefore conduct pre-
training on our policy with the maximum likelihood (MLE) objective prior to
REINFORCE training.

4 Experiments

4.1 Datasets and Evaluation

Data: We use ROTOWIRE dataset [26], which is a collection of articles summa-
rizing NBA basketball games, paired with their corresponding box- and line-score
tables. The average number of input records and article length is 628 and 337
respectively. It consists of 3,398, 727, and 728 summaries for training, validation
and testing respectively.
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Evaluation: For automatic evaluation metrics, we use BLEU-4 [17] and the
extractive evaluation metrics proposed by [26] for evaluation. The extractive
evaluation metrics are based on relationship classification techniques introduced
in Sect. 3.2. Following [26], we evaluate our proposed method on these three cri-
teria: a) Relation Generation (RG): precision (P%) and number (#) of unique
records correctly reflected in the generated text; b) Content Selection (CS): pre-
cision (P%) and recall (R%) of unique records correctly reflected in the generated
text that are also appear in its paired reference; c) Content Ordering (CO): nor-
malized Damerau-Levenshtein Distance (DLD%) between the sequence records
extracted from generated text G and reference text R. Among these three crite-
ria, the RG metric directly evaluates the data fidelity of the system and thus is
the most crucial evaluation metric, and we argue that CO metric does not really
reflect the quality of generation, as there are different ways to describe the same
information of a game.

Table 2. Results of different methods on ROTOWIRE dataset, where the best perfor-
mance of neural based methods on each metric is in bold.

Dev Test

RG CS CO BLEU RG CS CO BLEU

P% # F1% P%/R% DLD% P% # F1% P%/R% DLD%

Ref 95.98 16.93 100 100/100 100 100 96.11 17.31 100 100/100 100 100

Template 99.93 54.21 35.42 23.42/72.62 11.30 8.97 99.95 54.15 35.75 23.74/72.36 11.68 8.93

Wiseman 75.74 16.93 34.64 31.20/38.94 14.98 14.57 75.62 16.83 36.02 32.80/39.93 15.62 14.19

Seq2Seq 74.80 19.62 34.47 28.90/42.71 15.18 14.19 74.18 19.75 33.92 28.44/42.03 14.71 14.55

PreSel 77.15 17.97 35.22 31.10/40.62 15.59 14.40 77.03 18.45 34.65 30.51/40.10 15.68 14.27

+ CS 78.75 19.16 36.73 31.83/43.43 15.70 15.19 79.17 19.65 36.32 31.50/42.88 16.41 14.95

+ CV 78.33 19.59 36.53 31.21/44.05 15.39 15.49 77.46 19.62 35.67 30.53/42.90 15.28 14.94

FGT 82.22 22.36 37.90 31.30/48.04 15.46 15.62 82.99 23.17 38.09 31.19/48.90 15.58 15.73

4.2 Experimental Setup

In the main experiments, we compare our model with: (a) Template: a problem-
specific, template-based generator similar to [26]1, (b) Wiseman: an encoder-
decoder neural method with conditional copy mechanism (c) Seq2Seq: Seq2Seq
model with pointer network copy mechanism introduced in the background
section. It is one of the state-of-the-art neural systems, (d) PreSel: Seq2Seq
method plus the content selection introduced in Eqs. 4–7. For ablation study, we
provide the results of (e) PreSel+CS: PreSel when adding our proposed content
selection loss for training and (f) PreSel+CV: PreSel with consistency verifica-
tion. All the experiments use beam size of 5 in decoding. Training: For MLE
training, we use the SGD optimizer with starting learning rate as 1. For REIN-
FORCE training, we continue from MLE training with the same optimizer and

1 A template example, where the players and scores are emitted in the sentence.
<player> scored <pts> points (<fgm>-<fga> FG, <tpm>-<tpa> 3PT, <ftm>-<fta>
FT).
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learning rate. The dimension of trainable word embeddings and hidden units in
LSTMs are all set to 600 and both encoder and decoder share the same word
embedding. As the length of generated text is more than 300 words on average,
we apply the truncated back propagation with window size 100. For REINFORCE
training, we set the sample size to 1, γ to 0 according to the validation set2, and
limit the consistency reward for each word to be within the range [−1, 1].

4.3 Main Results

Experimental results with comparisons to the previous work on this dataset are
shown in Table 23. We apply MLE training on our baseline model and achieve
comparable results on ROTOWIRE dataset w.r.t. the previous work [26]. The
differences between our method and [26] is that we adopt a LSTM for the
encoder, while [26] uses a table encoder similar to [27]. Template based method
performs poorly than all neural based method in terms of BLEU score, but
it performs quite well on the extractive metrics, as input data is directly feed
into placeholders of template by rules, which provides the upper-bound for how
domain knowledge could help content selection and consistency for generation.
For neural based methods, the PreSel shows improvement over Seq2Seq method
in the precision of RG and CS metrics, as well as achieves comparable perfor-
mance in terms of BLEU score, which indicates the importance of content selec-
tion for generation. Our proposed method FGT which incorporates fact-guided
content selection loss and the consistency verification into training outperforms
PreSel in terms of both BLEU and extractive metrics. Notably, for the recall
of CS metric which directly measures the content overlap with reference texts,
we observe 6.87% improvements over PreSel, and the result shows that our
proposed method is able to generate more relevant information which is also
selected by the reference. Moreover, the precision and average number of relations
in RG metric increases 5.96% and 4.72 respectively which proves that FGT pro-
duces less contradicted facts than baseline methods. The result confirms that our
proposed method is helpful for both content selection and fidelity of generation
when incorporating fact-level training objectives.

Table 3. Performance of our framework over different RE models in ROTOWIRE test
dataset.

RG CS CO BLEU

Acc% # F1% P%/R% DLD

Linear

Classifier

Precision Recall PreSel+CV 78.12 12.64 35.27 37.34/33.41 16.72 12.03

0.460 0.322 FGT 75.76 11.76 34.52 37.43/32.03 17.01 12.04

CNN+LSTM

Classifier

Precision Recall PreSel+CV 79.17 19.65 36.32 31.50/42.88 16.41 14.95

0.947 0.753 FGT 82.99 23.17 38.09 31.19/48.90 15.58 15.73

2 We do not apply dropout in RL training.
3 Wiseman17 have recently updated the dataset to fix some mistakes. We cannot

directly use the results which is reported in their paper and rerun the author’s code.
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4.4 Ablations

To investigate the effect of content selection training objective and the consis-
tency verification individually, we report the results of ablations of our model
in Table 2 by disabling some components in our proposed method. The results
show that incorporating content selection loss is helpful for the recall of CS met-
ric. This suggests that injecting an additional content selection loss for content
selection enables the model to generate more input records which also selected
by the reference. Interestingly, we also observe the improvement on RG, which
explains the necessity of content selection to reduce the influence of irrelevant
information for neural generation models. Similarly, our proposed method yields
performance boost in precision of RG and CS metric by incorporating consis-
tency verification, as the fidelity of generation is guaranteed by using consistency
constraints to guide the training. The results illustrate the effectiveness of using
fact-guided training objectives for data-to-text generation.

4.5 Effect of Information Extraction

As the IE system is the core component to improve both content selection and
surface realization from fact aspect, we investigate the affect brought by differ-
ent IE models. Table 3 shows the performance on two relation classifiers with
different methods to learn the sentence representation sx introduced in Eq. 3.
The Linear Classifier refers to use a simple linear layer with average pooling
method to learn the sentence vector, and the CNN+LSTM Classifier refers to
the ensemble method of using both convolutional neural network and LSTM to
represent the sentence. As shown in Table 3, Linear Classifier has only 46%
precision and 32% recall on extraction. This means that it extracts a large por-
tion of incorrect records from the generated texts and misleads the rewards, as
performances decrease compared to baseline method PreSel and PreSel+CS. In
contrast, a relatively strong relation classifier CNN+LSTM Classifier is helpful
for consistency verification and achieves much better performance over Linear
Classifier. The results also suggest that potential improvements for our frame-
work are available if better relation classifiers are incorporated.

4.6 Qualitative Analysis

Case Study: We provide an example of generated text by our model, together
with the generation result by baseline model Seq2Seq and its corresponding
reference text in Table 44. It is clear to see that our proposed method FGT is
able to generate more facts that are also mentioned in the reference, such as
one leading player “Emmanuel Mudiay”. Moreover, our proposed method is less
likely to produce mistakes describing the player scoring points and the number

4 The complete game summary is relatively long, we presents a part of summary for
brevity.
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Table 4. Example output from Seq2Seq, FGT and Reference. Text in red is inconsistent
with input, text in blue are consistent with input.

Seq2Seq: ... The Raptors were led by DeMar DeRozan, who went
12-for-25 from the field and 0-for - 6 from the three-point line to score a
game-high of 30 points, ... Kyle Lowry also had a strong showing as well.
He went 10-for-17 from the field and 0-for-6 from the three-point line to
score 18 points, while also adding 13 assists...

FGT: ... DeMar DeRozan led the way for Toronto, as he tallied 30
points, five rebounds and four assists on 12-of-25 shooting. Kyle Lowry
was second on the team, with his 18 points, six rebounds and 13 assists
on 6-of-15 shooting. Jonas Valanciunas was the only other starter in
double figures ... Emmanuel Mudiay finished second on the team, totaling
25 points, six rebounds and nine assists

Ref: ... Emmanuel Mudiay had one of his best games of the season
though, as he tallied 25 points, six rebounds and nine assists. Wilson
Chandler continues to dominate off the bench, as his 25 points and 10
rebounds add to his averages of 24 points and 9 rebounds over his last
three games...

Table 5. Average number of supported and contradicted words describing input
records in the generated text per sentence.

#Supp. #Contra. Error ratio (%)

Seq2Seq 3.65 1.15 23.96

FGT 5.02 1.22 19.55

of shooting goals when compared to the baseline method Seq2Seq (e.g. a large
portion of content describing “Kyle Lowry” is wrong). However, we notice that
our method produces mistakes when requiring calculation among the input data
(e.g. “Jonas was the only starter in double figures”). Such information cannot
be extracted by IE systems, therefore FGT made mistakes describing them. The
results also suggest the limitation of the simple IE system.

Human Evaluation: We also conduct human evaluation to examine the words
describing input records in generated texts. We randomly sampled 50 games from
the test set and randomly select one sentence from each game. Each sentence
is rated by three annotators who are familiar with NBA games. They are first
required to identify text spans which contain facts from generated texts and
then check whether the text spans are consistent or contradicted with the input
data. Results in Table 5 show that our proposed method generate more facts
than vanilla sequence-to-sequence model and make less mistakes in generation
(i.e. the error ratio decrease absolute 4.38% compared to the baseline method).
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5 Related Work

Data-to-text generation is a task of natural language generation (NLG) [9]. Pre-
vious research has focused on individual content selection [7,12,19] and surface
realization [22]. For neural based methods, mei2016 uses a neural encoder-
decoder approach with a coarse-to-fine aligner for end-to-end training. Some
have focused on conditional language generation based on tables [27], short
biographies generation from Wikipedia tables [5,13,15]. duvsek16 use a neural
encoder-decoder for generation and applies a DA reranker to choose the most
appropriate sentence. Chisholm17 uses a table-text and text-table auto-encoder
framework for Wikitext generation. Wiseman17 generate game summaries and
use the information extraction model as evaluation. Perez-Beltrachini18 model
content selection explicitly using multi-instance learning to improve the genera-
tion quality. liunian propose a two stage method that first uses neural network
to generate template and then rewrite the content for generation. Most recently,
ratish18 propose an end-to-end system that incorporate content selection and
content planning in generation. The difference of their work and ours lies in
that our methods considers fact-level training objectives to improve the content
selection and fidelity during generation, while their work explicitly models the
content selection and planning using specific neural modules.

Our work is also related to use specialized rewards to improve specific tasks
such as dialogue [14], image captioning [20], simplification [29], summariza-
tion [18] and recipe generation [4]. Our work first considers the consistency
reward in generation by making use of information extraction system.

6 Conclusion and Future Work

In this paper, we propose a new training framework to improve both content
selection and surface realization from fact aspect by using information extraction
(IE) based methods. After extracting fact-guided signals from reference data, we
propose a loss function to directly optimize content selection with these signals.
Moreover, to avoid factual contradictions between the generated texts and its
pairing input data, a novel IE based verification module is incorporated into the
training framework. Experimental results show that our method outperforms the
state-of-the-arts neural encoder-decoder models in both automatic and human
evaluations. In the future, we will generalize our model to other domains.
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4. Bosselut, A., Çelikyilmaz, A., He, X., Gao, J., Huang, P., Choi, Y.: Discourse-aware
neural rewards for coherent text generation. In: NAACL (2018)

5. Chisholm, A., Radford, W., Hachey, B.: Learning to generate one-sentence biogra-
phies from wikidata. CoRR abs/1702.06235 (2017)

6. Cho, K., et al.: Learning phrase representations using RNN encoder-decoder for
statistical machine translation. In: ACL (2014)
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Abstract. Creative natural language generation, such as poetry genera-
tion, writing lyrics, and storytelling, is appealing but difficult to evaluate.
We take the application of image-inspired poetry generation as a show-
case and investigate two problems in evaluation: (1) how to evaluate the
generated text when there are no ground truths, and (2) how to evalu-
ate nondeterministic systems that output different texts given the same
input image. Regarding the first problem, we first design a judgment
tool to collect ratings of a few poems for comparison with the inspiring
image shown to assessors. We then propose a novelty measurement that
quantifies how different a generated text is compared to a known corpus.
Regarding the second problem, we experiment with different strategies
to approximate evaluating multiple trials of output poems. We also use
a measure for quantifying the diversity of different texts generated in
response to the same input image, and discuss their merits.

Keywords: Evaluation · Poetry generation · Natural language
generation · AI-based creation · Image

1 Introduction

With the blossom of deep neural networks, some interesting studies on “creative
artificial intelligence” (creative AI) have been reported, such as drawing a pic-
ture, composing a song, and generating a poem. Such tasks are attractive but
also challenging. The biggest challenge posed by the research in creative AI is
how to evaluate created content. Without a sound evaluation methodology, we
cannot discuss scientific findings. While some initial studies on the evaluation of
tasks related to creative AI have been reported (See Sect. 2), there remain many
open problems, especially given the advent of neural models that can generate
text.
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In this paper, we take image-inspired poetry generation as a showcase to
investigate some practical problems with evaluation. As Cheng et al. and Liu
et al. [2,17] described, image-inspired poetry generation is an application that
takes a user’s uploaded image as an input and generates a poem that is interest-
ing to the user with the image content. In contrast to the well-known Image to
Caption that requires a precise description of the image, an exemplary generated
poem should have the following properties:

1. It is readable, i.e., each sentence is correct and sentences are logically coherent.
2. The content is related to the image. It is not necessarily relevant to all parts

of the image, but relevant to some part(s).
3. It is novel. At least sentences are not in existing poems. It is more novel if

fewer fragments are copied from elsewhere.

There are two major challenges in evaluating image-inspired poem genera-
tion. First, we need to evaluate the generated text even though there are no
ground truths. As the goal of creative AI is to generate something novel, it may
not be adequate for us to compare the generated text with a small set of ground
truths or with texts from an existing corpus. Second, we evaluate nondetermin-
istic systems, i.e., those that may output different texts given the same input
image. As reported in Cheng et al. [2], about 12 million poems have been gen-
erated from users as by August, 2018. In this kind of real application, different
images may have the same set of tags. However, the users may find it boring if
we always generate the same poem. While it is not difficult to devise nondeter-
ministic neural generation models, e.g., Cheng et al. [2] do not select the best
candidate but one from n best results by taking a random factor into account
in beam search, this poses a new challenge in evaluation.

As an initial investigation into the aforementioned challenges, we conduct
experiments to evaluate image-to-poem methods based on neural models. First,
we hire assessors to collect human labels for the generated poems, to use them
as our gold standard. We find that the inter-assessor agreement doubles when an
image is shown to the assessors as a context compared to when it is not. Second,
we propose applying a simple novelty measure that quantifies how different a
generated poem is from the training data as a complementary measure to ratings.
Third, we address the problem of evaluating nondeterministic poetry generation
systems by considering the diversity of the generated poems given the same
input image. Our results indicate evaluating nondeterministic systems based on
a single random trial may be a cost-effective evaluation method, i.e., assessing
multiple times for each trial of nondeterministic system is exhausting, and the
one-best evaluation of deterministic system also differs from the evaluation of
a nondeterministic system. Fourth, we also propose a measure for quantifying
the diversity of different texts generated in response to the same input image.
Experiments indicate that diversity is complementary to novelty and human
ratings, in particular for a large scale image-inspired poetry generation system.
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2 Related Work

The growth of deep learning has generated great interest in natural language
generation tasks, such as poetry generation and image to caption generation,
but little work has been done on evaluation. Sparck Jones and Galliers [13] and
Mellish and Dale [18] give overviews of existing evaluation methods, such as accu-
racy evaluation and fluency evaluation. They raise issues and problems, such as
what should be measured and how to handle disagreement among human judges,
many of which have never been fully explored until now. For machine transla-
tion, Papineni et al. [20] propose an evaluation metric called Bilingual Evalu-
ation Understudy (BLEU) that can automatically evaluate translation results
with references based on the matching of n-grams. As it is efficient, inexpensive,
and language independent, BLEU is widely adopted as a major measurement in
machine translation. Some works like Stent et al. [24] make comparisons between
several automatic evaluation metrics like BLEU score and F-measure, on differ-
ent tasks, and point out some aspects which they omit, like the adequacy of
the sentence. Galley et al. [7] propose ΔBLEU to allow a diverse range of pos-
sible output by introducing a weighted score for multi-reference BLEU. Hastie
and Belz [10] focus on evaluating end-to-end NLG systems. However, most of
these works focus on applying existing evaluation metrics to a more suitable
task. With respect to AI based creation like storytelling, poetry generation and
writing lyrics, the lack of ground-truth makes the BLEU score less suitable. In
addition, there is an important feature that has been underlooked: creativity.

In terms of poetry writing, there are many generation tasks as mentioned in
Colton et al. [4]; for either traditional or modern Chinese poetry, there are some
works that propose poem generators (Hopkins and Kiela [12], Ghazvininejad
et al. [8], He et al. [11], Zhang and Lapata [29], Yan [27], Wang et al. [26]), Cheng
et al. [2] and Liu et al. [17]. For such tasks that require creativity, most of them
use perplexity (PPL) for assessing training model capabilities and BLEU scores
on testing as an automatic evaluation metric. However, PPL cannot guarantee
good testing performance, and a lower PPL makes the model overfit to predict
almost the same sentences given the same inputs, which is exemplary of a lack
of creativity. Meanwhile, the BLEU score somehow cannot represent user favor
as recent work by Devlin et al. [6] show that the BLEU score is not consistent
with human ratings for image to caption generation. For evaluation not using
BLEU, Ghazvininejad et al. [8] exploit human-machine collaboration and rat-
ing systems to improve and evaluate generated poetry. Hopkins and Kiela [12]
propose intrinsic evaluations like examining rhythmic rules by phonetic error
rate and extrinsic evaluations with indistinguishability studies between human
and machine generated poetry. One of the image inspired poetry generation, Liu
et al. [17] also proposes to use visual-poetic embedding to calculate relevance
score to consider coherence between image and poetry.

For creativity evaluation, Jordanous [14] conducts a survey on how creativity
is evaluated and defined. She proposes the SPECS evaluation system including
four key frameworks: person, product, process and environment are taken into
consideration during evaluation. Zhu et al. [30] propose a set of quantified n-gram
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features combined with cognitive psychology features to represent the creativity
of a single English sentence. Boden [1] makes the important distinction between
H- (Historical) creativity (producing an idea/artifact that is wholly novel within
the culture, not just new to its creator) and P- (Personal) creativity (producing
an idea/artifact that is original as far as the creator is concerned, even though it
might have been proposed or generated elsewhere and at an earlier time period).
Ritchie [22,23] defines two properties in assessing creativity: Novelty (to what
extent is the produced item dissimilar to existing examples of its genre?) and
Quality (to what extent is the produced item a high quality example of its
genre?). In our work, we take account of all the three aspects. We propose using
human ratings to measure quality, novelty to measure H-creativity, and diversity
to measure P-creativity.

Studies most relevant to ours are those on evaluating poetry generation.
Lamb et al. [15] propose evaluating a template-based poetry generator, PoeT-
ryMe (Oliveira [19]), and evaluate generated poetry with intra-class judges cor-
relation, significant testing between judges, and analysis on factors of quality.
Under the same generator framework, Oliveira [9] proposes a multilingual exten-
sion and the evaluation of the generator, which evaluates the poetic, structure,
and topicality features of multilingual generated poems with ROUGE (Lin [16]),
Pointwise Mutual Information (PMI) (Church and Hanks [3]), and other such
methods. Velde et al. [25] propose a semantic association for evaluating cre-
ativity, which extracts creative words provided by human judges and analyzes
the creative level and aspects of the words. For evaluation on an RNN based
generator, besides the BLEU, Potash et al. [21] propose an LSTM rap lyrics
generator and evaluates artistic style by similarity of lyric style and rhyme den-
sity. Although many studies on evaluation have been reported, most of them
evaluate template/corpus based generators. As we are evaluating an RNN based
generator, some traits of information in the generation of a neural network can
be evaluated by controlling inputs. We are able to measure how diverse a gener-
ator can be when given the same input, which is rarely discussed. In this paper,
we are evaluating RNN based generators such as what Cheng et al. and Liu
et al. [2,17] proposed.

3 Evaluation Without Ground Truths

3.1 Collecting Human Ratings

Although it is costly, the best way to evaluate creative AI is leveraging human
beings. Still we need to carefully design an annotation tool with guidelines and
manage the process for collecting reliable ratings that are consistent with user
satisfaction.

Annotation Tool Design. Collecting reliable human assessments is an impor-
tant step. We do not choose a design that shows an image and a poem each
time and asks for a rating from assessors because such ratings are not stable



Evaluating Image-Inspired Poetry Generation 543

for comparing poem quality, as assessors may change their standards uncon-
sciously. A-B testing in search evaluation is better for comparing two methods,
in particular when user satisfaction involves many factors that cannot be explic-
itly described or weighted. The disadvantage of A-B testing is two-fold: (1) the
workload and cost dramatically increase when we would like to compare more
than two methods because we may have to evaluate each pair of methods. (2)
it is not adequate for us to learn the absolute level of user satisfaction that
is helpful to track changes among a series of approaches, as we only know the
preference between two methods.

Through some trials, we design the interface of an annotation tool that takes
into account of both absolute judgment and relative judgments. As shown in
Fig. 1, we present an image at the top and the poems generated by different
methods for comparison side by side below the image. We randomize the order
of methods for each image and mask the methods from the assessors, thus remov-
ing biases. For each poem, we ask assessors to give a rating from one to five after
comparing the poems. An assessor can easily read and compare all poems before
rating, and thus his/her scores can provide meaningful information on the rela-
tive ordering of poems. At the same time, we give detailed guidelines on the five
levels of ratings and thus we can collect the ratings that are comparable between
images and methods.

Annotation Guidelines. Specifically, we ask assessors to consider the following
factors when they judge a poem:

1. Whether each sentence uses correct diction and syntax;
2. Whether a poem is related to the image;
3. Whether sentences of a poem are logically coherent;
4. Whether some part of the poem is imaginative and/or moving.

When all sentences are understandable, i.e., conditions (1) and (2) are sat-
isfied, we recommend that assessors give a rating of 3. Above that, assessors
can give a rating of 4 if the poem is logically coherent, i.e., condition (3) is also
satisfied. A rating of 5 corresponds to cases where the poem has some highlights,
i.e., condition (4) is satisfied further. On the other hand, if a poem is not related
to any part of the image or some sentences have incorrect words, collocation or
grammar, assessors can subtract one or two points from the 3 rating. Usually,
if only one sentence is not understandable, we suggest they give a rating of 2; if
more than one are not understandable or worse, they can give a rating of 1.

3.2 Novelty

As our task is a kind of creative language generation, the poem should not be
composed entirely of copies from different parts of existing poems. For example,
the repeat fragment “city is too ashamed to face the countryside” comes from
the poem shown in Fig. 1. Thus, generated sentences like “This every city is too
ashamed to face the countryside” is not considered very novel. It would be more
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Fig. 1. The human assessment tool is designed to capture both the relative judgments
among methods and absolute ratings. Since there is a dividing-sentence trait for Chinese
poetry, in our English translation, every comma or period indicates the end of one single
Chinese poetry line.

novel if fewer fragments overlapped. We propose using Novelty to measure how
culturally novel a created sentence/poem is to existing poems, denoted here by
a training corpus.

First we calculate Vk,i as the ratio of k-grams that are novel to the training
data in sentence i:

Vk,i =
#(novel k-grams in i)

#(k-grams in i)
. (1)

We then calculate the novelty of a sentence i as follows:

noveltyi =
∑n

k=3 Vk,i

n − 2
, for n = min(8, Li). (2)

where, Li is the length of the sentence. n = min(8, Li) can guarantee the denom-
inator of Vk,i is larger than zero.

For a poem that is composed of N sentences, the novelty of the poem is
calculated as follows:

novelty =
∑N

i=1 noveltyi
N

, for N = 4. (3)

When a whole poem comes from a training corpus, it is not novel at all.
The corresponding novelty score is 0 because no k-grams are new. On the other
hand, when a poem is entirely new in terms of all tri-grams, the novelty score is
1, meaning it is extremely novel.

Finally, we use the mean novelty for a set of poems generated for our test
image set.
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3.3 Experiments

Does an Image Matter? In such a creative generation task, human evaluation
is subjective. We do not think it is reasonable to require as high a level of agree-
ment between assessors in poetry generation as that in information retrieval.
However, we are curious whether the disagreement between assessors in our
image-inspired poetry generation application is similar to that in poetry genera-
tion without an image. Thus, we design a user study to investigate the question.
We first invite three human assessors to rate generated poems via the tool in
Fig. 1 but without showing the image. There are fifty pages corresponding to
the fifty images that inspire the generation. On each page, we show four poems
that are generated by four different methods. They are anonymised and their
order is randomized. The guidelines are those described in Sect. 3.1 except for
the second criteria on relatedness between poems and the image. After the first
round, we ask assessors to take a rest for thirty minutes to reduce the assessors’
impression on the previous poems. Next, we ask the assessors to rate the fifty
pages of poems again but with images shown as in Fig. 1, and according to the
full guidelines.

Table 1. Pearson correlations between human ratings, novelty, and diversity

Person correlation Rating Novelty Diversity

Rating 1 −0.59 −0.65

Novelty − 1 0.19

Diversity − − 1

Once we collect the rating, the agreement between assessors’ rating with or
without images is calculated by Kendall tau-b correlation coefficient between
two assessors. Then we further average Kendall tau scores over the fifty images
and three pairs of assessors. Then we can observe whether images provide more
consistency for users ratings. Our results show that with images the coefficient is
as high as 0.27; while without image, the coefficient drops to 0.11. Such results
indicate that although the ratings on poetry generation are still subjective, with
images provided in the evaluation, assessors can more easily get agreement on
the rating order of poems. The reasons may be that assessors do not simply
rates poems based on the word content but considering the context of image.
The image context can make assessors better understand poems’ meanings and
rate them.

Human Ratings vs Novelty. We collect the human ratings and calculate
novelty for the eight methods for comparison. We invite 28 subjects to participate
in our manual evaluation. Our subjects include 16 males and 12 females. Their
average age is 23 with a range from 18 to 30. To reduce the bias of users and
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order, we apply the Latin Square methodology to arrange the labeling task to
28 subjects. The results are shown in Fig. 2. We also calculate the Pearson
correlation for each pair as shown in Table 1. The correlation between Rating
and Novelty is −0.59. Over methods m1, m2, and m3, we observe that the
higher the human rating is, the lower the novelty is. Methods m5 and m6 are
also following this trend. This can be explained in the way that m1, m2, and m6

generate too many new words or new combination with sacrifice of correctness.
compared to m4, m3 and m5 can improve both Rating and Novelty. Thus, the
two measurements together can help us find the truly better methods.
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Fig. 2. Evaluation results of eight methods in terms of human rating, novelty and
diversity.

4 Evaluation of Nondeterministic Systems

4.1 Diversity Measure

Similar to diversity defined in Deng et al. [5] and Zhang and Hurley [28], we
leverage the Jaccard Distance of sets to calculate diversity between a set of the
i-th sentences s1, s2, ..., sM of M poems:

diversityi =
∑n

k=1 Dk,i

n − 2
, for n = 8. (4)

where Dk,i is defined as follows:

Dk,i =
|sk1 ⊕ sk2 . . . ⊕ skM |
|sk1

⋃
sk2 . . .

⋃
skM | . (5)

where, ⊕ is defined as the XOR set operator. skj is the set of k-grams in sentence
sj . If k is larger than the length of skj , the set becomes null.

The diversity of poems is the average of all K sentences in a poem:

diversity =
∑K

i=1 diversityi
K

. (6)
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4.2 Experiments

Deterministic vs. Nondeterministic. Like the applications of image to cap-
tion or machine translation, we can return the best result in beam search, which
is a deterministic one-best result. How different is the one-best result from the
average human ratings for three trials of a nondeterministic system?

Table 2. Correlations between the ratings of one-best, one trial, and three trials

Pearson correlation One-best Average-random One-random

One-best 1 0.473 0.387

Average-random − 1 0.925

One-random − − 1

In our user study as described in Sect. 3.3, for an image, each method gen-
erates four poems, in which three are generated with a random among n best
approach in beam search (as our system is nondeterministic, it is better to eval-
uate a method over several trials) and one is the one-best result in beam search
(this is designed for an experiment in Sect. 4.2). To compare two different poem
generation methods, we present all eight poems generated by the two methods
for an image. The interface as shown in Fig. 1 will have a horizontal scroll-bar
when the number of poems is larger than four. As a result, we collect human rat-
ings for one result generated by a one-best strategy and three results by random
sampling strategy.

We can regard the average ratings over the three results by random sampling,
a.k.a., Average-Random, as the ground truth, since what the users actually expe-
rience is a nondeterministic system. Then we calculate the Pearson correlations
between human labels of the one-best result (a.k.a., One-Best), human labels
of one trial of random (a.k.a., One-Random), and the average human labels of
three trials of random. As we have three random results, we calculate the Pear-
son correlation between each of them and the One-Best and then average the
three correlations to get the correlation of One-Random and One-Best. In the
same way, we calculate the correlation of One-Random and Average-Random.
Results are shown in Table 2.

We have a few interesting findings from Table 2. First, it can be observed
that the correlations between the ratings for One-Best and those for the two
sets of Random results are not high (0.387−0.473). This means that our nonde-
terministic system behaves differently from the traditional approach that relies
on the one-best result from beam search. Second, and more importantly, it can
be observed that the correlation between Average-Random and One-Random is
as high as 0.925. This suggests that, given a limited budget, observing just one
random result per input image may suffice to evaluate the entire nondetermin-
istic system.
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Diversity of Methods. In this experiment, we use the models from Cheng
et al. [2] as a poetry generator. We use the generated results to calculate diversity,
where the number of poems is M = 3. The mean diversities of the methods are
also shown in Fig. 2. We calculate the Pearson correlation between Diversity and
the other three measurements respectively as shown in Table 1.

The correlation between Diversity and Rating is −0.65. This indicates that
higher ratings may be achieved by sacrificing diversity to some extent. For exam-
ple, the method m7 is worse than m5 in terms of ratings, but it achieves much
better diversity. Novelty and Diversity yield positive correlations as low as 0.19.
This suggests that Diversity and Novelty are different. For example, m7 is bet-
ter than m1 in terms of both Ratings and Diversity, but it is worse than m1

in terms of Novelty. Such a phenomenon is possible when m1 generates more
different sentences, which may be less readable but new to the training corpus.

5 Conclusion

In this paper, we investigate the fundamental problems with evaluation of deep
neural network based methods for image-inspired poetry generation. We design
an annotation tool to collect human ratings while keeping relative orders between
methods. Our user study results indicate that showing an image can double the
Kendall tau of a poem ranking between different assessors from 0.11 to 0.27.
Moreover, we find that human ratings cannot measure the novelty of created
poems to existing poems for training. Hence, we use novelty as a complementary
measure to human ratings. In a real application with large-scale user requests,
our system is designed to be nondeterministic so that diverse poems can be
generated at different times in response to the same image. Our experiments
show that the human ratings of one-best deterministic results have correlation
as low as 0.473 with human ratings over three trials of our nondeterministic
system; whereas, the correlation between the human ratings for one trail of a
nondeterministic system and three trials is as high as 0.925. This suggests that
evaluating nondeterministic systems based on a single random trial may be a
cost-effective evaluation method. Finally, we find that diversity is also necessary
to measure non-deterministic systems in additional to Rating and Novelty.

As for limitations of our work, Novelty is really to do with semantics, but
we only look at overlaps of surface strings to evaluate novelty. We would like
to conduct more research on this topic. In addition, we plan to extend our
evaluation methodology to other creative AI tasks, such as writing lyrics or a
song.
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Abstract. We present XCMRC, the first public cross-lingual language
understanding (XLU) benchmark which aims to test machines on their
cross-lingual reading comprehension ability. To be specific, XCMRC
is a Cross-lingual Cloze-style Machine Reading Comprehension task
which requires the reader to fill in a missing word (we additionally
provide ten noun candidates) in a sentence written in target language
(English/Chinese) by reading a given passage written in source language
(Chinese/English). Chinese and English are rich-resource language pairs,
in order to study low-resource cross-lingual machine reading comprehen-
sion (XMRC), besides defining the common XCMRC task which has
no restrictions on use of external language resources, we also define the
pseudo low-resource XCMRC task by limiting the language resources
to be used. In addition, we provide two baselines for common XCMRC
task and two for pseudo XCMRC task respectively. We also provide an
upper bound baseline for both tasks. We found that for common XCMRC
task, translation-based method and multilingual sentence encoder-based
method can obtain reasonable performance but still have much room for
improvement. As for pseudo low-resource XCMRC task, due to strict
restrictions on the use of language resources, our two approaches are far
below the upper bound so there are many challenges ahead.

Keywords: Machine reading comprehension · Cross-lingual ·
Benchmark · Pseudo low-resource task

1 Introduction

A major goal for NLP is to enable machines to understand text to the extent of
humans. Several research disciplines are focused on this problem: for example,
information extraction, relation extraction, semantic role labeling, and recog-
nizing textual entailment. Yet these techniques are necessarily evaluated indi-
vidually, rather than by how much they advance us towards the end goal [11].
In contrast, machine reading comprehension (MRC) is a task where comput-
ers are expected to answer question related to a document that they have to
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Table 1. Samples for XCMRC. For the convenience of presentation, we only present
a part of passage from the sample.

comprehend. Such comprehension tests are appealing and challenging because
they are objectively gradable and able to measure a range of important abil-
ities, from basic understanding to causal reasoning to inference. Recently, the
emergence of a variety of large-scale datasets has fueled up the research phase
[6,11,16,17,24,28]. Among them, SQuAD [23] is a typical MRC dataset and has
attracted wide attention of academia.

However, these datasets are all aimed at testing the ability of monolingual
understanding and reasoning of machines. This narrows down the application
scenarios for MRC systems. In practice, existing natural language processing
systems used in major international products may need to deal with inputs
in many languages. Data annotation requires a lot of efforts so it’s unrealistic
to annotate all languages a system might encounter during operation. There-
fore, cross-lingual language understanding (XLU) has been widely studied. While
XLU shows promising results for tasks such as cross-lingual document classifica-
tion [15,25], and recently XNLI [5] is released for cross-lingual natural language
inference, there is no any challenging XLU benchmarks for MRC.

In this work, we introduce a benchmark that we call the Cross-lingual Cloze-
style MRC corpus, or XCMRC1. It mainly consists of two dual sub-datasets2:
EPCQ (English Passages, Chinese Questions) and CPEQ (Chinese Passages,
English Questions). EPCQ has 57599 samples composed by English passages
and Chinese questions while CPEQ has 55990 samples composed by Chinese

1 Datasets and codes are available on https://github.com/NLPBLCU/XCMRC.
2 We also provide corresponding monolingual MRC sub-dataset. See Sect. 3.2.

https://github.com/NLPBLCU/XCMRC
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passages and English questions. Existing XLU benchmarks [1,3,15] generally
consist of train data written in source language and test data written in target
language, while EPCQ and CPEQ mix two languages in one data sample as
showed in Table 1.

Chinese and English are rich-resource language pairs, so we can define the
common XCMRC task which does not have any restrictions on the use of
external language resources. For XLU tasks, constructing datasets with low-
resource language pairs will be of great significant. But it will take a lot of efforts
to build a large-scale one. In order to let our dataset support low-resource lan-
guage XCMRC research as well, we define the pseudo low-resource XCMRC
task which limits model to language resources that most low-resource languages
have, such as pre-trained word embeddings. In this way, we can test model aim-
ing at low-resource language XCMRC task on Chinese/English dataset, and that
is why we name it as the pseudo low-resource XCMRC task.

We evaluate several approaches on XCMRC. For pseudo low-resource
XCMRC task, we introduce passage independent method which does not use
the information of passage, and naive method which employs monolingual MRC
model directly. Experimental results show that it is hard to learn enough cross-
lingual information by naive method, and it can not reach a good performance
depending only on question. For common XCMRC task, translation-based app-
roach which uses a translation system and multilingual-based approach by fine-
tuning multilingual BERT are provided. In addition, we also provide an upper
bound baseline3 for both tasks. We show that though translation-based and
multilingual-based approaches can obtain reasonable performance, they still have
much room for improvement.

2 Related Work

2.1 The Task of MRC

Generally, existing MRC datasets can be categorized into four sub tasks:
Extractive MRC [8,13,16,22,23,28], Generative MRC [10,20], Multi-choice MRC
[18,24] and Cloze-style MRC.

Cloze-style MRC tasks require the reader to fill in the blank in a sentence.
Children’s Book Test (CBT) [12] involves predicting a blanked-out word of the
21st sentence while the document is formed by 20 previous consecutive sentences
in the book. BT [12] is an extension to the named-entity and common-noun part
of CBT that increases their size by over 60 times. CNN/Daily Mail [11] is a
dataset constructed from the on-line news articles. This task requires models
to identify missing entities from bullet-point summaries of on-line news articles.

3 It is a monolingual MRC model trained on EPEQ and CPCQ, and it could improve
along with the performance of monolingual MRC model.
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People Daily [6] is the first released Chinese reading comprehension dataset.
This dataset is generated automatically by randomly choosing a noun with word
frequency greater than two as answer. As we can see, automatically generating
large-scale training data for neural network training is essential for reading com-
prehension.

Table 2. Comparison of XCMRC with existing CMRC Datasets

Dataset Language Domain Answer type Provide

candidates

CNN/DailyMail English News Entity No

CBT English Children’s Book Noun, named entity,

preposition, verb

Yes

BT English Books Noun, named entity Yes

People Daily Chinese News Noun No

CFT Chinese Children’s Fairy Tale Noun No

XCMRC Bilingual

English/Chinese

News Noun Yes

2.2 The Task of XLU

There have been some efforts on developing cross-lingual language understand-
ing evaluation benchmarks. Klementiev et al. proposed Reuters corpus for cross-
lingual document classification [15]. Cer et al. proposed sentence-level multi-
lingual training and evaluation datasets for semantic textual similarity in four
languages [3]. Agić and Schluter provided a corpus consisting of human transla-
tions for 1332 pairs of the SNLI data into Arabic, French, Russian, and Span-
ish [1]. Conneau et al. proposed cross-lingual natural language inference corpus
benchmark (XNLI) which consists of 7500 human-annotated development and
test examples in NLI three-way classification format in 15 languages [5]. Cross-
lingual question answering (XQA) has been widely studied [2,19,21,27,29]. Joty
et al. presented a cross-lingual setting for community question answering [14].

3 The XCMRC Task

3.1 Task Definition

The XCMRC sample can be formulated as a quadruple: 〈D,Q,A,C〉, where D
is the document or passage, Q is the query, A is the answer to the query and C
denotes the candidates. The question Q, the answer A and the candidates C are
written in target language while the document D is written in source language.
The XCMRC task requires a model read the document written in source language
and then answer the question written in target language. Specifically, the model
is required to choose a word from the candidates C and then fill in the blank of
the question Q after reading the document D.
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3.2 The XCMRC Corpus

As mentioned above, the XCMRC corpus mainly consists of two sub-datasets:
EPCQ and CPEQ. In order to set up a reasonable upper bound for our task,
we additionally construct two corresponding monolingual MRC datasets: EPEQ
(English Passages, English Questions) and CPCQ (Chinese Passages, Chinese
Questions). In this section, we will describe the construction process in detail.

The Bilingual Corpus. We have collected a raw bilingual parallel corpus from
a high-quality English language learning website (The Economist channel)4. The
corpus consists of 25467 bilingual articles. These articles cover a wide range of
topics, from financial to education to sports. Each bilingual article is composed
by a set of Chinese paragraphs paraC = {pc1, pc2, · · · , pcm} and a set of respond-
ing English paragraphs paraE = {pe1, pe2, · · · , pem}. pc denotes the paragraph
written in Chinese and pe denotes the paragraph written in English. Paragraphs
are strictly aligned.

We do part-of-speech tagging for the Chinese paragraphs using Jieba5 and
the English paragraphs using NLTK6.

Automatic Generation of EPCQ and CPEQ Datasets. The detailed gen-
erating procedures are as follows.

– We count the frequency for all the nouns appearing in the Chinese passage
paraC and thus form a noun set C

′
. We choose nouns7 from C

′
to form the

answer candidate set A
′
.

– Randomly choose an answer word A from the answer candidate set A
′
. When

chosen, the answer word A will be deleted from set A
′
. Find all paragraphs

from paraC which contain the answer word A and thus form the question
candidate set Q

′
. Then randomly choose a paragraph from Q

′
with sequence

length greater than 10 to generate the question. The question is formed by
replacing the answer word A with a placeholder “XXXX”. If the answer word
A appears many times in this chosen paragraph, only the first position answer
word appearing in the paragraph will be replaced. The corresponding English
paragraph pej is removed from the paraE and the remaining paragraphs of
paraE {pe1, · · · , pej−1, pej+1, · · · , pem} will be used to form D.

– We randomly choose nine nouns from the noun set C
′
. The nine incorrect

answer words and the answer word A together form the candidate set C.
Thus there are ten nouns in the final candidate set C.

– The tuple 〈D,Q,A,C〉 forms a sample.

The above version is referred as EPCQ, and CPEQ is generated in the similar
way through interchanging English/Chinese.
4 http://www.kekenet.com/Article/media/economist/.
5 https://pypi.org/project/jieba/.
6 http://www.nltk.org/.
7 Nouns with frequency between 3 and 10. We count and get the frequency distribution

of nouns in Chinese passage and the moderate interval (3–10) was selected.

http://www.kekenet.com/Article/media/economist/
https://pypi.org/project/jieba/
http://www.nltk.org/
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Table 3. Data comparison with existing CMRC datasets. Statistics are taken from
[6,11]

Dataset Train set Test set Dev set

CNN 380,298 3,924 3,198

DailyMail 879,450 64,835 53,182

CBT Common Nouns 120,769 2000 2500

CBT Named Entities 108,719 2000 2500

BT 14, 140, 825 10,000 10,000

People Daily 870,710 3000 3000

Children’s Fairy Tale 0 3599 0

EPCQ/EPEQ 54,599 1500 1500

CPEQ/CPCQ 52,990 1500 1500

Table 4. Statistics for the XCMRC corpus

EPCQ CPEQ

Train Dev Test Train Dev Test

Avg # document length 544 530 385 536 510 382

Avg # question length 53 55 42 55 56 44

Max # document length 8786 3584 2683 8381 3366 2733

Max # question length 463 225 172 468 323 195

Corresponding Monolingual MRC Sub-datasets: EPEQ and CPCQ.
These two sub-datasets are constructed in the same way as EPCQ and CPEQ
except that the document D is formed directly using the paragraphs written in
the same language as the question Q. That is, if we choose a paragraph from
paraE as the question, then the remaining paragraphs of paraE will be used as
the document. This means, EPEQ is an English cloze-style dataset similar to
CBT [12], and CPCQ is a Chinese cloze-style dataset similar to People Daily [6].

The Resulting Dataset. 8Finally, we have generated 57599 samples for
EPCQ/EPEQ and 55990 samples for CPEQ/CPCQ. Samples for our dataset are
shown in Table 1. Comparison between XCMRC and existing cloze-style datasets
are shown in Tables 2 and 3. Specific statistical information for XCMRC is listed
in Table 4.

8 Because EPEQ and CPCQ are the corresponding monolingual MRC datasets, the
statistics is basically same to EPCQ and CPEQ. Later, we will mainly describe
EPCQ and CPEQ in detail.
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4 Approaches for XCMRC

4.1 Translation-Based Approaches

For common XCMRC task, the most straightforward techniques rely on trans-
lation by which turns XCMRC task into monolingual MRC task. There are two
common ways to use a translation system: TRANSLATE QUESTION, where
the question and ten candidates of a sample are translated into source language;
TRANSLATE PASSAGE, where the passage of a sample is translated into target
language. Both approaches are limited by the quality of the translation system,
especially the former. Because it needs to translate ten context-less candidates
correctly, which are all single words. Using translation system to translate sin-
gle word is very difficult, because of the polysemy phenomenon in human lan-
guage whereas focusing on the word translation is not the original intention of
XCMRC. Thus we only use the TRANSLATE PASSAGE way as the baseline of
translation-based approaches in this paper.

There are a lot of models for monolingual MRC and we choose BiDAF [26]
which is a popular and high-performance one as our prototype model. The orig-
inal BiDAF chooses answer word from document and we slightly change it to
force the model to choose answer from both the document and the candidates.

We introduce BiDAF Cloze. We compute a score for each word in the
context as the probability indicates whether it is the right answer. An extra
answer mask is added to force model to choose answer from the candidates. This
model has changed the modeling layer and output layer of BiDAF as follows:

output = softmax
a∈C∩D

(WAG), WA ∈ R1×8d (1)

Here C denotes the candidates, D denotes the document, G denotes the
output of Attention Flow Layer of BiDAF. d is the dimension of word embedding.

4.2 Naive Approaches

It is a natural and worth-trying idea to use ready-made monolingual MRC meth-
ods on XCMRC directly. We call it naive approaches and take it as a baseline
for low-resource XCMRC task. For better comparison with translation-based
models, we still choose BiDAF as a prototype model here. For XCMRC, docu-
ment and question are written in different languages so that the model cannot
be designed to choose answer from the document. BiDAF [26] is also designed
to extract answer from document, so we need to revise the answer layer of it to
adapt to our task.

We introduce BiDAF Candidates. This model has changed the modeling
layer and output layer of BiDAF as follows:

k = softmax(WgG), G1 =
m∑

j=1

kjG:j (2)
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Ã = HighwayNetwork(A) (3)

output = softmax(G1WBÃ) (4)

G1 ∈ R8d, A ∈ R10×d,WB ∈ R8d×d (5)

Here A denotes the word embedding matrix for candidates C.

4.3 Passage Independent Approaches

Suppose you can not understand Chinese passage, could you choose the right
answer only use the information from the English question itself? Although some-
times the information within the question is not adequate, the above methods
can work under certain circumstances. For example, humans can easily choose
the answer (“discrimination”) given the question (“The Pregnancy XXXX Act
forbids discrimination by employers based on pregnancy, including hiring, fir-
ing, pay, job assignments and promotions”) with ten candidates (“decades,
Congress, law, women, workplace, discrimination, publicity, guidelines, testi-
mony, Wednesday”) without reading the passage. We introduce PI Candidates
(Passage Independent), to study to what extent a model can solve XCMRC task
only use question information. We generate a passage-independent representa-
tion Qindep for question and then use it to interact with the ten candidates.

l = softmax(WqU), Wq ∈ R1×2d (6)

Qindep =
n∑

j=1

ljU:j , Qindep ∈ R2d (7)

output = softmax(QindepWCÃ),WC ∈ R2d×d (8)

Here U denotes the output of Contextual Embedding Layer for question Q
of BiDAF.

4.4 Multilingual Sentence Encoder-Based Approach (MSE-Based)

Instead of translating the document into target language, we can use a mul-
tilingual sentence encoder to represent it and then narrow down the language
barrier. This type of method works for common XCMRC of which multilingual
sentence encoder is easily obtained because there are plenty of parallel corpus.

There has been some efforts on developing multilingual sentence embeddings.
Zhou learned bilingual document representations by minimizing the Euclidean
distance between document representations and their translations [30]. Con-
neau and Espa jointly trained a sequence to sequence MT system on multiple
languages to learn a shared multilingual sentence embedding space [4,9]. Our
method leverages the latest breakthrough in NLP: BERT [7] as the multilingual
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sentence encoder. BERT has been proved as an effective sentence encoder in
many NLP tasks and gained a lot of attention.

We introduce BERT Candidates, which is a combination of a multilingual
version of BERT and BiDAF Candidates. The multilingual version of BERT
model provided by Google9 uses character-based tokenization for Chinese. Since
the passages in XCMRC corpus are very long, if we tokenize the Chinese passage
into lists of characters, the vector representation for passage will take up a lot of
GPU RAM. Intuitively, using pre-trained word embeddings for Chinese words
will be more effective because the answer word is an single word. So we only train
BERT Candidates on EPCQ and use BERT to get the contextual representation
for English passage. As for Chinese words, we use pre-trained word embeddings
to represent them. The other components of BERT Candidates are the same
with BiDAF Candidates.

H = BERT (PBERT ) (9)

Here PBERT indicates the word token ids created from the vocabulary of pre-
trained BERT model. H works the same as the output of Contextual Embedding
Layer of BiDAF for document.

5 Experiments and Discussion

5.1 Experimental Setup

For the translation-based approach, we use Baidu Translation API10 to translate
the document of the dev set.

We count the frequency of the whole XCMRC corpus(including train set,
dev set and test set) and keep the top 95% words as our vocabulary. We use
300D pre-trained word embeddings trained by glove11 for initialization. As for
BERT Candidates model, we use the vocabulary table provided by the multi-
lingual version of BERT model for English and our own vocabulary for Chinese
words. We use Tensorflow to complete our models. As for BERT Candidates
model, we use the Adam optimizer with learning rate 0.0001. For other models,
we use the Adam optimizer with learning rate 0.001. We sort all the examples by
the length of its document, and randomly sample a mini-batch of size 25 for each
update12. We trained model for 10 epochs and choose the best model according
to the performance of dev set. We run our models 5 times independently with
the same random seed 1234 and report average performance across the runs.

9 https://github.com/google-research/bert.
10 http://api.fanyi.baidu.com/api/trans/product/index/.
11 http://nlp.stanford.edu/projects/glove/, for English. https://github.com/

embedding/chinese-word-vectors/, for Chinese.
12 Note that for BERT Candidates model, we set the batch-size to 6.

https://github.com/google-research/bert
http://api.fanyi.baidu.com/api/trans/product/index/
http://nlp.stanford.edu/projects/glove/
https://github.com/embedding/chinese-word-vectors/
https://github.com/embedding/chinese-word-vectors/
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5.2 Results and Analysis

We evaluate the models in terms of accuracy. For the convenience of presentation,
we only present the performance on dev set. The overall experimental results are
represented in Table 5. It shows the upper bound of XCMRC has reached 72.97%
and 68.81% for CPEQ and EPCQ respectively. The performance on EPCQ is
a bit lower than CPEQ. Note that this upper bound would keep increasing
along with the promotion of the performance on monolingual MRC model. For
example, after BiDAF reached 77.3% F1 score on SQuAD v1.1, the best F1 scores
evaluated on the test set of SQuAD v1.1 is 93.1613 now. We expect the newest
model on our task would improve the upper bound significantly. Of course, the
performances of all the models exceed the random choice (10%) by a big margin.
It means that all models can learn information that is helpful for XCMRC task to
a certain extent. It’s not surprising that the performance of each model on low-
resource XCMRC task is much lower than that of common XCMRC task. The
average performance margin between low-resource XCMRC task and common
XCMRC task is within 7%.

Table 5. Baselines on XCMRC.

Baselines Passage Question Task Model

English Chinese

Naive English 58.35% 59.43% Pseudo low-resource BiDAF candidate

Chinese 61.64% 59.83% XCMRC

Passage independent English 59.83% 59.83% Pseudo low-resource PI candidate

Chinese 58.20% 58.20% XCMRC

Translation-based English N/A 65.99% Common XCMRC BiDAF Cloze

Chinese 67.28% N/A

MSE-based English N/A 63.28% Common XCMRC BERT Candidates

Upper bound English 72.97% N/A Both of XCMRC task BiDAF Cloze

Chinese N/A 68.81%

For low-resource XCMRC task, the average performance between the naive
approaches and the passage independent approaches is relatively close. This
may be due to the fact that naive approach, which learns cross-lingual infor-
mation directly, has learned very limited information about the document.
So its performance is comparable to passage independent approaches which
only utilize question information. We have noticed that for naive approach,
the performance of CPEQ (61.64%) was about 3% higher than that of EPEQ
(58.35%). We can not explain it from our experiences. We guess that it’s because
BiDAF Candidates cannot utilize the contextual information of the document
effectively as BiDAF Cloze does and thus lead to accidental performance. So
there are many challenges ahead for the pseudo low-resource XCMRC task.
13 https://rajpurkar.github.io/SQuAD-explorer/.

https://rajpurkar.github.io/SQuAD-explorer/
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For common XCMRC task, translation-based approach obtain the best per-
formance (67.28%, 65.99%) and still have room for improvement. The results are
much like that of XNLI [5] in which translation-based methods are the best too.

6 Conclusion

There has been a growing interest in cross-lingual understanding, since the lack
of supervised data for languages in industrial application and annotating data
in every language is not really realistic. In this work, we introduce a public XLU
benchmark which aims to test machines on their XMRC ability. The dataset,
dubbed XCMRC, is the first cross-lingual cloze-style machine reading compre-
hension dataset. Meanwhile, besides common XCMRC task, we also define the
pseudo low-resource XCMRC task in order to support XLU research of low-
resource languages. We present several approaches as the baselines of XCMRC.
We found that there are many challenges ahead for pseudo low-resource XCMRC
task, both passage independent approach and naive approach can not learn
enough cross-lingual information. And it is indeed too difficult to learning cross-
lingual information under the strict restrictions of low-resource XCMRC. If we
loosen up restrictions a little, for example, allowing use a small parallel dictionary
or a small-scale parallel corpus, multilingual word embeddings could be a worth
trying way. While for common XCMRC task, translation-based method obtains
the best performance but it relies on translation system excessively. The multi-
lingual sentence representation model provides reasonable performance, and we
think it is a promising research approach in future work. XCMRC opens up sev-
eral interesting research avenues to explore novel neural approaches for studying
XLU ability.

Acknowledgements. This work is supported by Beijing Natural Science Foundation
(4192057).
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Abstract. Chinese intonation is reflected by adjusting the types of pitch,
duration and intensity variants of a series of syllables. The purpose of present
study is to compare the difference between yes/no questions with or without
particle. The method of experimental phonetics was applied to investigate the
performance of pitch, duration and intensity of questions. The results showed
that since the particle (“吗”) played the main role in conveying the question
information, it is not necessary for the particle to enhance its prosodic elements
at the same time, while the question without particle had to improve its pitch,
duration and intensity of the final meaningful syllable to realize the interrogative
effect.

Keywords: Yes/No Question � Particle � Focus � Prosodic elements

1 Introduction

Chinese is a tonal language, and tone is closely related to intonation. The tone of
Chinese is the type of pitch variation of syllables, while the intonation of Chinese is
reflected by adjusting the types of pitch variants of a series of syllables. Chao Yuenren
is the earliest scholar who made a systematic analysis of Chinese intonation. Chao
(1932, 1933, 1956, 1968) repeatedly stated that the actual pitch in Chinese speech is the
algebraic sum of tone and intonation. Chao (1933) also pointed out that the difference
between Chinese tone and intonation, and vividly explained the relationship between
tone and intonation by using two classical metaphors, i.e., “rubber band effect” and
“wavelet plus wave”, showing that Chinese intonation is reflected in the tonal changes
at the intonation level.

The intonations of different types of sentences are different. The difference between
question and statement intonation has attracted much attention in Chinese intonation
study. Among these studies, many researchers have pointed out the characteristics of
question intonation. De Francis (1963) claimed that the whole pitch level of the
interrogative is higher than that of the declarative. Disagreeing with De Francis, Tsao
(1967) argued that the whole pitch level has no difference between the two types of
intonation and interrogative intonation in Chinese is ‘a matter of stress’. Shen (1985,
1994) proposed that the top line and the base line of a pitch contour are independent in
the prosodic system of Chinese. The top line of interrogative intonation falls gradually
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whereas the base line undulates slightly and ends at a much higher point (compared to
declarative intonation). Shen (1989) pointed that compared to statements, interrogative
intonation begins at a higher register, although it may end with either a high key (in
unmarked questions and particle questions) or low key (in A-not-A questions, alter-
native questions, and wh-questions). That has also been supported by Ni and Kawai
(2004), who used the same sentence materials in distinguishing interrogative intonation
with assertive intonation. In Pan-Mandarin ToBI (Peng et al. 2005), interrogative
intonation is mainly associated with a high boundary tone in the intonational tone tier.
Kochanski and Shih (2003) studied the difference between question and statement
intonation in Chinese with Stem-ML, found that the ‘diverse’ difference between
interrogative and declarative intonation in Mandarin Chinese can be accounted for by
two consistent mechanisms: an overall higher phrase curve for the interrogative into-
nation, and higher strength values of sentence final tones for the interrogative into-
nation. And there were studies regarding to the temporal scope of the rise/fall contrast
in questions versus statements. Many experimental studies have concluded that the
relevant acoustic difference only occurs at the end of the sentence (Chang 1958; Fok-
Chan 1974; Vance 1976; Lee 2004; Lin 2004). Likewise, in the autosegmental and
metrical phonology of intonation (AM theory) (Ladd 1996; Pierrehumbert 1980), the
statement/question contrast is said to be linked only to boundary tones. A boundary
tone, transcribed as H% or L% for a high- or low-pitched tone, is defined as a
phonological tone located only at the right edge (i.e., the end) of an intonational phrase,
although it may take the entire intonational phrase as its association domain.

As observed by Cooper et al. (1985), Xu and Kim (1996) and Xu (1999), when not
given any specific context or instructions, speakers in a recording session often
spontaneously emphasize a particular part of a sentence in an unpredictable manner,
which means that the occurrence of focus cannot be easily prevented, and thus its effect,
if any, cannot be easily avoided. Hence, it is possible that at least some of the dis-
crepancies in the reported question intonation are due to uncontrolled spontaneous
focus. In Shen’s (1990) study, for example, focus can be anywhere in unmarked and
particle questions, but in A-not-A questions, focus is likely to occur on the positive
component, in disjunctive questions, on the alternative components, and in wh-
questions, on the wh-words, especially when used as nouns (Ishihara 2002; Li and
Thompson 1979; Tsao 1967). Consequently, the phenomena she observed are likely to
be the combined effects of interrogative meaning and focus.

From above, we can see that the previous studies have basically get the charac-
teristics of question intonation by comparing with statements, especially in the aspect
of pitch. However, according to Crystal (1972), intonation is not a single pitch contour
or pitch system, but a complex that closely connects the sound level with other pro-
sodic elements, such as stress, rhythm, and speed. Shi (2017) denoted that intonation is
an orderly change in the speech flow of people’s speeches, which is characterized by
the degree of pitch fluctuations in the domain level and range, the duration and the
intensity. Shi put forward the Intonation Pattern, that is, the expression pattern of the
interaction of pitch, duration and sound intensity in sentences. In terms of pitch, it is the
positional relationship of the range and height of the word’s domain represented by the
fluctuation format of the sentence tonal curve (represented by the sentence domain map
and undulating scale map). In the aspects of duration, it is the distribution pattern

566 J. Huang and G. Zhang



formed by the dynamic change of the relative length in time of each pronunciation in
the sentence (shown by the diagram of pause-extension). As for the intensity, it is the
distribution pattern formed by the dynamic change of the relative intensity of each
word in the sentence (with the figure of intensity ratio) (Shi 2017).

The present study was therefore designed to address three issues regarding question
intonation in Mandarin. (1) What are the characteristics of the duration and intensity of
the question intonation besides the pitch? (2) Since there are different types of ques-
tions, we want to get a better understanding of some certain type of interrogative
sentence. And yes/no questions with or without particle “吗”(ma)will be investigated
this time, aiming to explore the effect of particle “吗” (ma) on the interrogative into-
nation. (3) The occurrence of focus cannot be prevented, and researchers have inves-
tigated the focus in some questions. How about the focus performs in yes/no questions?
It is important for us to know about that more specifically. From these aspects, an
acoustic experiment was conducted to answer these questions.

2 Methods

2.1 Materials

The two groups of interrogative sentences used for the experiment were selected from
Shen’s (1982) study. Each group includes 4 sentences (each consists of 6 syllables, all
having identical tones: high, rising, falling-rising or falling, corresponding to tone 1, 2,
3 or 4), as shown in Table 1. The sentences were to be produced with focus at the
initial position. The only difference between the two group of sentences is whether
there is a particle “吗”(ma) at the end of sentences, that is, the yes/no questions with
particle “吗” (ma) (named “QP”), and the yes/no questions without particle “吗”
(ma) (named “N-QP”). The bold characters indicated the position of focus. Each
sentence was to be repeated 2 times by each subject. Therefore, a total of 128 sentences
(8 sentences � 2 repetitions � 8 subjects) were investigated.

Table 1. The experimental materials

A Study on Prosodic Distribution of Yes/No Questions 567



2.2 Subjects

Eight native speakers of Mandarin, 4 males and 4 females, served as subjects. They
were all born and living in Beijing where Mandarin is the vernacular. They had no self-
reported speech and hearing disorders. The average age was 23 then.

2.3 Recording

Recording was done in a sound-treated laboratory at BLCU. Praat program controlled
the flow of the recording. The subject was seated comfortably in front of a computer
screen. The microphone was about 2 inches away from the left side of the subject’s
lips. The target sentences were displayed on a computer screen, one at a time, in
random order. Subjects were instructed to read each sentence fluently and naturally.
The utterances were directly digitized onto a hard disk at 22.05 kHz sampling rate and
16-bit amplitude resolution.

2.4 Measurements

Using the Praat program (www.praat.org), the waveform and spectrogram of each
sentence and a label window were displayed automatically on a computer monitor.
Two custom-written scripts were used for the original data, one for the pitch (F0),
another one for the duration (ms) and intensity (amplitude product, which is propor-
tional to the intensity and duration of the selected segments). Then the raw data will be
converted into corresponding undulating scale, pause-extension and intensity ration.
The data after converted are all expressed as a percentage, representing the relative
proportional relationship of pitch, duration and intensity respectively. All the calcu-
lation methods can be referred to studies of Shi et al. (2009, 2010) and Liang and Shi
(2010).

3 Results

3.1 Analyses and Results of Pitch Pattern

The characteristics of the pitch were displayed by the undulation scale of the intonation
visually. All the subjects were divided into two groups according to gender, and the
semitone values were obtained, with the reference frequency at 55 Hz for the male and
64 Hz for the female. Since there were a total of six sets of sentences in Shen’s (1982)
study, all the semitone values of the six groups of sentences were integrated for
normalization, and then the maximum and minimum semitone values were selected as
the two poles of the domain (i.e., 100% and 0%) for the male and female respectively.
And then we can get the domain of the six groups of sentences and make comparative
analysis through the undulating graph.

3.1.1 Pitch Pattern of Yes/No Questions with Particle (QP)
Figure 1 was based on the average percentage for the four yes/no questions with
particle “吗” (ma). The figure includes 7 small frames made up of thin lines and 4
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larger boxes made up of thick lines. The number in the small frame represents the range
of the domain of that syllable, while the numbers above and under the larger box
represent the top line and the base line of the word domain. The vertical axis represents
the range of speakers’ intonation while the horizontal axis showing the syllables of the
experimental sentences. 0% indicates the minimal limit of the range, with 100%
indicating the maximal limit. In order to compare conveniently, we chose the sentence
in Tone 1 as the representative sentence under the graph (Table 2).

As shown in Fig. 1, the pitch domains of the final syllables of focus were the
biggest among all the syllables, with the male 58%, female 43%. And the top lines of
the focus final syllables were also the highest (male 87%, female 94%), showing an
obvious trend of rising. The initial syllable of the focus did not present that obvious
characteristics in terms of the range of domain and the top line. The domain of the pre-
focus at the initial position of the sentence was almost minimal, while the male’s was
the smallest, and the female’s was second to the smallest (only 6% difference). And the
disparities were over 20% between the top lines of the pre-focus domain and the focus
(male 27%, female 22%). However, the gap between the base line of the two domains
was not obvious (male 2%, female 3%). With regard to the post-focus, we can see that,
the three-syllable domain was compressed compared to the focus, with the top line
(nearly 30%) and base line (nearly 20%) both declining significantly. Compared to the
initial and final syllables in the post-focus, the range of the middle syllable domain was
narrower (except the female) and the top line of that was lower, which indicated the
weakness of the middle syllable. Then the final particle “吗” almost has the smallest
range of domain and the lowest top line.

Fig. 1. The undulating scale of QP in Mandarin (in percentage)

Table 2. The bipolar semitone values of the sentence domain with particle (in semitone)

The bipolar semitone values (in semitone) Male Female

The top limit 23.23 30
The base limit 9.91 16.79
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To investigate the Undulating Scale, we made a quantified description of the pitch
difference of the top line and base line from the initial phrase to the final phrase.
Specifically, we subtracted the pitch value of the top line of one phrase from that of the
following phrase to obtain the difference between top lines of the two phrases, showing
the pitch fluctuation of the top lines. The same is true with the base line. A positive
value of the deviation indicates a drop of pitch, while a negative value indicates a rise
in contrast. From Fig. 1, comparing the focus and the pre-focus, the difference between
the top lines of the two phrases in male sentence was –27% while that of the base line
was 2%, and those in the female sentence was –22% and –3% respectively. There was a
sharp rise between the pre-focus and the focus, especially at the level of top line. Then
deviations of the top line and base line between the focus and post-focus in the male
was 33% and 20%, while those of the female were 27% and 20%. The huge drop was
presented in both of the top line and base line, with the top line showing a more
obviously falling feature. Compared with the post-focus, the final particle’s top line fell
by 11% and the baseline rose by –5% in the male, and 10% and –8% in female. The
pitch decrease of top line and increase of base line indicated the range suppression of
the final particle. Overall, there was a significant declination of pitch from the focus to
the end, and the downward trend from focus to post-focus was the most remarkable.

In the terms of the sentence domain, it can be seen from Fig. 1 that the top line of
the focus (male 87%, female 94%) was the top limit of the sentence and the base line of
the post-focus (male 9%, female 31%) was the base limit of the sentence. The range of
the sentence domain was 78% for male and 63% for the female. The data illustrated
that the relative position of yes/no questions with particle “吗” (ma) was extended from
the bottom to the top of the male’s domain, while that of the female was much higher
and narrower than the male.

3.1.2 Pitch Pattern of Yes/No Questions Without Particle (N-QP)
The yes/no questions without particle is actually expressed by the interrogative into-
nation. Similarly, when analyzing the pitch distribution pattern of the yes/no questions
without particle, we also got a graph of the undulating scale (Fig. 2).

Fig. 2. The undulating scale of N-QP in Mandarin (in percentage)
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Same as the former type of sentence, the biggest domain range was located at the
final syllable focused, with the male 61% and the female 51%. And the top lines of that
in both groups reached to 100%, while the initial syllable of the focus did not show the
biggest range and the highest top line yet. The range of the pre-focus domain was
compressed significantly, with the top line much lower than the focus, whose difference
was 38% for male and 24% for female respectively, though that of the base lines
between the two domains was very slight. Then comparing the post-focus with the
focus, we found that the domain of the post-focus was much lower than the focus (top
line – 30% for male, 23% for female). The range of the post-focus domain in the female
set was much smaller than that of the focus, which indicated its suppression of post-
focus domain, while in the male group the range of post-focus was flat with that of
focus. The range of the post-focus middle syllable was much smaller than the initial
and final syllables in the post-focus, showing the weakening of the middle syllable in a
phrase. And the final syllable of the post-focus, namely the end of the sentence,
presents an expansion of its range just before the boundary of the sentence (Table 3).

Based on the quantified description of the Undulating Scale, the difference between
the top line and base line of the pre-focus and focus for male was –38% and –5%
respectively, while that in the female group was –24% and 2%. This demonstrated that
the pre-focus top line rose sharply to the focus, with the base line fluctuated slightly.
Then compared with the focus, the top line and base line of the post-focus was 30% and
31% for male, 23% and 9% for female. The great decrease from focus to post-focus
indicated the emphasis effect on focus. In general, the declination of pitch from focus to
the end was very significant, especially the top line.

In terms of the sentence domain, it was clearly visible that the top line of the focus
(100% for both groups) was the top limit of the sentence and the base limit was located
at the final syllable of the post-focus, i.e., the end of the sentence, 8% for male and 40%
for female. And the range of the sentence domain was 92% for male and 60% for
female, the domain of the female much narrower than the male. The data of the
sentence domain helped to show that the relative position of yes/no questions without
particle was distributed from the lower part to the top in the speakers’ total domain,
with a wider distribution in male group and a much higher domain in female.

3.2 Analyses and Results of Duration Pattern

Duration delay is the pause and extension of speech in continuous discourse. The pause
on the speech graph usually corresponds to the silent segment, and the extension
corresponds to the lengthening of the duration. Generally, the delay at the boundary has
great change. Lehiste (1970) first noticed the extension before the boundary in con-
tinuous speech. Cao (1998) analyzed the phonetic rhythm of Mandarin, and found that

Table 3. The bipolar semitone values of the sentence domain without particle (in semitone)

The bipolar semitone values (in semitone) Male Female

The top limit 25.5 31.24
The base limit 9.74 18.62

A Study on Prosodic Distribution of Yes/No Questions 571



the pause and extension before boundaries were two means of expressing duration.
And the ways of applying rhythm boundaries at different levels were different. The
boundary of the rhythm group, equivalent to the entire paragraph and sentence, was
always marked by a pause, and there was generally no obvious extension of the
boundary. And the boundary of the phrase segment group was always marked by an
obvious pre-boundary extension and a relatively short pause. Yang (1997), Qian et al.
(2001), Xiong (2003), Wang et al. (2004) investigated the acoustic characteristics of
different prosodic units. The results on duration showed that there widely existed the
lengthening of syllable at the end of the prosodic boundary. And the pause marked a
higher level of the rhythm boundary compared to the extension. Shi et al. (2010)
studied the parameters of duration with the Pause-extension. The Pause-extension
reflects the characteristics of duration of intonation and can describe the speaker’s
acoustic performance on the intonational duration. It indicates that the segment is
delayed when the value of Pause-extension is greater than 1.

3.2.1 Duration Pattern of Yes/No Questions Without Particle (N-QP)
We got the average value of pause-extension in both gender groups by calculating the
pause-extension value of all the subjects in yes/no questions with particle “吗”
(ma) (see Fig. 3).

From the above data, we got the following results. Except the post-focus phrase, the
pause-extension values of other syllables were all greater than 1, showing the
lengthening of their duration. The longest duration was located at the final syllable
focused, and the second to that was at the end of the sentence, where was the particle
“吗” (ma), with 18% difference in male and only 1% in female compared to the longest

Fig. 3. The pause-extension of QP in Mandarin (in millisecond)

Table 4. The average syllable duration of the sentence with particle (in millisecond)

The average syllable duration (in millisecond)

Male 239.17
Female 235.17
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duration. Then the durations of the focus initial syllable and the pre-focus syllable were
very close to each other, on the verge of 1, in the third place. As for the durations of the
three syllables in the post-focus phrase, they were approximately 20% shorter than the
average syllable duration. From a holistic point of view, the duration of the pre-focus
and focus were extended and presented a rising trend, then the duration was shortened
significantly when it comes to the post-focus, and a suddenly reversal lengthening after
that at the end of the sentence (Table 4).

3.2.2 Duration Pattern of Yes/No Questions Without Particle (N-QP)
The pause-extension values of the questions without particle were averaged, and the
average duration of the sentences for different gender was obtained, as shown in the
following figure.

As shown in Fig. 4, except the initial and middle syllable in the post-focus phrase,
other syllables’ duration was much longer or close to the average duration. In this type
of yes/no questions, the final syllable of the post-focus, namely the end of the sentence
reached to the longest in duration, which was much longer than the final syllable of
focus, with 15% difference for male and 36% for female. The duration of the final
syllable in focus was close to that of the pre-focus, only 5% and 2% than the pre-focus
in male and female respectively. As for the initial syllable of focus, its duration was the
average syllable duration in the male group while only 4% shorter than the average
duration in the female. Then in the post-focus phrase, the first two syllables, following
the focus immediately, were greatly shortened. And the duration of the syllables in
post-focus phrase showed a trend of gradual extending (10% for male, 9% for female)
first and then lengthening to a larger extent (58% for male, 67% for female). Overall,
the duration of the sentence illustrated a trend of extending slightly at first, then
shortening, and finally extending significantly (Table 5).

Fig. 4. The pause-extension of N-QP in Mandarin (in millisecond)

Table 5. The average syllable duration of the sentence without particle (in millisecond)

The average syllable duration (in millisecond)

Male 256.568
Female 250.865
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3.3 Analyses and Results of Intensity Pattern

The intensity ratio is an important quantitative indicator of tonal analysis in terms of
intensity. The speech intensity is easily affected by many factors, such as the strength of
the speaker’s voice, the distance from the lips to the microphone when it is pro-
nounced, and the settings of the recording device. The measurement of the intensity
ratio can eliminate such accidental factors via the ratio between the amplitudes of
syllables, making them normalization and comparable. The measurement index of the
intensity ratio is obtained by calculating the amplitude product, which is the sum of the
amplitudes of the sampling points on the selected segment. Its size is proportional to
the amplitude and duration of the selected segment, which is equivalent to the energy
used in the pronunciation. The intensity ratio can be calculated through the way that the
amplitude product of one syllable is divided by the average amplitude product of all the
syllables in the sentence. If the intensity ratio is greater than 1, it indicates an increase
in intensity (Tian 2010; Liang and Shi 2010).

3.3.1 Intensity Pattern of Yes/No Questions with Particle (QP)
Through the average calculation, the intensity ratios of both gender groups can be
obtained, as shown in Fig. 5.

As can be seen from the figure, the boundary between the focus and the post-focus
can divide the intensity ratio of the yes/no questions with particle “吗” (ma) into two
parts. In other words, the intensity ratio before the focus boundary was significantly
larger than 1, while that after the focus boundary less than 1, and this feature was
especially prominent in the male group. Among all the syllables in the question, the

Fig. 5. The intensity ratio of QP in Mandarin

Table 6. The average amplitude product of the sentence with particle

The average amplitude product

Male 115.628
Female 114.435
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final syllable of focus had the greatest intensity ratio, illustrating the maximized
enhancement of its intensity. The intensity ratio showed a rising trend from the pre-
focus to the focus final syllable in male group, while that decreasing slightly at first and
increasing sharply then in the female group. Regarding the post-focus, the intensity
ratio of the three syllables was much close to each other with the middle one a little
larger in the male group, and there was small difference in that of the female group has
small difference, with the intensity of post-focus final syllable reaching to the lowest in
the sentence. The intensity ratio of particle “吗” (ma) in the male group was almost half
of the average, close to that of the post-focus. In the female group, the intensity ratio of
the particle was close to 1, going to reach to the average. As a whole, similar to the
declination feature of pitch, the intensity of this sentence type also presented decreasing
feature from the focus to the end (Table 6).

3.3.2 Intensity Pattern of Yes/No Questions Without Particle (N-QP)
Figure 6 illustrated the intensity ration of yes/no questions with particle “吗” (ma) in
the male and female group.

In the yes/no questions without particle, the intensity ratio of the focus and pre-
focus was much larger than 1, except the initial syllable of the focus in female (93%,
close to the average). The maximum intensity ratio was located at the position of final
syllable in the focus, with 156% for the male and 136% for the female. They both
showed the enhancement to the greatest extent. The pre-focus was second to that, and
there was a big difference between the second one and the first one (34% in the male
group, 21% in the female group). The intensity ratio of initial syllable focused was
much less than the final syllable, while it was in the third place close to the pre-focus in

Fig. 6. The intensity ratio of N-QP in Mandarin

Table 7. The average amplitude product of the sentence without particle

The average amplitude product

Male 119.724
Female 152.854
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male and even less than the final syllable of the sentence in the female. The intensity of
the post-focus was weakened to some extent and the three syllables presented an
increasing trend in intensity, which also showed that the rising amplitude of male was
much smaller than that of female. Compare with the first syllable of the last phrase, the
intensity of the final syllable in the question was enhanced to a certain extent, even
greater than the average in the female set. The intensity illustrated a decreasing trend
from the focus to the post-focus, meanwhile an increasing trend of intensity from the
pre-focus to the focus and in the post-focus phrase can be detected (Table 7).

4 Discussion and Conclusions

This study investigated the two types of yes/no questions with focus through experi-
ments on the suprasegmental features. From the experimental results, we have a general
understanding of the characteristics of the two sentences. Comparing the two sentences
from the perspective of pitch, we found that the top limit of the question without
particle (N-QP) was much higher than that of the question with particle “吗” (QP),
while the base limit of N-QP was much higher than that of QP in female and close to
each other in male. The range of QP domain was wider in female, with the N-QP
domain much wider in male. As for the domain of phrase, almost every phrase domain
was greater in the questions without particle. And when it comes to the focus and post-
focus in the two questions, the top lines of the two phrases was much higher in the
question without particle, and more importantly, the difference between the focus and
post-focus performed smaller in N-QP. Liu (1988) argued that the intonation pitch at
the end of the yes/no questions with particle “吗” (ma) usually rises, and can also be
flat or even falling, which means the question information is conveyed by the particle
rather than the intonation. Meanwhile, the intonation pitch of the yes/no questions
without particle must shows the previous feature, due to the question information
expressed via the interrogative intonation, that is, the performance of the top lines of
the focus and post-focus in questions without particle expresses the interrogative
intonation.

Besides the pitch, one of our aim to observe the characteristics of duration and
intensity in these questions has been reached. In terms of the duration, the longest
duration was located at the end of focus, while the particle was slightly prolonged in
QP. However, similar phenomenon did not happen to the duration of the focus in N-
QP, and the final meaningful syllable (“机”) became the longest in order to meet the
requirement of interrogative expression. The feature of intensity of the two questions’
focus was consistent with that of duration, illustrating that the intensity of QP focus
was enhanced much greater than the N-QP. The particle at the end of QP sentence
shared its intensity with the focus, whereas the intensity of the final meaningful syllable
in N-QP got much stronger.

In addition, when comparing the gender difference in each question, we found that
the female had a much higher top limit and base limit no matter in percentage or
absolute semitone while the male’s sentence domain and phrase domain were much
wider in percentage. As for the duration and intensity, the average duration and
amplitude product of QP was much greater in the male group. And the N-QP sentence
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showed us that the pause-extension and intensity ratio of its pre-focus and focus was
bigger in the male while that of the post-focus larger in the female. In general, the
characteristics of each question were consistent in the gender group.

Wang and Shi (2010) and Yan et al. (2015), pointed out that, compared with the
statement, the pitch of the yes/no questions intonation in Mandarin is improved overall,
and the domain of the end of the sentence is greatly expanded. The pitch of the end in
yes/no questions expressed by interrogative intonation shows a rising trend and that in
the questions with particle “吗” declines in the contrary. It is now well established that
focus plays a critical role in determining the global pitch shape of a declarative sen-
tence. In general, a single (non-final) focus is manifested as tri-zone pitch range
adjustments: expanding the pitch range of the focused item, suppressing (lowering and
narrowing) the pitch range of all post-focus items, and leaving the pitch range of pre-
focus items the same as that in a sentence with no narrow focus (Botinis et al. 2000;
Cooper et al. 1985; Selkirk and Shen 1990; Shen 1985; Thorsen 1980; Xu 1999; Xu
and Xu 2005; Liu and Xu 2005). However, different from previous studies, the pre-
focus pitch range was also compressed by focus, which has been shown in previous
works on statements with focus (Huang 2018; Qin 2018). And this difference may be
caused by the different experimental methods. Influenced by the focus in the questions,
the pitch in both questions showed a declination trend. In addition, focus has also been
found to be accompanied by an increase in duration of the focused words (Cooper et al.
1985; Xu 1999). And this was verified in the present experiment. Besides the duration,
the intensity of focus was realized by great enhancement to highlight its function.

In the two questions, the focus was emphasized through its domain range, the top
line, as well as the pause-extension and intensity ratio, showing the synchronized
performance of pitch, duration and intensity. Though the domain of pre-focus was
compressed by the focus, its duration and intensity got a certain degree of extension
and enhancement. The post-focus performed consistent weakening in the three pro-
sodic elements. With regard to the final particle in QP, except its prolonged duration,
the pitch and intensity has not been expanded. Meanwhile, compared to the former
syllable, the final meaningful syllable in N-QP has got enhanced in the three prosodic
elements to some extent, especially in duration.

In short, the three prosodic elements of each syllable are synchronized or not in the
fluctuation of the intonation. In the yes/no questions with particle “吗” (ma), the
particle “吗” played the main role of conveying the question information, which
allowed the great declination of pitch and guaranteed to strengthen the focus. However,
since no other things helping to express the question information, though also
restrained by the focus, the final meaningful syllable in yes/no question without particle
had to improve its top line and domain, and expand its duration and intensity to some
degree in order to show the interrogative intonation. Furthermore, the difference in
semantic and grammatical levels between the yes/no questions with particle “吗”
(ma) and the questions expressed by interrogative intonation have corresponding
quantitative expressions at the prosodic level, and that requires further research.
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Abstract. In recent years, abundant online reviews on products and services
have been generated by individuals. Since customers may refer to relevant
online reviews when shopping, the existence of fake reviews can affect potential
consumption. Opinion spam detection has attracted widespread attention from
both the business and research communities. In this paper, a neural network
model combining the semantic and non-semantic features based on the detailed
feature exploration is established to detect opinion spams. First, the model learns
discourse feature representation with hierarchical attention neural networks
which can capture local and global semantic information. And then we synthesis
the non-semantic features with multi-kernel convolution neural networks.
Finally, the last state vectors of the two-feature learning networks are con-
catenated and taken as input to the softmax layer for classification. Experiments
show that the proposed model is very effective and we get 0.853 AUC which
outperforms the baseline methods. Besides, the experiment results on an addi-
tional dataset also indicate robustness of this identification model.

Keywords: Opinion spam � Deceptive review � Semantic features � Non-
semantic features � Neural networks � Hierarchical attention mechanism

1 Introduction

With the popularity of e-commerce and online review websites, an increasing number
of online consumers are well adapted at sharing and exchanging their feelings and
opinions by posting reviews on the web. Online reviews play a major role in con-
sumers’ decisions, and research has shown that consumers’ purchase decisions and
sales are significantly affected by user-generated online reviews of products and ser-
vices [3]. However, the valuable and informative reviews give businesses strong
motivations to manipulate their reputations on the Internet. By posting fake reviews,
such malicious individuals and groups are involved in promoting their targeted prod-
ucts or services, or defame certain competitors. Jindal and Liu [9] defined such indi-
viduals as opinion spammers, whose activities were called opinion spamming.
Deceptive opinion spam is a more insidious type of opinion spam with fictitious
opinions which are deliberately written to sound authentic [23]. It is difficult for
consumers to directly discern whether a review is deceptive. These deceptive reviews
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are likely to mislead potential consumers and have attracted significant attention from
both business and research communities.

The objective of opinion spam detection is to identify whether the review is true or
fake, so it can be considered a binary-category classification problem. Most of existing
methods on opinion spam detection are training a classifier with various discrete fea-
tures extracted from the labeled dataset. Classical classification features, e.g. POS,
emotional polarity and n-gram, can represent linguistic and emotional information.
Previous researches show effective features enable to give strong performance for
identification [20, 23]. Hence, it’s necessary to develop forceful feature engineering.
Neural networks have been widely used in natural language processing tasks, due to the
advantage of capturing local and global semantic feature, and have achieved good
performance recently [13].

Since a piece of review is commonly short document, which has the hierarchical
structure: words make up sentences, and sentences constitute documents. In this work,
we build a hierarchical attention network (HAN) to capture reviews’ semantic features
and detect deceptive reviews, and this network has two main stages. In the first stage, a
long short-term memory (LSTM) is used to produce sentence presentation from word
presentation. Then employing the bidirectional gated recurrent neural network (GRNN)
to learn a review presentation from the sentence presentation in the second stage.
Besides, the feed-forward networks with attention are added into both layers of the
model to capture more important lexical and syntax information. The review repre-
sentation learned by hierarchical model can be used as classification features to detect
deceptive opinion spam.

In addition to semantic features, some special features from metadata of reviews,
reviewers and businesses have been explored. In this work, these features containing
little semantic and lexical information are defined as non-semantic features. Rather than
traditional discrete feature presentation, we build a matrix of feature sequences and
regard this feature matrix as input of neural network with multiple convolution kernels
to synthesis non-semantic features effectively. As a result, a novel neural network
model merging semantic and non-semantic features (MFNN) is proposed for opinion
spam detection. Results on development experiments show that MFNN significantly
outperforms the state-of-the-art detection models.

The several major contributions of the work presented in this paper are as
following:

– We present a HAN model to learn document-level presentation. Compared with a
single neural network structure, hierarchical neural network is easier to learn con-
tinuous representations of reviews.

– We explore a set of non-semantic features for opinion spam detection, which is
represented by feature embedding method. Such feature representations trained by
convolution neural networks improves the recognition ability of model.

– We verify the performance of MFNN in different domains, and experiments show
that our model has the generalization ability.
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2 Related Work

2.1 Deceptive Opinion Spam Detection

With the ever-increasing popularity of the Internet, a variety of spams have brought
plenty of troubles to general people. In the past years, spam detection research mainly
focuses on web spam and E-mail spam [2, 4, 21]. Usually, web spam and E-mail spam
have obvious characteristics, such as irrelevant keywords or URLs. But the clues to
fake reviews are subtle. Jindal and Liu [8] first began to study opinion spam problem.
According to analyze the Amazon product reviews, they presented three main types of
spam reviews and proposed several classification techniques to distinguish them.

Machine learning technology is the mainstream research method for spam detec-
tion. Yoo and Gretzel [34] gathered a small amount of hotel reviews and analyzed their
linguistic difference. By employing Amazon Mechanical Turkers to write fake reviews,
Ott et al. [23] created a gold standard dataset and improved the classification perfor-
mance with LIWC. Since then, a line of subsequent works based on this benchmark
dataset [5, 22] have been presented. Various of nonmachine learning techniques to
opinion spam detection have also been explored, such as pattern matching [9, 14, 37]
and graph-based methods [30, 31]. However, that only can be applied in certain types
of review spamming activities.

Existing works have exploited features outside the review content itself as well. For
example, Li et al. [14] built a robust identification model with n-gram features as well
as POS and LIWC features on their cross-domain datasets. Mukherjee et al. [19] used
the data crawled from the Yelp.com to extract a few users’ behavioral features and they
proved the effectiveness of behavioral features.

2.2 Neural Networks for Representation Learning

The field of natural language processing is an important application area for deep
learning. Xu and Rudniky [32] first proposed the idea of using neural networks to train
language models. Recently, distribute word representation has been used by quantity of
models for representation learning. For example, Mikolov et al. [17, 18] proposed two
word embedding structures of CBOW and Skip-gram and tried to improve the calcu-
lation speed of the model using negative sampling and hierarchical softmax. Pen-
nington et al. [24] utilized Glove, the embedding model of global word-word co-
occurrence, to import word embedding.

As for the presentation learning of sentences and documents, numerous methods
have been proposed. Mikolov et al. [18] introduced paragraph vector to learn document
presentations. Socher et al. [27] proposed learning sentence-level semantic composition
from recursive neural networks. Hill et al. [7] proposed learning distributed presenta-
tion of sentences from unlabeled data. Considering the capture of n-gram information,
convolution neural networks have been widely used for presentation learning [10, 36].
Researchers have proposed various of recurrent neural network models for learn the
document semantic [6, 15, 29].

Attention mechanism model refers to a current neural network with an attention
mechanism [25], and it is suitable for a variety of tasks such as computer vision and
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natural language processing. Because the attention mechanism can capture latent and
important features from training data, Yang et al. [33] proposed the hierarchical
attention networks for document classification.

3 Data and Feature Sets

3.1 Data Set

In this work, we choose to use real-life authentic labeled reviews filtered from Yelp.
com [19]. Yelp is a well-known large-scale online review website and its filtering
algorithm can filter some fake or suspicious reviews. Although Yelp’s fake review
filtering is not perfect, it’s a commercial review hosting site that has been preforming
industrial scale filtering [28]. The dataset is unbalanced clearly from Table 1. Although
data imbalance may affect the performance of classification model, the fake reviews in
real life are really minority class. Thus, we conduct the experiments with the full
dataset ignoring the problem of data imbalance.

3.2 Features Exploration and Analysis

In this paper, the two features, i.e. semantic features and non-semantic features, are as
inputs to opinion spam detection model. The former is the knowledge learned from the
text of the review, which is used to describe the meanings of words and sentences. The
latter is mainly extracted from reviews, reviewers and businesses itself. Next, we
introduce the process of exploration and analysis of features.

The neural network models apply the look-up matrix layer to map the words into
corresponding word embeddings which are low dimensional, continuous and real-
valued vectors. In this work, we have pre-trained word embeddings of 123,152 and 100
dimensions using the continuous bag-of-words model architecture on the open Yelp
dataset1. During training, the words out of vocabulary are initialized randomly.

Many previous studies have proved that the customers’ behavioral characteristics
have a significant influence on the identification performance of deceptive opinion
spams [11, 19, 35], thus we intuitively extract the following features from the metadata

Table 1. Dataset statistics

Items Values

Domain Restaurant
Fake 8261
Truthful 58631
Total #_reviews 66892
#_reviewers 34962
#_businesses 129

1 https://www.yelp.com/dataset/.
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as non-semantic features. The Cumulative Distribution Function (CDF) is plotted to
analyze the difference between spam and non-spam among these features as Fig. 1.

Rating Score (RS): The higher the rating score, the more positive the reviewer is
towards the business. It can be found that the spam review is more likely to give a low
rating in Fig. 1(1).

Business Review Count (BRC): From Fig. 1(2), the proportion of fake reviews in all
business reviews is slightly higher than true reviews. It may be the clue that merchants
need a lot of reviews to expand the discussion of their goods or services, and these
reviews may be fake.

Rating Deviation (RD): To measure the rating deviation of a reviewer, the absolute
score bias of a rating score on business from business’s rating is computed. Then, we
calculate the average score bias of a reviewer on its all reviews. From the Fig. 1(3), we
can find that the value of about 85% of true reviews is less than 1. And 10% of the
spammers have the deviation of not less than 3.

Filtering Ratio (FR): Our intuition is that if most reviews of a business are filtered by
Yelp’s filter, a newly posted review on this business is more likely to be fake. It can be
found from Fig. 1(4) that about 5% of the businesses associated with spam reviews
have the filtering ratio 0.25–0.75.

Review Length (RL): Spammers are often hired and required to complete a certain
number of spam reviews, so they generally don’t spend a lot of time writing reviews.
As shown in Fig. 1(5), a majority of spam reviews have shorter length than real
reviews.

Readability Index (RI): The readability of review’s content may affect the customer’s
feelings when they read that review. Researchers have evaluated readability of online
reviews by ARI and CLI [12], which are related to the number of characters, words and
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Fig. 1. CDF of non-semantic features. Cumulative percentage of non-spam (in red/solid) and
spam (in blue/dotted) vs. non-semantic feature value (Color figure online)
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sentences per reviews. The performance is well using ARI and CLI as features for
opinion spam detection. Experiments show that the ratio of ARI and CLI also have
ability to make a contribution to the result of detection, and the performance is better
than ARI and CLI. Thus, the ratio is used to denote the readability index.

ARI ¼ 4:71� ðcharacters
words

Þþ 0:5� ð words
sentences

Þ � 21:43 ð1Þ

CLI ¼ 5:89� ðcharacters
words

Þ � 0:3� ðsentences
words

Þ � 15:8 ð2Þ

Time Interval (TI): We show the CDF of maximal time interval of all reviews posted
by same reviewer in Fig. 1(7). More than half of spammers have very small time
intervals, and 55% of spammers posted all reviews by a time gap less than 10. That
might mean that these spammers have discarded their accounts after posting a spam
review before too long.

Reviewer Review Count (RRC): This feature refers to the number of reviews that a
reviewer has. From Fig. 1(8), about 90% of the spammers have post fewer than 13
posts, but 30% of non-spammers have posted more than 30 posts.

Average Posting Rate (APR): The activity level of reviewers can be measured by this
metric. Figure 1(9) shows the posting frequency of 95% of real reviewers is less than 2,
and more than 10% of spammers have a posting rate which is greater than 2. This is
related to the fact that spammers need to post a certain amount of deceptive reviews.

Punctuation Ratio (PR): When people write reviews, they probably add some special
symbols to express their feelings, such as “:)”. Meanwhile, ones often use a series of
exclamation marks or question marks to express strong emotions. We take these factors
into account and the ratio of punctuation marks to the review length is used to indicate
this situation.

Labeled-LDA (LLDA): Latent Dirichlet Allocation (LDA) is a type of topic gener-
ation model and it is an important text modeling model in the field of text mining and
information processing, which can extract latent topics from text data [1, 16, 26]. In our
work, Labeled-LDA features are trained by Stanford Topic Modeling Toolbox2 and the
label distribution of each word is gotten. Based on the appearance times of words under
each label, the most relevant top M words to each label are selected. Relevant words of
all labels are merged as LLDA feature words, and the frequency Pi;j of word wi under
each label j is as feature value L wið Þ. We combine wi and L wið Þ into a dict
w1 : L w1ð Þ;w2 : L w2ð Þ. . .w2M : L w2Mð Þf g as our LLDA feature.

The Pearson correlation analysis is used to evaluate the non-semantic features
excepting LLDA feature. The correlation coefficients are shown in Table 2. It is
generally argued that features are considered highly relevant if coefficients are greater

2 https://nlp.stanford.edu/software/tmt/tmt-0.4.
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than 0.5. As shown in the table, the features are basically irrelevant, which means the
latent information they contain is not duplicated. Therefore, we apply these features to
our identification model.

4 Methodology

In this section, we present the details of our proposed MFNN model, which can learn

discourse representation of documents and synthesize information of non-semantic
features. The model mainly consists of two parts: document-level modeling and non-
semantic feature modeling as shown in Fig. 2.

4.1 The Modeling Process of All Features

In Sect. 3.2, we have mentioned that the feature values of LLDA are not one dimen-
sional and they denote the frequency of feature words appearing under a label. Thus, as
shown in the lower right of Fig. 2, the word’s LLDA feature and its word vector are
combined as the new word representation.

The document generally is with a hierarchical structure: words make up sentences,
and sentences constitute documents. Thus, we build the hierarchical networks to
capture documents’ semantic features. The structure is shown in the left of Fig. 2.
Firstly, sentence representation is learned from word embeddings, and then the doc-
ument representation is generated from sentence vector. Finally, since some important
words or sentences in the document can promote performance, the feed-forward net-
work with attention layer [25] is respectively added to each representation learning
layer to capture this information effectively. It is worth mentioning that both LSTM and
GRNN can capture information in text sequences very well, but experiments show that
the neural networks in Fig. 2 can achieve better results.

Table 2. Pearson correlation coefficients of non-semantic features

RS BRC RD FR RL RI TI RRC APR PR

RS 1.000
BRC 0.082 1.000
RD –0.435 –0.064 1.000
FR 0.022 –0.391 0.024 1.000
RL –0.114 0.014 0.034 –0.021 1.000
RI –0.102 0.076 0.029 –0.033 0.088 1.000
TI –0.017 –0.075 –0.100 –0.016 0.125 0.018 1.000
RRC –0.003 –0.029 –0.062 –0.015 0.116 –0.004 0.439 1.000
APR 0.016 0.014 0.036 0.008 –0.092 –0.013 –0.322 –0.017 1.000
PR 0.074 0.011 –0.012 –0.013 –0.197 –0.422 –0.003 –0.010 0.012 1.000
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In our experiments, the non-semantic features of all one-dimensional discrete
values are presented as the feature dict. Each key rid of the dict is the sequence number
of the mapped review, and the value corresponding to each key is a set of feature
sequences. The feature dict is as rid : RSid ;BRCid . . .PRidð Þf g. Thus, all feature
sequences can compose a feature matrix RD�L, where D is the number of reviews and L
is the length of feature sequences. This feature matrix is used as the input of the non-
semantic feature learning model. The embedding layer is applied to distribute the
uniform and random weight values of the fully connected layer on non-semantic fea-
tures. To capture the local information, the multi-kernel convolutional neural networks
is utilized to synthesize non-semantic features with width of 3, 4, and 5. As a result,
that the learned feature vector combines with the document vector is input into the
softmax layer for classification.

4.2 Evaluation Metrics

Accuracy is the most common evaluation metric for classification. However, in the case
of binary classification and unbalanced dataset, especially when we are more interested
in the minority class, employing accuracy to evaluate model performance is not
appropriate. Thus, we choose the metric of Area Under the Curve (AUC) to evaluate
performance of detection model. The Receiver Operating Characteristic (ROC) curve is
a comprehensive indicator based on sensitivity and specificity drawn by different
thresholds with TPR and FTR as the coordinate axes. AUC is the area under the ROC
curve. The larger the area under the curve or the closer the curve is to the upper left
corner (TPR = 1, FPR = 0), the better the model.
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5 Experiments and Validation

We use all features mentioned above to verify the performance of our proposed opinion
spam detection model. In our experiments, we utilize 80% of the samples as the
training set, 10% as the validation set, and 10% as the test set. The validation set is used
to optimize the hyper-parameters of neural networks.

5.1 Development Experiments and Validation

We choose to use respectively unigram feature and bigram feature to conduct our
baseline based on SVM with 5-fold cross-validation, which was done in [19, 23]. To
compare different classification models, we conducted a set of development experi-
ments. The all classification models are as Table 3.

Table 4 shows the results of all development experiments on restaurant field. From

the table, the performance of recognition model using n-gram feature on the Yelp
dataset is poor. However, previous experiments have shown that the classification
performance based gold standard review dataset using n-gram feature can reach the
better evaluation scores [23]. The reason may be that the gold dataset is collected by
crowd-sourcing websites and Turkers post reviews according to rules of the task. These
fake opinion reviews are quite standard, but the real-world reviews from Yelp.com are
noisy. And the data marked by the Yelp filter is not completely correct. Meanwhile, the
performance of models using neural network structures is better than traditional
machine learning methods according to the results. The AUC value of RNN model is

Table 3. Description of all experimental models

Features Model Description

Semantic
only

Unigram Using word unigram feature in SVM with 5-fold cross validation
Bigram Using word bigram feature in SVM with 5-fold cross validation
Average Simply using the average of all word vectors as the review vector
CNN_1 A multi-kernel CNN is used, and the last state vector of neural

network is used as the document vector
RNN A single-directional RNN is used and its last state vector of

neural network is used as the review vector
BLSTM A bidirectional LSTM is used and its last state vector of neural

network is used as the review vector
HAN Hierarchical neural network based on attention mechanism is

used
Non-
semantic
only

SVM Using discrete non-semantic features in SVM with 5-fold cross
validation

CNN_2 A multi-kernel CNN is used, and the last state vector of neural
network is used as the feature vector

All MFNN The neural network model merging semantic and non-semantic
features of this paper
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the worst of several neural network models based on semantic features and we consider
the reason is that RNN does not process long sequences efficiently resulting in gradient
dispersion. From the AUC values of SVM and CNN_2 models, we can find that the
non-semantic features have a significant promotion of recognition performance.
Although non-semantic features can effectively facilitate opinion spam recognition, the
information of review text is also very important. The experiment also proves that our
syncretic model achieves the best AUC, which is 0.853.

To further validate the model performance, we apply an additional dataset of hotel
field with 780 spam reviews and 5078 true reviews [19] on MFNN model. We repeat
the same feature engineering to train hotel data. The results are largely consistent with
those of restaurant data, which show that the MFNN model of this paper achieves the
best classification performance AUC = 0.923 as Table 4.

5.2 Experiment Extension

We experimentally study the effect of distribution of positive and negative samples in
our proposed model. The ratios of spam to non-spam reviews in our two datasets are
both up to 7:1, so we conduct a set of extension experiments by tuning the number of
true reviews in the experimental data. The new experimental datasets are generated by
random negative sampling techniques, in which the ratios of true and fake reviews are
1:1, 2:1, 3:1, 4:1, 5:1 and 6:1.

The results are shown in Fig. 3, from which we can see the AUC slightly fluctuates
around 0.85 on the restaurant data, and it denotes that the distribution of samples has
little effect. This may indicate that our model has some application significance in real
life, after all, fake reviews are rare. In the hotel data, the AUC value fluctuates greatly.
Considering the small amount of data in the dataset of hotel domain, and the maximum
AUC value is obtained in the natural distributed dataset, but it does not prove that the
more true reviews, the better the detection performance of fake reviews.

Table 4. The AUC values of all experiments

Model Domain
Restaurant Hotel

Unigram 0.496 0.545
Bigram 0.517 0.529
Average 0.639 0.631
CNN_1 0.713 0.667
RNN 0.599 0.538
BLSTM 0.726 0.672
HAN 0.731 0.751
SVM 0.786 0.858
CNN_2 0.800 0.885
MFNN 0.853 0.923
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6 Conclusion

We introduce a novel neural network model merging semantic and non-semantic
features for opinion spam detection. The experiment results show that the hierarchical
neural network based on attention mechanism is better than the simple network. Non-
semantic features have greatly promoted the performance of fake review detection.
Through our work, we have explored a set of non-semantic features and employed a
multi-kernel convolution neural network to synthesis these features. And the results
show our proposed detection model outperforms the baseline method. Besides, the
validation experiment also indicates that our model has better robustness.
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Abstract. The goal of this work is to provide a keyword-suggestion-
like hashtag recommendation service, which recommends several hash-
tags when the user types in the hashtag symbol “#” while writing a
post. Different from previously published hashtag recommendation sys-
tems, which only considered the textual information of the post itself
or a few numbers of the latest posts, this work proposed to model the
long-term post history for the recommendation. To achieve this purpose,
we organized the historical posts of a user in the time order, obtaining a
post sequence. Based on this sequence, we proposed a recurrent-neural-
network-based framework, called the Parallel Long Short-term Memory
(PLSTM), to perform the post history modeling. This was motivated by
the success of the recurrent neural network in modeling the long-term
dependency of dynamic sequences. The hashtag recommendation was
performed based on both the current post content representation and
the post history representation. We evaluated the proposed model on
a real dataset crawled from Twitter. The experimental results demon-
strated the effectiveness of our proposed model. Moreover, we quantita-
tively studied the informativeness of different parts of the post history
and proved the feasibility of organizing the historical posts of a user in
the time order.

Keywords: Hashtag recommendation · Long-term post history ·
Neural memory network

1 Introduction

A hashtag (single token starting with a # symbol) is used to index keywords
or topics on microblog services. It usually consists of natural language n-grams
or abbreviations, e.g., “#Universe”, “#MentalHealth”, or “#US”. People use
the hashtag anywhere in their posts to indicate an object concisely or categorize
those posts for easier searching. However, because there are an increasing number
of hashtags, it is not easy for users to find an appropriate hashtag matching their
intention when they intend to insert one. Therefore, it is necessary to provide a
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keyword-suggestion-like service that recommends several hashtags when a user
wants to insert a hashtag (types in the # symbol).

In recent years, a variety of methods have been proposed from different per-
spectives to perform hashtag recommendation [1–5]. These approaches can be
generally organized into two groups. The first group of methods mainly focus
on modeling the textual content of posts, which is traditionally dominated by
topic-model-based methods [6,7]. Recently, this dominance has been overturned
by a resurgence of interest in deep neural network (DNN) based approaches [8,9].
The second group of methods additionally models the personal information of
the user, which is commonly extracted from his/her post history. For example,
Zhang et al. [10] proposed the TPLDA model for this purpose. It grouped posts
by user and introduced an additional parameter for each user to the LDA model.
The experiment results of these works have demonstrated the informativeness
of the post history. However, most of these methods can only model a short and
fixed length of post history. Thus, they in common truncated the post history
and only modeled the latest, or the short-term, post history while ignoring the
long-term post history for the recommendation.

In this work, we argue the informativeness of the long-term post history for
the hashtag recommendation. One of the typical challenge in modeling the long-
term post history results from its incrementally increasing size. It is either com-
putationally unacceptable (TPLDA) or structurally inapplicable (HMemN2N)
for the previous methods to model the long-term post history. For example, sim-
ply extending the memory size of HMemN2N to encode more historical posts will
greatly increase the computation cost while even harm the performance. This
results from two reasons. First, increasing the size of the post history will disturb
their assumption that historical posts at different time step are equally impor-
tant for the current recommendation. Second, it will greatly increases the input
dimension of the recommendation module, making it easy over-fit the training
data set. To tackle this challenge, we proposed a recurrent-neural-network-based
model, called the Parallel Long Short-term Memory (PLSTM), to perform this
task. It organized the historical posts of the user in the time order (demonstrated
to be helpful in our experiments), resulting a post sequence, and then applies
the PLSTM model to this sequence. This takes the advantage of the RNN in
modeling the dynamic sequence and long-term dependency. In addition, it treats
the content and hashtag as two different views of the post and models them sepa-
rately, rather than treating the hashtags as normal words. We argue that this has
several benefits. First, it does not need to constrain the representations of words
and hashtags in the same vector space. Second, it reduces the word vocabulary
size for representing the hashtags. Finally, it highlights the hashtag information.

In summary, the contributions of this paper are as follows: (i) We provide
a keyword-suggestion-like hashtag recommendation service, which recommends
several hashtags for choice when the user types in the “#” symbol. (ii) We model
the entire post history for the recommendation using a recurrent-neural-network-
based model. (iii) We quantitatively study the influence of different parts of the
post history on the system performance and prove the feasibility of organizing
posts in the time order.
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2 Related Work

Hashtag recommendation has been extensively explored and developed over the
last few years. Many approaches have been proposed from different perspectives
to perform this task. In general, these approaches can be organized into two
groups.

The first group of methods treats posts of different users without any dis-
tinction. It mainly focuses on modeling the post content. This is historically
dominated by the topic-based-methods [6,12–16]. Godin et al. [15] proposed to
incorporate topic models to learn the underlying topic assignment of language
classified tweets, and suggested hashtags for a tweet based on the topic distribu-
tion. Under the assumption that hashtags and tweets are parallel description of a
resource, Ding et al. [14] tried to integrate latent topical information into trans-
lation model. However, with the development of neural networks, the dominance
of topic-based approaches has recently been overturned by the neural-network-
based approaches [8,9,17–19]. Dhingra et al. [8] treated a post as a character
sequence and modeled it with a Long Short-term memory network. Gong and
Zhang [9] applied a convolution neural network to model the post content. They
also introduced an attention mechanism into their system to select key features
within the tweet.

The second group of methods also consider personal information of users
when performing recommendations. Most of them extract the personal infor-
mation from the post histories of users [7,9,11,16]. Wang et al. [20] proposed
combining the topic model with collaborative filtering. They extracted the user
representation from the post history and predicted users’ hashtag usage pref-
erences in a collaborative filtering manner. Zhang et al. [10] grouped posts by
user and introduced an additional parameter for each user in the LDA model.
Huang et al. [11] constructed the post history with the latest five historical
posts and stored them in an end-to-end memory. For recommendations, they
recursively accessed the memory with the current post content. To deal with
the dynamical length of the post history, the above method truncated the post
history into a fixed length, with the latest historical posts left. In this work,
however, we propose a recurrent framework to model the post history. It can
model a dynamic number of historical posts and keep the long-term post his-
tory available for the current recommendation. Experimental results empirically
demonstrated the effectiveness of this framework and proved the informativeness
of the long-term post history.

3 Recurrent Hashtag Recommendation

The proposed model conceptually consists of four modules, i.e., the content rep-
resentation module for encoding the post content, the hashtag representation
module to obtain the hashtag representation, the recurrent module for modeling
the post history, and the recommendation module. The general architecture is
depicted in Fig. 1. This figure was especially designed to highlight the core of
this model in modeling the long-term post history for the recommendation.
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ULSTM

RLSTM

PLSTMPLSTM PLSTM RLSTM

Content Representation

Hashtag Representation Recommended Hashtag

Fig. 1. General architecture of the recurrent hashtag recommendation framework.
Here, xi and Hi are the content and hashtag representation of the ith post. For the rec-
ommendation of a user at time step t, it first organizes the historical posts of the user
in the time order, obtaining a content representation sequence [x1,x2, · · · ,xt−1] and a
hashtag representation sequence [H1,H2, · · · ,Ht−1]. Then, it models the post history
with our proposed PLSTM recurrent network and obtains two vector representations of
the post history ct−1 and ht−1. Finally, it performs the hashtag recommendation based
on the mixed representation ht of the post history and the current post content xt.

3.1 Content Representation

In this work, we use a one-layer convolution network to model the post content.
It is a variant of the traditional convolution network proposed by Kim et al. [21]
for sentence encoding. And this architecture has been demonstrated to be quite
effective for this task [9]. Specifically, let wi ∈ Rkw be the kw-dimensional word
vector, corresponding to the ith word of the post. A post of length n (padded if
necessary) is represented as

p =
[
w1, · · ·wn

]

The one-layer convolution network takes the dot product of the filter m ∈ Rkw×h

with each h-gram in p to obtain sequence s with the following:

si = f(m · pi:i+h−1 + b). (1)

Here, b ∈ R is a bias term, and f is the hyperbolic tangent (tanh) non-linear
function. This filter is applied to each possible window of words in the sequence
{p1:h,p2:h+1, · · · ,pn−h+1:n} to produce a feature map:

s = [s1, · · · , sn−h+1]

To address the problem of various post lengths, it then applies a max-over-time
pooling over the feature map and takes the maximum value ŝ = max (s) as the
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feature corresponding to this particular filter. By extending the operation to
multiple filters with various window sizes, it obtains multiple features:

x =
[
max(s1) · · · max(sd)

]
. (2)

Here d is the filter number and si denotes the feature map extracted with the
ith filter. These features form the representation of the post.

3.2 Hashtag Representation

Most of the previous hashtag recommendation systems just treat the hashtag as
a single label and represent it with a randomly initialized trainable dense vector.
This practice has two drawbacks. First, it loses the textual information of hash-
tags. Second, in this practice, the size of the hashtag set is fixed. Adding new
hashtags is not possible. Therefore, in this work, we apply a recurrent neural
network to the character sequence of hashtags to obtain their vector representa-
tions. The formal definition is precisely specified as follows:

ht = tanh(Wc · ct + bc) (3)

where ct ∈ Rdc is the vector representation of the tth character of the hashtag
Hi = {c1, c2, · · · , cn}, Wc ∈ R

dp×dc and bc ∈ R
dp are trainable parameters of

affine transformations. We use the final hidden state hn ∈ Rdp to represent Hi.
And in the following, we refer Hi to this vector representation if without further
explanation.

3.3 Model the Post History with Recurrent Neural Network

The general architecture of the framework is depicted in Fig. 1. For the recom-
mendation of a user at time step t, it organizes his/her historical posts in the
time order. And because we model the post content and the used hashtag sepa-
rately, we obtain two sequence representations of the post history, i.e., the con-
tent sequence [x1,x2, · · · ,xt−1] and the hashtag sequence [H1,H2, · · · ,Ht−1].
We then applied a recurrent framework PLSTM to the resulting two sequences,
obtaining vector representations of the post history ct−1 and ht−1. Finally, we
perform the hashtag recommendation based on the mixed representation ht of
the post history and the current post content. To achieve this purpose, we extend
the long short-term memory network and design a parallel long short-term mem-
ory framework to perform this task which we describe below.

Parallel Long Short-Term Memory. The proposed recurrent module
PLSTM contains two parallel LSTMs, with one (RLSTM) performing recom-
mendations based on the memory and post content, and the other (ULSTM)
performing memory updating. These two parallel LSTMs share the memory con-
tent as depicted in Fig. 1. We separate the operations of recommendation and
memory updating to make it easy to encode the object hashtag, chosen by the
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user after the recommendation performed, to the memory. The formal definition
is as follows: ⎡
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ct = ĉt � ît + ct−1 � f̂t,

ht = ot � tanh(c̃t � it + ct−1 � ft).

(4)

Table 1. Statistics of the dataset.

Item Train Develop Test

#User 2,000 1,000 1,000

#Tweet 127,846 8,086 9,190

#Example 187,247 13,174 13,946

#Hashtag 3,104 1,936 1,952

#Hashtag/User 23.54 6.28 6.29

#Word/Example 13.30 13.26 13.04

where σ is the element-wise sigmoid function and � represents element-wise
product. Wr ∈ R

4dh×(dh+dx) and br ∈ R
4dh are trainable parameters for trans-

formation. And Wu ∈ R
3dh×(dh+dx+dp) and bu ∈ R

3dh are trainable parameters
for memory updating. In addition, we argue that the recommendation and mem-
ory updating can be performed incrementally. This is achieved by feeding the
object hashtag Ht into the recurrent module, updating ct−1 to ct. Note that Ht

does not affect the recommendation of Ĥt. It only affects the recommendation
for future posts p>t. This is reasonable and practicable because users will offer
feedbacks immediately after the recommendation being performed. Specifically,
once we have performed the recommendation, a user will immediately choose or
type in a hashtag matching their intention. Thus, we can make use of the object
hashtag to adjust our system accordingly for future recommendations.

3.4 Recommendation

the hashtag recommendation of the proposed model is performed based on the
mixed representation ht of the post history and the current post content. To
obtain the rank of hashtag Hi as the recommendation candidate for post pt, we
compare its representation with ht, obtaining a matching score:

score(pt,Hi) = hT
t Hi, (5)
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where hT
t denotes the transpose of ht. We apply a softmax non-linear operation

to obtain the probability of it as the recommendation candidate, as follows:

p(Hi|pt) =
exp (score(pt,Hi))

∑NH
j=0 exp (score(pt,Hj))

, (6)

where NH is the size of the hashtag set. We recommend n hashtags with the
highest probability for post pt.

4 Experiment

4.1 Dataset

To perform the study, we collected data from 2,000 users (referred to as U in the
following) on Twitter. For each user, we crawled his/her tweets published from
2015/1/1 to 2015/2/28 as training data and tweets published from 2015/3/1 to
2015/3/10 as testing data. This results in 127,848 training tweets and 17,276
testing tweets. Table 1 lists some statistical information about this dataset.

4.2 Compared Methods

We first compared the proposed model with several state-of-the-art methods,
including methods that do not model the post history and those that model the
short-term post history:

– IBM1 [2]: IBM1 applies a translation model to obtain the alignment proba-
bility between the word and the tag.

– TopicWA [14]: TopicWA is a topical word alignment model, in which the
standard LDA is employed to discover the latent topic.

– Tweet2Vec [8]: It applies a LSTM framework to the character sequence of
a tweet to obtain its vector representations and predict a hashtag using the
encoded vector.

– LSTM-Attention [19]: This is an attention-based LSTM model, which
incorporates an LDA-based topic model into the LSTM architecture through
an attention mechanism.

– TPLDA [10]: This is an LDA-based time-aware personalized hashtag recom-
mendation model. It models the short-term post history.

– HMemN2N [11]: HMemN2N is a hierarchy end-to-end memory network
based model. It constructs the post history with a fixed number (we adjusted
this value on the developing data set) of latest historical posts and stores
them in an end-to-end memory.

Then we explored the effectiveness of some components of the proposed model.
To this end, we implemented the following variants of PLSTM.

– PLSTM−Post History: This variant does not model the post history for
the hashtag recommendation. For every post pt, the variant performs the
recommendation based on its content representation xt, with score(pt,Hi) =
xT
t Hi.
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– PLSTM−Hashtag History: This variant models the post history using the
standard LSTM model. It does not separately models the hashtag history.
Every hashtag within the post content is treated as a normal word with a
randomly initialized embedding representation.

Table 2. Comparison of the proposed model with state-of-the-art methods and two
variants of it on the test data set. Models with the † marker were implemented with the
source code provided by their corresponding authors. The first four baselines did not
model the post history, while the following two baselines modeled the short-term post
history. The first variant (PLSTM−Post History) did not modeled the post history.
The second variant (PLSTM−Hashtag History modeled) the whole post history but
did not separately model the hashtags history.

Models Hits@1 Hits@5

IBM1 [2] 0.2322 0.3043

TopicWA† [14] 0.3023 0.3975

Tweet2Vec† [8] 0.3116 0.4021

LSTM-Attention [19] 0.3413 0.4430

TPLDA† [10] 0.2737 0.5359

HMemN2N† [11] 0.3843 0.5460

PLSTM−Post History 0.3233 0.4350

PLSTM−Hashtag History 0.4151 0.6137

PLSTM (proposed) 0.4671 0.6645

4.3 Implementation Details

We implemented the TopicWA, Tweet2Vec, TPLDA, and HMemN2N models
with the code provided by their corresponding authors, and reimplemented other
baselines. Hyper-parameters of these models (e.g., topic number for TopicWA,
and memory size for HMemN2N) were adjusted on the developing data set. For
the proposed model and its variants, the embedding dimension of the characters
and words were set to 50, 300 respectively. We initialized the word embeddings
with Google word2vec1 [22]. For the post content encoding, we used 200 filters
for each n-gram size ∈ {1, 2, 3, 4}. Hidden size of the recurrent network was set to
100. Dropout was applied to the word embeddings with a dropping probability
of 0.5. For parameter updating, we used the Adadelta [23] optimizer with the
default settings of Blocks2.

4.4 Evaluation Metric

There are several evaluation metrics for hashtag recommendation, including
Hits@N [6,24], Precision, Recall, and F1 [6,11]. Because in the setting of this
1 https://code.google.com/p/word2vec/.
2 http://blocks.readthedocs.io/en/latest/index.html.

https://code.google.com/p/word2vec/
http://blocks.readthedocs.io/en/latest/index.html
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work, there is only one ground truth hashtag for every recommendation, we
choose the Hits@N metric to evaluate the model performance. The definition is
precisely specified as follows:

Hits@N =
Number of Hits

Recommendation times
.

Here a hit occured when the recommended N hashtags include the ground truth
hashtag.

4.5 Results and Discussion

Table 2 lists the results of the proposed model compared to those of the state-
of-the-art baselines and its variants. From the table, we can obtain the following
observations: (1) Our proposed model PLSTM consistently outperforms all of
the state-of-the-art methods. This indicates the robustness and effectiveness of
our approach. (2) For post content modeling, the neural network based models
Tweet2Vec, LSTM-Attention, and PLSTM−Post History generally perform bet-
ter than the LDA-based model TopicWA. This explains the popularity of neural
network based approaches for this task. (3) Models modeling the post history
(e.g., TPLDA, HMemN2N and PLSTM−Hashtag History) generally outperform
those not modeling the post history, especially on Hits@5. This proves the infor-
mativeness of the post history for hashtag recommendation. (4) The long-term
post history can bring additional improvement to the recommendation system.
For example, compared to the HMemN2N model, there is an approximately 3%
absolute improvement on Hits@1 and 5% absolute improvement on Hits@5 for
our variant PLSTM−Hashtaq History, which models the long-term post his-
tory. This empirically verified our assumption that the long-term post history

Fig. 2. Performance of the proposed
model on test data set using different
portions of post history. The 20% refers
to the 20% of the historical posts clos-
est in time to the testing data set, and it
degenerates to the PLSTM-Post History
model when the history portion is 0%.

Fig. 3. Performance of the proposed
model on test data set when shuffling
different part of training data. The 20%
refers to the 20% of the historical posts
closest in time to the testing data set,
and shuffling the data means not orga-
nizing the posts in the time order.
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should be informative for the current recommendation. (5) Additionally mod-
eling the hashtag history can bring further improvement to the system. This
is observed from the comparison between the proposed model and its variant
PLSTM−Hashtag History.

4.6 Further Analysis

Influence of Different Part of Post History. From the above study, we know
that the long-term post history can indeed improve the hashtag recommendation
quality at the current time step. However, we do not know how much influence
each part of the post history has on the final recommendation performance. To
explore this question, we performed a study on different part of the post history.
Specifically, during model inference, we removed the training data of different
time steps and re-generated the memory content cNu

and hNu
using the trained

model for each user with the left training data. Note that we did not re-train
the model but only re-generated the memory content. Based on the resulting
memory content, we tested our proposed model on the testing data set. Figure 2
shows the results of the proposed model using the latest 20%, 40%, 60%, 80%
and 100% of the post history for each user.

From the figure, we can see that the performance of our proposed model
continuously increases as the post history increases. In addition, we can find
that the improvement speed by the size of the post history slowly decreases as
the time gap between the added historical posts and the test data set increases.
For example, with the latest 20% of the post history, the performance increases
by approximately 5% for Hits@1 and 10% for Hits@5. While additionally using
the 20%–40% of the post history, the performance only increases approximately
3% for Hits@1 and 5% for Hits@5. We argue that this is because the latest 20% of
the post history has a greater influence on the testing data than the 20%–40%
of the post history. Similar observations could be obtained from comparisons
between other portions. From these observations, we can see that the influence
of the post history on the current recommendation decreases over time. This also
explains why it cannot greatly increase the memory size of HMemN2N, which
treats every historical post equally.

Influence of Organizing Posts in Time Order. As previously mentioned, to
make the recurrent neural network applicable, we organize the posts of a user
in time order. A natural question is whether it is necessary to organize the
historical posts in time order, or in other words, whether there is somehow
dependency between contiguous posts. To answer this question, we designed the
following experiment. For each user and his/her corresponding training data
{p1,p2, · · · ,pNu

}, we first shuffle the order of the latest 20%, 40%, 60%, 80%
and 100% of the training data. Then, we re-trained the proposed model on this
training data set and tested on the original testing data set. The results are
shown in Fig. 3.
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From the figure, we can observe that shuffling the order of the training data
degrades the testing performance. This indicates that there is indeed a depen-
dency relation between contiguous posts. And similarly, we can also observe that
it has a greater influence on the testing performance when the shuffled training
data are closer in time to the testing data set. This verified again that the more
recent post history is more informative for the recommendation. From these
observations, we can come to the a conclusion that organizing historical posts
in time order is indeed helpful to our system.

Inference Speed. Because this model was designed for real-time recommendation,
it was critical for it to be time efficient. This section considers its time efficiency
for inference. We supposed that recommendations had to be performed user by
user and time by time. Thus, it was not possible to run the program in parallel.
Therefore, we generated the content embedding xt and performed recommenda-
tions sample by sample, instead of grouping them into a batch and considering
them together. Table 3 lists the inference speeds on a GPU (NVIDIA TITAN X)
and CPU (Intel(R) Xeon(R) CPU E5-2650 v3 @ 2.30 GHz) with Theano [25].
As can be seen, even on a CPU, without much speed optimization, the average
recommendation time is less than 0.4 s.

Table 3. Time efficiency of the pro-
posed model for inference.

#Sample Device ms/Example

13,246 GPU 9.374

13,246 CPU 362.244

Table 4. Performance of the proposed
model PLSTM+FM with word embed-
dings initialized with Google word2vecs
or randomly.

Initialization Hits@1 Hits@5

Google 0.4630 0.6623

Random 0.4541 0.6567

Parameter Sensitivity. In this section, we want to investigate the hyper-
parameter influence on the performance of our proposed model. We first studied
the influence of the pre-trained word embeddings. Table 4 lists the results of
our proposed model with and without pre-trained word embeddings. As shown
by the results, pre-trained word embeddings only provide a small benefit to the
performance.

Another hyper-parameter of interest is the filter number Nf for each n-gram
size. We tried different settings for Nf ∈ {100, 150, 200, 250}. The results listed
in Table 5 show that the proposed model is non-sensitive to the variation of
the filter number, especially on Hits@5. Considering the computation cost and
performance, it is recommended to set Nf ∈ (100, 250).
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Table 5. Performance of the proposed model PLSTM+FM with different filter num-
bers.

FilterNum Hits@1 Hits@5

100 0.4623 0.6648

150 0.4563 0.6657

200 0.4630 0.6623

250 0.4600 0.6618

5 Conclusion

The work aimed to provide a keyword-suggestion-like hashtag recommends,
which recommends several hashtags when the user types in the hashtag (#)
symbol. In contrast to previously published approaches, which did not consider
the user’s post history or only considered a few of the latest posts, the proposed
model utilized the entire post history of the user to perform the recommenda-
tion. To this end, we organized the historical posts of the user in the time order
and proposed a recurrent-neural-network-based model to perform the post his-
tory modeling. Experimental results on a dataset crawled from Twitter showed
that the proposed model could achieve state-of-the-art performance.
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Abstract. Sentiment analysis is widely applied in personalized recom-
mendation, business reputation monitoring, and consumer-driven prod-
uct design and quality improvement. Fine-grained sentiment analysis,
aimed at directly predicting sentiment polarity for multiple pre-defined
fine-grained categories in an end-to-end way without having to identify
aspect words, is more flexible and effective for real world applications.
Constructing high performance fine-grained sentiment analysis models
requires the effective use of both shared document level features and
category-specific features, which most existing multi-task models fail
to accomplish. In this paper, we propose an effective multi-task neu-
ral network for fine-grained sentiment analysis, Multi-Task Multi-Head
Attention Memory Network (MMAM). To make full use of the shared
document level features and category-specific features, our framework
adopts a multi-head document attention mechanism as the memory to
encode shared document features, and a multi-task attention mechanism
to extract category-specific features. Experiments on two Chinese lan-
guage fine-grained sentiment analysis datasets in the Restaurant-domain
and Automotive-domain demonstrate that our model consistently out-
performs other compared fine-grained sentiment analysis models. We
believe extracting and fully utilizing document level features to establish
category-specific features is an effective approach to fine-grained senti-
ment analysis.

Keywords: Fine-grained sentiment analysis · Multi-head Attention
Memory · Multi-task learning

1 Introduction

The main purpose for sentiment analysis is to identify the sentiment polarity
(i.e. positive, neutral, and negative) from input documents. Most existing sen-
timent analysis tasks are carried out at document level [1–3] or aspect level
[4–7]. Document level sentiment analysis outputs the general sentiment polarity
c© Springer Nature Switzerland AG 2019
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of the whole document, while aspect level sentiment analysis predicts sentiment
for an aspect. Aspect sentiment analysis is a two-step process, i.e. aspect word
extraction and sentiment analysis. Fine-grained sentiment analysis [8,9] is an
approach that directly analyzes sentiment polarity (positive, neutral, negative
or not mentioned) for multiple pre-defined fine-grained categories in a specific
domain. Take the Restaurant domain as an example, pre-defined categories such
as ease of transportation, price level, cost effectiveness, discounts, taste, overall
experience and so on should be analyzed collectively to provide a fine-grained
sentiment analysis approach to document understanding. Fine-grained sentiment
analysis is also able to predict sentiment polarity from implicit expressions in the
absence of aspect words. It is more suitable in real world applications, especially
for documents containing oral expressions. For example, the user review snippet
“The food is expensive but the taste is delicious” contains two categories of senti-
ment, i.e. the price is negative while the taste is positive. The negative comment
for price is “expensive”, which is expressed implicitly without an aspect word.

In order to analyze these categories collectively, multi-task learning has been
suggested for fine-grained sentiment analysis. For example, [10] proposed a multi-
task learning framework with an individual attention for each category on the
shared LSTM encoding layer. However, these models perform poorly for cate-
gories which rely on multiple document level features, especially on conflicting
features. These approaches tend to obscure the characteristics of each attended
word by forcing multiple words into one attention or one pooling for each cate-
gory [5]. For example, the sentiment expressed in the review snippet “Although
tables on the top floor of the restaurant are visible from the road crossing, it is
still a long way from there, and the restaurant sign is not as clear as others”
relies on multiple words with conflicting expressions. The negative sentiment
on category “easy to find” is influenced more strongly by the expression “the
restaurant sign is not as clear as others”. Models with only one attention or
one pooling for each category are not able to provide appropriate weights for
these features. On the other hand, certain sentiments are synthetic in nature.
For example, the category “overall experience” should be synthesized from the
combination of the sentiment polarities from all other categories, especially if
no explicit expression is provided. Therefore, in addition to individual category-
specific features, obtaining document level features in a shared way and making
full use of them is necessary for effective fine-grained sentiment analysis.

In order to capture multiple shared features of a document, as well as
category-specific features for fine-grained sentiment classification, we propose
an effective multi-task learning framework, i.e. Multi-Task Multi-Head Atten-
tion Memory Network (MMAM), for fine-grained sentiment analysis. With the
document tokens as input, our model adopts an embedding look-up layer to gen-
erate the document embedding matrix, a Bi-LSTM layer for document encod-
ing, and a document attention memory layer with multiple attention heads to
capture features of different expressions. All the above layers are trained with
shared parameters. Subsequently, a fine-grained attention layer is adopted on
the multi-head document attention memory layer by paying specific attention
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to each fine-grained category. The final output of each category consists of an
individual fully connected layer and an individual softmax layer.

In summary, our contributions are two-fold: (i) We proposed an effective app-
roach to making full use of document level features and category-specific features
for fine-grained sentiment analysis. (ii) We developed a multi-task framework
with multi-head attention layer to capture shared document level features, and
a fine-grained attention layer to make full use of these document level features
for fine-grained sentiment analysis.

Our framework outperforms other compared fine-grained sentiment analysis
models on two Chinese language fine-grained sentiment analysis datasets, i.e.,
the Fine-grained Sentiment Analysis of Online User Reviews dataset 2018 (AI
Challenger 2018)1 in the Restaurant-domain with 20 categories, and the Fine-
grained Sentiment Analysis of User Reviews in Automotive Industry (DataFoun-
tain 2018)2 containing reviews in the Automotive-domain with 10 categories, as
shown in Table 1.

Table 1. Details of the experiment datasets

Datasets Training Validation Test Number of categories

Restaurant-domain reviews 100k 10k 10k 20

Automotive-domain reviews 6632 829 829 10

2 Related Work

Fine-grained sentiment analysis is to analyze sentiment polarity on multi-
ple pre-defined categories in an end-to-end way. It is able to predict sentiment
from implicit expressions in the absence of aspect words [8,9]. For example, [11]
applied structured features for fine-grained sentiment analysis. [12] proposed a
multi-layer perceptron model for multi-task emotion classification and regres-
sion. [13] combines the final states of a bi-LSTM neural network with additional
features for fine-grained emotion analyses. [14] applied multi-task framework
with shared CNN or LSTM encoder and task-specific softmax mechanism for
fine-grained sentiment analysis.

Common to these approaches to fine-grained sentiment analysis is the use of
multi-task learning (MTL). MTL based on neural networks has proven to be
effective in many NLP tasks, such as information retrieval [15], machine trans-
lation [16], part-of-speech tagging and semantic role labeling [17]. MTL utilizes
both the commonalities in the document features and the differences in each task
to perform multiple learning tasks collectively. Therefore, MTL can strengthen
the training data by transferring useful information from one task to another.
For example, [18] used shared CRFs and domain projections for multi-domain
multi-task sequence tagging. [16] and [19] shared encoders or decoders in one to

1 https://challenger.ai/dataset/fsaouord2018.
2 https://www.datafountain.cn/competitions/329.

https://challenger.ai/dataset/fsaouord2018
https://www.datafountain.cn/competitions/329
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many or many to many neural machine translations. [20] used multiple shared
LSTM layers with a separate softmax layer for each semantic sequence labeling
task. Multi-task learning has also been applied to multi-aspect sentiment anal-
ysis tasks [21]. However, existing approaches in fine-grained sentiment analysis
are not so effective because document level features are not fully utilized since
only word encoding layers are shared in these models.

3 Approach

Our framework consists of five layered modules (Fig. 1), the word embedding
layer, the Bi-LSTM encoding layer, the document attention layer, the fine-
grained attention layer, and the output layers for each category consisting of
a fully connected layer and a softmax layer.

Fig. 1. MMAM model Framework

3.1 Input Embedding Layer

An embedding lookup matrix L ∈ R
d×|V | is generated by concatenating all the

word vectors from pre-trained models, such as word2vec and ELMo, in which d
is the dimension of the embedding vector and |V | is the size of the vocabulary. In
forward-propagation, E = {e0, e1, . . . , en} is generated by retrieving the matrix
L from the input words w, where ei ∈ R

d is the embedding vector for each word.

3.2 Bi-LSTM Layer

A Bi-LSTM layer is applied for encoding the embedded words to form sequential
features. 1-layer Bi-LSTM is applied in this research. The inputs for the forward
LSTM encoder and backward LSTM encoder are both the embedded word vec-
tors E, while the outputs are the encoded forward and backward vectors. The
Bi-LSTM layer produces the concatenated vectors H = {h0, h1, . . . , hn} as the
output, where hi is the concatenation of the hidden states in the i-th forward
LSTM cell and the i-th backward LSTM cell.
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3.3 Multi-Head Document Attention Memory Layer

Attention is applied for document encoding. Different from previous researches,
[22,23], for this fine-grained multi-task learning, multiple attention heads are
applied as memory on the output of Bi-LSTM layer to capture shared features
in the document. For each attention head, the forward-propagation is listed as
follows:

αdai
= softmax(−→w da2,itanh(Wda1,iH�)) (1)

dai = αdai
H (2)

where dai is the output of the i -th document attention head vector, Wda1,i ∈
R

dimda×2dimh is a dense transformation matrix for hidden states H, dimda is
the document attention dimension, dimh is the hidden states size for the LSTM
cell, and vector −→w da2,i ∈ R

dimda is the query vector for each document attention
query head. Supposing there are m document attention features, the output of
document attention is a matrix DA ∈ R

2dimh×m, generated by the concatenation
of the m attention heads, i.e. DA = {da0, da1, . . . , dam}.

3.4 Fine-Grained Attention Layer

While the document multi-head attention memory layer captures shared features
from the document, the fine-grained attention layer is employed on the output
of document attention memory layer in order to obtain the category-specific
features. For each category, the calculation in the forward propagation for a
fine-grained attention vector is given as follows:

αgai
= softmax(−→w ga2,itanh(Wga1,iDA�)) (3)

gai = αgai
DA (4)

where gai is the output of the i -th fine-grained attention vector, Wga1,i ∈
R

dimga×2dimh is a dense transformation matrix for document attention matrix
DA, dimga is the fine-grained attention dimension, dimh is the hidden states
size for the LSTM cell, and vector −→w ga2,i ∈ R

dimga is a specific query vector for
each category.

3.5 Output Layers and Multi-task Learning

The output layers consist of a fully connected layer and a 4-class softmax layer
(positive, neutral, negative, and not-mentioned) for each category. Both layers
are trained with category-specific parameters. The forward-propagation for each
category is listed as follows:

fci = dense(gai) (5)
pi = softmax(fci) (6)
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where fci ∈ R
dimfc is the output of a fully connected layer, and pi ∈ R

4 is the
output probability for each class in the i -th category.

The model is trained by minimizing the sum of cross-entropy loss in each fine-
grained category. L2 regularization is employed in all the attentions and dense
layers to ease over-fitting. The loss function of this model is given as follows:

L =
∑

x,y∈D

t∑

i=0

∑

c∈C

yCi · logfCi (x; θ) + λ||θ||2 (7)

where D is the training dataset, C is the sentiment classes including positive,
neutral, negative, and not-mentioned, yCi ∈ R

4 is the one-hot label vector for the
i -th category with true label marked as 1 and others marked as 0, fCi (x; θ) is the
probability result for the i -th category, and λ is the L2 regularization weight.
Besides L2 regularization, we also employed dropout and early stopping to ease
overfitting.

4 Experiments

4.1 Experiment Settings

The effectiveness of the model was tested on two Chinese language fine-grained
sentiment analysis datasets, as shown in Table 1. The original Restaurant-domain
dataset with 120k labeled data was split into training, validation, and test
datasets, containing 100k, 10k, and 10k samples respectively. The positive, neu-
tral, and negative classes are labeled as 1, 0, and –1 respectively, while the not-
mentioned class is labeled as –2. There are 20 categories in Restaurant-domain,
ease of transportation, distance from business location, ease of finding, waiting
duration, waiters’ attitude, ease of parking, serving duration, price level, cost
effectiveness, discount, decoration, noise, space, cleanness, portion, taste, look,
recommendation, overall experience, and willingness to return, while the 10 cat-
egories in Automotive-domain are price level, engine power, comfort, configura-
tion, appearance, fuel consumption, space, safety, ease of control, and trim. All
these categories are predefined by the datasets providers. A user review example
is given in Fig. 2. In this case, the ease of transportation, price level, cost effec-
tiveness, discounts, taste, and overall experience categories are labeled as 1 (pos-
itive). The others are labeled as −2 since they were not mentioned in this review,
while no category is labeled as 0 or −1. The original Automotive-domain reviews
dataset with 8290 labeled data was also split into training, validation, and test
datasets, containing 6632, 829, and 829 samples respectively. The original labels
were transformed to −2, −1, 0 and 1, similar to the Restaurant-domain.

We used a concatenation of a 300-dimension word2vec [24] and a 1024-
dimension Embedding Language Model (ELMo) [25] as input features for
the Restaurant-domain dataset. Both word2vec and ELMo embedding are
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Fig. 2. A sample review of Restaurant-domain from AI Challenger 2018 (Fine-grained
sentiment analysis)

pre-trained on a large Dianping corpus3 for the Restaurant-domain dataset. The
codes we used for ELMo model pre-training were released by the authors4. For
the Automotive-domain dataset, a 300-dimension word2vec pre-trained on an
Automotive-domain corpus was used as network input embedding features.

4.2 Compared Methods

The Multi-Task Multi-Head Attention Memory (MMAM) model was compared
with the following models. All comparisons were conducted by augmenting a
multi-task fine-grained sentiment analysis layer on top of the existing networks
in order to achieve comparable results.

– SVM [26]: A traditional support vector machine classification model with
extensive feature engineering.

– multi-task CNN-attention and CNN-pooling networks [2]: A multi-task frame-
work with an attention or a max-pooling layer is applied on the concatenation
of the output of CNN kernels with various kernel sizes.

– multi-task LSTM-attention and LSTM-pooling networks [10]: A multi-task
framework with an attention or a max-pooling layer is applied on the con-
catenation of the output of a forward LSTM layer and a backward LSTM
layer.

– multi-task Recurrent Attention network on Memory (RAM) [5]: RAM model
adopts a multiple attention layer combined with a recurrent neural network.
The final state of the recurrent attention network is used for classification
in the original RAM network. We applied multi-task RAM by adding an
individual softmax layer on the final states for each category.

– Multi-Head single-task model: A set of single-task models (MAM-single)
that is trained for each specific category.

3 https://github.com/SophonPlus/ChineseNlpCorpus.
4 https://github.com/allenai/bilm-tf.

https://github.com/SophonPlus/ChineseNlpCorpus
https://github.com/allenai/bilm-tf
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Table 2. Fine-grained sentiment prediction results

Multi-task models Restaurant-domain Automotive-domain

Macro-F1 Acc Macro-F1 Acc

SVM .5244 .7171 .5371 .8680

CNN-pooling .6997 .8748 .5540 .9285

LSTM-pooling .7171 .8774 .5591 .9299

CNN-attention .7170 .8784 .5574 .9309

LSTM-attention .7199 .8787 .5588 .9274

RAM .7170 .8770 .5597 .9274

MAM-single .7195 .8788 .5636 .9300

MMAM .7229 .8799 .5852 .9355

4.3 Main Results

We evaluated the models with two metrics. The first metric is Accuracy [5,6,27],
the average accuracy across all categories. We also used the Macro-Averaged F-
measure (Macro-F1) [5,6,27] calculated by averaging the Macro-F1 across all
categories as the sentiment is polarized in some categories.

As shown in Table 2, our MMAM model consistently outperforms all other
models on both metrics. SVM model performs the worst because it takes n-gram
words directly as input without any embedding. CNN based multi-task models
perform poorly both with attention and with max-pooling feature extractor.
This is because CNN models are efficient in capturing the informative n-gram
features, but are likely to fail when reviews of multiple categories are expressed
in one document due to the loss of sequential features. Multi-task LSTM based
models perform better than CNN since they may extract some sequential fea-
tures. However, LSTM does not perform as well as our MMAM model since
they only apply one pooling or attention layer for each fine-grained classification
task, and lack shared document level attention memory features. Comparison
with multi-task LSTM model confirms that the multi-head document attention
is necessary to capture multiple document level features.

Our MMAM model also performs better than multi-task RAM model. For
Automotive-domain dataset, the Macro-F1 of MMAM is 0.0255 higher than
RAM, a 4.6% improvement. Multi-task RAM model also adopts multiple atten-
tions after the LSTM encoder layer combined together by a GRU layer. How-
ever, the nonlinear recurrent attention concentrates on the sentiment transition
of one category, rather than capturing category-specific features. This confirms
the effectiveness of the collective extraction of document level features in our
framework.

To validate the effectiveness of the multi-task learning structure, we tested
our MMAM against a set of single-task models (MAM-single), where one
model is trained for each specific category. As expected, MAM-single did not
perform as well as our MMAM model. This is because the MAM-single model
does not utilize any encoding information from other categories.
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Table 3. Fine-grained sentiment prediction results for MMAM with various number
of document attention heads

Document attention heads Restaurant-domain Automotive-domain

Macro-F1 Acc Macro-F1 Acc

2 .7171 .8778 .5549 .9299

4 .7181 .8781 .5649 .9331

6 .7224 .8791 .5714 .9325

8 .7224 .8795 .5811 .9329

10 .7227 .8797 .5852 .9355

15 .7229 .8799 .5834 .9353

20 .7227 .8799 .5847 .9355

4.4 Effect of Document Attention Memory Heads

Fig. 3. Visualization of document attention with 15 heads for document from AI Chal-
lenger 2018 (fine-grained sentiment analysis). (A) document attention plots of sub-
sentences, and (B) fine-grained attention plot

We tested our model with various number of document attention memory heads,
as it is a crucial setting that affects the performance of MMAM model. The
results are shown in Table 3. With only 2 attention memory heads, MMAM
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performs worse than multi-task LSTM-attention model. This is because the fea-
tures learned from 2 attention memory heads are quite limited for fine-grained
classification tasks. The performance of our MMAM model improves as the
number of document attention memory heads increases until it reaches 10 when
the performance begins to level off for both datasets. The optimal performance is
obtained with 15 attention heads for the Restaurant-domain dataset, and with 10
attention heads for the Automotive-domain dataset. More attention heads were
needed for Restaurant-domain dataset to reach optimal performance because
the Restaurant-domain dataset contains more categories, requiring more shared
features for classification.

Fig. 4. Visualization of document attention with only 2 heads for document from AI
Challenger 2018 (fine-grained sentiment analysis). (A) document attention plots of
sub-sentences, and (B) fine-grained attention plot

4.5 Case Study

To directly understand the information flow in the MMAM model, we visualized
the attention results in the multiple attention heads from the document attention
layer and the attention results in the fine-grained attention layer. The Bi-LSTM
encoding layer was removed in the visualization plots in order for the attention
plots to reveal the words on which each document attention head focused. The
visualization results shown in Figs. 3 and 4 are attention plots for some sentences
in the sample document in Fig. 2.

Figure 3 presents the attention results of document attention layer with 15
heads. These attention memory heads focus on different word-level features for
fine-grained sentiment classification. For example, document attention head 6
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strongly focuses on the word “cost-effective” in Fig. 3(A), which dominantly
contributes to the feature in category “cost-effective” in Fig. 3(B). The docu-
ment attention head 9, which is focused on the words “near the bus station”, is
the sole contributor to the “ease of transportation” category. Category “overall
experience” relies on 4 document attention heads, i.e. head 1, 4, 6, 12 that focus
on different document level features, to predict the sentiment polarity. The mul-
tiple document attention heads provide the fine-grained attention layer with the
ability to combine features from multiple categories. For comparison, the visu-
alization plots in Fig. 4 present the attention results of MMAM model with
only 2 attention heads in the document attention layer. The location items, such
as ease of transportation, distance, and easy to find are all supported by atten-
tion head 0. Other categories of positive sentiments, such as food taste, portion,
prices, and cost-effectiveness are all contributed by attention head 1. Therefore,
the attention in each attention head is distributed across multiple categories,
preventing the multi-task model from achieving optimal performance.

5 Conclusions and Future Work

In this paper, we proposed an effective neural network framework for fine-grained
sentiment analysis. This model employs a shared multi-head attention layer to
capture document level features, followed by an individual fine-grained attention
layer to capture category-specific features. We evaluated the performance of our
model on two datasets and demonstrated that it outperforms other fine-grained
sentiment analysis models we tested.

The performance of fine-grained sentiment analysis can be further improved
in many ways. One approach is to combine domain knowledge with machine
learning for sentiment analysis to provide additional features to the neural net-
work. For example, the knowledge that Wudaokou and Wangfujing are popular
business locations can be very useful in predicting sentiment polarity for the cat-
egory “distance from business location”. Therefore, we believe that the learning
framework enhanced with domain-knowledge may perform even more effectively
in fine-grained sentiment analysis systems.
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Abstract. With the development of information technology, there is
explosive growth in the number of online comment concerning news,
blogs and so on. Good comments can improve the experience of reading,
but the massive comments are overloaded, and the qualities of them vary
greatly. Therefore, it is necessary to predict popular comments from all
the comments. In this work, we introduce a novel task: popular com-
ment prediction (PCP), which aims to find out which comments will
be popular automatically. First, we construct a news comment corpus:
Toutiao Comment Dataset, which consists of news, comments, and the
corresponding label. Second, we analyze the dataset and find the pop-
ularity of comments can be measured in three aspects: informativeness,
consistency, and novelty. Finally, we propose a novel multi-target text
matching model, which can measure these three aspects by referring to
the news and surrounding comments. Experimental results show that
our method can outperform various baselines by a large margin on the
new dataset.

Keywords: Application · News comment · Deep learning

1 Introduction

With the development of information technology, more and more people begin
to express their opinions on the Internet, leading to explosive growth in the
number of online comment concerning news, blogs and so on. Good comments
can improve the reading experience of users by showing others’ attitudes and
thoughts. However, it is obvious that the comments generated by lots of users
are overload and the qualities of them vary greatly. So it can be very valuable to
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Table 1. An example of Toutiao Comment Dataset. The original text in the dataset
is in Chinese, so we give the translation of the text. And for each comment, we show
the likes number and replies number.

predict which comments are popular and present them with news together. This
method can be beneficial to both news readers, and providers for it can improve
users reading experience and increase user loyalty.

In this paper, we explore how to automatically predict the popularity of
online comments based on their text data and the relevant auxiliary information,
which we call the task of popular comment prediction (PCP). The popularity of
the comments is influenced by a variety of factors. For instance, the quality of the
comment itself, the relation between the comment and the topic of news. This
leads to a fundamental question: what are the crucial aspects that characterize a
popular comment? To finding out the question, we collect some user’s opinions of
which factor influence the popularity of comment by questionnaire survey with
the sample size of 50. We collected and analyzed the result and finding out that
the factors focus on the following three aspects:

– Informativeness: A popular comment is usually informative and contains
sufficient useful information.

– Consistency: A popular comment is usually highly consistent with the cor-
responding topic, which is decided by the news.

– Novelty: A popular comment tends to be novel and able to stand out from
a large number of comments.

The measurements for consistency and novelty are about two parts of texts
(comment and news, comment and surrounding comment). So in this view, the
PCP can be seen as a subtask of Natural Language Sentence Matching (NLSM).
However, different from the traditional sentences matching tasks, such as answer
selection and paraphrase identification, which usually contain two parts of texts.
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In PCP task, we need to consider the matching between comment and different
kinds of auxiliary information jointly.

So we propose the Multi-Target Text Matching (MTTM) model, which can
automatically assess the popularity of online comments by referring to the rele-
vant auxiliary information including news title, news abstract, and surrounding
comments. More specifically, our model measures the informativeness of a com-
ment by the comment itself, the consistency by matching the comments with the
news, and the novelty by referring to the surrounding comments. Experimental
results show that our model’s scoring is highly correlated with human scoring in
all of the aspects.

It is a big challenge that we lack annotated dataset for news comments.
Moreover, we need comments’ popularity label to conduct a supervised method.
In this work, we propose the Toutiao Comment Dataset for this task. It contains
the user-generated information that can be used as the popularity label of the
comment. The details will be introduced in the next section. The contributions
of this paper are listed as follows:

– We propose the task of popular comment prediction (PCP), and construct a
large-scale annotated dataset.

– We find three metrics which can measure the popularity of comments: infor-
mativeness, consistency, and novelty.

– We propose Multi-Target Text Matching model (MTTM), which can con-
sider all the three metrics to predict the popularity of comments. Our model
outperforms various baselines by a large margin.

2 Toutiao Comment Dataset

In this section, we introduce the proposed Toutiao Comment Dataset. The exist-
ing comment datasets, such as SFU Opinion and Comments Corpus [7], do not
contain the annotated information, so they are not suitable in this task. There-
fore, we construct Toutiao Comment Dataset, which contains both news and
comments. More importantly, the dataset contains annotated popularity infor-
mation, i.e. the number of likes, which is naturally generated by users.

Table 2. Statics information of the textual attributes (Avg-word and Avg-char denote
the average number of words and characters, respectively. Vocab means the vocabulary
size).

Attribute Avg-word Avg-char Vocab

Title 16.64 24.02 36378

Abstract 75.95 114.24 46533

Body 326.17 523.78 63425

Comment 18.37 25.67 53916
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Table 1 shows an example of our data. Each piece of data has five attributes:
title, abstract, body, type, and a list of comments, and each comment has associ-
ated numbers of likes and replies. Table 1 also shows two examples of comments.

Users will click the likes button if they appreciate the comment, so we suppose
that comment with more likes will be a popular one. To prove this, we annotated
the popularity score (from 1 to 5) for three hundred comments and conducted the
Pearson correlation test for the human score, and the comment likes number. The
result shows that they are highly correlated (Pearson correlation coefficient is
0.82 and p-value is 0.023). However, there still exists the risk that the comment
with more likes could be discriminative or offensive. So we conduct a manual
sampling inspection on our dataset (count two thousand comments with more
than ten likes), and the result shows that the evil items in our dataset account
for only a very small proportion (smaller than 1%). So we think it is reasonable
to use the likes number as the natural measurement of comment popularity.
We annotate the comments whose number of likes is more than ten as popular
comments and the rest as common comments.

Table 2 presents some statistics of the dataset. The average number of words
in one comment is 18.37, which is close to the title (16.64). However, the vocabu-
lary size of comment (53,916) is much larger than the title (36,378). The reason
is that the expression in the user-generated comments is more informal and
diverse. As shown in Table 2, the average length of the news body is 326.17,
which is too long to be represented by general neural networks. Moreover, the
abstract contains the main idea of the news, so we use the abstract instead of
the news body to capture the content information.

Table 3. Numbers of examples of different classes (common comment and popular
comment) in different sets.

Class Train Valid Test Total

Common 165,423 4,287 4,772 174,482

Popular 197,331 5,713 5,228 208,272

Total 362,754 10,000 10,000 382,754

We divide the dataset into training, validation and test sets. Both the number
of samples in the validation set and test set are 10,000, and the number of
samples in the train set is 362,754. The numbers of examples of different classes
in different sets are shown in Table 3. The Toutiao Comment Dataset will be
released soon. It is large and includes news, comments and the corresponding
label, so we think it can also be used in other studies about news comment.
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Fig. 1. The overview of the proposed MTTM model.

3 Proposed Model

3.1 Problem Formulation

Here, we give the notations and the formulation of the task. Suppose we have a
set of N example in dataset {x1, x2, · · · , xN}, and each example contains a title,
an abstract, a comment, and several surrounding comments: x = {t,a, c, s}.
Each comment has a label l of whether the comment is of high-popularity or
low-popularity. Our goal is to assign the popularity label for each upcoming
comment.

3.2 Overview

In order to predict the popularity label l, the proposed MTTM (Multi-
Target Text Matching) model estimates the probability distribution P (l|x) =
P (l|c, t,a, s). In our model, the popularity of a news comment can be measured
using three aspects: informativeness, consistency, and novelty. The informative-
ness is assessed by the comment itself. The consistency is evaluated by referring
to the title and the abstract. Moreover, the novelty is assessed by comparing
the comment with the surrounding comments. Our model takes consideration
of these aspects and gives a general justification to the popularity of the com-
ment. More specifically, our model first represents the comments, titles, and the
abstract into vectors with the Bi-LSTM [3]. Then the vectors are fed into a
mean-pooling layer and becomes text-level representations. After that, the rep-
resentations of the comments are matched with the titles, abstracts, and the
surrounding comments respectively. The combination layer is used to combine
these three aspects, and the output layer finally predicts the popularity label.
The overview of the proposed model can be found in Fig. 1.
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3.3 Multi-target Text Matching Model

We now give a detailed explanation of each component. Our model consists of
the following four layers:
1. Representation Layer: The representation layer is to represent the com-
ments, titles, and abstracts with dense vectors. It first transforms the words into
word vectors e = {e1, e2, · · · , eL} (L denotes the number of words). Then, the
word vectors are fed into a Bi-LSTM to obtain the forward context representa-
tion. We show the formula for the comment c as example:

sc = BiLSTM1(ec) (1)

After getting the word-level representations, we use a mean-pooling layer to
catch the n-gram information. We apply the overlapping mean-pooling layer to
the hidden states in every time-step of Bi-LSTM. We calculate the average of
the adjacent ps hidden states and the stride is 1. The size of the mean-pooling
ps is a hyperparameter. The experimental results show that this is helpful to
improve the performance of the model.

hc
i =

∑ps−1
k=0 sc

i+k

ps
(2)

where i = 1, 2, ..., L − ps + 1. The similar computation is performed to obtain
the representations of titles ht, abstracts ha and other comments hs.
2. Matching Layer: The matching layer uses attention mechanism to measure
the similarity between the comment and the title or the abstract. Besides, it
measures the dissimilarity between the comment and the surrounding comments
to assess the novelty. As is shown in Fig. 1, for each hidden state in the comment
representations, all hidden states in the context representations (title, abstract
and surrounding comments) will be matched independently. We now take the
matching between the title t and the comment c as the example using attention
mechanism:

αi,j = hc
i ∗ ht�

j (3)

atti,j =
eαi,j

∑L′
t

j=1 eαi,j

(4)

where i = 1, 2, ..., L′
c and j = 1, 2, ..., L′

t. (L′
c and L′

t denote the number of hidden
states of comment and title’s hidden states after pooling, respectively.) Then,
we take αi,j as the weight of ht

j , and access an attentive vector for the entire
title t by weighted summing all the ht

j :

htsum
i =

L′
t∑

j=1

ht
j ∗ atti,j (5)

After getting the weighted-sum vectors, we perform the matching operation:

mtk
i = fm(hc

i ,h
tsum
i ,W k) (6)
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Where i = 1, 2, ..., L′
c and k = 1, 2, ..., p, p is the number of perspectives [14].

And the fm is defined in the following way:

fm(v1, v2,W ) = cos(v1 ◦ W,v2 ◦ W ) (7)

The ◦ is the element-wise multiplication and the W is the parameter matrix.
Finally, we get the matching vectors for the title from different perspectives.

mti = [mt1i ,mt2i , ...,mtpi ] (8)

where i = 1, 2, ..., L′
c. Now we get the matching result vector between title and

comment: mti . mti is the matching result for one time-step, so we connect all the
time-steps’ results and get the matching results mt for the whole sentences. We
can also get other matching result ma (matching with abstract), ms (matching
with other comments) by the same way.
3. Combination Layer: The combination layer is to combine different compo-
nents of matching vectors into a vector for prediction. In our model, the popu-
larity of news comments can be measured from three aspects: informativeness,
consistency and novelty. The informativeness is represented by the mean-pooling
of comment’s representation.

Rinfo =
∑L

i=1 s
c
i

L
(9)

In the previous layer, we get the matching result mt. Here we use another Bi-
LSTM to process the matching result:

St = BiLSTM2(mt) (10)

After this, we choose the last time-step of St from both directions to form the
vector rt for prediction. Similarly, we get ra and rs . The consistency is measured
by the matching result between comment and title(abstract). And the novelty
is directly measured by the matching result between comment and surrounding
comments.

Rcons = [rt , ra ] (11)
Rnove = rs (12)

Then we just connect all this three parts and get the final vector for prediction.

R = [Rinfo,Rcons,Rnove] (13)

4. Output Layer: The out layer is to evaluate the probability distribution
P (l|t, a, c, s) and output the prediction of comment label. In this layer, we
simply use three layer feed-forward neural network to predict the result.

p(l|c, t, a, s) = softmax(WoR + bo) (14)
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4 Experiments

4.1 Experimental Details

We adopt the accuracy and macro-F1 score as our evaluation metrics. The word
embedding with 200 dimensions is initialized using word2vec [9]. The hidden size
of Bi-LSTM is 200, and the number of layers is 2. We use the Adam [5] optimizer
with the initial learning rate α = 0.001. Besides, the dropout regularization [12]
with the dropout probability p = 0.2 is used to reduce overfitting.

4.2 Baselines

We compare our model with the following baselines (Since all the neural network
baselines are designed for the matching of two texts, we match the comments
and the other contexts as a whole when using them):

– Traditional machine learning methods: We choose several traditional
machine learning classifiers, including SVM, LogisticRegression (LR), and
RandomForest (RF). We use comment only for all these methods because
these models can hardly handle multiple inputs.

– Siamese-CNN (Sm-CNN): We use the Siamese framework [2] and use
CNN to get the text representation. All the texts get representations individ-
ually and then get connected for prediction. The kernel size is 3,4,5, and the
kernel number is 100.

– Siamese-LSTM (Sm-LSTM): Similar to Siamese-CNN, the only difference
is that we use LSTM to get the text representation. The hidden dimension
of LSTM is 200.

– ARC-II [4]: ARC-II is a text matching model which improves the traditional
CNN matching model by using a sliding window. This model and the following
two baselines are implemented using an open-source text matching toolkit
MatchZoo1, which integrate several text matching models.

Table 4. Comparison between our proposed model and the baselines on the test set.

Models SVM LR RF Sm-CNN Sm-LSTM ARC-II MP MV-LSTM BIMPM MTTM

Acc (%) 61.59 63.57 60.99 65.68 66.17 67.23 66.84 66.52 67.48 70.75

F1 (%) 71.18 74.41 70.57 75.94 76.00 76.20 74.68 77.34 77.40 80.73

Table 5. The correlation analysis between human scoring and our model’s scoring
in different metrics. All the correlation is significant with p < 0.05 (Info denotes
informativeness, Cons denotes consistency, and Nove denotes novelty).

Correlation Info Cons Nove Total

Spearman 0.740 0.574 0.610 0.689

Pearson 0.745 0.544 0.608 0.704

1 https://github.com/faneshion/MatchZoo.

https://github.com/faneshion/MatchZoo
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– MatchPyramid [11] (MP): MatchPyramid transfers the traditional sen-
tence matching task to an image recognition task.

– MV-LSTM [13]: The MV-LSTM model matches two sentences with multiple
positional sentence representations.

– BIMPM [14]: BIMPM is a popular model to predict a label with matching
two sentences. This model can match two texts from multi-perspectives. We
implement this model according to the paper and related code.

4.3 Results

As is shown in Table 4 (All the results have passed the significance test), our
proposed MTTM model achieves the best performance in the main evaluation
metrics. MTTM can outperform both traditional machine learning methods and
neural network methods. The BIMPM model has the best performance among
all the baselines, and our MTTM model achieves improvements of 3.27% accu-
racy and 3.33% F1 score over the BIMPM model. Compare to the existing text
matching models, which usually focus on the matching between two kinds of
texts, the MTTM model pays more attention to the difference of target texts
and match the source text with each target text respectively. The experiment
result shows that this multi-target text matching mechanism can learn better
representation and improve the performance of classification.

4.4 Human Evaluation

In this paper, the popularity of comments is measured in three metrics: infor-
mativeness, consistence and novelty. Here come two important questions:
can these metrics measure the comment popularity of comment well? Moreover,
does our model realize the measurement of the metrics successfully? Since these
metrics are subjective, we use human evaluation and statistical analysis to ana-
lyze two questions. We randomly select 120 examples from the test set, and we
assign three annotators(recruit from undergraduate of school) to evaluate the
comments independently. Each comment is evaluated with a 5-point Likert-scale
in three metrics: the informativeness of comment itself, the consistency between
the comment and the news, and the novelty of comments compared with the
surrounding comments. We average three annotators’ scores for each metric to
obtain the human scores. The results are scaled to [0,10].

Table 6. Ablation Study. Performance on the test set when removing different parts
of text.

Models Acc (%) F1 (%)

Full model 70.75 80.73

w/o title 70.10(↓ 0.65) 79.79(↓ 0.94)

w/o abstract 69.82(↓ 0.93) 79.07(↓ 1.66)

w/o surrounding comments 69.16(↓ 1.59) 79.56(↓ 1.17)
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Table 7. Performance on the test set with different number of surrounding comments.

Num 0 1 3 5

Acc (%) 69.16 68.22 69.53 70.75

F1 (%) 79.56 78.59 79.18 80.73

To answer the first question, we analyze the relationship between the
human scores and the popularity label of a comment. We conduct the indepen-
dent sample t−test for annotators’ score based on comment’s popularity label.
The results show that there are significant differences (p < 0.05) of the mean
value of three human scores between popular comment class and common com-
ment class. It concludes that the metrics we use in this work can measure the
comment popularity well.

To analyze the second question, we obtain our model’s scores on three
metrics by mask different part of our model(set related matrix parameters to
zero when predicting). We scale the output probabilities to [0, 10] so that it is
comparable to the human scores. We conduct the correlation analyze between
our model’s scores and the human scores. We calculate the Pearson correlation
coefficient and Spearman correlation coefficient for all the three scores as well
as the total score. The result is shown in Table 5. We find that all these scores
are significantly correlated (p < 0.05) between human and model’s results. It
concludes that our model realizes the measurement of three metrics successfully.
Besides, among these three scores, the correlation coefficient of informativeness
is highest, which indicates that the informativeness is more important in our
model.

4.5 Impact of Different Parts of Text

Here we explore the impact of model inputs to its performance by removing
different parts of the text. The result is shown in Table 6. As is shown in Table 6,
the performance of the model shows different degrees of decline when we remove
different context text. This shows that each input context is helpful for the
classification and there are differences in the contribution of different context
to the performance of the model. There is the smallest decline in the model
performance when removing the title of news. It is reasonable because the news
title tends to contain limited information.

4.6 Impact of the Surrounding Comment

In order to assess the novelty of comment, we also use the surrounding comments
about this news as input text. Here the impact of the number of the surrounding
comments on the model performance is further analyzed, and the related exper-
iment result is shown in Table 7. According to Table 7, we find that with the
increase in the number of surrounding comments, the model performs better,
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Fig. 2. Results of different types of news. The types from left to right are: health,
technology, world, finance, sports, society, entertainment and average result. Different
colors represents different metrics. Horizontal line represents the average level.

which shows that the surrounding comments are of great help for classification.
The proposed model can refer to the surrounding comments for analyzing the
novelty of a given comment. The larger the number of surrounding comments,
the more input information can be enriched, leading to a more accurate assess-
ment of novelty. However, we find that when only one surrounding comment is
used, the performance of the model turns worse compared to using no surround-
ing comment. The reason is that the model suffers a significant variance in the
case where there is only one comment, making the novelty score inaccurately
evaluated.

4.7 Error Analysis

We find that there are significant differences in the performance of the model on
different type of news. In order to explore the impact of the news type, we select
seven different news types in our test set, and each type has at least several
hundred samples. The performance of the model on these seven different types
of news is shown in Fig. 2. According to Fig. 2, we find that the performance of
the model on world news is better than average (accuracy 82.9% vs 70.8%, F1

score 90.3% vs 80.7%). However, the model performance on the health news is
worse than average (accuracy 61.2% vs 70.8%, F1 score 68.0% vs 80.7%).

To analyze this phenomenon, we first count the number of new s in each
type in our training set. The result is shown in Fig. 2. Moreover, we can see
that the number of world news is close to health news. At the same time, the
number of entertainment news is much larger than finance news, but they have
a similar result in the test set. So we can conclude that the number of examples
in the train set has little influence. Then why the results can be so different
in world news and health news? We think it can be explained that world news
contains less professional knowledge. So it is easy to arouse the user’s resonance
to give reasonable feedback. At the same time, less professional knowledge makes
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it easy to capture the relevant semantic features, leading that the proposed
model can learn an effective pattern to perform classification. However, there is
a large amount of expertise in health news, leading to sparse data. Therefore, it
is difficult for the model to learn a unified pattern for classification, resulting in
poor performance.

5 Related Work

There have been some studies about news comments. [8] try to extract opin-
ion target from news comments. Their method uses global information in news
articles and contextual information in adjacent sentences of comments. [10] try
to identify “good” online conversations. They build the Yahoo News comment
threads Dataset and try to find Engaging, Respectful, and Informative Con-
versations. This dataset handles a thread of comment as a whole. [16] used a
Graph-Structured LSTM to model the Reddit comment thread structure. How-
ever, we focus on the direct news comments which users read first and concern
most. [6] also proposes a model to classifier the comments, and they focus on
constructive comments. The dataset they use is rather small and lacks reliable
annotation.

Siamese framework [2] is a classical method to deal with the Natural Language
Sentence Matching(NLSM) task. However, the mutual information between the
two sentences is lost in Siamese framework. [1] proposed Matching-Aggregation
framework to overcome this problem. [4] proposed ARC-II model, which connects
the n-gram of the two sentences and builds a 2D matrix first and then conduct
matching. [11] proposed Match-Pyramid model, which transfers the text matching
to image recognition by calculating the similarity matrix first. [15] find that atten-
tion architecture is helpful for the matching result. [14] propose BIMPM model,
and they match the two sentences in two directions and multi-views on each hid-
den state of Bi-LSTM. [13] proposed the MV-LSTM model matches two sentences
with multiple positional sentence representations.

6 Conclusions

In this work, we propose the task of popular comment prediction and construct a
large-scale annotated dataset. We analyze the dataset and find the popularity of
comments can be measured in three aspects: informativeness, consistency, and
novelty. In order to measure three aspects above automatically, we propose a
Multi-Target Text Matching model. Experimental results show that our model’s
scoring is highly correlated with human scoring in three aspects. Besides, our
model outperforms various baselines by a large margin.
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Abstract. In recent years, social media has become an ideal channel for news
consumption while it also contributes to the rapid dissemination of fake news
out of easy access and low cost. Fake news has detrimental effects both on the
society and individuals. Nowadays, fake news detection in social media has
been widely explored. While most previous works focus on different network
analysis, user profiles of individuals in the news-user network are proven to be
useful yet ignored when analyzing the network structure. Therefore, in this
paper, we aim to utilize user attributes to discover potential user connections in
the friendship network with attributed network representation learning and
reconstruct the news-user network to enhance the embeddings of news and users
in the news propagation network, which effectively identify those users who
tend to spread fake news. Finally, we propose a unified framework to learn news
content and news-user network features respectively. Experimental results on
two real-world datasets demonstrate the effectiveness of our proposed approach,
which achieves the state-of-the-art performance.

Keywords: Fake news detection � Social media � User profiling � Network
embedding

1 Introduction

In recent years, social media has become an indispensable part of daily life in which
people can actively create or exchange their own ideas about news. However, the easy
access, low cost and non-certification of social media enable fake news to disseminate
widely and rapidly because of malicious accounts. Fake news, aiming to mislead
readers out of commercial or political purpose, denotes a type of falsified information
and brings detrimental effects to individuals as well as the society. The uniqueness of
fake news makes it difficult to distinguish whether it is true or not simply from news
content even with human eyes. Up until now, several fact-checking websites have been
deployed to confirm the news, but it is still hard to deal with all the news promptly.
Besides, external information such as knowledge base or user social engagements can
help alleviate the shortcoming of text features but it is along with incomplete data or
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unexpected noises. Therefore, detecting fake news in social media is an important yet
extremely challenging task.

In most studies, detection of fake news is regarded as text categorization that relies
on computational linguistics and natural language processing [1]. Network analysis [2]
is also considered to be an ideal method combined with text features. A previous study
[3] used a novel concept of believability for edge re-weighting with network embed-
ding to enhance user representation. However, attributes of individuals in the social
network are usually ignored when analyzing the network structure, which help find
malicious accounts like social bots [4] or trolls. Research [5] has provided evidence that
fake news is likely to be spread by non-human accounts with similar attributes and
structure in the network. For example, social bots tend to connect with legitimate users
instead of other bots. They try to act like a human with fewer words and fewer
followers in social media, who contributes to the forward of fake news.

In this paper, we propose a unified framework by learning both news content and
news-user network to solve the above problems. We firstly construct a news-user
network and leverage accelerated attributed network embedding to learn user repre-
sentations with user profiles from friendship network, which makes it possible to
discover abnormal users due to the similar topological structure and profiles. Secondly,
we reconstruct the news-user network by adding new user connections based on the
similarity of above user vectors and enhance embeddings of news and users with
DeepWalk. In this way, we can make user embedding close to news embedding
through network representation learning. Finally, we joint news and user embeddings
as network features and fusion with content via pipeline learning. Experimental results
on two real-world datasets demonstrate that the proposed method significantly out-
performs the state-of-the-art model.

The rest of paper is structured as follows. In Sect. 2, we provide a brief introduction
of related work. Then, we demonstrate our proposed model in a detailed way in Sect. 3.
Section 4 reports the experimental process and result analysis. Finally, we present the
conclusion and future work in Sect. 5.

2 Related Work

In this section, we briefly review the related work of fake news detection, which is
categorized into content-based, network-based and feature fusion methods.

Content-Based. Content refers to the body of news, including source, headline, text
and image-video, which can reflect subtle differences. Castillo et al. [6] first made use
of special character, emotive words and hashtags to identify fake news. Qazvinian et al.
[7] added lexical patterns and part of speech to improve the above work. In most
studies, LIWC features have been applied to identify the role of individual words in
news classification, which have already been outlined by [8, 9] from all proposed
methods. In terms of writing style, Rubin et al.[10] transferred the method of deception
detection to detect fake news for the first time, and used rhetorical structure to measure
the coherence of news. However, existing textual features are generally insufficient for
fake news detection because fake news tries to mock true news.
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Network-Based. Researches in this direction mainly focus on two aspects, user
characteristics and group characteristics (social network or diffusion network). Castillo
et al. [6] utilized user attributes such as age and number of followers/followees on
twitter while Yang et al. [11] carried out similar experiments on Weibo platform. Jin
et al. [12] learnt users’ potential stance and conflict opinions from user comments by
building a topic model. In order to extract temporal features from user comments, Ma
et al. [13] took advantage of recurrent neural network while Chen et al. [14] added an
attention mechanism to better distinguish effective features. In terms of network
analysis, Zhang et al. [15] constructed a heterogeneous network with author, news and
topic as nodes and combined with text features while a model [16] consisting of RNN
and CNN was used to mine the global and local changes of user characteristics in the
diffusion path respectively. Typically, Ma et al. [17] developed a kernel-based prop-
agation tree and compare the similarity of rumor propagation tree in structure to obtain
higher-order models for distinguishing different rumor types.

Feature Fusion. Due to the limitation of one source data, researchers have begun to
explore how to combine different sources of features. Wang [18] provided a public
benchmark dataset LIAR for fake news detection and then tried to combine content
with metadata as feature input. Karim et al. [19] made further research on constructing
an end-to-end model integrating feature extraction, multi-source fusion and automatic
detection to capture the relationship between different data sources. Besides, Natali [20]
built three modules called “Capture”, “Score” and “Integrate” to fusion news texts, user
comments and news sources effectively. Shu [21] studied the relationship between
readers, news and writers through matrix decomposition, and made a breakthrough in
the experimental result. Yang et al. [22] made innovative use of the image in news,
who proposed a model Ti-CNN that integrates text and image, and confirmed the
effectiveness of image in identifying fake news.

In this paper, we build a fusion framework that joints news representations learning
from news content and news-user network respectively. Different from previous
methods, our model focus on the characteristic of users engaged in fake news by taking
advantage of network embedding to learn user representation in friendship network
with user attributes and then reconstruct the news-user network with new relationships
of similar users.

3 Model

In this section, we present the details of user-characteristic enhanced model UCEM, a
unified framework by learning news textual content and news-user network respec-
tively (Fig. 1). We regard the news as a source user and construct a homogeneous
network consisting of news propagation and user friendship network, the reason for
which is that it enables mutual improvements of embeddings between users and news
when learning the constructed network. Taking user profiles into consideration, we first
utilize AANE to learn user embeddings in friendship network and discover the
potential connections between users especially robot users. Then, a reconstructed news-
user network is leveraged to learn news and user representations that are subsequently
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concatenated as input. By unifying news content and news-user network embeddings,
our model detects the original news is fake or not. The detailed implement of sub-
models will be presented in Sects. 3.1, 3.2 and 3.3.

3.1 User Attributed Network Learning Based on AANE

Since social engagements are large-scale, we alleviate data sparsity by utilizing social
proximity via network embedding. As science theories like homophily [23] and social
influence [24] suggest, nodes’ attributes are highly relevant to the network topological
structure. AANE [25], namely accelerated attributed network embedding, gets better
node representation by combing attribute proximity with network embedding, which
develops a distributed optimization algorithm to decompose a complex problem into
many sub-problems with low complexity.

Therefore, we utilize AANE to incorporate user profiles with user friendship net-
work and get user embeddings. Given a set of users U ¼ u1; u2; . . .; unf g connected by
a friendship network G associated with edge weights W and user profiles A, we aim to
represent each user as a d-dimensional vector hi where i denotes ith user and get the
final embedding representation H preserving the user proximity both in topological
structure and user profiles. We treat it as an undirected network G ¼ U;E;Wð Þ where

Fig. 1. Illustration of user-characteristic enhanced model for news classification
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E is a set of edges and weights are set to 1 or 0 if there is no connection between two
users. Finally, we get embedding of each user after learning the friendship network
with AANE, which is of great value for finding similar users.

3.2 Reconstruction for News-User Topological Network Based on User
Similarity

In network representation learning, the first-order proximity indicates that two nodes
are similar if there is a connection between them. In turn, if two nodes are similar, we
can add a new relationship for them to make them closer in network structure. Similar
users who tend to spread fake news may not follow each other, and malicious accounts
present fewer connections in social networks. Motivated by this, we use cosine simi-
larity to compute similarity for each user and add new user connection if the value is
beyond the threshold є that is set by experiment (Eq. 1). H denotes the user embed-
dings from the above work where i denotes ith user and j denotes jth user.

connection Hi;Hj
� � ¼

1; if \ cos hð Þ ¼ Hi�Hj

kHikkHjk � 1

0; if � cos hð Þ ¼ Hi�Hj

kHikkHjk

8
<

:
ð1Þ

Based on the user similarity, we reconstruct the news-user network by adding new
user connections. As we know, users in the spread of fake news and the way of
propagation are different from true news. Network representation learning can help find
those differences and show them both on news and user embeddings. In addition,
malicious accounts are usually fewer-follower and fewer-word in social media. Thus,
the new relationships of users enable to enhance embeddings about abnormal accounts
and fake news. Specifically, we learn the news and user representations by employing
DeepWalk [26], which samples a sequence of data with a random walk algorithm. We
define the news-user network G ¼ V ;Eð Þ where V represents the nodes including users
as well as news and E indicates the relationships between nodes like spreading or
following. Besides, the weights of news-user edges are the number of reposting and the
weights of user-user edges are set to be 0 or 1. The main idea of DeepWalk is updating
node representation with SkipGram [29] by maximizing the co-occurrence likelihood
of the nodes that come into view within a window using an independent assumption.

Finally, we concatenate the average of user embeddings for each news, where
n denotes the number of users who spread the news, with news embedding as the
network feature input, shown as follows.

Vusers ¼ 1
n
�
Xn

i

Vui ð2Þ

Vnetwork ¼ Vusers � Vnews ð3Þ
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3.3 Fusion Framework of Network and Content Learning

“Late fusion” is a useful technique that boosts performance in most studies [27], so we
incorporate the news content and news-user network features via a “late fusion”, which
allows for a neural network to learn a combined representation of multiple input
streams. In order to make different features effective for classification, we develop a
neural network architecture to lean them respectively via pipeline.

The content sub-network consists of an embedding layer and a convolutional layer
followed by a max-pooling layer capturing the n-gram information of text, which has
already been proven useful in research [30]. Each news is represented as a series of
words x1; x2; . . .; xnf g and the input is the concatenation of each word (Eq. 4). Then the
convolutional layer produces a feature map c generated from a window of words
xi:iþ h�1 with three different sizes of filters wk as Eqs. 5 and 6 shows.

xinput ¼ x1 � x2 � . . .� xn ð4Þ

cki ¼ f wk � xi:iþ h�1 þ bð Þ ð5Þ

ck ¼ ck1; c
k
2; . . .; c

k
n�hþ 1

� � ð6Þ

Besides, the network sub-network is built by a shallow perceptron with two dense
layers (Eq. 7) where l1 or l2 denotes the layers and the output is anetwork . Finally, both
features will be concatenated to predict the result. They are first fed into a fully-
connected layer and then updated by a binary cross-entropy loss function as Eqs. 8 and
9 shows.

anetwork ¼ reluðWl2 � ðWl1 � Vnetwork þ bl1Þþ bl2Þ ð7Þ

M ¼ relu W � anetwork � acontentð Þþ bð Þ ð8Þ

loss ¼ �
Xn

i¼1

ŷilog yi þ 1� ŷið Þ log 1� ŷið Þ ð9Þ

4 Experiments

4.1 Datasets

In this work, we use publicly available datasets called FakeNewsNet1 provided by Shu
[28]. FakeNewsNet is a combination of two small datasets collected from two fact-
checking platforms, namely PolitiFact2 and BuzzFeed3. Both datasets include, for each

1 https://github.com/KaiDMML/FakeNewsNet.
2 https://www.politifact.com/subjects/.
3 https://www.buzzfeed.com/.
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news, the text content of the news and social contextual information like user content
and user followee/follower for relevant users who posted/spread the news on Twitter.
After cleaning the data, the detailed statistics are shown in Table 1.

4.2 Experiment Settings

For content sub-network, we initialize the embedding layer with pre-trained word2vec
[29] embeddings of 256 dimensions and the word excluded in word2vec is set to a
uniform distribution between [−0.25, 0.25]. Besides, we adopt DeepWalk to learn news
and user embedding of 128 dimensions from the reconstructed news-user network as
the feature input, which is trained by two dense layers with 50 units and 100 units
respectively. Meanwhile, the mini-batch is fixed to 16. Finally, we train our model
using Adam optimization with a learning rate of 0.001. In order to make the result more
persuasive, we use early stopping mechanism and evaluate them using 5-fold valida-
tion. The metrics we use to evaluate the performance of all models are common in
related areas, namely precision, recall and F1.

4.3 Baselines

In order to make comparison with previous methods, we choose the proposed frame-
work using features like only content, network or combination of them as follows:

RST+SVM [10]. RST is a style-based method using the theory of rhetorical structure
to measure the coherence of news.

LIWC+SVM. In traditional methods, LIWC is widely used for extracting linguistics
features. In our experiment, we use features of 90 dimensions obtained from LIWC as
input with SVM classifier.

Castillo [6]. This method extract features from user profiles and user friendship net-
work that is added the credibility score of users in [21] to ensure fair comparison.

RST+Castillo. This method combines features obtained from RST and Castillo.

LIWC+Castillo. This method combines features obtained from LIWC and Castillo.

Table 1. The statistics of datasets

Platform BuzzFeed PolitiFact

# Candidate news 182 238
# True news 91 120
# Fake news 91 118
# Users 15257 23865
# Engagements 25240 36680
# Social links 634750 574744
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TriFN [21]. This method combines news and social engagements through modeling
tri-relationship between publisher, news and readers. The SVM classifier is applied for
classification.

4.4 Experimental Result and Analysis

We report the experimental result and the comparison is shown in Table 2.

We observe that baselines considering purely news contents achieve a lower F1
than other methods. In addition, methods considering both news content and social
engagements can boost the performance. It is noticeable that our model UCEM
increases by approximately 2% and 4% in terms of F1 compared with the best model.
The possible reason is that our model unifies two features via “late fusion” for clas-
sification and improves the news-user network using user characteristics based on
network embedding. Our model is different from TriFN that utilizes matrix analysis on
tri-relationship for the reason that we aim to reconstruct the news-user network, which
effectively improves the capability to identify fake news.

Analysis Based on News Content
We mainly focus on features extracted from news content using different classifiers.
We aim to compare the traditional method and deep learning models CNN and Bi-
LSTM. Due to overfitting, the Bi-LSTM did not perform well with a lot of parameters
as Table 3 shows and leveraging CNN to train with word2vec embeddings (static
mode) performs better especially on PolitiFact datasets, considered to be a part of the
unified framework.

Table 2. Result of models for fake news detection on FakeNewsNet

BuzzFeed PolitiFact
Precision Recall F1 Precision Recall F1

RST+SVM 0.610 0.561 0.555 0.571 0.533 0.544
LIWC+SVM 0.655 0.628 0.623 0.637 0.667 0.615
Castillo 0.747 0.783 0.756 0.779 0.791 0.783
RST+Castillo 0.758 0.784 0.789 0.812 0.792 0.793
LIWC+Castillo 0.791 0.834 0.802 0.821 0.767 0.813
TriFN 0.864 0.893 0.870 0.878 0.893 0.880
UCEM 0.895 0.955 0.888 0.932 0.944 0.929
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Analysis Based on the News-User Network
We analyze different network embedding methods based on the news-user network and
the reconstructed news-user network improved by user characteristics. We first explore
the user content (Fig. 2) and user relationship (Fig. 3) on two datasets.

We note that zero-word, zero-followee and zero-follower users can also be seen in
both datasets. The above analysis confirms the idea of malicious or useless accounts
that exist in the propagation of news. In the meanwhile, research [5] also find that users
who spread fake news have fewer followers and more followees on both datasets and it
verifies our hypothesis.

Table 3. Result of news classification based on news content

BuzzFeed PolitiFact
Precision Recall F1 Precision Recall F1

LIWC+SVM 0.655 0.628 0.623 0.637 0.667 0.615
CNN (rand) 0.616 0.486 0.502 0.748 0.855 0.771
CNN (static) 0.658 0.807 0.698 0.818 0.812 0.821
CNN (nonstatic) 0.731 0.635 0.657 0.801 0.762 0.780
Bi-LSTM 0.478 0.801 0.523 0.513 0.830 0.625

Fig. 2. Distributions of number of words in user content

Fig. 3. Data analysis of user relationship
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Subsequently, we carry out experiments on the news-user network using traditional
models DeepWalk, LINE, node2vec and the reconstructed network based on AANE
with the best threshold. The classifier is perceptron with two dense layers. The result is
shown in Table 4. It is noticeable that using AANE to discover potential connections of
users and learn the reconstructed news-user network from DeepWalk can get a better
result. The news-user network consists of friendship network and propagation network
where we treat the news as a source user, so it is like radial-shape for each node.
Therefore, the possible explanation for the result is that Node2vec tend to learn node-
centric information while LINE leverage the 2nd-proximity to improve representation,
so DeepWalk is more suitable for the reconstructed network learning.

Effect of Threshold
In the process of reconstruction, the threshold of similarity is a significant parameter.
We employ different thresholds using AANE + DeepWalk for comparison as Table 5.

The threshold is different when BuzzFeed or PolitiFact datasets get the best result.
After analyzing the reason, we find that the number of users in PolitiFact is more than
that in BuzzFeed and it contributes to a different range of new user connections. The
main idea of reconstruction is to discover extremely similar users while threshold less
than 0.90 leads to a huge number of similar users that are not useful for network

Table 4. Result of news classification based on news-user network

BuzzFeed PolitiFact
Precision Recall F1 Precision Recall F1

DeepWalk 0.824 0.720 0.798 0.916 0.912 0.915
Node2vec 0.813 0.755 0.797 0.878 0.859 0.872
LINE 0.824 0.787 0.797 0.861 0.877 0.859
AANE+Node2vec 0.833 0.833 0.833 0.813 0.761 0.809
AANE+LINE 0.778 0.833 0.789 0.896 0.841 0.894
AANE+DeepWalk 0.874 0.811 0.861 0.924 0.915 0.920

Table 5. Result of news classification on news-user network using different threshold

BuzzFeed PolitiFact
Threshold є Precision Recall F1 Precision Recall F1

0.90 0.824 0.730 0.800 0.886 0.876 0.883
0.95 0.874 0.811 0.861 0.895 0.882 0.894
0.96 0.847 0.766 0.829 0.899 0.868 0.898
0.97 0.814 0.768 0.803 0.924 0.915 0.920
0.98 0.808 0.744 0.791 0.861 0.839 0.855
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learning because of the lower F1 and F1 for different thresholds is in form of normal
distribution. We also visualize the users in new connections by sampling randomly
(Fig. 4). Most of them are zero-follower users that are reasonable to the research [5].

5 Conclusion

In this paper, we deeply analyze the characteristics of user in the propagation of news
and reconstruct the news-user network. We observe that our model can effectively
identify accounts tending to spread fake news in social media. Furthermore, we built a
novel user-characteristic enhanced model that jointly learn news textual content and
news-user network information to identify the types of news. Experimental results
show that our model performs better than models using the same datasets.

In future work, we may focus on how to utilize user comments to improve the
whole network. Besides, a complete and large-scale dataset including content, user
profile, user comment, social engagement and so on would like to be collected for
further research.
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Abstract. Emotion detection has been extensively researched in recent
years. However, existing work mainly focuses on recognizing explicit emo-
tion expressions in a piece of text. Little work is proposed for detecting
implicit emotions, which are ubiquitous in people’s expression. In this
paper, we propose an Implicit Objective Network to improve the perfor-
mance of implicit emotion detection. We first capture the implicit senti-
ment objective as a latent variable by using a variational autoencoder.
Then we leverage the latent objective into the classifier as prior informa-
tion for better make prediction. Experimental results on two benchmark
datasets show that the proposed model outperforms strong baselines,
achieving the state-of-the-art performance.

Keywords: Sentiment analysis · Variational model · Neural network ·
Implicit emotion

1 Introduction

Emotion detection, as one heated research topic in natural language processing
(NLP), aims to automatically determine the emotion or sentiment polarity in
a piece of text. Emotion detection is usually modeled as a classification task,
and a large number of methods are proposed in past ten years. Previous work
is mainly divided into lexicon-based methods [10] and machine learning based
methods [15]. Recently, various neural networks models have been proposed for
this task, achieving highly competitive results on several benchmark datasets
[21]. However, these work mainly focuses on explicit emotion detection. Little
work is proposed for detecting implicit emotion expressions.

In real world, people are more likely to express their emotion in an implicit
way, so the emotional expressions contain explicit emotion and implicit emotion.
Taking the following sentences as examples:
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(S1) It is such a great thing for me to meet my best friend again today. (happy)
(S2) I ate a grain of sand while eating dumplings in that restaurant. (angry)
(S3) A friend forgot his appointment with me. (sad)

In sentence S1, the explicit emotion happy can easily be identified via the
keyword great based on sentiment lexicon. In S2, the customer is complaining
about the terrible quality of food about the restaurant, and a person is dis-
appointed to friend’s missing appointment in S3. For S2 and S3, however, it is
difficult to automatically detect the emotions by using sentiment lexicon or defin-
ing appropriate features, since the sentences lack of explicit sentimental clues.
Obviously, the models of explicit emotion detection can not achieve satisfactory
performance for implicit emotion detection.

In S2 and S3, the emotion angry and sad are expressed towards the implicit
sentiment objectives ‘quality of food’ and ‘appointment and credit’, respectively,
which both cannot be observed explicitly. Intuitively, if these semantic-rich objec-
tive information can be learned and leveraged as prior information into the final
prediction, the performances should be improved. Taking sentence S3 as example,
if the implicit objective ‘appointment and credit’ can be captured in advance,
with the cue word ‘forgot’ further discovered, a classifier can easily infer the
emotion sad. This motivates us to build a method that can capture such implicit
sentiment objective for better detecting implicit emotion.

In this paper, we propose a variational based model, Implicit Objective Net-
work (named ION), for implicit emotion detection. We model the sentiment
objective as a latent variable, and employ a variational autoencoder (VAE) to
learn it. The overall model consists of two major components: a variational
module and a classification module. First, the variational module captures the
semantic-rich objective representation in the latent variable during the recon-
struction of input sentence. Then, the classification module leverages such prior
information, and uses a multi-head attention mechanism to effectively retrieve
the clues concerning the objective within the sentence.

To our knowledge, we are the first study that employs the variational model to
capture the implicit sentiment objective, and leverages such latent information
for better make prediction. We conduct experiments on two datasets, which
are widely used for implicit emotion detection, including ISEAR [23] and IEST
[12]. Experimental results show that our model outperforms strong baselines,
achieving the state-of-the-art performance.

2 Related Work

Emotion Detection. Emotion detection is a heated research topic in NLP.
A large number of methods are proposed for the task in past ten years. Exist-
ing work are mainly divided into three classes: lexicon-based methods, machine
learning based methods and deep learning methods. Pang et al. (2002) first
explored this task by using bag-of-word features [18]. Later, many machine learn-
ing models are explored for the task [6]. More recently, various neural networks
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models have been proposed for this task [3,20,22], achieving highly competitive
results. However, existing work largely focuses on explicit emotion detection.
For implicit emotion detection, some preliminary work also is proposed [2,19].
Meanwhile, a shared task is proposed for implicit emotion detection [3,12]. How-
ever, these models fail to effectively use the information of implicit sentiment
objective for the final prediction, limiting the performance of the task.

Variational Models. Our proposed method is also related to variational mod-
els in NLP applications. Bowman et al. (2015) introduced a RNN-based VAE
model for generating diverse and coherent sentences [4]. Miao et al. (2016)
proposed a neural variational framework incorporating multilayer perceptrons
(MLP), CNN and RNN for generative models of text [17]. Bahuleyan et al.
(2017) proposed a variational attention-based seq2seq model for alleviating the
attention bypassing effect [1]. Different from the above work, we employ the
VAE model to make reconstruction for original sentence, during which we make
use of the intermediate latent representation as prior information for facilitating
downstream prediction.
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Fig. 1. The overall framework of the proposed model.

3 Implicit Objective Network

The proposed model is shown in Fig. 1, which consists of two main components:
a variational module and a classification module.



650 H. Fei et al.

3.1 Variational Module

For an input sentence, the variational module can capture the semantic-rich rep-
resentation in the latent space. The main motivation is that we model the implicit
sentiment objective as latent variables, since it cannot be observed explicitly. Pre-
vious studies have already proved that variational autoencoder (VAE) had strong
ability to learn latent representation that was semantic-rich [4,17]. Therefore,
we use VAE to learn such objective representation, during the reconstruction of
the input sentence.

The model takes a sequence of words as input. For each word wi, we use
a look-up table E ∈ R

L×V (L represents the dimension of embedding vector
and V is the vocabulary size) to obtain its embedding ei ∈ R

L. We employ a
bi-directional Long Short-Term Memory (BiLSTM) network as encoder, trans-
forming the inputs x = {e1, · · · ,eT } (x ∈ R

T×L, T is the sequence length) into
prior parameters: μ, σ.

μ = BiLSTM(x), (1)
logσ = BiLSTM(x). (2)

We define a latent variable z = μ + σ · ε, where ε is Gaussian noise variable
sampled from N (0, 1), z ∈ R

D (D denotes the dimension of latent variable).
The implicit objective is reflected in z. Besides, we believe the sentimental

objective should be compound of several semantic-rich meaning, instead of a
single simple topic. Therefore, the dimension D of the latent variable, which
controls the capacity on carrying the sentimental objective, should be decided
empirically based on development experiments.

We use variational inference to approximate a posterior distribution p(x|z)
over z, and use BiLSTM with a same length of time step in encoder, to decode
z. The final terminals of BiLSTM at each time step will be followed with soft-
max function to make a prediction for possible words. Thus, the decoding is
formulated as:

x̂i = softmaxi(BiLSTM(z)), (3)

where i = (0, · · · , T ), x̂i are the reconstructed words.
Following previous work [14], parameters in VAE are learned by maximizing

the variational lower bound on the marginal log likelihood of features:

logpθ(x) ≥ Ez∼qφ(z |x)[logpθ(x|z)] − KL(qφ(z|x)||p(z)), (4)

where φ and θ are the parameters of encoder and decoder respectively, and KL-
divergence term ensures that the distributions qφ(z|x) is near to prior probability
p(z), pθ(x|z) describes the decoding process.

Since the loss objective of decoder is to reconstruct the input, it has a direct
access to the source features. Thus, when the decoder is trained, it will be
q(z|x) = q(z) = p(z), which means that the KL loss is zero. It makes the latent
variables z fail to capture information. We thus employ KL cost annealing and
word dropout of encoder [5].
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3.2 Classification Module

After capturing the sentiment objective z, we leverage it into the classification
module. We employ a multi-head attention mechanism to attend the objective
representation to the input sentence representation.

In practice, we first repeat the implicit sentiment objective T times to obtain
the query representation:

q = [z, · · · ,z]
︸ ︷︷ ︸

T

. (5)

Following previous work [25], we first compute the match between the sentence
and query representation via Scaled Dot-Product1 alignment function. Then one
single attention matrix is computed by a softmax function after the dot-product
of x:

v = tanh(
q · xT

√
D

), (6)

α = softmax(v) · x . (7)

We maintain K attention heads by repeating the computation K times via above
formulation. We then concatenate context representation from K attention heads
into an overall context matrix H.

H = [α1; · · · ;αK ] · W (8)
= {h1, · · · ,hT }, (9)

where W ∈ R
(K·L)×L is a parameter matrix, transforming the shape of context

representation as R
T×L, and each hi is the high level context representation of

i-th token within a sentence.
Afterwards, we employ the pooling techniques to merge the varying number

of features from the context representation H. We use three types of pooling
methods: max, min and average, and concatenate them into a new representation
Hpooled. Specifically,

hi,pooled =

⎡

⎣

⎡

⎣

max(h1
i )

· · ·
max(hL

i )

⎤

⎦ ;

⎡

⎣

min(h1
i )

· · ·
min(hL

i )

⎤

⎦ ;

⎡

⎣

avg(h1
i )

· · ·
avg(hL

i )

⎤

⎦

⎤

⎦ , (10)

Hpooled = {h1,pooled, · · · ,hT,pooled}, (11)

where hj
i denotes the j-th dimension of hi.

To fully utilize these sources of information, we use a linear hidden layer
to automatically integrate max, min and average pooling features. Finally, a

1 The reason we scale the dot products by
√
D is to counteract the effect that, if D

is large enough, the sum of the dot products will grow large, pushing softmax into
regions 0 or 1 [25].
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softmax classifier is applied to score possible labels according to the final repre-
sentation of hidden layer. Specifically,

yk = softmax(fMLP (Hpooled)), (12)

where yk is the predicted label, fMLP (·) is the linear hidden layer.

3.3 Training

Our training target is to minimize the following cross-entropy loss function:

L = −
∑

i

∑

k

ŷklogyk +
λ

2
‖θ‖2, (13)

where the λ
2 ‖θ‖2 is a l2 regularization term, ŷk is ground truth label.

The variational module and the classification module can be jointly trained.
However, directly training the whole framework with cold-start can be difficult
and causes high variance. The training of the variational module can be partic-
ularly difficult. Thus we first pre-train the variational module until it is close
to the convergence via Eq. (4). Afterwards, we jointly train all the components
via Eqs. (4) and (13). Once the classification loss is close to convergence, we
again train the variational module alone, until it is close to the convergence. We
then co-train the overall ION. We keep such training iterations until the overall
performance reaches its plateau.

Table 1. Statistics of two datasets. Avg.Len. denotes the average length of the
sentence.

Dataset Sent. Avg.Len. Train Dev Test

ISEAR 7,666 21.20 5,366 767 1,533

IEST 191,731 18.28 153,383 9,591 28,757

4 Experiments

4.1 Datasets

We conduct experiments on two widely used datasets for implicit emotion detec-
tion, including ISEAR dataset [23] and IEST dataset [12]. ISEAR contains seven
emotions, including joy, fear, anger, sadness, disgust, shame and guilt. IEST con-
tains six emotions, including sad, joy, disgust, surprise, anger and fear. Statistics
of the datasets is shown in Table 1.
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4.2 Experimental Settings

We employ the GloVe2 300-dimensional embeddings as the pre-trained embed-
ding, which are trained on 6 billion words from Wikipedia and web text. The
dimension of latent variable and the number of attention heads are fine-tuned
according to each dataset. We follow Glorot et al. (2010) and initialize all the
matrix and vector parameters with Xavier methods. In the learning process, we
set 300 epochs for pretraining variational module, and 1000 total training epochs
with early-stop strategy. To mitigate overfitting, we apply the dropout method
to regularize our model, with 0.01 dropout rate. We use Adam to schedule the
learning, with the initial learning rate of 0.001. Experimental results are reported
by precision, recall and F1 score.

4.3 Baselines

To show the effectiveness of the proposed model, we compare the proposed model
with the following baselines:

– TextCNN: A classical convolutional neural network for text modeling [11].
– BiLSTM: Bi-directional LSTM makes prediction by considering the infor-

mation from both forward and backward directions [24].

Table 2. Results on two datasets. ION-l.o. denotes ION model without latent objec-
tive representation z. ION+lt denotes ION does not take pre-trained embedding.
ION-att denotes that we remove the multi-head attention. ION-pool denotes ION
removes the pooling operation.

System ISEAR IEST

Precision Recall F1 score Precision Recall F1 score

TextCNN 0.645 0.643 0.642 0.594 0.594 0.594

BiLSTM 0.636 0.643 0.638 0.589 0.572 0.578

RCNN 0.643 0.647 0.644 0.602 0.617 0.608

AttLSTM 0.661 0.666 0.663 0.615 0.623 0.618

FastText 0.620 0.634 0.629 0.605 0.614 0.612

BLSTM-2DCNN 0.716 0.701 0.712 0.617 0.627 0.620

ohLSTMp 0.708 0.699 0.701 0.637 0.601 0.612

DPCNN 0.749 0.739 0.743 0.644 0.647 0.646

ION 0.755 0.746 0.752 0.664 0.647 0.658

ION-l.o 0.702 0.719 0.707 0.617 0.625 0.620

ION+lt 0.736 0.740 0.739 0.656 0.638 0.648

ION-att 0.667 0.679 0.671 0.609 0.615 0.612

ION-pool 0.723 0.719 0.729 0.656 0.635 0.640

2 http://nlp.stanford.edu/projects/glove/.

http://nlp.stanford.edu/projects/glove/
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– RCNN: Lat et al., (2015) build a model for text modeling by concatenat-
ing the output of Recurrent network to the following Convolutional Neural
network [13].

– AttLSTM: Attention based LSTM model can learn high level context rep-
resentation by assigning different weights for different elements in sequence
[27].

– FastText: Joulin et al., (2016) propose a model for text classification which
employs the global average pooling technique to extract high level features
[9].

– BLSTM-2DCNN: Zhou et al., (2016) improve the sequence modeling by
integrating bi-directional LSTM with two-dimensional max pooling operation
[26].

– ohLSTMp: Johnson et al., (2016) explore a region embedding with one hot
LSTM [7].

– DPCNN: Johnson et al., (2017) improve the word-level CNN to 15 weight
layers to better capture global representations [8].

5 Results and Analysis

5.1 Main Results

Experimental results are shown in Table 2. We can see that our proposed model
achieves 0.752 and 0.658 F1 score on ISEAR and IEST, respectively. Compared
with the best baseline model (DPCNN), our model achieves better performance
on both datasets. This demonstrates the effectiveness of the proposed method
for implicit emotion detection.

We further compare our model with several baselines on each emotion.
Results on ISEAR dataset are shown in Table 3. We can see that ION achieves
the best performance on most of the emotions. For the emotions joy, sadness and
guilt, our model also achieves comparative performance. Note that the emotion
anger gives 0.850 F1 score and the emotion disgust gives 0.822 F1 score, signifi-
cantly outperforming other baseline systems. This shows the effectiveness of the
proposed model for the task. Meanwhile, we also find that all models perform
worse on the emotion guilt. Results on IEST dataset are shown in Table 4, the
same trend can be found.

Table 3. Results of each emotions on ISEAR.

Model Joy Fear Anger Sadness Disgust Shame Guilt Avg

FastText 0.621 0.736 0.552 0.645 0.528 0.755 0.565 0.629

AttLSTM 0.675 0.725 0.620 0.643 0.618 0.777 0.584 0.663

ohLSTMp 0.700 0.767 0.683 0.691 0.644 0.796 0.627 0.701

DPCNN 0.767 0.802 0.741 0.705 0.661 0.843 0.680 0.743

ION 0.738 0.835 0.850 0.573 0.822 0.845 0.604 0.752
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Table 4. Results of each emotion on IEST.

Model Sad Joy Disgust Surprise Anger Fear Avg

FastText 0.588 0.705 0.637 0.598 0.555 0.588 0.612

AttLSTM 0.622 0.738 0.550 0.589 0.588 0.620 0.618

ohLSTMp 0.533 0.682 0.611 0.599 0.592 0.656 0.612

DPCNN 0.620 0.706 0.659 0.633 0.601 0.658 0.646

ION 0.636 0.746 0.647 0.650 0.587 0.691 0.658

Fig. 2. Results with different dimensions of latent variable z.

5.2 Impact of Dimensionality of Latent Variable

The latent variable z carries the semantic sentiment objective information. Intu-
itively, the larger the dimension of z is, the stronger capability the ION has. We
analyze the ability of our model in capturing the sentiment objective with differ-
ent dimensionality of the latent variable. Figure 2 shows the results. We have the
following observations. Taking the ISEAR dataset as example. First, when the
dimension is below 80, the performance drops dramatically. When dimension is
above 100, F1 score increases gradually. Second, too large or too small size of
dimension equally hurts the performance, and ION with 250-dim z obtains the
best performance on ISEAR dataset. For IEST dataset, we can see the 300-dim
z is the best for ION. The possible reason is that too large dimensions may
produce redundant representation and cause overfitting.

Fig. 3. Results with different head numbers of attention.
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5.3 Impact of Head Numbers of Attention

Multi-head attention allows the model to retrieve task-relevant information from
different representation subspaces at different positions. We study how the head
numbers of multi-head attention influence the performance of ION. Figure 3
shows the results. We can see that ION has strong ability when the head number
is from 6 to 16. Otherwise, the accuracy drops significantly. Specifically, for
the ISEAR dataset, ION achieves the best F1 score with 10 heads. For the
IEST dataset, ION achieves the best F1 score with 8 heads. This demonstrates
that ION needs more heads on ISEAR than IEST. The main reason is that
the average length of sentences in ISEAR is larger than in IEST, so that the
features should intuitively be more scattered in ISEAR, and correspondingly
requires more number of heads for ION to capture these clues.

5.4 Ablation Study

To investigate the contributions of different parts in our model, we make the
ablation study, which is shown in Table 2. We first remove the implicit objective
representation from Eq. 5. Without such prior information, we find that the
performance decreases significantly, with a striking drop of 0.045 and 0.038 F1
score on ISEAR and IEST, respectively. This verifies our idea that the implicit
objective information is important for implicit emotion detection. The above
analysis also shows the usefulness of the variational module, which capture the
implicit sentiment objective, in our ION model.

We also compare the randomly initialized embedding with the pre-trained
embeddings, to show the effect of the embedding for the task. By using the
randomly initialized embedding, ION gives 0.739 and 0.648 F1 score on two
datasets, respectively. We can see that the proposed model can achieve better
performance with the pre-trained word embedding.

We also explore how multi-head attention module contributes to the overall
performance. We remove the multi-head attention, and use BiLSTM to encode
the text. From Table 2, we can find that without the multi-head attention, the
performance of the model decreases a lot, only giving 0.671 and 0.612 F1 score on
two datasets, respectively. The above analysis shows the usefulness of multi-head
attention for the task.

We further remove the pooling operation from ION model, to show how the
performance of the model changes. We can see that F1 score on two datasets
slightly decreases to 0.729 and 0.640, respectively. This demonstrates the neces-
sity of merging feature representation via pooling techniques.

5.5 Visualization of Implicit Sentiment Objective

To investigate the learned latent representations z, we visualize it and examine
whether the latent space groups together the sentence share the similar implicit
objective. Specifically, we select 1,000 sentences from the test set of ISEAR that
are correctly predicted. We project the z representation of the sentences into
two-dimensional space by using t-SNE algorithm [16], which is shown in Fig. 4.
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Fig. 4. Visualization of implicit sentiment objective on 1,000 sentences.

The visualization of these objective groups provides some interesting insights.
First, latent representations of different sentences are clustered into different
groups. As we expected, these sentences with similar sentiment objective (in
the same color) are projected into adjacent position. Second, some groups are
overlapped with others. We consider this as the semantic compound instead of
outliers. This verifies the idea that an implicit sentiment objective is compound
of several semantic-rich meaning, instead of a single or simple topic.

5.6 Case Study

We analyze how the variational module work together with multi-head atten-
tion to better make prediction. We show some cases based on examples used in
previous subsection. We present 3 representative objective categories that cor-
respond to the certain group in Fig. 4, and assign some labels for describing the

Table 5. Representatives of objective category and the visualization of attention
weights.

Objective Category Attention Visualization

argument, attitude

When I argue with my mother about the way she treats her two children 
differently . (sadness)

Once my father slapped my mother for a small quarrel . (anger)
I had a quarrel with my parents; I was convinced to be right . (anger)

work, achievement
I felt this when I was copying homework for one of my classes . (shame)
When I finished the work that I had planned to do - my homework . (joy)

appointment, credit I failed to show up at an agreed date . (guilt)
A friend forgot his appointment with me . (anger)
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categories. For each category, we present some sentences with their visualization
of the attention weights. Table 5 shows the results.

We can see that the first objective category is about ‘argument’ and ‘atti-
tude’, and the token within the sentences that strongly support the prediction,
such as ‘argue’, ‘quarrel’, ‘slapped’ etc, are highlighted under this category. The
highly weighted tokens are closely related to the corresponding objective cate-
gory. The sentences in another two objective categories have the same observa-
tion. Besides, ION can sufficiently mine task-relevant clues and assign proper
weights for them, instead of merely highlighting the most relevant word. This
owes to the advantage of using multi-head attention.

6 Conclusion

In this paper, we propose an implicit objective network for implicit emotion
detection. The variational module in our model captures the implicit sentiment
objective during the reconstructing of the input sentence. The classification mod-
ule leverages such prior information, and uses a multi-head attention mechanism
to effectively capture the clues for the final prediction. Experimental results on
two datasets show that our model outperforms strong baselines, achieving the
state-of-the-art performance.
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Abstract. Aspect extraction is an important task in ABSA (Aspect Based
Sentiment Analysis). To address this task, in this paper we propose a novel
variant of neural topic model based on Variational Auto-encoder (VAE), which
consists of an aspect encoder, an auxiliary encoder and a hierarchical decoder.
The difference from previous neural topic model based approaches is that our
proposed model builds latent variable in multiple vector spaces and it is able to
learn latent semantic representation in better granularity. Additionally, it also
provides a direct and effective solution for unsupervised aspect extraction, thus
it is beneficial for low-resource processing. Experimental evaluation conducted
on both a Chinese corpus and an English corpus have demonstrated that our
model has better capacity of text modeling, and substantially outperforms pre-
vious state-of-the-art unsupervised approaches for aspect extraction.

Keywords: Aspect extraction � Neural topic model � VAE

1 Introduction

Aspect extraction is an important task in fine-gained sentiment analysis. It aims to
extract target entities (or attributes of entities) that people have expressed in opinion-
ated text. Aspect extraction involves two subtasks: (1) Aspect Term Extraction and
(2) Aspect Category Detection. The former subtask aims to identify all the aspect terms
present in the sentence, while the latter aims to identify the predefined aspect categories
discussed in a given sentence. For example, given the sentence “the waiters were so
rude and obnoxious”, the first subtask should extract “waiters” as an aspect term and
the second should identify “Staff” as aspect category.

Topic models have been widely applied for aspect extraction task because of some
salient advantages, e.g., the ability of identifying aspect terms and grouping them into
categories simultaneously, and the ability of domain adaption. Conventional topic
models are mainly based on Latent Dirichlet Allocation (LDA) (Blei et al., 2003), which
regard document as distribution over topics and topics as distribution over words. Many
variants of LDA (Brody et al. 2010; Zhao et al. 2010; Chen et al. 2014) have been
proposed for aspect extraction and achieved good results. Recently, there is a surge of
research interest in neural topic models (Miao et al. 2016, Miao et al. 2017; Srivastava
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et al. 2017; Ding et al. 2018), which is based on Variational auto-encoder
(VAE) (Kingma and Welling 2013) and regard the latent variables as the topics of
documents. VAE-based neural topic models make the most of the ability of auto-encoder
structure in extracting features and have been proven by previous works to outperform
conventional topic models in learning text representation (Srivastava et al. 2017).

In this paper, we proposed a multi-semantic neural topic model (called MS-NTM)
based on variational auto-encoder for aspect extraction, which consists of an aspect
encoder, an auxiliary encoder and a hierarchical decoder. In the encoding stage, we use
two heterogeneous encoders, i.e., aspect encoder and auxiliary encoder, to build
semantic representations in distinct vector spaces. Such structure is based on an intu-
itive assumption that variables with different priors and formalities (i.e. discrete and
continuous) could capture distinct semantic. In the decoding process, we use a hier-
archical decoder to decode the aspects and general semantic, which correlates better
with the natural semantic structure of real-life reviews. In addition, we incorporate
several empirical regularization terms to make two encoders work in a more collabo-
rative manner.

To summarize, our contributions are three-fold: (1) We propose a neural topic
model, which is able to learn semantic representation with better granularity by
building latent variables in multiple spaces. (2) We apply the proposed neural topic
model, which is based on VAE for the task of aspect extraction. and as far as we know,
there are few similar work. (3) Experimental results of two domain datasets have
demonstrated that our model achieves controllable semantic encoding, and outperforms
previous state-of-the-art models.

2 Related Work

For aspect extraction, supervised approaches heavily depend on labelled data and suffer
from domain adaption, so a number of unsupervised approaches have been proposed in
recent years. Brody et al. (2010) used a standard implementation of LDA to detect
aspect from online reviews. Zhao et al. (2010) proposed MaxEnt-LDA to jointly extract
aspect and opinion words. Chen et al. (2014) proposed to discover aspects by auto-
matically learning prior knowledge from a large amount of online data. Wang et al.
(2015) proposed a modified restricted Boltzmann machine (RBM), which jointly learn
aspects and sentiment of text by using prior knowledge. He et al. (2017) proposed a
neural approach based on word embedding and attention mechanism.

Recently, VAE-based neural topic model have been proved to perform well on text
modelling. Miao et al. (2016) proposed Neural Variational Document Model (NVDM)
to use VAE framework for document modelling. Miao et al. (2017) further proposed
Gaussian Softmax Model (GSM), which modifies the NVDM by using a softmax
function on Gaussian latent variables to endow model with the meaning of probability.
Srivastava et al. (2017) proposed ProdLDA to replace the Gaussian priors of latent
variables with Dirichlet priors. Ding et al. (2018) proposed several regular versions of
NVDM, which leverage pre-trained word embedding to directly optimized coherence
of inferred topics. Zeng et al. (2018) proposed a hybrid model of neural topic model
and memory networks for short text classification.
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2.1 Overview of Our Model

Figure 1 illustrates the overall architecture of our model. In comparison to previous
neural topic models, the major superiority of proposed model is that it can learn
underlying semantic representations in better granularity by our innovative modifica-
tions of architecture and effective regularization terms. Generally speaking, the whole
model includes a discrete aspect encoder, a continuous auxiliary encoder and a hier-
archical decoder. Let r 2 R

V stand for bag-of-words (BOW) representation of a single
review in dataset D, where V is the size of vocabulary. Two encoders both take r as
input. Aspect encoder works like a discriminative model to learn the discrete latent
vector z, which can be regarded as aspect label, while the goal of auxiliary encoder is to
learn complementary semantic representation h, which are modelled by continuous
values, to make aspect representation disentangled and lower the reconstruction loss of
decoding process. Afterwards, hierarchical decoder jointly decodes these two types of
latent variables in a two-step reconstruction process. We will explain each of the
components in detail as follows.

2.2 Discrete Aspect Encoder

The goal of aspect encoder is to learn aspect representation z of reviews. It consists of
K units and each of them represents an aspect. We choose Multinomial distribution as
the prior of z. Given a review r, we compute its exclusive posterior parameters ar with a
softmax layer.

ar ¼ softamax Wa � rþ bað Þ ð1Þ

Where Wa 2 R
V�K and ba 2 R

K are learnable parameters. ar can be regarded as the
aspect distribution of input review r.

To overcome the non-differentiable problem caused by sampling from non-
parameterized distribution, we use Gumbel-Max trick (Gumbel and Lieblein 1954)

Fig. 1. Architecture of our model
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which is widely used by recent work (Zhou and Neubig 2017, Zhao et al. 2018) to draw
discrete samples from categorical distribution.

zr �Gumbel � Softmax arð Þ ð2Þ

Where zr 2 R
K can be regarded as the approximate one-hot representation of aspect

label obtained by Gumbel-Softmax (1954).
According to Eq. 1, the contribution of i-th word of review r towards k-th aspect is

proportional to W ið Þ kð Þ
a . Hence we could extract top representative words of each aspect

by taking the most positive entries in each column of Wa.

2.3 Gaussian Auxiliary Encoder

Auxiliary encoder aims to learn complementary semantic representation h. Unlike
aspect variables z, we model h with continuous values to flexibly capture implicit
semantic besides aspects. We choose multivariate Gaussian p(h) = N l; rð Þ as the prior
over h. Given a review r, its exclusive posterior parameters lr and rr are computed by a
Multi-Layer Perceptron (MLP). We also use the re-parameterization trick (Kingma and
Welling 2013) to create a differentiable estimator for h.

lr ¼ tanh Wm � rþ bmð Þ ð3Þ

logrr ¼ tanh Ws � rþ bsð Þ ð4Þ

hr ¼ lr � eþ rr ð5Þ

where matrix Wm; Ws 2 R
V�dh and bias bm; bs 2 R

dh are learnable parameters. hr is the
latent auxiliary variables of review r, e is the random noise sampled from multivariate
Gaussian with zero mean and unit variances.

Introducing this auxiliary encoder brings two salient advantages. Firstly, it is
expected to capture other semantic representation besides aspect by choosing different
priors, which enables aspect encoder obtain disentangled aspects representation. Sec-
ondly, it makes the whole model achieve better convergence. Clearly, aspect repre-
sentation z is not adequate for decoding process because the number of aspect K is
much smaller than the size of vocabulary V, which brings huge information loss and the
high sparse form of z further also aggravates this problem. For instance, sentence
“Dessert can’t be missed, so save room!” and “The beef is fabulous!” express the same
aspect (Food), implying that aspect encoder should learn the same representation of
two reviews while the decoder is expected to generate totally different words, which
increases the reconstruction error. Thus, an additional encoder is an essential compo-
nent to improve model’s overall performance.

2.4 Hierarchical Decoder

Now we have obtained discrete aspect vector zr and continuous auxiliary vector hr,
Previous work (Serban et al. 2016) has demonstrated that hierarchical networks have
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better performance as data naturally possess a hierarchical structure. In our task, the
aspects information is a higher-level abstract of the general semantic representation. To
avoid the representations entangled in decoding process and lower the reconstruction
error of decoder, we use a hierarchical decoder to reconstruct reviews in two-step
generation process.

In the first step, we decode the aspect variables zr by projecting it into a continuous
space.

tr ¼ zr � Ea ð6Þ

where Ea 2 R
K�da can be regarded as a group of aspect vectors and is learned as a part

of the training process. In the second step, we use aspect vector tr and auxiliary vector
hr to get the general sematic representation Sr, then get reconstructed word distribution
r0 with a softmax layer.

Sr ¼ tanh Ws � tr; hr½ � þ bsð Þ ð7Þ

r0 ¼ softmax Sr � Ewð Þ ð8Þ

Where Ws and bs are learnable parameters, Ew 2 R
ðda þ dhÞ�V can be regarded as a group

of word vectors and is learned as a part of the training process.
Note that we build aspect and word vectors in distinct vector spaces. In comparison

to that, previous works (Ding et al. 2018; He et al. 2017; Miao et al. 2017) simply put
aspect vectors and word vectors within the same vector space. In fact, the aspect
information should be a part of whole word semantic. Hence we build the aspect
vectors in the subspace of word vector space to better learn these two different level
semantic vectors.

2.5 Regularization Terms

We further introduced several intuitive regularization terms to enable the two encoders
learn complementary semantic representation in a collaborative manner. Concretely,
we first impose L1 normalization on Wa to help aspect encoder select aspect words and
filter irrelevant words more effectively.

regw ¼ Wmk k ð9Þ

In contrast to contractive auto-encoder (Rifai et al. 2011), our model is only local
contractive since we do not use the such regularization on Wm. The reason is that the
goal of auxiliary encoder is to provide non-explicit semantic for decoder, thus we do
not restrict its ability of learning features.

Another regularization term is the distance between Wa and Wm, which make our
two encoders focus on different regions of input text.

664 P. Cui et al.



regd ¼ Ta � Tmj jj j2 ð10Þ
Where Ta and Tm are the normalized vectors flattened by Wa and Wm, respectively.

At last, we incorporate minimum entropy regularization term (Grandvalet and
Bengio 2004).

regh ¼
X

r2D
H arð Þ ð11Þ

Where H arð Þ is the Shannon entropy of aspect distribution ar. This regularization term
enable the model to learn the labels with high confidence, which correlates well with
the fact that aspect of real-life reviews should not be ambiguous. Additionally, it also
lowers the variance brought by sampling operation.

2.6 Training Objective

There are two parts of the objective functions to optimise in the model. The first part is
to maximize the log-likelihood of reviews, we derive the evidence lower bound
(ELBO) of a single review r as followings:

LELBO rð Þ ¼ Eqh h;zð Þ
X

w2r
logph wjzr; hrð Þ

" #
� DKL½qhðzrjrÞjjp zð Þ� � DKL½qhðhrjrÞjjp hð Þ�

ð12Þ

Where h is total parameters of model. p(w|z,h) is the predictive word probability.
p hð Þ ¼ N 0; Ið Þ is standard Gaussian prior, p zð Þ ¼ M að Þ is Multinomial prior with
hyper-parameter a.

The second part are the regularization terms i.e. Eqs. 9, 10 and 11. The final loss
function is expressed as:

J hð Þ ¼ Lreg �
X

r2D
LELBO rð Þ ð13Þ

Lreg ¼ s � regw þu � regd þx � regh ð14Þ

Where s, u and x are hyper-parameters to control the weight of regularization terms.

3 Experiment Setup

3.1 Dataset

We evaluate our model on two datasets of user-generated-reviews. Preprocessing of
two datasets involves tokenization, removal of stop words, punctuation symbols and
illegal characters. Besides, we only retain the reviews containing 10 * 100 words of
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both datasets as our training set. The vocabulary size of two datasets are truncated by
word frequency. The detail statics of two datasets are summarized in Table 1.

(1) Restaurant Corpus: This is an English dataset composed of over 50,000 unla-
belled restaurant reviews collected from CitySearch and 3400 labelled reviews,
which is widely used by previous works (Ganu et al. 2009; Brody and Elhadad
2010; Zhao et al. 2010; He et al. 2017). The six pre-defined aspect categories are:
{Food, Staff, Price, Ambience, Anecdotes, Miscellaneous}.

(2) Mobile Game Corpus: This is a Chinese dataset composed of 128, 977 reviews
of a popular mobile game 王者荣耀(Arena of Valor) collected from social net-
work and app. The five pre-defined aspect categories are: {英雄(Hero), 皮肤

(Skin), 装备(Item), 排位(Rank), 社交(Sociality)}. We manually annotated 1500
reviews as its test set.

3.2 Baseline Methods

(1) LocLDA: The standard implementation of LDA (Brody and Elhadad 2010).
(2) BTM (Yan et al., 2013): Biterm Topic Model directly models the generation

process of word-pair to alleviate the sparsity problem.
(3) ABAE (He et al. 2017): This approach uses Neural Bag of Words (NBOW) as

sentence representation and learns aspect embedding in a reconstruction process,
where attention mechanism is used to filter non-aspect words. This baseline has
achieved state-of-the-art results on restaurant corpus.

(4) NVDM (Miao et al. 2016): This is a general framework which employs the vanilla
VAE framework with a Gaussian encoder to model document.

3.3 Experimental Settings

Hyper-Parameters
The aspect numbers K is a part of our experiment and described in each evaluation task.
Other hyper-parameters are described as follows. For LocLDA, we use the open-source
implementation GibbsLDA++ and set Dirichlet priors a = 10/K and b = 0.1.
For BTM, we use the implementation released by (Yan et al. 2013) and set a = 50/K
and b = 0.1. Two topic models are run 1,000 iterations of Gibbs sampling. For ABAE,
we use the code released by (He et al. 2017) and the settings in its reference.
For NVDM, we re-implemented the model and set dimension of Gaussian variables to
K. For MS-NTM, the dimension of aspect variables is equal to K, the dimension of the
auxiliary variables and that of aspect vectors are both set to 128. The prior parameter

Table 1. Statics of datasets

Datasets #Reviews #Vocab #Aspects categories

Restaurant 52, 574 10, 000 6
Game 12, 8977 15, 000 5
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a ¼ 1=K representing the fully unsupervised version. s;x and u are set to 1, 2 and 0.5
respectively. The Gumbel temperature is set to 0.1. The parameters of all neural models
are randomly initialized and optimized using Adam (Kingma and Ba 2014). Both
neural models are trained with initial learning rate 0.001 for 50 epochs and batch
size of 32.

Training Strategies
We separately trained two encoders of MS-NTM. In the first 25 epochs we fix the
parameters of auxiliary encoder. In the second 25 epochs, we trained both encoders
together with different learning rates, which are 0.0001 for aspect encoder and 0.001
for auxiliary encoder. Meanwhile the parameters of decoder are trained with the same
learning rate 0.001 in all epochs. This training method is an empirical choice to
alleviate the entanglement of two encoders during training process.

4 Evaluation Results

This section reports the experimental results of MS-NTM. We evaluated its capacity in
modeling text and its performance on aspect extraction.

4.1 Text Modelling

Perplexity is a standard measure for evaluating topic models derived from the likeli-
hood of unseen test data.

Figure 2 presents the perplexity of each method on two datasets under different K
value, which start from golden-standard aspect numbers of respective dataset. Note that
perplexity of ABAE is intractable. Considering that approximate approaches may bring
bias to evaluation., so we did not evaluate the performance on perplexity of ABAE.

We can have the following observations from Fig. 2: (1) MS-NTM outperforms
previous models for all values of K. (2) LDA performs worst, it may be because that
most of the reviews are relative short. (3) NVDM performs better than traditional topic
models especially for higher K, implying the effectiveness of VAE framework for text
modelling.

Fig. 2. Results of perplexity

A Neural Topic Model Based on Variational Auto-Encoder for Aspect Extraction 667



4.2 Aspect Extraction

Aspect Coherence
We manually mapped each inferred aspect to gold-standard aspects as previous work
(Brody and Elhadad 2010; He et al. 2017). In order to compare with previous work, we
set K = 14 for subsequent evaluation tasks of aspect extraction. Table 2 presents
representative words (k = 6) selected from Wa. As can be seen from Table 2, the
aspects inferred by MS-NTM are quite coherent and informative.

To evaluate the quality of inferred aspects, one metric is coherence score, which has
been used by previous work (Mimno et al. 2011; Chen et al. 2014; He et al. 2017) to
judge whether an aspect is coherent. Given an aspect z and a set of top N related words
of z, wz ¼ wz

1; . . .;w
z
N ;

� �
. The coherence score of aspect z is calculated as follows:

S z;wzð Þ ¼
XN

n¼2

Xn�1

l¼2

log
T2 wz

n;w
z
l

� �þ 1

T1 wz
l

� � ð15Þ

Where T1 wz
l

� �
is the document frequency of wz

l and T2 wz
n;w

z
l

� �
is the co-document or

co-review frequency of word wz
n and w

z
l .

Table 2. Representative words of inferred aspects.

Food Staff Ambience Price Anecdotes Miscellaneous

Beef Manager Atmosphere Charge Travel Location
Pork Wait Music Bill Party Experience
Pancake Pleasure Room Dollar Evening Kid
Duck Server Ambience Value Tourist Taxi
Noodle Waitress Come Walk Sahara Weather
Appetizer Waiter Lighting Waste Date Rock
Steak Behavior Bar Tax Christmas Bravo
Cocktail Rudeness Space Buck Wedding Reservation
Salad People Area Fee Alien App

Fig. 3. Average coherence score under different terms N
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Figure 3 presents the coherence score on two datasets of all methods with different
N, from which we can see that MS-NTM outperforms baseline models for all ranked
buckets and the gap increases with the increasing of N. Besides, although NVDM
performs well in perplexity, NVDM performs not well in coherence score. We raise the
hidden size of NVDM to be the same as that of MS-NTM and our model still performs
better and maintains good interpretability of latent representation, which prove the
effectiveness of the collaborative learners of MS-NTM.

Aspect Identification
We then evaluated the performance of MS-NTM on aspect category identification task.
Given a review, we assign it aspect label corresponding to the highest value of ar in
Eq. 4. In order to compare with previous work, we follow their settings (Brody and
Elhadad 2010; Wang et al. 2015; He et al. 2017) to remove the multi-labeled reviews
and only evaluated on three major aspects for restaurant dataset, which are food, staff,
and Ambience.

Table 3 presents precision, recall and F1 score of two datasets. We also compare our
model with SERBM (Wang et al. 2015) for restaurant corpus, one of the art-of-state
models. Results show that MS-NTM substantially outperforms previous methods. For
some frequent aspects (Food, Hero), ABAE slightly outperforms our model. A possible

Table 3. Results of aspect identification, P, R and F1 represent precision, recall and F1 score,
respectively. The results of LocLDA are from Zhao et al. (2010), the results of BTM and ABAE
are from He et al. (2017), the results of SERBM are from Wang et al. (2015)

Restaurant corpus Mobile game corpus
Aspect P R F1 Aspect P R F1

LocLDA Food 0.898 0.648 0.753 Hero 0.872 0.614 0.705
Staff 0.804 0.585 0.677 Item 0.692 0.512 0.589
Ambience 0.603 0.677 0.638 Social 0.694 0.504 0.584

BTM Food 0.933 0.745 0.816 Hero 0.850 0.702 0.769
Staff 0.828 0.579 0.677 Item 0.700 0.533 0.605
Ambience 0.813 0.599 0.685 Social 0.670 0.475 0.599

ABAE Food 0.953 0.741 0.828 Hero 0.902 0.701 0.789
Staff 0.802 0.728 0.757 Item 0.711 0.517 0.599
Ambience 0.815 0.698 0.740 Social 0.711 0.501 0.588

NVDM Food 0.741 0.662 0.699 Hero 0.766 0.571 0.654
Staff 0.701 0.497 0.582 Item 0.614 0.487 0.543
Ambience 0.620 0.543 0.579 Social 0.652 0.448 0.531

SERBM Food 0.891 0.854 0.872 Hero – – –

Staff 0.819 0.582 0.680 Item – – –

Ambience 0.805 0.592 0.682 Social – – –

MS-NTM Food 0.942 0.818 0.873 Hero 0.884 0.709 0.787
Staff 0.833 0.730 0.778 Item 0.719 0.594 0.651
Ambience 0.819 0.701 0.755 Social 0.720 0.504 0.593
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reason is that the word embedding quality of frequent words is higher (Bojanowski
et al. 2016), which also indicates that the performance of ABAE may depend on the
word embedding model, while our model has better robustness.

5 Conclusion

In this paper, we have presented a neural topic model based on variational auto-encoder
for aspect extraction from opinion texts. In comparison to previous models, it can learn
multiple semantic representations by choosing appropriate priors and intuitive regu-
larization terms. Experimental results have demonstrated that our model not only has
better ability of text modelling, but also outperforms previous art-of-state unsupervised
methods for aspect extraction task. Further explorations of VAE-based techniques for
modelling contextual semantic, and neural topic model for solving more downstream
NLP tasks will be addressed in our future research.
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Abstract. Attention mechanism has been justified beneficial to aspect-
based sentiment analysis (ABSA). In recent years there arise some
research interests to implement the attention mechanism based on depen-
dency relations. However, the disadvantages lie in that the dependency
trees must be obtained beforehand and are affected by error propagation
problem. Inspired by the finding that the calculation of the attention
mechanism is actually a part of the graph-based dependency parsing,
we design a new approach to transfer dependency knowledge to ABSA
in a multi-task learning manner. We simultaneously train an attention-
based LSTM model for ABSA and a graph-based model for dependency
parsing. This transfer can alleviate the inadequacy of network training
caused by the shortage of sufficient training data. A series of experi-
ments on SemEval 2014 restaurant and laptop datasets indicate that our
model can gain considerable benefits from dependency knowledge and
obtain comparable performance with the state-of-the-art models which
have complex network structures.

Keywords: Aspect-based sentiment analysis · Multi-task learning ·
Dependency parsing · Attention mechanism

1 Introduction

Text sentiment analysis or opinion mining is a computational study of opinions,
sentiments, evaluations, attitudes, subjectivity, etc., expressed in reviews, blogs,
discussions, news, comments or any other documents [14]. With the rapid devel-
opment of the Internet, social networks, and e-commerce, sentiment analysis
has become one of the most active areas of natural language processing (NLP).
Whether it is for individuals, groups or countries, the analysis on numerous
comments and reviews is also of great practical value.
c© Springer Nature Switzerland AG 2019
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Aspect-based sentiment analysis is a fine-grained text sentiment analysis
task. Given one sentence and one aspect term, its goal is to get the sentiment
polarity (usually positive, negative or neutral) towards this opinion target. For
example, in the sentence “great food but the service was dreadful”, targets are
food and service, and the corresponding sentiment polarities are positive and
negative respectively.

Attention mechanism plays a very important role in ABSA task. It can
enforce the model to learn the relationship between the aspect and its corre-
sponding contexts. But when sentence become complex, especially when the
contexts are far away the target, traditional attention model has limited capac-
ity to capture long-range information [4]. In order to overcome this shortcoming,
some researchers utilize dependency relation to fully capture long-range infor-
mation for certain target. In these works, the dependency tree is used to extract
aspect-related features for sentiment classification in traditional machine learn-
ing methods and neural network based methods [1,9,27], or to establish spe-
cific recursive structure used for the input in recursive neural network methods
[6,20,27]. But these approaches highly rely on the input dependency parsing
trees, which are produced by automatic dependency parsers. The trees can have
errors, thus suffering from the error propagation problem.

After a deeper analysis of the computational process of the attention-based
LSTM model [28], we detect that the calculation of the attention mechanism
is actually a part of the graph-based dependency parsing. The attention mech-
anism is to calculate the relationship between the target and any word in the
sentence, while the graph-based dependency parsing will calculate the relation-
ship between any two words in the sentence. So knowledge from graph-based
dependency parsing can assist the training of attention networks. In this paper,
we combine an attention-based LSTM model and a graph-based dependency
parsing model in a multi-task learning manner. One embedding matrix and one
LSTM based feature extractor are shared by these two models. We demonstrate
our approach’s effectiveness through a series of experiments and the visualization
of improvement on attention mechanism.

The major contributions of this work are as follows:

– As far as we know, we are the first to detect that the calculation of attention
layer is a part of graph-based dependency parsing. Therefore, joint learning
with graph-based dependency parsing can help the training of attention layer.

– We propose a general approach for aspect based sentiment analysis, which
transfers dependency knowledge to get better aspect-related representation.
This architecture is effective for all LSTM based ABSA models.

– We propose an effective method to enhance attention mechanism. It trans-
fers dependency knowledge without using extra dependency parser. In the
prediction stage, it can save a lot of computing resources.

The remainder of this paper is structured as follows. Section 2 presents a review
of the literature about aspect-based sentiment analysis. The overall design of the



674 L. Pu et al.

proposed approach is described in Sect. 3. Section 4 presents the experimental
settings and analysis. Finally, conclusions and future works are presented in
Sect. 5.

2 Related Work

2.1 Aspect-Based Sentiment Analysis

Aspect-based sentiment analysis is typically considered as a classification prob-
lem in the literature. As we mentioned above, it can be further treated as a
fine-grained classification problem. Traditional methods are based on a series
of manually defined features [10,24]. But it is clear that the final result will be
heavily dependent on the quality of the features. Moreover, feature engineering
is labor intensive.

In later work, methods are turned into neural network-based approaches,
like many other NLP tasks. In short, its development can be roughly divided
into three stages. Initially, the task is modeled as a sentence classification prob-
lem. Assuming that a product has N aspects, the ABSA task is actually a
3N -classification problem, since every aspect is related to three sentiment polar-
ities: positive, negative, and neutral. The second stage is dominated by recursive
neural networks. A lot of recursive neural network based tree structure models
[6,20,27] are proposed. In the recent stage, most of the works are based on the
idea of aspect-based sentential representations [15,25] which generates a repre-
sentation of the sentence toward specific aspect. Wang et al. [28] adopt this idea
and take advantage of the attention mechanism to generate such representations.
Dehong et al. [16] design an interactive attention network(IAN) which uses two
attention networks to model the target and context interactively. Tang et al. [29]
propose a model named Gated Convolutional network with Aspect Embedding
(GCAE), which used the aspect information to control the flow of sentence’s
sentiment features with CNN and gating mechanisms. Similarly, Huang et al.
[8] treat the pooling result of the target as an extra convolution kernel applied
on the sentence. There are also researchers who treat ABSA task as a question-
answering problem where memory based networks have played a major role
[3,13,26].

2.2 Isolated Dependency Parsing

Dependency analysis is also widely used in sentiment analysis. Most methods
obtain direct or brief dependency features from dependency trees, capturing the
relationship between words in the sentence. Xinbo et al. [27] add dependency
embedding as additional input when calculate attention weights to capture long-
range information for certain target. Tetsuji et al. [27] treat the sentiment polar-
ity of each dependency subtree in a sentence as a hidden variable. The polarity
of the whole sentence is calculated in consideration of interactions between the
hidden variables. By allowing sentiments to flow from concept to concept based
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on the dependency relation of the input sentence, Soujanya et al. [23] achieve a
better understanding of the contextual role of each concept within the sentence.
But they all need additional dependency parsers, usually Stanford Dependency
Parser, and are affected by error propagation problem. Moreover, its parsing
process also consumes a lot of computing resources.

3 Model

We propose a multitask learning approach to transfer dependency knowledge to
the aspect based sentiment analysis model. We will detail the attention-based
LSTM model in Sect. 3.1, the graph-based dependency parsing model in Sect. 3.2,
and the final multitask learning model in Sect. 3.3.

3.1 Attention-Based LSTM

For aspect-based sentiment analysis task, the attention based LSTM model have
proven to be useful. It builds a directional LSTM layer to extract the context
representation of every word in the input text. After that an attention layer is
applied to compute every word’s contribution to the aspect and get the final
aspect-related representation. The sentiment polarity is computed by a softmax
layer finally (Fig. 1).

Given n-words input sentence s with words ws1, ws2, ..., wsn and m-words
phrase aspect with words wa1, wa2, ..., wam, we associate each word wi with
embedding vector e(wi) from an embedding matrix E ∈ RVw×dw , where Vw is
the word vocabulary size and dw is the word embedding dimension. The aspect
representation easpect is computed as the average of word embeddings of the
target words.

easpect =
1
m

m∑

i=1

e(wai) (1)

e1 en
e3e2

Word
Representation

LSTM LSTM LSTM LSTM...

H

Aspect 
Embedding 

α

h1 hn
h3h2

ea ea ea ea

Attention

Fig. 1. Illustration of the attention-based ABSA model.
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The LSTM layer is used to extract the context representation of every word.
The outputs of every time step are the final representation.

[v1, ..., vn] = LSTM [e(ws1), ..., e(wsn)] (2)

After that, an attention layer is utilized to compute the weight αi of each
word wsi in sentence s to current aspect. Its output is the weighted sum of all
text features.

z =
n∑

i=1

αivi (3)

The α is computed by:

t = MLP (easpect) = Wαeaspect (4)

βi = fscore(vi, t) = tanh(vT
i t) (5)

αi = Softmax(βi) =
exp(βi)∑n

j=1 exp(βj)
(6)

Before calculating the βi, we multiply easpect by Wα. The reason is that
one aspect with certain meaning can have several expressions in real scenarios.
Taking the laptop as example, the screen can also be expressed as display, res-
olution and look. Therefore, similar aspect phrases should be grouped into one
aspect. Here we use a simple fully connected neural network to achieve aspect
phrase grouping. fscore is a content-based function that calculates every word’s
contribution to the target opinion.

At last, a softmax layer is created to predict the probability distribution p
over sentiment categories based on the final representation z.

p = softmax(Woz + bo) (7)

The loss function of this model is the cross entropy:

losssa = − log pi(ci) (8)

where ci denotes the true label of current sample and pi(ci) denotes the proba-
bility of the true label in p.

3.2 Graph-Based Dependency Parsing

We follow arc-factored graph-based dependency parser [18] where the score of a
tree is the sum of its all head-modifier arcs (h,m). Considering that the datasets
of ABSA task are only annotated with sentiment polarity, we only use the word
embedding as the input even though Chen et al. [2] have confirmed that part-of-
speech (POS) is more instructive for dependency parsing. The network structure
is illustrated in Fig. 2.
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Fig. 2. Illustration of the neural model architecture of the graph-based dependency
parser. All of the MLPs share the same parameters. After getting the scores of all
possible n(n − 1) arcs, the highest scoring tree can be found by using a dynamic-
programming algorithm.

For graph-based dependency parsing, the process of obtaining LSTM layer’s
output is the same as that of ABSA model illustrated in Sect. 3.1. Suppose we
have obtained the output of LSTM layer in Formula 2, the score of a head-
modifier arc score(h,m, s) is calculated by a simple MLP layer.

score(h,m, s) = MLP (vh ◦ vm) (9)

After all the scores of n(n − 1) possible arcs are got, finding the highest-
scoring dependency tree becomes a problem of maximizing spanning tree in the
tree space Y (s). This can be solved efficiently with Eisner’s decoding algorithm
(1996).

The final model is:

parse(s) = arg max
y∈Y (s)

scoreglobal(s, y) (10)

= arg max
y∈Y (s)

∑

(h,m)∈y

score(h,m, s)

= arg max
y∈Y (s)

∑

(h,m)∈y

MLP (vh ◦ vm)

When training this model, not like [11] we only use the structure loss without
using the loss produced from arc label error for that will make the model more
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complex and harder to be trained. In other words, we only predict the structure
of parse trees while ignoring the specific categories of the arcs. The structure
loss is a margin-based objective [12,18], aiming to maximize the margin between
the score of the gold tree y and the highest score of predicted parsing tree y′:

lossdp = max(0, 1 − max
y‘ �=y

∑

(h,m)∈y′
MLP (vh ◦ vm) +

∑

(h,m)∈y

MLP (vh ◦ vm))

(11)

3.3 Multi-task Learning

LSTM

Embedding

sentence

FC

Embedding

aspect

Softmaxdependency 
parsing 

Attention

Fig. 3. Illustration of the multi-task learning model. The right part of the dashed line
is the baseline model. FC represents fully connected network.

From Formula 5 for attention computing and Formula 10 for dependency pars-
ing, we can see that the calculation of attention mechanism is only a part of
graph-based dependency parsing computing. Using sentence “great food but the
service was dreadful” as an example again, graph-based dependency parsing cal-
culates the relationship between any two words in the sentence, while attention
mechanism only calculates the relationship between the target word “food” and
any other words in the sentence. So the information from the dependency syntax
can help the training of attention layer.

We propose to joint learning with graph-based dependency parsing model,
inspired by the successful application of deep learning in dependency parsing
[2,11]. Two models share one word embedding layer and one LSTM layer, while
other layers are task-specific. The structure of the final model is illustrated in
Fig. 3. Sentence and aspect share the same word embedding matrix. The overall
loss is calculated by:

L = losssa + λlossdp (12)

where λ is a hyper-parameter that affects the direction of network optimization.
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4 Experiments

4.1 Datasets

For ABSA task, we use two public aspect level annotated datasets: SemEval
2014 Task 4 restaurant and laptop review datasets [22]. The training and test
sets have also been provided. Full statistics of these two datasets are presented
in Table 1.

Table 1. Statistics of the ABSA task datasets.

Dataset Train/test Positive Negative Neutral

Restaurant Train 2164 807 637

Test 728 196 196

Laptop Train 994 870 464

Test 341 128 169

For graph-based dependency parsing task, we use the Stanford Dependency
[5] conversion of the Penn TreeBank (PTB) [17] dataset, with the same train/test
splits as [11]. These data are collected from the 1989 Wall Street Journal.

4.2 Experimental Settings

Our model is implemented in python, using the DyNet toolkit [19] for neural
network training. In all of our experiments, we use 300-dimension GloVe vec-
tors1 [21] pre-trained on unlabeled data of 840 billion tokens to initialize the
embedding layer while all of the other parameters are randomly initialized. Only
the top 10,000 words in word frequency are included in the word embedding
matrix E while the remaining low-frequency words are replaced by < unk >.
All parameters are updated with network training. For overall loss in formula
12, λ is set to 0.05 after some attempts. For optimization, a RMSProp optimizer
with decay rate and the base learning rate set to 0.001 is used. Other parameters
not mentioned above are set to default values provided by DyNet.

4.3 Comparison with Existing Methods

To authoritatively demonstrate the performance of the model, we compare it
against the following models:

LSTM+ATT uses the attention mechanism to extract context representa-
tion toward the current aspect and then applies a softmax layer to classify.

TD-LSTM [25] integrates the connections between target words and context
words when building a learning model. It uses two LSTM networks to capture

1 https://nlp.stanford.edu/projects/glove/.

https://nlp.stanford.edu/projects/glove/
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the connection between target words and their context to generate the target-
dependent representation.

ATAE-LSTM [28] utilizes the concatenation of aspect embedding and word
embedding as the LSTM layer’s input, and then adds a common attention layer
to get aspect-related representation. Wang et al. reveal that the sentiment polar-
ity of a sentence is also related to the connected aspect.

MemNet [26] is a memory network based method for ABSA task. It stacks
a multi-layer attention model to get the contribution of each context word to
the judgment of the sentiment polarity toward current aspect. This model not
only greatly exceeds LSTM based models in speed, but also achieves comparable
performance with the state-of-the-art feature based SVM systems.

DOC:MULT [7] transfers knowledge from document-level sentiment clas-
sification in a multi-task learning manner. It is also based on LSTM+ATT.
Document-level labeled data are relatively easily accessible online such as Ama-
zon reviews.

GCAE [29] is a model based on convolutional neural networks and gating
mechanisms. It has an additional convolutional layer on aspect terms. And then,
the pooling result of the target as an extra convolutional filter applied on the
sentence.

We use the commonly used accuracy and macro-f1 as the evaluation met-
rics. The results are shown in Table 2. Based on them, we have the following
observations:

– When compared with LSTM+ATT model, we observe that the dependency
knowledge is quite helpful. It brings tremendous improvement to our proposed
model in both metrics across all datasets.

– DOC:MULT is another multi-task learning method. When compared with the
model without multi-task learning, it has also made great progress. However,
when the sentiment polarity of the whole sentence is inconsistent with that of
the aspects, this sentence level sentiment information will interfere with the
prediction of aspect level sentiment polarities. In that case, knowledge from
dependency arcs can still help us find the sentiment words corresponding
to the aspects. Therefore, multi-task learning with graph-based dependency
parsing can achieve better performance.

– As a multi-task learning method, both DOC:MULT and DP:MULT have
greatly improved the performance of the LSTM+ATT model, which also
reflects a fact that data is scarce. Current data are not enough to train a
very effective neural network based model.

– When we analyze the confusion matrix of test results illustrated in Table 3,
we find that the imbalance of samples between classes also bring difficulties to
network training. The recall rate of the neutral category is much lower than
that of the other two categories. On the one hand, it is due to the ambiguity
of the neutral sample itself. On the other hand, too few neutral samples make
it difficult for the model to learn neutral-related patterns.
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Table 2. The accuracy and macro-f1 results over 5runs of all models on corresponding
test set. The results with ‘*’ are retrieved from the papers of compared methods, while
the results of other models are retrieved from [7]’s recurrences.

Methods Restaurant Laptop

Acc Macro-F1 Acc Macro-F1

LSTM+ATT 0.7683 0.6648 0.6807 0.6482

TD-LSTM (2016) 0.7537 0.6751 0.6825 0.6596

ATAE-LSTM (2016) 0.7860 0.6702 0.6888 0.6393

MemNet (2016) 0.7687 0.6640 0.6891 0.6279

DOC:MULT (2018) 0.7741 0.6668 0.6865 0.6457

GCAE (2018) 0.7728* – 0.6914* –

DP:MULT(OURS) 0.7929 0.7036 0.7053 0.6539

Table 3. The confusion matrix of classification results on SemEval 2014 restaurant
test dataset.

True Pred

Positive Negative Neutral

Positive 672 38 18

Negative 42 139 15

Neutral 87 32 77

4.4 Visualization of Attention Weights

In this section, we pick some testing samples from the dataset and visualize their
attention weights. By comparing with the results of the model without multi-
task learning, we can confirm whether the dependency information has played its
due role. The results are shown in Fig. 4. The selected samples all comment on
multiple aspects with opposite sentiment polarities, which cannot be analyzed
with sentence-level sentiment analysis methods properly.

The key observations are as follows:

– Our model can locate aspect-related sentiment words more accurately
Fig. 4(b). Even if the review comments on multiple aspects, containing mul-
tiple sentiment words, the model still can find those related sentiment words
toward specific aspects.

– Higher weights will be given to the aspect-related sentiment words in our
model Fig. 4(a). This can let the aspect-related representation obtained by
the attention layer contain more sentiment information.
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Fig. 4. The visualization of the attention weights in DP:MULT model and LSTM+ATT
model.

– At the same time, our model will give higher weights to the contrastive con-
nectives, such as “but” in Fig. 4(a) and (b), when the sentiments toward dif-
ferent aspects are not the same. This phenomenon is especially obvious when
the sentimental tendencies toward different aspects are completely opposite.
These words contain abundant dependency information and can bring great
benefits to the attention mechanism.

These phenomena all indicate that our model has better attention perfor-
mance and confirm that dependency knowledge is quite helpful for attention
mechanism. This knowledge helps the model get better aspect-related represen-
tation and improves the overall performance ultimately.

5 Conclusion

In this paper, we presented a novel approach for aspect-based sentiment anal-
ysis based on multi-task learning strategy. As far as we know, we are the first
to detect the relationship between attention mechanism and graph-based depen-
dency parsing. We use dependency knowledge to enhance the performance of
attention layer and then improve the overall performance. We have demonstrated
the effectiveness of our proposed approach and visualized the improvement on
attention layer. Our method also has certain versatility. It can be applied to other
LSTM-based ABSA models to further boost their performance. In the future,
we will look for more effective ways to transfer dependency knowledge for ABSA
task and will pay more attention to the identification of neutral comments.
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Abstract. There are abundant user posts in social media which con-
tain valuable information. Lots of previous studies focus on social media
analytics, such as topic detection, sentiment prediction, and event trend
analysis. According to psychological theories, namely affective fore-
casting , endowment effect , and negativity bias, user stance (one’s
role in a specific social event, e.g. involvement) results in biased senti-
ment and attitude in real scenarios. However, user stance has not been
taken into consideration in previous work. In most cases, user stance is a
visible factor, so we argue that it should not be ignored. In this paper, we
introduce user stance into two real scenarios (sentiment analysis and atti-
tude prediction). Firstly, analyses on two real scenarios indicate that user
stance does matter and provides more useful information for event anal-
yses. Different user stance groups have significantly distinct sentiments
and attitudes on an event (or a topic). By taking the differences into
consideration, it is easy to get better mining results. Secondly, exper-
imental results show that taking user stance information into account
improves prediction results. Instead of designing a new algorithm, we
propose that different algorithms should incorporate user’s stance infor-
mation in online social event analysis. To the best of our knowledge, this
is the first work which integrates psychological theories of user stance
bias on understanding social events in the online environment.

Keywords: Social media analytic · Event mining · Topic analysis

1 Introduction

In recent years, users are used to browsing news and expressing their opinions
on social media (such as Twitter and Facebook), especially when there are some
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special events or news. A huge number of posts are generated by users towards
various topics, and the posts also contain abundant information for data mining
and analysis. Due to the necessity of understanding user feedback/opinions and
its potential applications, many studies are conducted on social media analysis,
including online topic detection, event tracking, and sentiment/attitude predic-
tion. For example, companies are willing to listen to users’ feedback about their
products, and governments look forward to learning more about citizens’ opin-
ion towards a certain event for further decisions. Existing studies [1,21,23,25]
mainly make use of obviously features, such as the number & content of posts.

On the other line of research, some well-established psychological theories,
namely, affective forecasting [20], endowment effect [9], and negativity
bias [10], show that user stance will impact on user’s sentiments and attitudes
expression. Thus, previous studies, which take all data into account directly
and ignore the influences of user stance, may result in biased estimation of
user sentiments and attitudes. A simple way to define user stance types in a
scenario is to distinguish related users and unrelated bystanders. For example,
in “Samsung Note7 explosion” event (Samsung Galaxy Note7 explosion events
after launching), the owners of Note7 are event-related users and others are
bystanders.

Thus, in this paper, we argue that user stance, which contains valuable infor-
mation for analysis, should be taken into account too. To verify whether user
stance does matter in user sentiment and attitude prediction, event analysis is
conducted on two real scenarios in distinct languages (Chinese and English) and
different social media (Weibo and Twitter). The results confirm our suggestion
that user stance feature attributes to event analysis and mining. Besides, note
that user stance is a visible factor in many conditions, it can be introduced into
sentiment/attitude prediction studies. So we conduct sentiment and attitude pre-
diction experiments on real scenarios with various algorithms. The performances
of multiple algorithms are improved by adding user stance feature.

Our main contributions are listed as follows:

– Inspired by psychological theories, we propose to take user stance into consid-
eration in social event mining. To the best of our knowledge, this is the first
work which integrates psychological theories of user stance bias on under-
standing users in the online environment.

– We conduct detailed analyses on two real scenarios to explore user stance’s
impacts on attitude, sentiment for model specification, and the results show
that it does matter in users’ attitude and sentiment expression.

– The experiments on various datasets indicate that user stance is a useful fea-
ture in sentiment and attitude prediction, which contributes to better online
event analysis results and user understanding.

2 Related Work

There are several topics related to our work: social event studies in social media
and social psychology studies.
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2.1 Social Event Studies in Social Media

Event analysis is concerned with developing & evaluating informatics tools and
frameworks to collect, monitor, analyze, summarize, and visualize social media
data to extract effective patterns and intelligence about certain events [4]. Some
previous studies are concentrated on how to detect new events or hot topics in
social media. Many real-time detection algorithms are proposed, such as [22].
Some studies consider not only event or topic detection but also further analysis
of people’s feedback: Sayyadi et al. focus on event tracking in social informa-
tion streams [18]. Other conducted studies on social media related to certain
social events or topics (e.g. E-commence and politics) [19]. A vital part of social
media analysis is to understand the user’s sentiment/attitude towards an event
or topic based on the posts users published in social media. Sentiment prediction
is very useful to mine users’ feelings about some products or events. For example,
Mostafa et al. adopt user tweets to predict users’ brand sentiments [15]. Then,
multiple well-designed algorithms are proposed for sentiment prediction in social
media, such as emoticon based method [8,21] and dynamic analysis [25]. In ana-
lyzing politic related events, attitude prediction is more helpful to understand
people’s opinions (support or opposite). Gayo et al. propose a meta-analysis of
electoral prediction from Twitter data [5].

However, most previous studies are conducted on the entire collected dataset
(user posts) without consideration in user stance. In this paper, user stance is
introduced into social media analytics for the first time. And our study focuses
on event mining and user sentiment/attitude prediction tasks.

2.2 Social Psychology Studies

Social psychology is the scientific study of how people’s thoughts, feelings, and
behaviors are influenced by the actual, imagined, or implied the presence of
others [2]. There are several psychological theories about people’s attitudes, sen-
timents, and stances in events.

Affective forecasting theory is originally mentioned in [6], which refers
to that people are usually leading to higher inaccuracy when they respond to
complex social events, often overestimates the degree in which they have not
encountered [20]. Endowment effect theory states that the ownership creates
a psychological association between the object and the owner. People will ascribe
more value to their ownership [9]. Negativity bias theory [10] shows that bad
things have a stronger influence than good things in people’s feeling [3]. In sum-
mary, these studies show that one’s stance has great impacts on his/her attitude
and sentiment. Moreover, there were a few social media studies that have taken
psychological theories into consideration. The effects of users’ experiences on
their actions are investigated in [14]. Kosinski et al. conduct user’s psychologi-
cal personality prediction study based on user’s action in Facebook [13]. They
extend their studies and find that there are opportunities and challenges in the
areas of psychological assessment, marketing, and privacy [24]. The correlation
between users’ activities in Facebook and their mood is discussed in [17], which
is related to affective forecasting theory.
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There are some attempts on introducing psychological theories into social
media studies and the attempts are successful in improving the mining results.
Our work is inspired by the psychological theories mentioned before, and we
intend to apply these theories to better understanding user sentiments and
attitudes.

3 User Stance and Psychology Theories

In this section, user stance, attitude, and sentiment are defined as follows:

– Stance: User’s role in a specific scenarios. e.g. involved in or not, related
user or bystander. A simple way to define user stance types in a scenario is
to distinguish related users and unrelated bystanders.

– Attitude: User’s predisposed state of mind regarding a value, which is precip-
itated through a responsive expression towards an event [16], e.g. agreement.

– Sentiment: User’s emotional response towards a social event/products, e.g.
happy, sad. Note that attitude and sentiment are two distinct factors. For
example, there are two users support a basketball team (attitude), if this
team lost a game, one may feel angry and the other may feel sad (different
sentiments).

The related psychological theories and their potential effects in sentiment/
attitude prediction are as follows:

– Affective forecasting theory shows that the user’s responses to complex
social events will cause certainty bias if they are related users. This is the
basic theory shows that user’s stance will influence his/her attitude and may
change his/her sentiment.

– Endowment effect theory indicates that related users may show more pos-
itive sentiments.

– Negativity bias theory suggests that bystanders will show more negative
sentiments on an event/item.

According to these theories, we think that related users who have known
the target will tend to show more positive sentiment than bystanders in event
analysis scenarios.

4 Does User’s Stance Really Matter? Empirical Studies

To investigate the impact of user stance on real scenarios, we conduct model
specification on social event analysis with two real-world datasets.

4.1 “Samsung Note7 Explosion” Event in Weibo

Users often show their sentiments towards social events on social media, and
we are going to verify if the sentiments are affected by user stances. “Samsung
Note7 Explosion” is a big event in 2016 and has been widely discussed, which
is caused by the new published Samsung Galaxy Note7 may result in explosion
when charging.
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Dataset. This dataset is crawled by Weibo1 search API from Aug. 1 to Oct.
31, 2016 with the query “Samsung Note7”. 21,343 posts from 13,277 users are
collected. For each post, its post content, user id, user nickname, the device from
which the post is sent (e.g. iPhone 6s, Samsung Note7), and publish time are
recorded. The posts in this dataset are in Chinese.

Stance Specification. As Samsung Note7, a type of mobile phone, is the key in
this event, so user’s stance is the mobile phone type he/she used here. Samsung
users, especially Note7 users, are event-related users. Other device holders are
bystanders. To better understand the influence in group sentiment caused by
user’s stance, users are divide into three groups with their devices recorded by
Weibo (users who use unknown devices are ignored here.):

– Group A: Samsung Galaxy Note7 users (534 users).
– Group B: Other Samsung devices users (630 users).
– Group C: Other devices users (5,245 users).

Analysis. Firstly, sentiment analysis is an important part of previous events
tracking approaches. The algorithm applied here is [7], which has good perfor-
mance on sentiment prediction in Weibo posts. In this algorithm, the input is
the content of a single user post, and the output is a 3-dimension vector which
records the positive, neutral, and negative scores (S+, S0, and S−, and we have
S+ + S0 + S = 1.0). The sentimental label of each post is decided by the scores.
Due to the fact that most of the words get higher neutral score than other senti-
mental scores, S0 is always the major sentiment component of a post. Following
the setting in the paper, each post is tagged with a sentiment label according to
its scores:

– Positive: S+ > S− and S+ > δ.
– Negative: S− > S+ and S− > δ.
– Neutral: Other conditions.

The value of δ is decided by pilot hand labeling by two experts, and δ is set as
is set as 0.33.

The average sentiment scores of the posts posted by each user group are
shown in Table 1. From the table, distinct user groups show various sentiment
distributions, indicating that user sentiments are highly affected by their stances
based on Affective forecasting. Influenced by endowment effect, Samsung
users show more positive sentiment towards the Note7 explosion, especially
Galaxy Note7 users. Other users show more negative sentiment caused by neg-
ativity bias.

To check if user stance matters user sentiment, significance tests are con-
ducted to see whether there are differences between the sentiment distributions

1 www.weibo.com.

http://www.weibo.com
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Table 1. The average sentiment scores of each group

Group S+ S0 S−

A 0.138 0.614 0.248

B 0.131 0.613 0.256

C 0.113 0.632 0.255

Table 2. The two-sided t-test results between user groups. (* means p-value < 0.01,
** means p-value < 0.001)

Group A B C

A – 0.4352 0.0001**

B 0.4352 – 0.0013*

C 0.0001** 0.0013* –

Fig. 1. Sentiment changes with time-varying in each week (from August to October).
The upper/bottom figure records the percentage change of positive/negative sentiment
in posts. Important dates are marked.

of user groups in a different stance (group A, B, and C). If there are signifi-
cant differences, it means stance is correlated with user sentiment. We use two-
sided t-test between the tweet sentiment scores of the groups and present the
results in Table 2. From the table, it is apparent that the sentiment distribu-
tions of group A&C and B&C are significantly diverse. There is no significant
difference between Note7 users (group A) and other Samsung users (group B),
because users in group A and B are both event related people. Non-Samsung
users (group C) are affected by negativity bias theory and hence express more
negative sentiment. Figure 1 shows the sentiment changes with time-varying in
each week on distinct user groups, and the most famous topics in each month are
“launch” (August), “explosion” (September), and “recall” (October). Affected
by affective forecasting , users in different stances show various feedbacks.
Note that Galaxy Note7 users show different sentiment towards Note7 in August
and September. Since these users already have Note7, even though it may cause
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an explosion, they have more positive sentiment towards Note7. This is influ-
enced by endowment effect .

The analysis results in this section show that stance does have a certain
impact on sentiment.

4.2 “Brexit” Event in Twitter

Not only user sentiments, but also user attitudes can be seen in social media. So
we try to verify if the attitudes are influenced by user stances too.

Dataset.“Brexit” (British exiting from the European Union) is taken as another
social event for model specification analysis. This dataset is collected from Twit-
ter2 from Jun. 1 to July. 15, 2017 with the query “Brexit”. Limited by the search
policy of Twitter, we get more than 1,500 posts from over 500 users at last. For
each post, post content, user id, user nickname, use location, and publish time
are recorded. The posts in this dataset are in English.

Stance Specification. This is a politics event related to British and European
people, so the user’s stances are related to the country where he/she is from.
European users, especially British users, are event-related users. Other users
are bystanders. Users are divided into three groups according to their location
recorded by Twitter, including British group (Group A), European group (Group
B), and others group (Group C). Different from the former event, our analysis
is focused on stance to attitude here.

Analysis. Many previous studies attempt to find users’ attitude towards dif-
ferent events. To get the ground truth of user attitude in each post, we conduct
hand labeling here. Each post is labeled by three people (master students in com-
puter science and technology department) and the label of each post is depended
on the majority opinions. If the labels of a post given by the three annotators are
totally different, they will have a discussion to achieve a final agreement. Three
types of attitude are used here: support, neutral, and oppose. The attitude ratio
of each user group is shown in Table 3.

Table 3. The attitude ratio of each group

Group Support Neutral Oppose

A 0.222 0.382 0.396

B 0.038 0.850 0.111

C 0.103 0.627 0.270

As we can see from the table, influenced by affective forecasting , British
users show more polarized attitudes towards this event. Most group B and C
2 www.twitter.com.

http://www.twitter.com
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users hold neutral attitudes, especially European. Endowment effect and neg-
ativity bias will result in sentiment bias, so user attitudes are less influenced
by them. We conduct t-test to verify if there are significant differences between
different groups. Referring to Table 4, it is apparent that there are significant
differences between every two groups. The results verify that users’ stances do
influence their attitudes too.

In the next Section, we will conduct several experiments to apply user stance
information to sentiment and attitude prediction.

Table 4. The two-sided t-test results between user groups (** means p-value < 0.001).

Group A B C

A – 0.0001** 0.0006**

B 0.0001** – 0.0005**

C 0.0006** 0.0004** –

5 User Stance Enhanced Algorithms

Based on the analysis in Sect. 4, we believe that user stance should be an valu-
able information in social event analysis. Thus, several user stance enhanced
algorithms are designed to improve the performances in these tasks, and the
performance of these methods will show that if user stance is a valuable feature.

In this section, we will introduce the Enhanced-CNN model for sentiment
and attitude prediction. This model is based on a CNN model and we combine
user stance features with the primary model.

Fig. 2. Enhanced-CNN with stance feature.

The basic CNN model shown in Fig. 2 is a slight variant of a sentence clas-
sification CNN model [11]. We choose this model because it performs well with
little tuning of hyperparameters. It is suitable for verifying that stance features
do influence users’ attitude and sentiment. We get enhanced-CNN by modifying
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this CNN model in the embedding layer. Firstly, the representation of a sentence
is concatenated by the word2vec embedding of each word, which is noted as x1:n.

x1:n = x1 ⊕ x2 ⊕ x3... ⊕ xn (1)

where ⊕ represents the concatenation operator. Then we get the stance embed-
ding vector v1. Corresponding to the sentence length n, we get the stance rep-
resentation by fast copy.

v1 : n = v1 ⊕ v1 ⊕ v1... ⊕ v1 (2)

Finally, we concatenate x1 : n and v1 : n to get the final instance represen-
tation S1 : n before we put it into the CNN convolutional layer. So every filter
in the convolutional layer will get the stance feature, In this way, the model
performance will get improvement.

S1:n = x1:n ⊕ v1:n (3)

We use cross-entropy loss in our model, which is defined as:

Loss = −
∑

1≤i≤n

yilog(pi(x)) (4)

where n denotes the number of classes, yi is the ground truth of labels, and pi(x)
is the probability distribution of labels.

Note that this model is not only able to conduct sentiment prediction, but
also able to predict attitude. As the input of the two tasks is a post and the
output of them is a label. In next section, we will introduce the implementation
details in dealing with the two tasks.

6 Experimental Results and Analysis

User stance has already been shown to be an essential factor in social events
mining and it does have an influence on user’ attitude and sentiment. Here,
we will verify if it is useful in sentiment classification and attitude prediction.
Besides the basic CNN and Enhanced-CNN, we use Näıve Bayes, Adaboost,
Linear SVM, and Random Forest to verify if the stance features contributes to
the predictions (for these methods, we only add user stance features in the input
feature vector).

6.1 From Stance to Sentiment

Firstly, sentiment prediction experiments are conducted. The dataset is intro-
duced in Sect. 4.1. Each post is vectorized with these features: (a) Word2vec
feature, 200-dimension, averaged by the vectorized representation of each word
(trained with over 40,000,000 posts). (b) Content feature, 3-dimension, includ-
ing the publish time of this post, whether contains a hashtag (e.g. #Note7#),
whether contains URL. (c) User’s stance feature. 1-dimension, the device
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from which the post is published. The prediction target is the sentiment of this
post: positive, neutral, or negative. Moreover, our aim is to examine if the stance
features are helpful. Thus, we only consider whether there are improvements by
adding stance features into the prediction.

For CNN and Enhanced-CNN, a pre-trained Chinese word2vec vectors3 with
dimension of 300 is used, which is trained on a 0.73G posts data from Weibo.
One channel, 3 sizes filters (3, 4, 5), and max pooling strategy are adopted for
CNN model. We use Adam [12] with a learning rate of 0.001 by optimizing the
cross-entropy loss.

Table 5. The results of posts sentiment prediction.

Algorithm No stance feature All features

Accu F1 Accu F1

Näıve Bayes 52.23% 0.541 53.55% 0.554

Adaboost 68.56% 0.558 68.83% 0.564

Linear SVM 70.08% 0.672 71.26% 0.668

Random forest 71.14% 0.681 72.06% 0.690

Enhanced-CNN 79.10% 0.687 79.80% 0.687

The results with 10-fold cross-validation are recorded in Table 5 (Enhanced-
CNN with no stance feature is the basic CNN model). The prediction perfor-
mances of all algorithms perform better with the extra stance feature. Enhanced-
CNN with stance features achieves the best performance. The results show that
user stance is helpful to sentiment prediction.

6.2 From Stance to Attitude

Table 6. The results of posts attitude prediction.

Algorithm No stance feature All features

Accu F1 Accu F1

Näıve Bayes 53.48% 0.511 56.12% 0.544

Adaboost 57.44% 0.399 57.66% 0.549

Linear SVM 59.15% 0.584 60.48% 0.597

Random forest 57.97% 0.554 62.92% 0.598

Enhanced-CNN 68.40% 0.579 70.88% 0.600

We are going to apply stance feature to attitude prediction here. The dataset
used here is illustrated in Sect. 4.2. Each post is vectorized with these features:
(a) bag-of-words feature, 500-dimension, words appear more than 3 times

3 https://github.com/Embedding/Chinese-Word-Vectors.

https://github.com/Embedding/Chinese-Word-Vectors
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are taken into consideration. (as the corpus is smaller here, so bag-of-words is
enough) (b) Content feature, 2-dimension, including the publish time of this
post, whether the post contains URL. (c) User’s stance. 1-dimension, the
location where the publisher from. Especially, for CNN model, Glove4 which is
trained on Wikipedia is used to initialize word vector, the dimension of vector we
use is 300. Other settings are same as Subsect. 6.1. Our consider is that whether
there are improvements by adding stance features for attitude prediction.

The attitude prediction results with 10-fold cross-validation are shown in
Table 6. All algorithms get improvements, and Näıve Bayes and Random Forest
get larger improvements. The results indicate that user stance feature is effective
on attitude prediction, so we can apply it to real scenarios.

7 Conclusions and Future Work

Inspired by psychological theories, namely affective forecasting , endowment
effect , and negativity bias. User stance is introduced as an unneglectable
factor in social event mining in this study. Two datasets collected from differ-
ent platforms (Weibo and Twitter) in distinct languages (Chinese and English)
about several real scenarios (“Samsung Note7 Explosion” and “Brexit”) are ana-
lyzed. Traditional tracking methods and stance based analysis are conducted.
The results show that user’s stance has significant influences on his/her senti-
ment and attitude, indicating that it can be applied to social events analyzing.
More conclusions are drawn when we employ user stance feature in mining.
Furthermore, the experimental results demonstrate that user stance Enhanced-
CNN attributes to the prediction of user sentiment and attitude. Finally, we
have some discussions about the application of this finding. To the best of our
knowledge, this is the first work that takes psychological theories into consider-
ation on improving the performance of social event analysis. The experimental
results show that our proposal is validated. User’s stance is an essential factor
in mining. We suggest that further social events analyzing works should adopt
this idea.

Our future work contains two parts: (1) We will try to find an automatic
way to distinguish the stances in a new social event, which will contribute to
social event mining. (2) We want to go further in the interdisciplinary area of
psychology and social media to achieve better event mining and understanding.
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Abstract. Fake news arouses great concern owing to its political and
social impacts in recent years. One of the significant challenges of fake
news detection is to automatically identify fake news based on limited
information. Existing works show that only considering news content
and its linguistic features cannot achieve satisfactory performance when
the news is short. To improve detection performance with limited infor-
mation, we focus on incorporating the similarity of news to discriminate
different degrees of fakeness. Specifically, we propose a multi-depth graph
convolutional networks framework (M-GCN) to (1) acquire the represen-
tation of each news node via graph embedding; and (2) use multi-depth
GCN blocks to capture multi-scale information of neighbours and com-
bine them by attention mechanism. Experiment results on one of the
largest real-world public fake news dataset LIAR demonstrate that the
proposed M-GCN outperforms the latest five methods.

Keywords: Fake news detection · Graph Convolutional Networks ·
Graph embedding

1 Introduction

With the rapid development of social media, millions of information flood into
our lives every day, since one could easily post messages on microblogging web-
sites. A study about the spread of fake content shows that false news diffused
significantly faster, deeper and more broadly than the truth [23]. For instance,
within the final three months of the 2016 U.S. presidential election, the fake news
generated to favour either of the two nominees was believed by many people and
was shared by more than 37 million times on Facebook [1]. Such large amount
of false information causes the serious adverse effects on both individuals and
society. Therefore, automatic fake news discriminator is meaningful to detect
fake news and lessen the negative impact.

Fake news detection aims to determine the truthfulness of a given claim.
Traditional approaches either designed a range of hand-crafted feature from text
c© Springer Nature Switzerland AG 2019
J. Tang et al. (Eds.): NLPCC 2019, LNAI 11838, pp. 698–710, 2019.
https://doi.org/10.1007/978-3-030-32233-5_54
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content, speaker profiles and diffusion patterns of the post to establish supervised
machine learning model [4,6,27], or exploited rules and regular expressions to
discover unusual patterns from tweets [29]. However, it is not easy to design all
appropriate artificial features, since fake news is usually written across different
topics, writing styles and social media platforms [20].

Deep learning methods [9,12,19,26] were proposed to alleviate manual effort
and learn the pattern from news contents and propagation paths. These works
improve the performance of detection but the accuracy drops quickly when pro-
cessing the short text. For example, the accuracy of Hybrid-CNN [25] on the
LIAR dataset is only 27.4%. Besides, most of these works directly fed all fea-
tures to learn the representation instead of exploring the relationship among
news samples. It is worth noting that the three democrats, Barack Obama,
Charlie Crist and Tim Kaine, share similar credit history distribution collected
from their previous statements by Wang [25]. Thus, we aim to acquire this kind
of similarity to benefit the detection performance via graph embedding methods.

Recent years have seen a growth in network embedding approaches [8,16,22,
24], wherein they aim to map the nodes in a network to a low-dimensional vector
space preserving the network structure and node feature. The simplified Graph
Convolutional Networks (GCN) [10] look at the complete 1-hop neighbourhood
around the node for aggregation, but it fails to capture information beyond the
second-order neighborhood instead of stacking the convolution layers. Besides,
GCN iteratively propagates neighborhood features to the node, which makes
information morph at each step, i.e. higher-depth information is propagated via
nodes at lower-depth [21]. Therefore, the way of propagation makes the high-
order information over-smoothing.

To tackle the major challenges, we propose the Multi-depth Graph Convo-
lutional Networks (M-GCN) to classify news with speaker profiles, including
the information of party of the speaker, the topic of news, home state, and so
on. M-GCN preserves the multi-order information in explicit way, which makes
nodes from different categories become more recognizable. Specifically, instead
of directly encoding the original speaker profiles, we view each news as a node
and employ their speaker profiles to construct graphs. Each graph presents a
specific relationship network transformed from a kind of relationship, i.e. job-
title. To take advantage of neighbors information at various depths, we expand
Graph Convolutional Networks to capture the multi-scale information of neigh-
bours, and then the nodes feature and the outputs of multi-depth GCNs blocks
are integrated by the attention mechanism to obtain the final representation for
fake news detection. The main contributions of the paper can be summarized as
follows:

– We use graph networks to represent the speaker profiles on the LIAR dataset
and capture the intrinsic correlation between two news. The correlation is
exploited to enhance the performance of fake news detection.

– We expand GCN to acquire multi-scale information of neighbours based on
a certain graph. The multi-depth GCN preserves the multi-granularity infor-
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mation in explicit way, which improves the diversity of representation for each
node.

– By using multi-depth information of neighbourhood and integrating the node
feature, text representation and credit history, the proposed model outper-
forms the existing methods.

2 Related Work

Automatic Fake News Detection. Detecting fake news is a vital research
topic and has been studied in various methods [14]. Supervised classification
was widely used to identify fake news in social media posts. Castillo et al. [4]
provided well designed hand-crafted features from the post contents, user pro-
files and propagation patterns. Feng et al. [6] utilised a wide range of linguistic
features such as n-gram, part-of-speech tags and production rules based on the
probabilistic context-free grammar. The main concern of this approach is to
define useful features for training classifiers.

Since the ability of deep learning in automatically extracting features, many
researchers focus on detecting fake news by deep neural network. Based on post
content and user interactions at different times, Ma et al. [12] and Rath et al. [18]
proposed deep neural network model that used RNN to learn the representations
of fake news and its spreaders. Ma et al. [13] optimized rumor detection and
stance classification at the same time so that more textual character can be
captured. Unfortunately, the above methods for specific participants bring plenty
of noise and cannot extract valid information from newly emerged events [26].

Recently, a party of studies are turning to hybrid neural network methods.
Wang [25] presented the first large scale fake news detection benchmark LIAR
dataset, in which each statement only contains 17.9 tokens in average. In addition
to lexical features, this dataset includes speakers’ information and draw plenty
of attention from relevant researchers. Gottipati et al. [7] had demonstrated
that speaker profiles information can be used to indicate the credibility of a
piece of news. Long et al. [11] adopted speaker profiles as attention factors to
propose a hybrid LSTM model to detect fake news and Karimi et al. [9] combined
information from multiple sources and to discriminate between different degrees
of fakeness by attention mechanism. However, most existing works aim to make
good use of the additional speaker profiles to improve the performance of fake
new detection but ignore the relationship between news.

Therefore, we regard the speaker profiles as multiple relationships and con-
struct graphs to describe the similarity between two nodes(news). With the
help of proposed framework, the nodes feature and multiple relationship can be
merged perfectly to return coherent representation.

Graph Covolution Networks. Motivated by the successful attempt of Con-
volutional Neural Networks in dealing with Euclidean data to model graph-
structured data, the topic of Graph Neural Networks has received growing atten-
tion. Some studies generalized well-defined neural network models to work on
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structured graphs. These convolution-based approaches for network embedding
not only leverage the feature information of a node and its neighbourhood but
also preserve global structure information in graph embedding.

Graph Convolutional Networks have shown significant improvements in semi-
supervised learning on graph-structured data. In their pioneering work, Kipf and
Welling [10] presented a simplified graph neural network model, graph convolu-
tional networks, which integrated the connectivity patterns and node features.
Though the model achieved state-of-the-art classification results on a large of
benchmarks, it still has two limitations. On the one hand, GCN requires expen-
sive computation to integrate high-order information by stacking convolutional
layers. On the other hand, GCN iteratively propagates neighbourhood features
to the node, i.e. higher depth information is propagated via nodes at lower-depth,
which makes information morph at each step [21].

3 Formal Problem Definition

Let D = {d1, d2, . . . , d|D|} be the news set with |D| news, where each news i con-
tains text content representation xi and news side information qi. qt

i represents
a kind of speaker profiles t. Additionally, let Y = {y1, y2, . . . , yc} donates a set of
class labels. We can build adjacency matrix At based on Qt = {qt

1, q
t
2, . . . , q

t
|D|}.

Each news is viewed as one unique node. For a given graph G = (V, E) with
N = |V| = |D| node and the edge set E , At ∈ R

N×N is the adjacency matrix
(binary or weighted) and X ∈ R

N×F represents feature matrix. Label for a
subset of nodes VL ⊂ V are observed.

Our goal is to learn the model M assigning labels to all unlabeled nodes
VU = V − VL by using feature matrix X and known labels for nodes in VL.
Many researches have shown that leveraging unlabelled data in training can
improve learning accuracy significantly if appropriately used [30]. In this work,
we encode the graph structure by neural network f(X,A) and train on the labels
target, which is able to learn representations of nodes both with and without
labels.

4 Proposed Method

4.1 Model Overview

Multi-Depth Graph Convolution Networks (M-GCN) is an end-to-end framework
illustrated by Fig. 1 and consist of three parts: node feature(text representation
and credit history), multi-depth input matrix generated by one kind of relation-
ship among nodes and the output components. To be specific, one row of text
content matrix stands for text embedding vector. For each news, we used the
word embedding technique to fetch the low-dimension representation of a single
word. Using sum-pooling for the preceding matrix, we get the fixed-length rep-
resentation vector for each news. Since credit history is well-arranged data, it
can be directly used as input of the neural network. Multi-depth input matrix



702 G. Hu et al.

Fig. 1. An overview of the proposed model M-GCN. Given a certain kind of graph,
every yellow node means one neighbour of the red node in different distances.

is multiple powers of the normalized adjacent matrix produced under one kind
of graph among nodes.

After integrating relational information in mutli-depth way, the textual fea-
ture and the credit history information will be fused by attention mechanism to
form the final representation fed into the classifier.

4.2 Multi-depth Graph Convolution Networks

First of all, we build edges among nodes based on whether they are in the same
group. Taking job-title information for example, the sparse adjacency matrix A
is defined as:

Aij =
{

1 if i, j have the same job-title
0 otherwise (1)

where i, j is the different news entity.
There are many graph convolutional methods to model the relation matrix

and node feature. Spectral GCN [2] defines the convolution by decomposing a
graph signal x ∈ R

n on the spectral domain and then applying a spectral filter
gθ on spectral components. Defferrard et al. [5] approximated the speactral filter
with Chebyshev polynomials up to Kth order by building a K-localized ChebNet,
where the convolution is defined as:

gθ � x ≈
K∑

k=0

θ′
kTk(Lsym)x (2)

where x ∈ R
n is the signal on graph, gθ is a spectral filter and � denotes the

convolution operator, Tk is the Chebyshev polynomials, θ′ ∈ R
K is Chebyshev

coefficients, Lsym is the symmetric Laplacian. Futhermore, Kipf and Welling [10]
moved forward and simplified this model by limiting K = 1 and approximating
the largest eigenvalue λmax of Lsym by 2. The convolution becomes:

gθ � x ≈ θ(I + D− 1
2 AD− 1

2 )x (3)
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where θ is the only Chebyshev coefficient. They also introduce the renormal-
ization trick to the convolution matrix: D̃− 1

2 ÃD̃− 1
2 with Ã = A + I, which

is the adjacency matrix of the undirected graph G with self-connections, and
D̃ii =

∑
j Ãij . If generalizling the definition to signal X ∈ R

N×F with F input
channels, which equal to a F dimensional feature vector for every node. The
layer-wise propagation rule of this simplified model is:

H(l+1) = σ(D̃− 1
2 ÃD̃− 1

2 H(l)W (l)) (4)

where H(l) ∈ R
N×F is the matrix of activatioins in the l-th layer. H(0) = X is

the node input features. σ(·) is an activation function, such as the ReLU(·) =
max(0, ·).

The normalized adjacency matrix and Laplacian matrix L = D − A describe
the first-order proximity which models the local pairwise similarity between
nodes. But it’s not enough to model all pairwise similarity because of the spar-
sity.

To handle the problem of information morphing, we follow the idea of Cao
et al. [3] to generalize it to k-order proximity. The normalized adjacency matrix
Â = D̃− 1

2 ÃD̃− 1
2 is the transition probability matrix of a single step random

walk. Instead of stacking the GCN layer to merge the long distant information,
we calculate the different distance proximity matrixes to describe the correlation
between nodes and preserve the multi-granularity information in explicit way,
which improves the diversity of representation for each node. Besides, the k-
order proximity matrix can be calculated before modeling. The k-order proximity
matrix Âk

ij is the k-step proximity between node vi and vj :

Âk = Â × Â · · · Â︸ ︷︷ ︸
k

(5)

Each kind of step proximity matrix contain the multi-scale information of
neighbours. Based on the proximity matrixes, we can use them to model the
GCN layers directly and speed up the training process. Specifically, we feed
different depth proximity matrixes to GCN and follow the update rule (4). For
each step we get the output:

zk = ÂkReLU(ÂkXW
(0)
k )W (1)

k , k = 1, 2, 3 · · · (6)

where X is the node features. W
(0)
k ∈ R

F×H denotes the weight matrix for one
hidden layer and W

(1)
k ∈ R

H×C is output weight matrix. Not all outputs zk

contribute equally to detect fake news. Inspired by the great success of attention
mechanism in document classification [28], we aggregate multi-depth informa-
tion to form the final representation by attention mechanism. We first feed all
the multi-depth outputs through a non-linear project to acquire corresponding
attention score ui(1 ≤ i ≤ m), then each attention score is normalized by the
softmax function. The final representation for each news is Pj , which is the
weighted average of all zi.

ui = tanh(Wizi + bi) (7)
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αi =
exp(ui)∑m
l=1 exp(ul)

(8)

Pj =
m∑

i=1

αizi (9)

After that, we evaluate the cross-entropy error over labeled samples:

L = −
∑
l∈YL

C∑
f=1

Ylf ln Plf (10)

where YL is the set of labels nodes and C is the dimension of final representation.
We aim to minimize the loss function L for fake news detection.

5 Experiments

5.1 Dataset

To measure the effectiveness of the proposed approach, we evaluate the perfor-
mance of M-GCN on LIAR dataset [25], which is one of the largest real-world
public news datasets and famous benchmark of fake news detection. It contains
12,836 labelled short statements with 17.9 tokens in average and six fine-grained
labels for the truthfulness ratings: pants-fire, false, barely-true, half-true, mostly-
true and true. As a benchmark, it is divided into three set, training (80%), valida-
tion (10%) and testing (10%), in advance. The distribution of labels is relatively
well-balanced. Besides, the dataset also contains a large number of speaker pro-
files, such as speaker name, party affiliations, job title, home state, location of
speech, topics and credit history. Table 1 gives an example of the LIAR dataset.

Table 1. An example of the LIAR dataset

Statement Our real unemployment is anywhere from 18 to 20%

Don’t believe the 5.6. Don’t believe it

Home State New York

Speaker Donald Trump

Political Party Republican

News Topic Economy, Jobs

Current Job President-Elect

Credit history (63, 114, 51, 37, 61, 14)

Location of speech His presidential announcement speech

Label FALSE
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5.2 Experimental Settings

The 300-dimensional Glove [15] word embedding was applied for each cleaned
word. Out-Of-Vocabulary (OOV) words are initialized from a uniform distribu-
tion with range [−0.25, 0.25]. We utilise the validation set to tune the hyper-
parameters with grid search over ranges of different values. The hidden unit
in GCN is set to [128, 64] and learning rate is 0.001. The dropout rate is set
to 0.5. We use Adam optimizer to train all the parameters with weight decay
strategy for 200 epochs. Since the dataset is fairly balanced and consistent with
Wang [25], we use accuracy as the performance metric and calculate the average
accuracy with ten trials to reduce the influence of random.

5.3 Results

To evaluate the fake news detection performance on LIAR dataset, we compared
our method with the latest fake news detection methods:

– Hybrid-CNN [25] A hybrid CNN that integrates text and contextual infor-
mation together to detect fake news.

– LSTM-Attention [11] A hybrid LSTM that takes the importance of words
by attention mechanism into account.

– Memory-Network [17] A memory network that uses contextual information
as attention factors to detect fake news.

– MMFD [9] A multi-source multi-class fake news detection model to detect
multi-class fake news with multiple sources information.

– GCN [10] A semi-supervised method for classification that uses text content
or credit history as node features and one kind of speaker profiles to build a
graph, which is limited by its fundamental.

Table 2 shows the fake news classification result on LIAR dataset according
to different methods. Since compared methods use different parts of contextual
information, we choose the best result of the state-of-the-art models to compare.
LSTM-Attention uses party, location, job position and credit history. Memory-
Network only uses party and credit history. Though Hybrid-CNN had adopted
all features, its accuracy is just 27.4%. This phenomenon inspires us to make
good use of the features because some features may bring noise and weaken
the performance. For MMFD, it outperformed the Hybrid-CNN by introduc-
ing additional information, Report, which is collected from politifact.com and
longer than the statements. For the attention-based models, LSTM-Attention
and Memory-Network, they manually filtered some features and weighted the
importance of factors by attention mechanism. Therefore, their accuracy greatly
improved. Howerver, they ignore the relationship between nodes with rich inter-
active information, which may be helpful for classification. Our model surpasses
their results by more than 7% and 2% respectively, which indicates the effective
of information integration in M-GCN. Compare to MMFD, our method gets
the 10% improvement even without using the extra report information. Using
the same features and side information, Speaker, our model also exceeds the

http://www.politifact.com
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result of original GCN by 4%. And we get similar gaps in other speaker pro-
files. The fact shows that the extension of GCN can better utilise the similarity
among samples and preserve the rich multi-granularity information to improve
fake news detection performance.

Table 2. Performance of fake news detection models on the LIAR dataset

Model Detection accuracy (%)

Hybrid-CNN [25] 27.4

MMFD [9] 38.8

LSTM-Attention [11] 41.5

Memory-Network [17] 46.7

GCN [10] 45.3

M-GCN 49.2

To figure out the effect of each speaker profiles information, Speaker, Party,
Topic, State and Job. Table 3 shows the result of the proposed model with one
kind of speaker profiles under the condition of depth K = 2. We found that
the other confusion matrix statistics perform similarly as accuracy. Compare
with others, the Speaker perform better in test dataset and return the highest
accuracy.

Table 3. M-GCN using different speaker profiles for 6-label classification (%)

Metric Speaker Party Topic State Job

Valid Test Valid Test Valid Test Valid Test Valid Test

Accuracy 47.8 49.2 48.5 48.8 49.0 48.6 49.1 49.1 48.6 48.6

Precision 49.7 51.7 51.4 51.9 50.9 50.6 51.2 51.7 50.2 50.6

Recall 47.6 49.9 47.8 48.7 48.8 49.3 48.7 49.6 48.5 49.6

F1 Score 47.9 49.7 48.3 48.7 48.9 48.5 49.1 49.2 48.7 48.5

To discriminate the relative importance of Text, Credit history and speaker
profiles, we also calculate the average attention scores with single speaker infor-
mation Speaker on test dataset during the experiment. The credit history is
the most informative factor in detecting fake news, which is consistent with the
finding by Long [11]. The speaker profiles play a positive role in improving the
performance, and the normalized attention score of text, 0.19, is far lower than
the source of credit history’s 0.59, which also makes sense because of the very
short textual content. And the score of Speaker, 0.22, demonstrates the benefit
of introducing other information.
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Table 4. M-GCN and GCN using different speaker profiles without credit history (%)

Model Speaker Party Topic State Job

GCN 22.3 20.2 20.7 22.1 21.9

M-GCN 25.7 25.3 24.9 24.6 23.4

It’s worth noting that credit history is statistical data collected by previous
statements of speakers and not commonly available. We also conduct experi-
ment on using these speaker profiles without credit history. Table 4 shows the
classification performance between the GCN [10] and our model. Although the
overall classification performance has been significantly reduced, our model is
still better than the original GCN.

(a) (b)

Fig. 2. (a) Performance with different fraction of training data. (b) Performance with
different depth K.

To investigate whether the higher ratio of training data can improve the per-
formance of classification, LIAR dataset is split by different percentage with the
random sampling. To this end, we plot the learning curves of different relation-
ships, which include party, topic, speaker, state and job. The test data is set to
fixed 10% of the total data in advance, and there is not overlap between test
set and training set. The training data is randomly selected from the rest of
data at each fraction. Figure 2(a) shows that the accuracy curves rise steadily in
general and four features bring a little bit different performance. The speaker
information is more remarkable in improving performance. Even when less train-
ing information is available, the performance of our M-GCN model doesn’t drop
quickly.

We also explore the influence of the depth of neighbour K for model per-
formance. The Fig. 2(b) presents the variation in accuracy. With the depth K
ranging from zero to three, most of the features reach the peak while K = 2.
The best reason may lie in the lack of rich relational information. Most of the
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relationships just contain two or three variables in LIAR dataset, and then most
neighbour nodes can be reached with one or two hops, so it may introduces the
noise information while K > 2. What we want to stress is that our M-GCN can
better use node fetaures and relation graphs while receiving the same inputs
under the same order. If a certain relationship has more variables, it may return
better performance by adding rich information of dense graph structure.

6 Conclusion

In this paper, different from the methods directly encoding the speaker profiles
or attention-based methods, we acquire the representation of each news node
with graph structure information converted from speaker profiles. To make good
use of neighbours’ features, we expand original GCN to capture the multi-scale
information of neighbours and preserves the rich multi-granularity information
for each node. The experiments results on the LIAR dataset show that multi-
depth graph convolution networks(M-GCN) can utilise the similarity of news
nodes to improve classification performance and identify the authenticity of news
more effectively than the existing five methods.
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Abstract. Emotion cause detection (ECD) that aims to extract the
trigger event of a certain emotion explicitly expressed in text has become
a hot topic in natural language processing. However, the performance of
existing models all suffers from inadequate sentiment information fusion
and the limited size of corpora. In this paper, we propose a novel model to
combine external sentiment knowledge for ECD task, namely ExSenti-
ECD, to try to solve these problems. First, in order to fully fuse sen-
timent information, we utilize a sentiment-specific embedding method
to encode external sentiment knowledge contained in emotional text into
word vectors. Meanwhile a new sentiment polarity corpus is merged from
multiple corpora. Then, a pre-training method is adopted to mitigate the
impact of the limitation of annotated data for ECD task instead of sim-
ply expanding samples. Furthermore, we apply attention mechanism to
take emotional context into consideration based on the observation that
the context around emotion keywords can provide emotion cause clues.
Experimental results show that our model greatly outperforms the state-
of-the-art baseline models.

Keywords: External sentiment knowledge · Pre-training · Emotional
context · Emotion cause detection

1 Introduction

In recent years, with the rapid development of modern social networking plat-
forms such as Weibo, Weixin and Twitter, more and more people are getting
accustomed to sharing their views and experiences with others on the Internet.
In this situation, we have obtained a large amount of emotion and viewpoint
information recorded in digital form. It has become a hot topic and challenge in
the NLP field to mine emotion cause information from the massive data.

Emotion cause detection, as its name implies, is the process of discovering
triggers or motivations that cause certain emotions. The task is totally different
from the traditional tasks like emotion analysis and emotion prediction, where
most of the current work is conducted. In many scenarios, we show more interest
in the cause events of emotions rather than the certain emotion itself. For exam-
ple, merchants prefer to know which attributes of their goods lead to customers’
c© Springer Nature Switzerland AG 2019
J. Tang et al. (Eds.): NLPCC 2019, LNAI 11838, pp. 711–722, 2019.
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purchasing behavior. These attributes are generally included in the trigger events
of emotion implicitly or explicitly.

There are several challenges of emotion cause detection that remain to be
addressed. First, few corpora are publicly available for emotion cause detec-
tion. This is also the main reason for the lack of research on the task. The
current mainstream machine learning and deep learning methods are all based
on a large amount of tagged data to train their models. Second, the traditional
word embedding methods do not capture enough semantic and sentiment infor-
mation. It will cause significant downstream errors. For the lack of semantic
information, for example, the word “bank” that appears in “bank deposit” and
“river bank” apparently means different things. But they will have the same
word embeddings if we apply methods like word2Vec to train their word vectors.
Another instance will be given to demonstrate the absence of sentiment infor-
mation. Words like “good” and “bad” that appear in the different sentences,
that have the same syntactic structure but have completely opposite sentiment
polarity, will be mapped to the close position in the vector space if we use tradi-
tional word embedding methods like word2Vec. This is undoubtedly a disaster
for tasks related to sentiment analysis. For example, we would like to extract
the cause events that express positive emotions corresponding to “feeling good”,
but because the distance between “good” and “bad” in vector space is very
close, it may eventually extract the cause events that express negative emotions,
which is certainly wrong. According to our observation of data sets, such sam-
ples account for a large proportion, so solving this problem will certainly bring
a great improvement to the performance of our model.

To address the above-mentioned issues, a novel model called ExSenti-ECD
is proposed in this paper. First, we try to encode external sentiment knowledge
into our model in the phase of word embedding. Compared to general-purpose
methods(word2Vec, Glove), the word vectors obtained by this way will fully fuse
the sentiment information. This means the words like “good” and “bad” will
be very far apart in vector space. Second, a well-known model called BERT in
NLP field is introduced. The main reason why we consider using BERT can be
summarized as two points: (1) the publicly available Chinese pre-trained model;
(2) the deep bidirectional feature of the model. The first point will help solve
the problem of the lack of corpora if we directly adopt the pre-trained model.
Pre-training model has been proved to be an effective way in low-resources task.
The second point shows the great advantage of BERT model in fusing context
semantic information.

The main contributions of this paper can be summarized as follows: (1) A
new sentiment polarity corpus is merged from several corpora to ensure enough
external sentiment knowledge. (2) The sentiment-specific method is first utilized
in ECD task to fully fuse sentiment information to reduce downstream error.
(3) Pre-training method is introduced to mitigate the problem of poor model
performance caused by the limited size of emotion cause corpora.

The remainder of this paper is organized as follows: The second section intro-
duces the latest progress of related work. Details of our ExSenti-ECD model will
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be given in the third section. In the fourth section, we compare the experiment
results of our model and other baselines to prove the validity of our proposed
model. In the final section, we give a brief summary and possible future research
directions.

2 Related Work

As a sub-problem in the field of NLP, the emotion cause detection task aims
to mine deeper information of text. In the initial stage that the concept was
proposed [3], the methods based on rules and common-sense knowledge are still
the mainstream way to solve it [1,2,4,9,10]. With the further research, more
and more methods have emerged. Gui et al. [5] use multi-kernel SVM based
on the 7-tuple definition of event to extract emotion cause tuples. On the basis
of FrameNet, Ghazi et al. [11] used CRF learners and a serialization model to
identify emotional triggers in sentences containing emotions. Cheng et al. [12]
proposed a multi-user structure to extract emotional cause events from Chi-
nese microblog corpus using SVM classifier. The rise of deep learning methods
also provides a new perspective on this issue. Deep memory network in QA is
introduced to model the relationship between emotion keywords and candidate
emotion cause clause [6]. Li et al. [7] further take into account of the context of
the emotion clause to assist in selecting the right emotion cause clause. Chen et
al. [8] propose a joint learning model of emotion classification and emotion cause
detection. But very little effort has been devoted to construct corpora for the
task [1,4,11]. And the corpus we used to train and evaluate our model is from
Gui et al. [4].

In the field of NLP, most existing mainstream models use general-purpose
pre-trained word embedding method [25–27] to get word vectors [17–22]. How-
ever, in recent years, more and more attention has been paid to encode task-
specific external knowledge into word embedding and pre-training method [23,
24]. Tang et al. [13] design and implement three neural networks to encode sen-
timent information into word vectors. Bespalov et al. [14] apply a n-gram model
to integrate context information into word vectors. Labutov et al. [15] utilize
existing resource to improve the performance of word embedding in the same
vector space. Andrew et al. [16] proposed a hybrid supervised learning and unsu-
pervised learning model, which fully fuses semantic and emotional information
for word vector representation. In this paper, we propose a novel model to obtain
as much of the sentiment information as it contains in the original text. In the
end, the sentiment information obtained is reflected in the word embeddings of
the text. The experimental results show that our model is superior to previous
methods.

3 Our Model

3.1 Sentiment-Specific Embedding Method

Currently in NLP related tasks, general-purpose pre-trained word embedding
methods like word2Vec, glove have become the preferred mainstream approaches.
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But there are still many shortcomings among these methods like that neither
of them can fully integrate the emotional information contained in sentences. In
recent years, in the field of emotional analysis, the method that encoding external
emotional information into word vector representation to reduce downstream
task errors has been proposed, and more and more attention has been paid to it.

Fig. 1. Three methods for encoding external sentiment knowledge into word embedding

Figure 1 illustrates three basic methods of encoding external sentiment knowl-
edge into word vectors representation: (a) At the beginning of the training of
word embedding model, external sentiment knowledge and unsupervised corpora
are applied to the training model; (b) The pre-trained word embedding model is
available. Then the pre-training model is fine-tuned based on external sentiment
knowledge. The new model is used to initialize the word vectors; (c) Exter-
nal sentiment knowledge is combined with pre-trained word embedding in the
process of joint parameters training. This enables the embedding module to be
trained based on not only supervised training data, but also external sentiment
knowledge.

The third method is used in our model proposed in this paper. And BERT
is chosen to obtain word vectors after careful investigation and comparison. In
order to integrate enough external sentiment knowledge into word vectors, a
corpus containing more than 80,000 sentiment polarity samples is obtained by
merging several sentiment polarity corpora from different fields like comments
on social media or takeaway platform. This new corpus will be used to fine-tune
the BERT pre-training model to encode external sentiment knowledge into the
word embedding model, which is very useful for the tasks related to emotional
analysis especially emotion cause detection.

3.2 Our ExSenti-ECD Model Based on BERT

BERT, which stands for Bidirectional Encoder Representations from Transform-
ers, is a new language model proposed by Google in 2018 based on Transformers.
The model swept 11 NLP task lists as soon as it was put forward and the result
is amazing especially in fusing semantic information of text context. There are
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many ways to accomplish downstream NLP tasks by applying pre-training mod-
els, which can be roughly divided into feature-based methods (ELMO) and fine-
tuning methods (ULMFit, OpenAI GPT). BERT implements both two methods
and makes great improvements comparing with the existing methods. BERT
uses masked language models to enable pre-trained deep bidirectional represen-
tations that can help fully fuse semantic information contained in text context.
In addition, BERT doesn’t require much task-specific design for certain tasks
in different domains to achieve excellent generalization ability. This is why we
choose it to be a necessary part of our model.

Fig. 2. High-level overview of our model.

Figure 2 offers a high-level overview of our model. As the figure depicts, our
ExSenti-ECD model can be roughly divided into two parts. In the first part, we
try to pre-train a BERT model by applying the new sentiment polarity corpus
we constructed from publicly available corpora. Through this process, we can
endow the model higher ability to fuse sentiment information of text. This is also
one of the core innovations proposed in this paper. Then the model parameters
trained in the first part is used to initialize the second part of our ExSenti-
ECD. In the second part, each input contains two parts: emotion clause and
candidate emotional cause clause. And we use BERT to take emotional context
information between them into consideration. Experimental results show that it
can undoubtedly help improve the model performance.

The core concept of our ExSenti-ECD model is to introduce external senti-
ment knowledge so that word vectors of text can fully integrate the semantic
and sentiment information to benefit emotion cause detection task. First of all,
given the fact that the sizes of sentiment polarity corpora are generally small,
we construct a new corpus that contains samples from several existing data sets.
The samples contained in the new corpus only show positive or negative senti-
ment polarity. Then it is used to fine-tune the Chinese pre-trained BERT model.
The word vectors of text are extracted by running the pre-trained model that
has been well fine-tuned. Through the above several steps, we can get the word
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embedding matrices of emotion clauses and candidate emotion cause to represent
them in the way that computers can process.

The corpus that used in our emotion cause detection task is constructed by
Gui et al. [4]. Every sample is a triple tuple containing emotion clause, candidate
emotion cause clause and a label that indicates whether the candidate emotion
cause clause is a true one. Emotion clauses are the clauses that include one or
more than one emotional keyword. Based on the observation that the context
around emotion keywords can provide emotion cause clues because the emotion
cause events are the stimuli of certain emotions, ExSenti-ECD model tries to
apply attention mechanism to introduce the information of emotion clauses to
assist in making decision. This method has been proved to be very effective [6,7].
Multi-layer attention structures of BERT are directly adopted for the reason that
the design of BERT is excellent enough and the available Chinese pre-trained
model can mitigate problems caused by the limited size of data sets. The output
of attention layers serves as the input of a softmax layer to get the final result.
The reason for choosing such a simple composition of ExSenti-ECD model is
still the limitation of data set. The model may not be able to converge if it is
too complex.

4 Experiment Results

4.1 Data Sets

our ExSenti-ECD model requires two different corpora, one is sentiment polarity
data set and the other is emotion cause data set. We get a relatively large sen-
timent polarity data set by aggregating several existing small data sets so that
the new data set will contain enough sentiment information that can be used
as external sentiment knowledge. The corpus only includes samples that show
positive or negative sentiment polarity. In other words, no samples show neutral
polarity. Considering that the new data set is used for encoding external senti-
ment knowledge and the neutral samples only account for a small proportion,
we get rid of all neutral samples to eliminate their influence on experimental
results. Table 1 shows the distribution of positive and negative samples in the
corpus with a ratio of nearly one to one.

Table 1. Sample distribution in our new sentiment polarity corpus.

Polarity of sentiment Number

Positive 40,051

Negative 39,912

As shown in Table 2, our emotion cause corpus only has 2,105 documents that
include 2,167 causes and 11,799 clauses. To solve this problem, we choose to work
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on model instead of simply expanding the data set because it is undoubtedly a
time-consuming and laborious process to tag new data. And most documents
have only one emotion cause event, so we can simplify the problem by assuming
that all emotions correspond to only one cause event. We distinguish cause events
at the clause level, so for each emotion clause, only one emotion cause clause is
the correct answer.

Table 2. Samples distribution of emotion cause corpus. Cause1, Cause2 and Cause3
are emotions with 1, 2, and 3 emotion cause events respectively.

Items Numbers

Documents 2,105

Causes 2,167

Clauses 11,799

Cause1 2,046

Cause2 56

Cause3 3

4.2 Baselines

As illustrated in Table 3, we compare the experimental result of our ExSenti-
ECD model with some classical methods to prove the validity of our model.
These methods can be classified into three categories: (1) methods based on
rules or common-sense knowledge; (2) machine learning methods; (3) deep neural
network methods.

(1) Rule-based and common-sense based methods: RB∗ is a rule-based
method which generalizes two sets of linguistic rules for emotion cause detec-
tion task [3]. CB∗ is a common-sense based method [10] that uses the Chinese
Emotion Cognition Lexicon as the external knowledge base. RB∗ + CB∗ uses
both rule-based and common-sense based methods to select right emotion cause
event.

(2) Machine learning methods: RB∗ + CB∗ + ML∗ is a SVM classifier that
features of rules and the Chinese Emotion Cognition Lexicon serve as training
data set. SVM∗ is trained on unigrams, bigrams and trigrams features. Multi-
Kernel∗ is also a SVM classifier but uses multi-kernel method [5].

(3) Deep neural network methods: CNN∗ is the classical convolutional neural
network. ConvsMS-Memnet∗ is a new method proposed by Gui et al. [6] that
use the multiple-slot deep memory network to select the correct emotion cause.
CANN∗ use co-attention method to fuse the context information of emotion to
help improve the task performance [7]. ExSenti-ECD is our model proposed in
this paper.
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Table 3. Comparison of different word embedding methods. The results with super-
script * are baselines from previous work.

Methods P R F

RB∗ 0.6747 0.4287 0.5243

CB∗ 0.2672 0.7130 0.3887

RB∗ + CB∗ 0.5435 0.5307 0.5370

RB∗ + CB∗ + ML∗ 0.5921 0.5307 0.5597

SVM∗ 0.4200 0.4375 0.4285

Multi-Kernel∗ 0.6588 0.6927 0.6752

CNN∗ 0.5307 0.6427 0.5807

ConvsMS-Memnet∗ 0.7076 0.6838 0.6955

CANN∗ 0.7721 0.6891 0.7266

ExSenti-ECD 0.8769 0.7062 0.7823

From the experimental results that are showed in Table 3, we can draw
some conclusions. First of all, for rule-based and common-sense based meth-
ods, RB+CB outperforms the two separate method RB and CB. It means the
two methods can complement each other to some extent. And for machine learn-
ing methods, as we can see, the Multi-kernel method is obviously superior to the
other two machine learning methods. The reason why it can perform so well
is that the method take structured context information into consideration that
other methods never do. For deep neural network methods, our ExSenti-ECD
model greatly outperforms other neural network models in the precision rate
meanwhile the recall rate also increased slightly. The improvement are undoubt-
edly owing to the integration of external sentiment knowledge and the adoption
of pre-training methods and attention mechanism.

4.3 Comparison of Different Components in Our ExSenti-ECD
Model

To verify the necessity of every part of our ExSenti-ECD model, we do another set
of experiments that each of them makes a partial change to ExSenti-ECD model.
As shown in Table 4, whether the external sentiment knowledge is not introduced
or the context information of the emotion clauses is not added, the performance
of the model will be worse especially in the recall rate. The huge increase in the
recall rate indicates that our model can better predict the correct emotion cause
events which is undoubtedly due to the addition of external sentiment knowledge
and the context of emotion clauses.

4.4 Comparison of Different Word Embedding Methods

Although we have put forward improved strategies in other aspects, there is
no doubt that encoding external sentiment information into word vector rep-
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Table 4. Effect of different components of ExSenti-ECD. Among them, No-Ex-Senti
does not encode external sentiment knowledge into word embeddings, No-Attention
means that we don’t apply attention mechanism to introduce the context information
of emotion clauses to help make decisions and ExSenti-ECD is our proposed model

Methods P R F

No-Ex-Senti 0.85 0.5481 0.6665

No-Attention 0.8612 0.5654 0.6812

ExSenti-ECD 0.8769 0.7062 0.7823

resentation plays a crucial role. In order to verify it, we also experiment with
some different word embedding methods that no any external knowledge is intro-
duced. The experimental results are given in Table 5 and prove the effectiveness
of our proposed word embedding method. Random Initialization method ran-
domly initializes word vectors for each word according to a certain probability
distribution. Word2Vec, FastText and Glove are three currently popular word
embedding methods. No-Ex-Senti means ExSenti-ECD model based on BERT
but without encoding any external sentiment knowledge into it. No-Ex-Senti
performs better than above four traditional word embedding methods and it
demonstrates the great advance of the Chinese pre-trained BERT model in fus-
ing context semantic information. Compared with No-Ex-Senti, the experimental
result of ExSenti-ECD model has been further improved whether in precision,
recall or F-measure. This proves that the introduction of external sentiment
knowledge can indeed promote the effectiveness of the model because more sen-
timent information in the raw text can be captured for emotion cause detection.

Table 5. Comparison of different word embedding methods for emotion cause detec-
tion.

Methods P R F

Random initialization 0.8116 0.4030 0.5386

Word2Vec 0.7843 0.482 0.5975

FastText 0.7807 0.4776 0.5926

Glove 0.8235 0.4378 0.5717

No-Ex-Senti 0.85 0.5481 0.6665

ExSenti-ECD 0.8769 0.7062 0.7823

Figure 3 was given to more clearly compare the performance of different word
embedding methods under several distinct evaluation indicators including pre-
cision, recall and F-measure. Firstly, let’s talk about the precision index. As the
figure shows, all methods perform well on this indicator. Glove method is better
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than random initialization, word2Vec and fastText. Meanwhile our ExSenti-ECD
model are the best among all traditional methods and No-Ex-Senti that contain
no external sentiment knowledge. For the index of recall, only No-Ex-Senti and
ExSenti-ECD methods exceed 50% and ExSenti-ECD performs better by at least
15% than other methods. Our ExSenti-ECD model also performs very well in
F-measure, the most important indicator. The F-measure of our ExSenti-ECD is
78.23% while the highest of the other methods is 66.65%. The enormous increase
in F-measure undoubtedly proves the validity of our proposed novel word embed-
ding methods that encoding external sentiment knowledge into word vectors.

Fig. 3. Comparison of precision, recall and F-measure of different word embedding
methods

5 Conclusion

In this paper, we propose a novel model called ExSenti-ECD to encode external
sentiment knowledge into word vectors of text to benefit emotion cause detection
task. The Chinese pre-trained BERT model is used for fusing sentiment and
semantic knowledge and then get word vectors of text. The pre-training method
can also solve the restriction of available data sets. The attention layers of BERT
are applied to integrate extra context of emotion keywords to help select right
emotion cause clause. In order to get enough external sentiment knowledge, we
successfully merge several existing available sentiment polarity resources. The
experimental results show that our ExSenti-ECD model greatly outperforms the
existing baseline systems and other different word embedding methods.

The lack of tagged data is always an unavoidable problem for the training
of deep neural network model. In future work, we will try to expand the data
set for emotion cause detection rather than just improve model performance



Combining External Sentiment Knowledge for Emotion Cause Detection 721

by applying new methods. On the other hand, currently most researchers focus
on the identification of emotion cause of sentence expressing emotions explicitly
while ignoring sentences expressing emotions implicitly. But examples of implicit
expression of emotions meet the eye everywhere. Therefore, the concentration of
our next work is to extract the emotion cause events of sentences that express
emotion implicitly.
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Abstract. We analyze narrative text spans (also named as arguments)
in this paper, and merely concentrate on the recognition of semantic
relations between them. Because larger-grain linguistic units (such as
phrase, chunk) are inherently cohesive in semantics, they generally con-
tribute more than words in the representation of sentence-level text
spans. On the basis of it, we propose the multi-grain representation learn-
ing method, which uses different convolution filters to form larger-grain
linguistic units. Methodologically, Bi-LSTM based attention mechanism
is used to strengthen suitable-grain representation, which is concate-
nated with word-level representation to form multi-grain representation.
In addition, we employ bidirectional interactive attention mechanism to
focus on the key information in the arguments. Experimental results on
the Penn Discourse TreeBank show that the proposed method is effective.

Keywords: Implicit discourse relation recognition · Multi-grain
linguistic units · Bidirectional interactive attention mechanism

1 Introduction

Implicit discourse relation recognition is a foundational task of Natural Lan-
guage Processing (NLP), which aims to jointly infer semantic connectives and
logical relations between adjacent text spans (also named as arguments) accord-
ing to semantic information, syntactic information, related domain knowledge
and other clues. Implicit discourse relation recognition is helpful for many down-
stream NLP applications, e.g., question answering [8], machine translation [18],
sentiment analysis [20], information extraction [3], etc.

Penn Discourse TreeBank (PDTB) 2.0 [11] is a benchmark corpus for dis-
course relation recognition. It is mainly defined as four top classes, including
Comparison, Contingency, Expansion and Temporal. Previous research mainly
used linguistic features and supervised learning methods [7], and word pair made
great contributions in their work. Considering the example (1), we naturally infer
that the relation between the argument pair is Comparison by word pair (rose,
c© Springer Nature Switzerland AG 2019
J. Tang et al. (Eds.): NLPCC 2019, LNAI 11838, pp. 725–736, 2019.
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declined). However, word pair in some texts is relatively one-sided, as shown in
example (2). The key word pairs are (good, wrong) and (good, ruined), and the
model may simply infer the relation type as Comparison. In fact, “not a good”
in Arg1 and “wrong”, “ruined” in Arg2 are composed as correct pairs, and then
we can correctly infer the relation as Cause based on it. Taking example (3) into
account, “not that significant” in Arg2 means a little significant instead of slight,
the word “not” modifies “that significant” rather than “that” or “significant”.
Thus, it is useful to deal with “not that significant” as a whole. On the basis, “no
effect” and “not that significant” are composed as a pair for relation inferring.
In short, some larger-grain linguistic units contribute more to the representa-
tion of an argument than words. Larger-grain linguistic units are combined with
words into multi-grain linguistic units. The units may contain richer semantic
information for the task of implicit discourse relation recognition.

(1) [Manufacturers’ backlogs of unfilled orders rose 0.5% in September
to $497.34 billion]Arg1 [Implicit=but ] [Excluding these orders, backlogs
declined 0.3%.]Arg2

Relation Type: Comparison

(2) [Psyllium’s not a good crop]Arg1 [Implicit=because] [You get a rain
at the wrong time and the crop is ruined.]Arg2

Relation Type: Contingency.Cause

(3) [The $40 million will have no effect whatsoever on the asset structure
of Eastern’s plan]Arg1 [Implicit=because] [Forty million in the total scheme
of things is not that significant.]Arg2

Relation Type: Contingency.Cause.Reason

In this paper, we propose a method of multi-grain representation learning
for implicit discourse relation recognition. Convolutional operation can aggre-
gate information of words in a convolutional window. Thus, our method utilizes
different convolution filters to form larger-grain linguistic units of an argument.
Bi-LSTM based attention mechanism is used to strengthen suitable grained rep-
resentation which adjusts attention scores of current moment based on the states
of the previous moment. We finally obtain arguments represented by different
grained linguistic units. And then words are concatenated with them into multi-
grain representation which contains richer information. In addition, we introduce
the variant of bidirectional attention flow model (BiDAF) [17,19], an interactive
attention mechanism in the field of reading comprehension, into our field as
argument interaction.

The rest of the paper is organized as follows. Section 2 summarily concludes
related work. Section 3 introduces our approach in detail. Section 4 presents the
experimental settings and result analysis. Section 5 concludes the paper.

2 Related Work

PDTB 2.0 which was released by Linguistic Data Consortim (LDC) in February
2008, is a large-scale annotated discourse relation corpus. Since the publication
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of the corpus, many researchers [7,10] have achieved great results based on the
linguistic features and supervised learning methods. In recent years, methods
based on neural network [2] have achieved significant results in the NLP field.

2.1 Argument Representation

The foundation of the excellent model is representing arguments by an appropri-
ate way. Rutherford et al. [15] used Recursive Neural Network (RNN) to encode
context information. Lei et al. [6] combined topic continuity, semantic interaction
and attribution to enrich argument representation.

2.2 Argument Interaction

Argument interaction aims to obtain more semantic information, or enhance the
key information which can help relation classification between argument pairs.
Qin et al. [13] extracted features of the argument pairs through Convolutional
Neural Network (CNN), and introduced stacking gated neural architecture to
control argument interaction. Lei et al. [6] calculated relation scores between the
i-th word of Arg1 and the j-th word of Arg2 respectively over word embedding,
and obtained the interaction matrix which represented the relevance of corre-
sponding words in an argument pair. Chen et al. [2] utilized Gated Relevance
Network (GRN) to learn interaction between the argument pairs.

Attention mechanism has been widely used in NLP tasks recently. Zhou
et al. [21] proposed attention-based Bi-LSTM. Attention mechanism is a method
that imitates human reading habit of selectively focusing on partial information.
Liu et al. [9] held the idea that humans were unable to focus on important infor-
mation while read articles at once, thus they grasping the key information of the
article required repeated reading and dynamic attention for deciding which was
more important at next time. Liu et al. [9] proposed a model of multi-attention
mechanism, which achieved the state-of-the-art performance in terms of Tempo-
ral and Expansion. Guo et al. [4] proposed interactive attention mechanism.

3 Model

3.1 Overview

The overall architecture of our model is shown in Fig. 1, which mainly consists
of three parts: word-level layer, larger-grain linguistic units layer and interactive
attention layer. In the word-level layer, we take each token of one argument as
the input sequence and feed the word of Arg1 and Arg2 to the Bi-LSTM layer.
The larger-grain linguistic units layer receives word as input. Firstly, the larger-
grain linguistic units are obtained by the convolutional operation with k filters,
forming k representations for each argument. Secondly, we utilize the Bi-LSTM
based attention mechanism to assign different weights to the k representation
of the argument. Furthermore, we sum the k representation up as the final
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representation of the argument. In the interactive attention layer, we concatenate
word-level representation and the larger-grain representation as the multi-grain
representation, and set it as the input of interactive attention layer. We utilize
bidirectional interactive attention mechanism to determine which unit of an
argument should be focused on by the information of the other argument. A
Bi-LSTM layer and a softmax layer are followed up for the final classification.

Word embedding

K-convolutions

Bi-LSTM-based attention

Word embedding

K-convolutions

Bi-LSTM-based attention

M
ulti-G

rained
R

epresentation

Interactive attention

Full connection & Softmax

Bi-LSTM Bi-LSTM

Arg1 Arg2

Relations

Fig. 1. The overall structure of the model.

3.2 Word Embedding

At the beginning, the words of Arg1 and Arg2 are encoded as fixed-dimensional
real-valued vectors by looking up pre-trained word embedding table. Let x1

i (x
2
i )

be the i-th word vector in Arg1(Arg2).

XArg1 = [x1
1, x

1
2, ..., x

1
s] (1)

XArg2 = [x2
1, x

2
2, ..., x

2
s] (2)

where s denotes the length of an argument, which is fixed and the same for Arg1
and Arg2.
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3.3 Word-Level Representation

We set the word embedding representation of the argument as the input of the Bi-
LSTM, and obtain the hidden representation at each time. Then, we concatenate
these hidden states as the final word-level representation.

X ′
Arg1 = BiLSTM(h1,XArg1, θ1) (3)

X ′
Arg2 = BiLSTM(h2,XArg2, θ2) (4)

where h1, h2 are hidden states. θ1, θ2 are learnable parameters of Bi-LSTM.

3.4 Larger-Grain Representation

Larger-Grain Linguistic Units. We take advantage of multiple convolutions
with different convolution filters. The convolution processes of Arg1 and Arg2
are as follows:

ci = f(w · xi:i+h−1 + b) (5)
Cj = [c1, c2, ..., cs] (6)

where xi:i+h−1 means word [xi,xi+1,...,xi+h−1]; h denotes the size of convo-
lutional window, and f(·) means non-linear function; ci is the i-th result of
convolution; s denotes the length of an argument, and [·] means concatenation
operation. Cj is a complete convolutional operation by a convolutional size.

We choose k convolution filters to convolute Arg1 and Arg2 respectively, and
then concatenate the k convolutional results as follows:

CArg1(2) = [C1, C2, ..., Ck] (7)

According to the above operations, we obtain k kinds of representations of
an argument which are concatenated by k kinds of larger-grain linguistic units.
The units are determined by the size of the convolution filters.

Selecting Appropriate Grained Linguistic Units. From above sections,
we obtain new vectors CArg1 and CArg2 with k kinds of larger-grain linguistic
units. In order to select appropriate grained representation, we adopt Bi-LSTM
based attention here. At time t, we calculate the attention weights of different
granularities according to the previous hidden state ht−1 and the current k
linguistic units. As shown in Eqs. (9, 10) [1], the more important granularities
at current time are given larger weights.

−→
h

1(2)
t =

−−−−→
LSTM(

−→
h

1(2)
t−1 , c

1(2)
t ,

−→
θ 3(4)) (8)

−→at
1(2) = wT

1(2) tanh(wc1(2)c
1(2)
t + wh1(2)

−→
h

1(2)
t−1 ) (9)

−→at
1(2) = softmax(−→at

1(2)) (10)
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where
−→
h

1(2)
t is the forward hidden state of Arg1 and Arg2,

−→
θ 3(4) means the

parameters of the Bi-LSTM. −→at
1(2) is the attention score for forward direction,

and w1(2), wc1(2) and wh1(2) are learnable parameters. Ct
i , in Eq. (11) represents

the t-th slice of a convolution result. c
1(2)
t means concatenation of k larger-grain

linguistic units obtained by different convolution filters. Similarly, the way of
calculating reverse direction is as same as the forward.

c
1(2)
t = Ct

Arg1(2) = [Ct
1, C

t
2, ..., C

t
k] (11)

The new arguments representation are obtained by weighting the attention
mechanism. Then we obtain the larger-grain representation of each argument
via concatenating the forward attention result with the reverse one.

−→̂
c

1(2)
t =

k∑

1

−→a 1(2)
t c

1(2)
t (12)

−→
P Arg1(2) = [

−→̂
c

1(2)
1 ,

−→̂
c

1(2)
2 , ...,

−→̂
c 1(2)

s ] (13)

PArg1(2) = [
−→
P Arg1(2),

←−
P Arg1(2)] (14)

3.5 Multi-grain Representation

The words are concatenated with larger-grain linguistic units, forming the
enhanced multi-grain representation, which is merged word-level information
with larger-grain information.

TArg1 = [X ′
Arg1, PArg1] (15)

TArg2 = [X ′
Arg2, PArg2] (16)

3.6 Bidirectional Interaction Attention Mechanism

The argument representation obtained from Sects. 3.3-3.5 only considers the
information of a single argument respectively, and ignore the interactive infor-
mation between the arguments. Thus, we utilize the interactive learning between
argument pairs for further learning. Here, we transfer BiDAF [17,19] in read-
ing comprehension field to the field of discourse relation recognition. In reading
comprehension model, BiDAF is a bidirectional attention mechanism: Query-to-
Context and Context-to-Query. Because Query and Context play asymmetric
roles to the task, the methods of BiDAF calculating weights for Query and Con-
text are different. In the task of implicit discourse relation recognition, Arg1
and Arg2 are symmetric. So we transform BiDAF to bidirectional interactive
attention which is suitable for our task. Thus, each argument can obtain the
bidirectional interaction information based on the other argument, and give the
greater weights to the important compositions of the argument.
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T ′
Arg1(2) = TArg1(2) ⊗ w1(2) (17)

M = T ′
Arg1 ⊗ T ′

Arg2 (18)
Matt = T ′

Arg1 + M + T ′
Arg2 (19)

OArg11(21) = softmax(Matt) ⊗ TArg1(2) (20)
OArg12(22) = softmax(max(Matt)) ⊗ TArg1(2) (21)

AArg1(2) =[TArg1(2), OArg11(21), TArg1(2)�
OArg11(21), OArg11(21) � OArg12(22)]

(22)

where w1 and w2 are learnable parameters. Matt is a interactive matrix between
Arg1 and Arg2. OArg11 and OArg21 are the results for the first method of cal-
culating weights (Context-to-Query), and OArg12 and OArg22 are results for the
second (Query-to-Context).

The final representations of arguments are obtained through Bi-LSTM (cal-
culation as Sect. 3.3), which are denoted respectively as H1 and H2. Concatenat-
ing them into H is as the input of a full-connection layer for feature extraction
and dimensionality reduction. Finally, we feed the feature vectors to the softmax
layer for classification.

3.7 Model Training

For training, the object is the cross-entropy loss with L2 regularization as follows:

E(ŷ, y) = −
s∑

j

yj × log(Pr(ŷj)) (23)

J(θ) =
1
m

m∑

k

E(ŷ(k), y(k)) (24)

where Pr(yj) means the probability of assigning the instance to label j, y(k) is
the gold labels and ŷ(k) is the predicted ones.

4 Experiment

4.1 Dataset and Evaluation Metric

In order to verify the effectiveness of our method, we make use of PDTB 2.0,
which is divided into three parts from Rutheford [16], including training set
(Section 2–20), development set (Section 0–1) and test set (Sect. 21–22). All
instances test four top-level relation types: Comparison (Comp.), Contingency
(Cont.), Expansion (Expa.) and Temporal (Temp.).

The instance number of four types in PDTB is unbalanced. We separately
train one-vs-other binary classifiers for each of four discourse relations. A feature
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of PDTB dataset is that some instances are annotated as more than one discourse
type. We deal with the situation by the way that if the classifier predicts the
instance as one of the annotated types, then the prediction will be regarded as
correct. We adopt F1-scores for model evaluation.

4.2 Parameter Settings

For the hyper-parameters of the model, we fix the length of arguments to be
80 by truncating the longer arguments and zero-padding the shorter arguments.
The word embedding is initialized with pre-trained word vectors using word2vec1

and unknown words are randomly initialized, and dimensionality setting as 300.
After word embedding, we apply dropout and set dropout rate as 0.5. We adopt
Momentum [12] with learning rate 0.001 and batch size 90 to train the model.

In the larger-grain linguistic units layer, the convolutional operation uses
three groups of 50 filters with filter window sizes of (2 ,4, 8). In the granularities
selection layer, the hidden state number of Bi-LSTM is set as 300.

4.3 Overall Performance

We compare our performance with the following state-of-the-art methods, and
divide them into two classes. (1) Argument Semantic Learning: Ji2015 [5] used
RNN to encode argument representation and entity that was based on syn-
tax analysis. Qin2016 [13] took advantage of CNN to extract features of argu-
ment pairs. Qin2017 [14] designed adversarial connective-exploiting networks,
which were learned connective features to implicit discourse relation network by
adversary between implicit discourse relation network and discriminator. From
linguistic point of view, Lei2018 [7] combined linguistic features. (2) Argument
Interactive Learning: Chen2016 [2] utilized GRN to capture semantic interaction
between arguments, and utilized the pooling layer to aggregate interactive infor-
mation. Liu2016 [9] designed multiple attention model for adjusting the most
relevant information that should be focused on. Guo2018 [4] proposed interac-
tive attention mechanism to integrate the information of argument pairs into
Bi-LSTM so as to get argument representation.

Table 1 shows the overall performance on F1-scores. Lei2018 conducted a
comprehensive analysis on PDTB through learning corpus, that their method
combined linguistic features such as topic continuity, semantic interaction and
attribution. The performance of Lei2018 surpasses our method in Contingency.
Our method surpasses the performance of theirs in other relations. All in all, our
method that integrating all components obtains state-of-the-art results in terms
of Contingency, Expansion and Temporal among the compared models.

The following reasons may explain the performance of our method: (1) In
this task, larger-grain linguistic units are semantically cohesive, which contains

1 http://www.code.google.com/p/word2vec.

http://www.code.google.com/p/word2vec
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Table 1. The performances of different approaches on the top classes in PDTB in
terms of F1-scores (%).

Model Comp. Cont. Expa. Temp.

Ji2015 35.93 52.78 - 27.63

Qin2016 41.55 57.32 71.50 35.43

Chen2016 40.17 54.76 - 31.32

Liu2016 39.86 54.48 70.43 38.84

Qin2017 40.87 54.56 72.38 36.20

Lei2018 43.24 57.82 72.88 29.10

Guo2018 40.35 56.81 72.11 38.65

Ours 45.10 54.72 73.3 40.18

more useful information than some words. (2) Multi-grain representation con-
sists of word-level representation and larger-grain representation. It can supple-
ment richer information than single word. (3) Bidirectional interactive attention
mechanism can assign more attention to keywords in argument pairs.

4.4 Our Results and Analysis

In order to verify the effectiveness of the method for larger-grain linguistic units,
multi-grain representation learning and the bidirectional interactive attention
mechanism, we design five sets of experiments, and the results are shown below
(Table 2).

Table 2. The effects of different components in terms of F1-score (%).

Model Comp. Cont. Expa. Temp.

Word-level (basic model) 34.67 42.65 68.73 28.03

LGLU-level 35.56 45.02 69.98 30.47

Word+LGLU 37.70 50.17 70.99 34.99

Word+Interaction 40.16 53.21 70.02 38.07

Word+LGLU+Interaction 45.10 54.72 73.30 40.18

• Basic Model: we choose Bi-LSTM as the baseline model. It directly encodes
Arg1 and Arg2, and then concatenates them for relation classification. This
is an experiment based purely on word-level representation.

• Larger-Grain Linguistic Units (LGLU): mainly includes multiple convolu-
tional operations and Bi-LSTM based attention. This is an experiment based
on larger-grain representation that directly classify by larger-grain linguistic
units embedding.
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• Word+LGLU: concatenates word information and larger-grain representa-
tion into multi-grain representation. So as enhancing argument representa-
tion. By means of the comparison between the first experiment and the third,
the performance of the third experiment has been improved among four rela-
tions, the F1-scores have increased by 3.03%, 7.52%, 2.26% and 6.96% respec-
tively. For example, example (4) is classified correctly in the third experiment,
while wrongly in basic experiment. We infer that our method aggregates
“While not specifically mentioned” into a whole by filter size 4. It contains
more useful information than single word “mentioned”. If the model clas-
sifies via words, “not” and “mentioned” may be disturbed by “specifically”.
Thus, larger-grain linguistic units are semantically cohesive, and the proposed
situation in Sect. 1 is relieved to some extent by our method.

• Word+Interaction: when the model learns which compositions are more
important in Arg1, the information of Arg2 is used to help model adjustment
by calculating interactive attention score (similar operation on Arg2). From
the performance, the F1-scores of the fourth experiment are 5.49%, 10.56%,
1.29% and 10.04% higher than the performance of baseline model among four
relations. In the first experiment, each word is considered to have the same
contribution to infer correct discourse relations, and significant information
is not highlighted. Bidirectional interactive attention mechanism relieves the
problem. The attention mechanism adjusts the key information of its own
through learning information of the other argument, so the classification per-
formance has been substantial improved.

• Word+LGLU+Interaction: compared with the third experiment, the fifth
one adds bidirectional interactive attention mechanism. Compared with the
fourth experiment, the fifth one adds larger-grain linguistic units. Considering
example (5), which is classified wrongly in the basic experiment. In the fifth
experiment, the larger-grain linguistic unit “question the authenticity” and
the word “instead” are composed as a pair to help correctly classify. The
performance exceeds fore four sets experiments. It is further proofed that the
effectiveness both of larger-grain linguistic units and bidirectional interactive
attention mechanism.

(4) [While not specifically mentioned in the FBI charges, dual
trading became a focus of attempts to tighten industry regulations]Arg1

[Implicit=as] [Critics contend that traders were putting buying or selling
for their own accounts ahead of other traders’ customer orders.]Arg2

Relation Type: Contingency.Cause.Reason

(5) [scholars question the authenticity of the Rubens]Arg1 [Implicit=as]
[ It may have been painted instead by a Rubens associate.]Arg2

Relation Type: Contingency.Cause.Reason

According to the above five experiments, it can be proofed from the improved
F1-scores: (1) The larger-grain linguistic units are semantically cohesive, some
larger-grain linguistic units contribute more to discourse relation recognition
than words. (2) The method of multi-grain representation learning is effective.



Multi-grain Representation Learning 735

(3) Each word in an argument has different contribution to judge discourse
relation type. The bidirectional interactive attention mechanism proposed above
can help model focus on the information which is effective for the classification.

5 Conclusion

In this paper, we propose a multi-grain representation learning method for
implicit discourse relation recognition. The method can automatically obtain
larger-grain linguistic units without extracting phrases or chunks by data pre-
processing. The multi-grain representation is able to capture complete informa-
tion of the argument. The bidirectional interactive attention, which is a variant of
BiDAF, performs better for information interaction. Experimental results show
that the proposed method improves performance among four relation types and
obtains comparability compared with the state-of-the-art methods.
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Abstract. Most recent state-of-the-art approaches are proposed to uti-
lize the pre-trained word embeddings for bilingual lexicon induction.
However, the word embeddings introduce noises for both frequent and
rare words. Especially in the case of rare words, embeddings of which are
always not well learned due to their low occurrence in the training data.
In order to alleviate the above problem, we propose BLIMO, a simple
yet effective approach for automatic lexicon induction. It does not intro-
duce word embeddings but converts the lexicon induction problem into a
maximum weighted matching problem, which could be efficiently solved
by the matching optimization with greedy search. Empirical experiments
further demonstrate that our proposed method outperforms state-of-the-
arts baselines greatly on two standard benchmarks.

1 Introduction

Bilingual lexicons are crucial for cross language processing, since they boost
the performance of downstream tasks such as multilingual classification and
machine translation [7,10,15]. However, high quality bilingual lexicons are not
always available, especially for low resource languages. Additionally, most bilin-
gual lexicons only cover frequent words while a large amount of rare words are
missing. With new words emerging, more words in the long tail are absent from
these lexicons. Thus, automatically inducing lexicons with moderate supervision
is essential to extend the standard lexicons.

Most previous lexicon induction methods work in a soft matching way—for
each target word, they only give a list of candidate words with corresponding
probabilities. The induced lexicons can be noisy in real applications. Recently,
the most popular lexicon induction method is the bilingual word embedding
transforming, which maps the bilingual word embeddings into one space with
a transforming matrix. Specifically, they learn a linear transformation from the
c© Springer Nature Switzerland AG 2019
J. Tang et al. (Eds.): NLPCC 2019, LNAI 11838, pp. 737–748, 2019.
https://doi.org/10.1007/978-3-030-32233-5_57
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source embedding space to the target embedding space, based on the assumption
that word embeddings of different languages have similar geometric arrange-
ments in there corresponding embeddings spaces. After that, the learned trans-
forming matrix acts like a soft alignment between the bilingual words, which
achieves very impressive results on lexical induction tasks [4,7,18,21,24].

However, we argue that the current state-of-the-art methods by transforming
word embeddings are not necessarily the best for automatic lexicon induction,
because they highly depend on the quality of pre-trained word embeddings.
Because words with similar meanings tends to have similar word vectors, and
in the setting of embeddings transforming, source words are likely to be mis-
takenly aligned to target words with similar embeddings. Furthermore, we also
find that rare words are not well aligned by embedding transforming methods.
Word embeddings of rare words are always poorly learned since they does not
appear enough times in the data for the embedding training. Due to the power-
law distribution, the 2% of the most frequent words could take 98% of the total
training data, which results in the relatively low quantity of rare word embed-
dings. In such case, word embeddings will be severely noisy for lexicon induction
on rare words. In the meantime, bilingual lexicons of rare words are usually more
crucial than some frequent words in the downstream tasks. For example, rare
words in machine translation are prone to be some informed name entities or
even unknown words (UNK), obtaining the lexicons of these rare words may
significantly improve the performance of machine translation.

In this paper, we propose BLIMO (short for Bilingual Lexicon Induction via
Matching Optimization), a fast yet accurate approach for bilingual lexicon induc-
tion, which abandons the soft matching approach and does not introduce noisy
word embeddings for the lexicon induction process. Following previous work, we
propose to exploit the easily acquired bilingual parallel data, maximizing the
similarity of source and target sentence representations. The sentence represen-
tation is the normalized summation of the word representations, but different
to previous work, we use the one-hot vector as the word representations, which
does not have the above mentioned problems of word embeddings. Specifically,
we reduce the lexicon induction problem to maximum weighted matching in a
bipartite graph. By assuming the property of lexicon bijection (see Sect. 3.3),
which is quite reasonably for rare words, lexicon induction in our scenario could
be further modeled as a matching optimization problem. For efficiency, we pro-
pose a greedy algorithm to find the approximated solution of the matching opti-
mization, which is very fast and giving very impressive results in practice.

In the experiments, we conduct experiments on English-Italian and Japanese-
English benchmarks. Our proposed BLIMO gives better results than existing
methods greatly on both benchmarks. To the best of our knowledge, we achieve
the best reported results on English-Italian data, which boosts the state-of-
the-art performance [7] of lexicon induction from 66.2% to 74.1%, obtaining a
significant improvement of 8 absolute percent on this standard benchmark. Our
proposed method outperforms state-of-the-art baselines on both frequent words
and rare words, and the accuracy gap on rare words are larger than on frequent
words. This shows the advantages of our proposed method by abandoning word
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embeddings. Additionally, our BLIMO works very fast practically, which can
extract 80K English-Italian lexicons within 10 min on 2M parallel sentences.

2 Related Work

Methods for bilingual lexicon induction can be classified into three categories,
i.e., supervised methods, weakly supervised and unsupervised methods. Super-
vised methods mostly exploit a bilingual lexicon or parallel corpus to model the
relationship of words between different languages. The weakly supervised meth-
ods could use a small number of seed lexicons, while unsupervised methods only
make use of monolingual corpus.

2.1 Supervised Methods

In the early research of lexicon induction, most related works focus on word
alignment problem in machine translation, which aims to find the word align-
ment of a bilingual sentence-aligned corpus with language-independent statistical
methods [17]. These can be viewed as the earliest works on the bilingual lexicon
extraction tasks. They exploit similarity functions to align similar words or use
some other statistical methods like hidden Markov models [5,11,14,20]. These
works pay more attention to local alignment of words between sentences rather
than obtaining global lexicons, and the lexicon induction by unsupervised word
alignment may need many iterations with the EM algorithm, which is very time
consuming.

In recent years, most approaches are based on bilingual embedding mappings.
Mikolov et al. [15] first use word embeddings in the extraction of lexicons. Super-
vised by a seed lexicon, their method learns a linear transformation matrix to
minimize squared the Euclidean distance between transformed source word vec-
tors and target word vectors. Word translation is extracted by searching nearest
neighbors. Following works [2,9,13,23] adopt similar idea but they additionally
apply a canonical correlation analysis or add an orthogonality constraint to the
mapping matrix, which gain a performance improvement.

The method proposed by AP et al. [1] learns to reconstruct bag-of-words rep-
resentations of aligned sentences without using word alignment or seed lexicons.
While recent work by Smith et al. [21] exploits parallel corpus to learn a transfor-
mation matrix. They define a vector representation of sentence by a normalized
sum over the word vectors, and view the parallel corpus as a dictionary of “aver-
age word” pairs. With these “word” pairs, they construct a “pseudo-dictionary”
as the seed dictionary to learn a orthogonal transformation in embedding spaces.
However, the above two works still rely on the word embeddings for word rep-
resentation.

2.2 Weakly Supervised and Unsupervised Methods

Recent works show that weakly supervised and unsupervised methods can also
obtain good performances on the bilingual lexicon induction. Artetxe et al. [3]
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propose a self-learning method that separates the task into a dictionary extrac-
tion step and a embedding mapping step, and then iterates these two steps with
a seed dictionary, which contains only 25 word pairs. Artetxe et al. [4] further
extend this two-step framework with a fully unsupervised initialization based
on a simple assumption that the embedding spaces are perfectly isometric, and
similarity matrices of monolingual word embeddings should be equivalent up to
a permutation of their rows and columns. While other unsupervised methods
employ adversarial training, they learn a discriminator and a mapping matrix,
in which the discriminator is trained to determine whether an word embedding
comes from source or target languages, while the mapping matrix is trained to
fool the discriminator through transforming source word embeddings distribu-
tion close to target word embeddings distribution [7,25].

These approaches differ from ours in following aspects. They all aim to learn
a cross-lingual word representation and then learn a cross-lingual classifier or
extract lexicons with these representations. However, our approach views the
bilingual lexicon induction as a deciphering task and directly learns the bilingual
dictionary. Besides, most of these methods all relies on the distributed represen-
tation of words. These sentences are represented as the sum or average of the
distributed representation of words, which causes information loss especially for
long sentences.

3 Approach

3.1 BLIMO

In this section, we will describe our proposed BLIMO in detail. Suppose we have
n parallel sentences, denoted as {Si, Ti}ni=1. Si is the i-th source sentence consists
of words {W s

Si,1
,W s

Si,2
, . . . ,W s

Si,len(Si)
}, and Ti = {W t

Ti,1
,W t

Ti,2
, . . . ,W t

Ti,len(Ti)
}

is the target sentence corresponding to Si. W s
∗ and W t

∗ are words in source
language and target language respectively. ‘len(Si)’ and ‘len(Ti)’ is the number
of words in the source sentence and the target sentence. For a clearer illustration,
we map each word into a v-dimensional one hot vector h(·). To be general,
suppose we have an embedding matrix Es ∈ R

m×v for the source language. The
representation of each source sentence could be sum of word vectors, e.g.,

si =
len(Si)∑

j=1

Esh(W s
Si,j

) = Es

len(Si)∑

j=1

h(W s
Si,j

), (1)

Es could be a distributed embedding matrix. It should be noted that we only
use the embedding Es in deduction, and it will be eliminated in the following
steps.

Given a sentence pair 〈Si, Ti〉, we measure the distance of these two sen-
tences by,

dist(Si, Ti) = −norm(si)ᵀnorm(ti), (2)
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in which norm(·) is a function that normalize sentence vectors. We need to find
a mapping between source words and target words that minimize the dist(·, ·)
for the corpus. Specially, we use a mapping function p(·) to map the target
words {W t

1 ,W
t
2 , . . . ,W

t
v} to source words {W s

k1
,W s

k2
, . . . ,W s

kv
}. Then ti could

be written as,

ti =
len(Ti)∑

j=1

Esh(p(W t
Ti,j

)). (3)

To make the problem tractable, we further assume that each word in the
source language can be mapped to only one word in the target language (See the
following section for detail). Then p(·) could be written as a row transformation
matrix D of dimension n × n, that,

h(p(W t
Ti,j

)) = Dh(W t
Ti,j

). (4)

With the help of mapping matrix D, Eq. (3) could be written as

ti =
len(Ti)∑

j=1

EsDh(W t
Ti,j

) = EsD
len(Ti)∑

j=1

h(W t
Ti,j

). (5)

The distance of source corpus and target corpus is

dist(S, T ) =
n∑

i=1

dist(Si, Ti) = −
n∑

i=1

norm(si)ᵀnorm(ti). (6)

For computation efficiency, we use L2-norm as the normalization function.
In this setting, we set Es to the identity matrix because of the sparsity of∑len(Si)

j=1 h(W s
Si,j

). Thus, dist(S, T ) could be further simplified as following,

dist(S, T ) = −
n∑

i=1

sti√
sᵀ
i si

ti√
tᵀ
i ti

,

in which

si
√

sᵀ
i si

=

∑len(Si)
j=1 h(W s

Si,j
)

√
(
∑len(Si)

j=1 h(W s
Si,j

)ᵀ)(
∑len(Si)

j=1 h(W s
Si,j

))

= norm(hSi) (7)
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√

tᵀ
i ti

=
D

∑len(Ti)
j=1 h(W t

Ti,j
)

√
(
∑len(Ti)

j=1 h(W t
Ti,j

)ᵀ)DᵀD(
∑len(Ti)

j=1 h(W t
Ti,j

))

= D norm(hTi) (8)
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We combine representation of all normalized sentence vectors into a sin-
gle matrix for simplification. For instance, S = [norm(hS1),norm(hS2), . . . ,
norm(hSn

)] and T = [norm(hT1),norm(hT2), . . . ,norm(hTn
)] is the represen-

tation of source corpus and target corpus, respectively. In this setting, the only
variable we need solve is the mapping D between two languages. Therefore, the
objective is to find a mapping matrix D such that the distance between parallel
corpus is minimized:

arg min
D

dist(S, T ) = arg min
D

n∑

i=1

dist(Si, Ti)

= arg max
D

tr
(
TSᵀD

)
(9)

where tr(·) is the trace operation (the sum of the entries in the main diagonal of
the matrix). Let A := TSᵀ. With the lexicon bijection assumption (see Sect. 3.3),
each word in the source language can be mapped to only one word in the target
language, in which case, D is permutation matrix. We can optimize the objective
function by finding a permutation of A’s columns. Such optimization problem
can be reduced to the problem of finding a maximum weighted matching in a
bipartite graph where Aij is the weight of the edge connecting i-th vertex on
the left side and j-th vertex on the right side.

3.2 Why One-Hot Word Representation

To give a further explanation of why we should use one-hot vector as the word
representation, we illustrate the reason in following two aspects: (1) We find that
currently popular distributed representation of words may introduce noisy and
leads to bad performances of similar words and rare words on lexicon induction.
(2) As it is mentioned above, we need to solve maximum weighted matching
problem on a bipartite graph. If we can limit the weight to positive and make
the weight matrix A very sparse, then we can save a lot of memory space and
computational resource. We find that using one-hot vectors can exactly satisfy
these two conditions.

3.3 Lexicon Bijection Assumption

In this section, we introduce a lexicon bijection assumption in the modeling of
lexicon induction, which means the words in the source and target languages
should be a one-to-one mapping. Although the lexicon permutation assump-
tion is a really strong assumption, it still makes sense because we mainly focus
on boosting the lexicon induction performance rare words, which are almost
bijective. Empirically, our assumption does not harm the accuracy of lexicon
induction and the experiments show that our proposed method gives really good
results on rare words.
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3.4 Matching Optimization

According to the previous description, we want to find a matching of A’s columns
to maximize its trace, which is a maximum weighted matching problem or a
linear sum assignment problem (LSAP). There are a large number of algorithms
have been developed for LSAP and the best sequential algorithms for the LSAP
requires a time complexity of O(v3) in the worst-case, where n is the size of the
problem [6]. However, when it comes to a larger vocabulary, it’s not applicable
to extract the lexicon with a complexity of O(v3). So we adopt an alternative
method to solve this problem: we iteratively select the highest-weight item (i, j)
in A and remove the corresponding row and column until all the words are
aligned. This procedure have a time complexity of O(v2 log(v)) in the worst
case. Due to the sparsity of the matrix A, we can only sort those non-zero
values and actually the expected time complexity is O(Cv2 log(v)), where C is a
constant represents the density of the matrix. There is no iterative steps in our
proposed method, and empirically our method always gives accurate bilingual
lexicons with really fast speed. For example, we can extract 80K English-Italian
lexicons within 10 min on 2M parallel sentences.

4 Experiments

In this section, we first evaluate our proposed method on standard benchmarks
of lexicon inductions, and then make a comparison with a variety of currently
state-of-the-art baselines. Moreover, we apply our learned bilingual lexicon in
a state-of-the-art machine translation system, trying to verifying that whether
the induced bilingual lexicon can help to boost the performance of a modern
machine translation system.

4.1 Experiments on Bilingual Lexicon Extraction

Experiment Setup. This task aims to find the translations in target language
with the given words in source language. We evaluate our approach on stan-
dard lexicon induction benchmarks, the English-Italian and the Japanese-English
datasets, respectively. The English-Italian dataset is provided by Dinu et al. [8].
Specifically, the English-Italian test set contains 1500 words. These words are
divided into five frequency-sorted bins (1–5 k, 5–20 k, 20–50 k, 50–100 k and 100–
200 k), and each bin contains 300 words. To give a fair comparison with previ-
ous supervised approaches, in the English-Italian task we use the same parallel
corpus as used in [21], which is a 2M English-Italian parallel corpus from the
Europarl corpus [12].

English and Italian are similar to each other, because they belong to the
same Indo-European language family. In order to show more strengths of our
method, we conduct the experiments on Japanese-English language pair, which
are two very different languages, belonging to the Japanese-Ryukyuan language
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family and Indo-European language family, respectively. We use the ASPEC
dataset [16] for training, which is a corpus from the scientific paper domain. As
for the Japanese-English test set, we cut the first 6500 words of the full dataset [7]
as the test set and split them into 13 bins according to their frequency rank.

We set the most frequent 80K words as the vocabulary in both tasks. Both
tasks take the polysemy of words into account, which helps us to have a more
accurate evaluation of the bilingual lexicons quality. This setup enables us to
detect the performance of methods on words with different frequencies, so that
we can evaluate our method from another perspectives.

Table 1. Translation precision @1 from English to Italian with different word fre-
quency. Results are obtained from [4,7,21]

Word ranking by

frequency

Mikolov

et al.

[15]

Dinu

et al. [8]

CCA [21] Smith

et al.

[21]

Artetxe

et al. [4]

Conneau

et al. [7]

This work

0–5 k 0.607 0.650 0.633 0.690 - - 0.807

5–20 k 0.463 0.540 0.477 0.610 - - 0.800

20–50 k 0.280 0.350 0.343 0.403 - - 0.787

50–100 k 0.193 0.217 0.190 0.253 - - 0.670

100–200 k 0.147 0.163 0.163 0.200 - - 0.640

Average 0.338 0.385 0.361 0.431 0.481 0.662 0.741

Quantitative Results. Our results on the English-Italian test set are reported
in Table 1, as well as the results of Mikolov, Faruqui, Dinu and Smith reported
in [4,7,21]. We make a comparison with these six different methods, including
linear transformation learning method presented by Mikolov, Faruqui’s method
using Scikit-learn’s implementation of CCA and Smith’s method supervised by
parallel corpus, as well as Artetxe’s two-step method and Conneau’s adversarial
training method.

As shown in Table 1, our method achieves a remarkably high precision on
both common words and rare words, which could support our motivation men-
tioned in the Introduction. It is worth mentioning that comparing to previous
works, the performance of our method does not have a big drop off for rare
words. Most of previous works give really bad results on rare words such as the
words of 50–100 k and 100–200 k, ranked by frequency. Especially for the words
ranked as 100–200 k, most results reported by previous works are around 20%,
which is significantly lower than ours (64%). This shows our proposed method
is really superior to baselines on rare words. Moreover, our proposed also work
better on frequent words than previous work, and finally our proposed method
achieve an accuracy of 74.1% on all words, which is significantly better than
baselines.

Our results on the Japanese-English are shown in Fig. 1. In this evaluation,
we compare our method with [21] and [7], which are the most representative
methods in unsupervised methods and supervised methods, respectively. We
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Fig. 1. Word translation precision@1 from Japanese to English with different word
frequency.

evaluate the method of [7]1 and [21]2 based on their implementation. The word
embeddings used in these two evaluation are pre-trained fastText Wikipedia
embeddings3.

We show the results in Fig. 1, and we find that on the Japanese-English
dataset, our method also outperforms baselines with a relatively large mar-
gin. Specifically, our method achieves an accuracy of 45.5%, which is better
than compared models of [7] and [21], 16.7% and 7%, respectively. Besides, the
running time of their method is 9 hours (CPU time) and 30 min (GPU time),
respectively. Our method only takes 10 min (CPU time) to extract the 80K
Japanese-English lexicon.

Qualitative Analysis. We provide some words in the test set and their transla-
tions predicted by various model in Table 2. To investigate the behavior of each
approach, we arrange these words according to their frequency. In Table 2, we
could find that the unsupervised method [7] fail to learn a reasonable mapping.
Japanese and English may be too different for unsupervised method to learn
the mapping successfully. Both supervised methods are able to learn good map-
ping on some common words, such as and and are
not correctly mapped because there are multiple translations for these words.
For instance, and are mapped ‘america’ and ‘oil’ in our approach. The
method of [21] fail to generate a good translation for rare words and similar
words, for example, and

4.2 Experiments on Machine Translation

Bilingual vocabulary could be used in many NLP tasks, such as neural machine
translation. As explained in Sect. 4.1, building a bilingual vocabulary of English
1 https://github.com/facebookresearch/MUSE.
2 https://github.com/Babylonpartners/fastText multilingual.
3 https://github.com/facebookresearch/fastText.

https://github.com/facebookresearch/MUSE
https://github.com/Babylonpartners/fastText_multilingual
https://github.com/facebookresearch/fastText
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Table 2. Word translation samples from the Japanese-to-English task.

Table 3. The effect of words alignment for neural machine translation on ASPEC
Japanese-to-English task.

Word alignment Vocabulary Share embedding Parameters BLEU

Not aligned 80K words False 277 M 26.80

Randomly aligned 80K words True 199 M 26.70

Not aligned 40K subwords (BPE) False 199 M 27.36

Aligned by lexicon 80K words True 199 M 27.75

and Japanese is challenging. Our experiments on bilingual lexicon extraction
further show that, not only the unsupervised way fails to build a satisfactory
bilingual vocabulary, but also the supervised method using word embedding
could not find a promising relation. In contrast, our method is able to align both
common and rare Japanese words into English with relatively higher accuracy.
In order to verify the effect of word alignment, we conduct comparison of various
settings on neural machine translation tasks, which is evaluated using BLEU.

In contrast to [2], we learn bilingual word mapping directly, instead of learn-
ing a transformation between embedding spaces. Thus, we train the neural
machine translation in supervised mode and learn word embedding in the mean-
time. We use Transformer [22] as our baseline model. To ease the effect of over-
fitting, we set the hidden size of Transformer as 256.

We list the BLEU scores on the Japanese-to-English task in Table 3. All these
models are trained for 100,000 steps. It can be observed that although all the
four models are trained on the same dataset, we easily reach the best perfor-
mance comparing to those not or randomly aligned models, which confirms the
effectiveness of our word alignment. Even more surprising, the model with word
alignment performs better than the BPE method [19]. Note that the words are
randomly aligned in the second model, but it still achieves a good performance.
It suggests that even though our inducted lexicon is not perfect, it can still helps
the NMT model to translate better.
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5 Conclusions

In this paper, we propose BLIMO, a method that directly extract bilingual lexi-
con without using distributed representation of words. The experimental results
on English-Italian and Japanese-English word translation task, as well as the
Japanese-English machine translation task demonstrate that our method can
extract high-quality bilingual lexicons from parallel corpus. For the future work,
we would like to relax the bijection hypothesis of lexicon and also seek more
reasonable approximation algorithms.
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Abstract. Diachronic word embedding aims to reveal the semantic evo-
lution of words over time. Previous works learned word embeddings in
different time periods first, and then aligned all the word embeddings
into a same vector space. Different from previous works, we iteratively
identify stable words, meanings of which remain acceptably stable even
in different time periods, as anchors to ensure the performances of both
embedding learning and alignment. To learn word embeddings in the
same vector space, two different cross-time constraints are used during
training. Initially, we identify the most obvious stable words with an
unconstrained model, and then use hard constraint to restrain them in
related stable time periods. In the iterative process, we identify new sta-
ble words from previously trained model and use soft constraint on them
to fine-tune the model. We use COHA dataset (https://corpus.byu.edu/
coha/) [14], which consists of texts from 1810s to 2000s. Both qualitative
and quantitative evaluations show our model can capture meanings in
each single time period accurately and model the changes of word mean-
ing. Experimental results indicate that our proposed model outperforms
all baseline methods in terms of diachronic text evaluation.

Keywords: Linguistic change · Diachronic word embedding · Lexical
semantics

1 Introduction

With the influence of technology, culture, as well as policy, words keep evolving
all the time. Traditional word embedding [22] does not consider the influence of
time. Hence, mistakes are easily to be made, especially on the words that have
different meanings over different time periods. For example, “gay” used to mean
“cheerful” but people nowadays use it as “homosexual”.

More and more researchers realized the importance of time in NLP tasks,
which can improve the performance of many tasks, especially those time-related
c© Springer Nature Switzerland AG 2019
J. Tang et al. (Eds.): NLPCC 2019, LNAI 11838, pp. 749–760, 2019.
https://doi.org/10.1007/978-3-030-32233-5_58
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ones. Embedding-based methods for learning word changes usually consist of
two steps: first pretraining embeddings using time-specific corpus separately and
then making alignment between the embeddings. In the alignment process, [26]
used orthogonal Procrustes to align the learned embedding. [24] solved a least
squares problem to find a similar linear transformation. [28] used the embedding
trained at time t to initialize the embeddings at time t + 1. The problems of
these methods include:

– It is intractable to find the desired linear transformation due to the large
embedding size and vocabulary size. Moreover, the degree and content of
change for each word is different.

– They can only handle two adjacent time periods simultaneously. For words
that have a long-lasting meaning, this long-time stable information should
also be taken into consideration.

– The text resources are not sufficient for each time period, which is especially
serious for texts in early times. Without sufficient training dataset, it is hard
to learn high-quality word embeddings.

To solve problems mentioned above, we extend the skip-gram model to adapt
the diachronic situation. In our model, the embedding learning and the alignment
process are combined together. The alignment is accomplished by stable words,
whose meanings have insignificant changes over time, which means there is no
breakage in different time periods. For example, the meaning of “America” is
stable over years. “American president”, on the other hand, may be used to
mean different presidents depending on which period referred to. However, since
in most cases it remains stable during presidential tenure of one president, it
could also be used as stable word at that particular period. In the diachronic
embedding space, stable words should be close in terms of meaning, which builds
the bridge between different time periods. Our model can handle all time periods
simultaneously under two cross-time constraints. During the learning process, we
use the embeddings of stable words at time t+ 1 to predict the context of those
stable words at time t, which enlarges the training texts of word vectors at time
t + 1. The process is constructed by several iterations. We use stable words
identified from previous iteration to fine-tune current embeddings, which help
to get new embeddings and new stable words.

The main contributions of our study are summarized as follows:

– We propose a new method of learning diachronic word embedding. Instead of
performing embeddings learning and mapping separately, we make alignment
during the process of embedding learning.

– We introduce stable words to make alignment across different time periods.
During the process, if a word w is regarded as stable through time ta to time
tb, we push embeddings of word w from ta to time tb to become closer.

– We evaluate our proposed model from both qualitative and quantitative per-
spectives. In task 7 of SemEval 2015 - diachronic text evaluation, our model
achieves significantly better results compared to other existing methods.
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2 Related Work

There are many researches investigating linguistic changes.
Some of them are based on probabilistic model. For instance, [4] proposed

dynamic topic model, which learned the evolution of latent topics over time.
[12] proposed a Bayesian model to learn the diachronic meaning changes. [13]
proposed dynamic Bernoulli embeddings for language evolution. [23] introduce
a novel dynamic Bayesian topic model for semantic change. The evolution was
based on distributional information of lexical nature as well as genre.

Some works are intending to build diachronic word embedding [1,21,29].
They trained word embeddings on two corpora separately, and then made vectors
comparable by transformation. [28] trained the skip-gram model on the annual
corpus and initialized the corresponding word embeddings next year using the
word embeddings from the previous year. [27] used frequent terms as anchors to
find the transformation matrix. In the model proposed by [18], embeddings are
connected through a latent diffusion process. [16] proposed an EM algorithm that
jointly learned the projection and identified the noisy pairs. They demonstrated
the effectiveness on both bilingual and diachronic word embedding.

Based on diachronic word embedding, temporal word analogy aims to find
which word w1 at time tα is similar to word w2 at time tβ [9]. [15] focused on
capturing global social shifts. [25] used diachronic embedding to detect semantic
changes.

Many researches also use changes in the co-occurrence of words or PMI matrix
as a tool to discover culture and societal trends [5,7,10,11,20]. Internet linguis-
tics focus on the language changes in media and how they are influenced by the
Internet and teen language [3,6,8,19].

3 Proposed Model

3.1 Framework

Our framework includes two parts, initial stage and iterative stage, which is
summarised in Fig. 1.

In the initial stage, we find stable words S0 from unconstrained model Mu.
In the iterative stage, we seek new stable words Sk+1 from the previous model
Mk. After fine-tuning the model Mk by stable words Sk+1, we get new model
Mk+1.

We take a subset of the corpus from time t − 1 to t + 2 as an example to
show the process of building models in Fig. 2.

The within-time constraint is applied to every single time period, and the
cross-time constraint is applied to adjacent times periods based on stable words,
which build up the link between different time periods. We will discuss within-
time constraint and cross-time constraint (including hard constraint and soft
constraint) below.
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Fig. 1. The framework of our proposed model.

Fig. 2. The process of building models.

3.2 Initial Stage

Initial Stable Word Discovery
The goal of diachronic word embedding is to put embeddings from different time
periods into the same vector space. In the all-time space, embeddings of stable
words from different time periods keep close. If a word changes its meaning, the
embedding at new time is far away from the embedding at the original time.
The distance relationship within stable words can be used as the guidance of
alignment.

How to identify stable words is quite tricky. Embeddings at each time peri-
ods are in different spaces before alignment. This means it is impossible to use
vectors to calculate distance and identify stable words directly. Therefore, we
use statistical method to calculate stable score. We first train unconstrained
model from each corpus of time separately. Then, we calculate the neighbors of
each word in the separate space of each time and get the intersection of neigh-
bors in adjacent times. More words in the intersection, more stable the original
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word is. This is a sufficient and unnecessary condition of stable words and the
algorithm-selected stable words is the subset of all stable words in reality.

We use formulas to illustrate the process. The first step is to calculate the
intersection of words listed between adjacent time periods and find the potential
suitable words:

W(t,t+1) = Wt ∩ Wt+1 (1)

Ut = W(t−1,t) ∪ W(t,t+1) (2)

Wt denotes words appearing in time t, W(t,t+1) denotes words appearing in both
time t and time t+1 and Ut denotes words in time t which also appear in either
time t − 1 or time t + 1. We calculate neighbors of words in Ut by:

N(wi,t) = arg top nmin
wj∈Wt,wj �=wi

√∥∥v(wi,t) − v(wj ,t)

∥∥2 for wi ∈ Ut (3)

N(wi,t) = {w1st most similar
j , w2nd most similar

j , . . . , wn−th most similar
j } (4)

v(wi,t) denotes the vector of word wi at time t. “arg top nmin” denotes the
top n words that have the smallest distance. N(wi,t) denotes the set of top n

smallest words from w1st most similar
j to wn−th most similar

j . It also denotes the
similar neighbors of word wi at time t. Then we calculate the intersection of
neighbors in adjacent times by:

C(wi,t,t+1) = N(wi,t) ∩ N(wi,t+1) (5)

C(wi,t,t+1) denotes the intersection of most similar words of wi at time t and
t + 1. If the number of C(wi,t,t+1) is larger than a threshold value, the word wi

will be chosen as stable word during time t and time t+1. Time t and time t+1
build a stable time period for stable word wi.

Within-Time Constraint
The basic requirement of diachronic word embedding is that they should hold
the relations of embeddings for each time as previous unconstrained model. So
we learn word embeddings of each time by the skip-gram model, and the loss is
defined as follows:

LS1 = −
T∑

t=1

Lt∑
i=1

n∑
k=−n

log p(w(i+k,t)|w(i,t)) (6)

T is the number of time periods. w(i,t) is the word of i at time t. k is a word in
the context (a window size of 2n) of word i. Lt is the total number of words in
the corpus at time t.

Hard Constraint
In initial stage, stable words are identified from the unconstrained model. Those
words are most obviously stable. We directly reduce the distance of two word
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vectors called “hard constraint”. The distance is made by Euclidean distance as
follows:

LS2 =
∑

wq∈S

∑
(ti,tj)∈Twq

√∥∥v(wq,ti) − v(wq,tj)

∥∥2 (7)

v(wq,tn) denotes the vector of wq at time tn. wq denotes one of the stable words.
Twq

denotes the set of stable time pairs (ti, tj), which builds the stable time
period of the stable word of wq . S is the list of stable words. The total loss is
the linear combination of LS1 and LS2.

Fig. 3. Red line denotes hard constraint, blue line denotes soft constraint and black
curved line denotes within-time constraint. (Color figure online)

3.3 Iterative Stage

Iterative Stable Word Discovery
Iteratively training under constraints of stable words brings time-related infor-
mation. As a result, we can identify new stable words from the model trained
on the previous step with a stable discovery algorithm discussed above.

Soft Constraint
Then, we use soft constraint on new stable words to fine-tune word embeddings.
Instead of directly controlling the distance of two vectors, soft constraint uses
vector of a stable word at time tj to predict its context words at time ti if the
word keeps stable from time ti to time tj . The loss is:

LS3 = −
∑

wq∈S

∑
(ti,tj)∈Twq

n∑
k=−n

log p(w(q+k,ti)|w(q,tj)) (8)

w(q+k,t) is a word in the context (a window size of 2n) of the word wq,t at time
t. wq is the stable word and S is a list of stable words.

As the blue line shown in Fig. 3, we only use vectors to predict the former
context. Time is unidirectional. If a word remains stable, it means that its mean-
ing is similar to that in the former time period. At the same time, they may be
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possible to be influenced by the new meanings. Soft constraint not only builds
connections between stable words and the context in former time period, but
also brings two time periods of stable words closer. Furthermore, they enlarge
the size of training texts.

The iterative process is described as below:

ALGORITHM 1: Diachronic word embedding with constraints.
Input: Text of 20 decades, Max iteration N
Output: Word embeddings of 20 decades
iteration index = 0; Max iteration = N;
Learn unconstrained models separately;
Find initial stable words S0 from unconstrained model;
Learn embedding E1,1 to E1,20 with stable words S0; using within-time
constraint and hard constraint; iteration index ++;
repeat

Find stable words Siteration index from embedding Eiteration index,1 to
Eiteration index,20;
Learn embedding Eiteration index+1,1 to Eiteration index+1,20 with stable
words Siteration index; using within-time constraint and soft constraint;
iteration index ++;

until iteration index > Max iteration;

4 Evaluation

4.1 Dataset and Parameters

The corpus we use is COHA [14], which consists of texts from 1810 to 2000,
including fiction, non-fiction, newspapers, and magazines. And we choose decade
as the granularity of time period .

We build the model with the gensim tool1. As for the parameters, we set the
embedding size to 300, window size to 5 and the number of negative samples to
5. In stable discovery, the number of neighbors for testing is 10 and the threshold
in both initial stage and iterative stage is 5. And the total number of iteration
is 30.

4.2 Qualitative Evaluation

History in Diachronic Word Embedding
We can learn history from diachronic word embedding. As presented in Table 1,
using “war” as example, there are mainly two types of neighbors. One is associ-
ated with its commonly acknowledged meaning, such as “battle” and “conflict”.
1 https://radimrehurek.com/gensim/.

https://radimrehurek.com/gensim/
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Table 1. Qualitative evaluation of diachronic word embedding.

History in diachronic word embedding

Neighbors of word “war” in Single Time Space

1830s revolution, contest, struggle, peace, hostilities, France, battle

1870s contest, wars, France, battle, hostilities, rebellion, Revolution

1910s struggle, conflict, crisis, victory, Allies, battle, hostilities

1930s War, depression, peace, crisis, wars, conflict, struggle, battle

1970s conflict, struggle, Vietnam, fighting, battle, wars, terror

2000s battle, Iraq, democracy, Saddam, disaster, terrorists, 9/11

Evolution in diachronic word embedding

Neighbors of word “war” in All Time Space

1830s revolution (1830s), war (1840s), contest (1830s), struggle (1830s)

1870s war (1860s), war (1880s), war (1890s), contest (1870s)

1910s war (1920s), struggle (1910s), conflict (1910s), crisis (1910s)

1930s war (1920s), War (1930s), depression (1930s), war (1940s)

1970s war (1960s), conflict (1970s), struggle (1970s), war (1980s)

2000s battle (2000s), Iraq (2000s), democracy (2000s), Saddam (2000s)

Semantic change in diachronic word embedding

Change of word “gay”

1850s joyous, merry, pleasant, cheerful, happy, merriest, graceful

1930s happy, merry, bright, excited, alluring, pleasant, sweet

1940s pleasant, friendly, happy, excited, cheerful, bright, charming

1980s bisexual, homosexual, heterosexual, gifted, lesbian

1990s lesbian, feminist, antiabortion, conservative, homosexuall

Change of word “energy”

1850s strength, vigor, activity, sagacity, ability, force, skill, ardor

1930s vitality, energies, imagination, strength, intelligence, ability

1940s power, substance, radium, imagination, material, energies

1980s oil, waste, economy, fuel, force, power, wealth, water, tax

1990s electricity, power, fuel, oxygen, gas, calcium, ethanol

The other is associated with history. “war” in 1830s reveals the July Revolution
in France. “war” in 1910s reveals the World War I, which Allies participated in.
“9/11” event began the U.S. war on terror. They attacked Iraq and defeated
Saddam in 2000s.

Evolution in Diachronic Word Embedding
Evolution of words is a smooth process. From Table 1, the meaning of “war” in
1930s is similar to “war” in the 1920s and 1940s and the meaning in 1970s is



Diachronic Word Embeddings with Iterative Stable Alignment 757

similar to “war” in 1960s and 1980s. This, to some extent, shows that words
evolve over time in our diachronic word embedding is relatively smooth.

Semantic Change in Diachronic Word Embedding
The similarity results from diachronic word embedding show that the meaning
of “gay” changed from “happy”, “charming” to “homosexual”. In early times,
“energy” was more commonly used to describe human. Then, the meaning of
“fuel” increased.

4.3 Quantitative Evaluation

Compared Models
We compare our proposed model with following baselines:

– SCAN model [12] used the Bayesian model to build the diachronic model.
– HISTWORD [26] trained word vectors separately and then found orthogo-

nal alignment matrices between adjacent years2. They released three groups of
embeddings trained on COHA, lemma of COHA and Google books n-gram3.

– Dynamic Word Embeddings [30] is a dynamic statistical model which
learned time-aware word vector representation by solving a joint optimization
problem.

– Unconstrained model is a model without cross-time alignment on the same
diachronic corpus. The comparison between unconstrained model and our
model aims to evaluate the effectiveness of cross-time constraint.

– Our model is trained on fiction, non-fiction, newspapers, and magazines
separately, which aims to evaluate the effectiveness on different types of
literature.

Task Description
Diachronic text evaluation is Task 7 of Semeval 20154. We choose subtask 2 for
evaluation. This task aims to predict the time when the text was most likely
written.

The inputs of this multi-class classification task are the document vectors [2].
The document vectors at time t are built by the average of word embeddings in
the text. The final document vector is the concatenation of the all-time document
vectors. After building the document vector, we classify it with random forest.
All parameters are same among different models.

There are two evaluation criteria. Precision(P ) refers to the percentage of
results which are perfectly true. The score takes time distance into consideration.
The loss of different distance from 0 to bigger than 9 are 0, 0.1, 0.15, 0.2, 0.4,
0.5, 0.6, 0.8, 0.9 and 0.99 [17], respectively. The final score is:

Score = 1 − sum(loss)
count(all)

(9)

2 https://nlp.stanford.edu/projects/histwords/.
3 https://books.google.com/ngrams/.
4 http://alt.qcri.org/semeval2015/task7/.

https://nlp.stanford.edu/projects/histwords/
https://books.google.com/ngrams/
http://alt.qcri.org/semeval2015/task7/
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where sum(loss) means the amount of all losses for the prediction results and
count(all) denotes the number of results. The higher the score, the better the
performance.

Table 2. Result of diachronic text evaluation.

Diachronic text evaluation

Model 6-years 12-years 20-years

Precision Score Precision Score Precision Score

SCAN [12] 0.053 0.376 0.091 0.572 0.135 0.719

SVM SCAN [12] 0.331 0.573 0.368 0.667 0.428 0.790

Dynamic Word Embeddings [30] 0.365 0.559 0.385 0.666 0.431 0.783

HISTWORD coha-word [26] 0.364 0.592 0.388 0.695 0.448 0.802

HISTWORD coha-lemma [26] 0.346 0.561 0.368 0.669 0.428 0.787

HISTWORD eng-fiction [26] 0.338 0.562 0.360 0.672 0.420 0.784

Unconstrained model [fiction] 0.347 0.559 0.366 0.672 0.415 0.788

Unconstrained model [non-fiction] 0.343 0.565 0.368 0.673 0.425 0.790

Unconstrained model [magazine] 0.343 0.572 0.365 0.683 0.419 0.790

Unconstrained model [news] 0.324 0.557 0.344 0.674 0.401 0.791

Our model [fiction] (Iteration 30) 0.379 0.698 0.411 0.799 0.490 0.876

Our model [non-fiction] (Iteration 30) 0.379 0.668 0.410 0.771 0.484 0.856

Our model [magazine] (Iteration 30) 0.390 0.687 0.420 0.786 0.493 0.868

Our model [news] (Iteration 30) 0.372 0.667 0.403 0.767 0.478 0.855

Results and Discussions
The better result on diachronic text evaluation means the model can capture the
word meanings each time and the changes cross time periods more accurately.
From Table 2, our proposed model achieves the best score and precision.

Unconstrained model can study the meaning of each word under every indi-
vidual time period, but it is hard to capture the change cross time. Compar-
ing to other methods such as SCAN model, Dynamic Word Embeddings and
HISTWORD model, our model captures word changes better with the help of
constraints. The high performance consistently achieved in all types of literature
proves the universality of our model.

5 Conclusion

In order to solve the problem of modeling word changes, we introduce a novel
method to train diachronic embeddings. Unlike former works which first trained
separately and then found a transformation matrix, we make alignment dur-
ing the process of embedding learning. We propose two cross-time constraints
and iteratively extract stable words from corpus as anchors to build diachronic
constraints.

We evaluate our embeddings qualitatively and quantitatively. In the quali-
tative evaluation, the embedding of our model can reflect the history of differ-
ent time periods, show the smooth process of evolution and capture the word
changes. During the Diachronic Text Evaluation, our trained embedding achieves
significantly better results in both scores and precision.
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Abstract. Since there are no public tagged corpora available for ancient
Chinese word segmentation (CWS), the state-of-the-art CWS meth-
ods cannot be used for ancient Chinese. To address this problem, this
paper proposes a word segmentation method based on word alignment
(WSWA). Specifically, the method segments words according to the
word alignment between modern Chinese words and ancient Chinese
characters. If multiple consecutive characters in ancient Chinese align
to the same modern Chinese word, they are considered as one word.
Because many modern Chinese words are derived from ancient Chinese,
the method also exploits the co-occurring characters between modern
and ancient Chinese to extract words for CWS. Moreover, to reduce the
effect of alignment errors, the method removes the word alignments eas-
ily leading to CWS errors. We quantitatively analyze the effects of mod-
ern CWS and word alignment on WSWA method using hand-annotated
corpora. Our method outperforms the state-of-the-art methods on the
WSA experiment on Shiji with a large margin, which demonstrates the
effectiveness of using word alignment to perform ancient CWS.

Keywords: Word segmentation · Ancient Chinese · Word alignment

1 Introduction

Unlike English and other western languages, Chinese words are not delimited
by white spaces and CWS is the pre-processing stage of many Chinese nature
language processing (NLP) tasks such as information extracting and text min-
ing. Compared to modern Chinese, ancient Chinese is more difficult to segment
because it is more concise and compact and has more flexible syntactic struc-
tures than modern Chinese. Since the statistical method was applied to CWS
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in 1990s [1], CWS has made a great progress. Most approaches treat CWS as
character sequence labeling problems [2] using character or word features. The
state-of-the-art methods can achieve F1 score of around 95% in modern Chinese,
depending on what test datasets were used. Nonetheless, few attempts have been
made in ancient CWS. To the best of our knowledge, we only found the follow-
ing research. Shi et al. [3] used the Conditional Random Field (CRF) model to
segment some corpora of the pre-Qin period. Qian et al. [4] adopted the Hid-
den Markov Model (HMM) for CWS on Chuci. Li et al. [5] adapted the capsule
architecture to the sequence labeling task to realize Chinese word segmenta-
tion for ancient Chinese medical books. They built the tagged ancient Chinese
medicine corpora for the word segmentation task. The above work relied on sta-
tistical models trained on tagged corpora, which had been built manually for
the classic book. However, the construction of tagged corpora is time-consuming
and expensive, and there are no public large-scale tagged corpora available for
ancient Chinese. To this end, this paper proposes a Word Segmentation method
based on Word Alignment (WSWA) to segment ancient Chinese without tagged
corpora. The method uses another language with explicit word boundary as
the anchor language and performs word segmentation by mapping the word
boundary information of the anchor language to ancient Chinese through word
alignment. The most common anchor language for CWS is English. However,
the bilingual corpus between ancient Chinese and English is rare, and therefore,
we regard modern Chinese as a different language from ancient Chinese and
take it as the anchor language. Although there are no obvious word delimiters in
modern Chinese, the segmentation accuracy of modern Chinese is much higher
than that of ancient Chinese. In addition, ancient Chinese and modern Chinese
belong to the same language system, and the shared words between them can
also be used in word segmentation.

Overall, the main contribution of this paper is as follows:

– WSWA uses a bilingual parallel corpus instead of tagged CWS corpora to
solve the problem of lacking large-scale corpora for ancient CWS;

– Taking modern Chinese as the anchor language not only facilitates the acqui-
sition of large-scale bilingual corpora, but also takes advantage of co-occurring
characters to extract words;

– Annotation corpora are built manually for modern CWS and word alignment,
which are employed to analyze quantitatively the effects of modern CWS and
word alignment for ancient CWS.

The rest of this article is organized as follows: Sect. 2 introduces the related
work of word segmentation. WSWA method is detailed in Sect. 3. In Sect. 4, we
present some experiments and the discussion. Our conclusions are presented in
Sect. 5.

2 Related Work

We divide word segmentation methods into two categories: the monolingual
method that only uses the corpus in one language; and the bilingual method
that exploits parallel corpora to perform word segmentation.
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2.1 Monolingual Word Segmentation

Before 2002, CWS methods were basically based on dictionaries [1] or rules [6].
Since Xue [2], most work have formulated CWS as a sequence labeling task
with character tags. Peng et al. [7] first introduced a linear-chain CRFs model
to character tagging-based word segmentation. Zhang et al. [8] proposed an
alternative, the word-based segmenter, which used a discriminative perceptron
learning algorithm and allowed the word-level information to be added as fea-
tures. Recently, most CWS research focused on neural network. Based on the
general neural network architecture for sequence labeling [9], Zheng et al. [10]
used character embedding in local windows as input to predict individual charac-
ter position tags. Following this work, various neural network architectures have
been applied to word segmentation, such as max-margin tensor neural network
[11], long short-term memory (LSTM) network [12]. Besides sequence labeling
schemes, Zhang et al. [13] employed word embedding features for neural network
segmentation for transition-based models. Liu et al. [14] proposed a neural seg-
mentation model combining neural network with semi-CRF. Despite of different
structures they adopted, the performance of neural segmentation models highly
depends on the amount of tagged corpora. Due to the lack of large-scale tagged
corpora, most of the above methods cannot be applied to ancient CWS.

2.2 Bilingual Word Segmentation

Word segmentation methods using word alignment can be classified into two
lines. One kind of methods utilizes word alignment to extract words from parallel
corpora to construct a dictionary, which is then used for word segmentation. The
other line makes use of word alignment to refine word segmentation to keep the
consistency of segmentation granularity between source and target language so
that machine translation can achieve better performance.

For the first line, Xu et al. [15] segmented Chinese words using English words
as the anchor language. The Chinese characters are combined into a word if they
are aligned with the same English word. Ma and Way [16] also employed the sim-
ilar idea to do segmentation. Paul et al. [17] learned word segmentation using
a parallel corpus by aligning character-wise source language sentences to word
units, which was applied to the translation of five Asian languages into English.
For the other line, Wang et al. [18] explored the use of a manually annotated
word alignment corpus to refine word segmentation for machine translation. The
words were aligned to minimum translation unit, which was English words plus
the compounds. Tran et al. [19] proposed a new method to re-segment words in
both Chinese and Vietnamese in order to strengthen 1-1 alignments and enhance
machine translation performance. They adjusted WS in both Chinese and Viet-
namese based on four factors, namely NE, Sino-Vietnamese shared language,
word level alignment result, and character-word level alignment result.

The bilingual word segmentation usually leverages a language with explicit
word boundary markers as anchor language. However, a language without obvi-
ous delimiters but has a segmenter tool of high performance can also be treated



764 C. Che et al.

as anchor language. For example, Chu et al. [20] refined CWS based on Chinese-
Japanese parallel corpora. Japanese does not have white spaces between words.
However, a Japanese segmenter toolkit can have F1 score of up to 99%. Moreover,
they also exploited common Chinese characters shared between Chinese and
Japanese in CWS optimization. Our WSWA method also leverages the shared
characters between ancient and modern Chinese by extracting co-occurring
words to perform CWS.

3 WSWA

3.1 Monolingual Word Segmentation

The WSWA method performs ancient CWS based on the following two ideas.
On one hand, since modern Chinese has been derived from ancient Chinese,
some lexicon information of ancient Chinese such as person and official names
have been reserved in modern Chinese. If many consecutive characters co-occur
in both ancient and modern Chinese, they are most likely to be words kept
from the ancient times, and should be regarded as a word. On the other hand,
modern Chinese has very good performance for WS due to abundant language
resources. We can leverage word boundary information in modern Chinese by
mapping the characters of ancient Chinese to those of modern Chinese through
word alignment. If more than one characters in ancient Chinese align to the
same word in modern Chinese, the characters express the same meaning and
should be merged into a word. The idea can be explained through an example
shown in Fig. 1. In Fig. 1, the ancient Chinese sentence “ ”
corresponds to “ ” in modern Chinese, and the align-
ment between the characters of the ancient Chinese sentence and the words of
the modern Chinese sentence is shown. “ ” appears in both sides, it is
extracted as a word, first. “ ”, “ ” are aligned to the same word “ ”, so
the two characters can be combined as a word. “ ” matches the word “ ”,
so we treat it as a single word. Similarly, “ ”, “ ” and “ ” align to “ ”,
“ ” and “ ”, respectively. They are all separated as single words. Finally,
the ancient Chinese can be segmented as “ ” accord-
ing to the character co-occurrence and the word alignment relationship between
ancient Chinese and modern Chinese.

Given the parallel corpus between modern and ancient Chinese, WSWA
method segments ancient Chinese in the following steps:

– Step 1: Divide ancient Chinese into single characters and segment modern
Chinese into words with parts of speech.

– Step 2: Extract co-occurring characters in ancient Chinese. If several con-
secutive ancient Chinese characters also appear in modern Chinese, they are
extracted as a word from ancient Chinese.

– Step 3: Employ IBM-3 model to implement alignment between modern Chi-
nese words and ancient Chinese characters.
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Fig. 1. A word segmentation example.

– Step 4: Remove word alignment errors and the word alignments in the deleting
list.

– Step 5: Merge ancient Chinese characters into words according the word align-
ment. If multiple consecutive characters correspond to one modern Chinese
word, combine them into a word. In addition, characters representing numbers
are combined into a word.

Next, we will explain some problems in word alignment of step 3 in Sect. 3.2 and
give a detailed introduction of step 4 in Sect. 3.3.

3.2 Word Alignment

In WSWA, we employ IBM-3 model [21], which is implemented by GIAZ++ 1,
to perform alignment between modern Chinese words and ancient Chinese char-
acters. IBM-3 has a limitation in modeling n-1 alignment, but it will not affect
our segmentation results. IBM-3 treats n-1 alignment as several 1-0 alignments
and one 1-1 alignment. Specifically, the alignment many modern Chinese words
corresponds to one ancient Chinese character will be handled as several align-
ments that one modern Chinese words maps to null and one alignment that one
modern Chinese words map to one ancient character. The WSWA combines the
characters aligned to the same modern Chinese word as a word. So 1-0 align-
ments have no effect on our segmentation result, the ancient Chinese character
in 1-1 alignment can also correctly segmented as a word.

Although two sides of alignment are from the same language, we treat the
alignment as a bilingual problem instead of monolingual alignment. Ancient
Chinese and modern Chinese are more like two different languages due to huge
lexical and syntax difference. For example, “ ” means wife and children in
ancient Chinese while it only refers to wife in modern Chinese. Thus, monolingual
alignment, which mainly exploiting word similarity and contextual evidence to
discover and align similar semantic units in a natural language, cannot work well
in the alignment between modern and ancient Chinese.

1 https://codeload.github.com/moses-smt/giza-pp/zip/master.

https://codeload.github.com/moses-smt/giza-pp/zip/master
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3.3 Deleting Alignment Errors

Because of the performance limitation of current alignment method, there are
some errors in the alignment, such as the alignment between punctuation and
characters. The alignment errors will result in word segmentation failure, since
words are segmented using the matching relationship in word alignment. To
reduce the segmentation errors caused by incorrect alignment, we process the
alignment as follows:

– Remove the alignment errors. Low alignment probability denotes inaccurate
alignment, therefore we remove the alignment with probability less than a
very small threshold (0.0001). The alignment, in which an ancient character
corresponds to non-Chinese character such as punctuation, is also deleted for
they are obviously incorrect.

– Remove the alignment that easily leads to segmentation errors. Some function
words in ancient Chinese usually align to null in modern Chinese. Those words
often cause alignment errors since they frequently appear after some nouns.
Thus, we collect those words in a deleting list and remove them from word
alignments in case they cause segmentation errors. The deleting list contain
16 words, namely, ‘ ’, ‘ ’, ‘ ’, ‘ ’, ‘ ’, ‘ ’, ‘ ’, ‘ ’, ‘ ’, ‘ ’, ‘ ’, ‘ ’,
‘ ’, ‘ ’, ‘ ’, ‘ ’. Most words in deleting list are function words and some
function words have multiple parts of speech. Hence, deleting them directly
will cause some segmentation errors for some person names and places. For
example, “ ” is commonly used as a function word in ancient Chinese and
needn’t to be translated, but it also appears in some person names such as
“ ” and “ ”. To eliminate the influence of the function words and not
make more mistakes, we first determine the parts of speech of the words in the
deleting list according to the modern Chinese then remove the words whose
parts of speech are function word.

4 Experiments

4.1 Experiment Settings

The parallel corpus used in the experiments includes five basic annals from
Shiji: Annals of Qin, the Basic Annals of the First Emperor of the Qin, the
Basic Annals of Hsiang Yu, the Basic Annals of Emperor Kao-tsu and the Basic
Annals of Empress Li. The corpus contains 4145 sentence pairs of ancient and
modern Chinese. In the corpus, the vocabulary size of ancient Chinese is 4285
and modern Chinese has 6429 words.

The Evaluation Measure of Word Segmentation: The experimental results
of word segmentation were measured by precision (P ), recall (R), and F1 mea-
sure, whose definition can be seen in [22].

The Evaluation Measure of Word Alignment: We used Alignment Error
Rate (AER) to evaluate word alignments. Given that the alignment result
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denoted as set A, and the gold standard manually aligned result denoted as
set S, AER can be defined as:

AER = 1 − 2|A ∩ S|
|A| + |S| (1)

4.2 Experiment Result

Our experiments consists of four parts. In the first part, we validated the effec-
tiveness of our segmentation idea and different measures we proposed to reduce
the segmentation errors. In the second and third part, we analyzed the impact
of modern CWS and word alignment on ancient CWS, respectively. In the last
part, we compared WSWA method with state-of-the-art monolingual segmenta-
tion methods on ancient CWS.

The Analysis of Different Processing Measures: To investigate the upper
bound performance of WSWA in theory, we performed WSWA on hand-tagged
modern CWS corpus and hand-tagged word alignment corpus. The comparison
results are shown in Table 1. The use of hand-tagged corpora isolates the influ-
ence of modern CWS errors and word alignment errors on the ancient CWS.
From Table 1, we can see that the WSWA method can achieve F1 as high as
99.1%, which confirms the effectiveness of WSWA. However, there still exists
0.9% segmentation errors caused by omitting words. For the fluency of transla-
tion, we omit some ancient Chinese words when translating into modern Chinese,
which will lead to word segmentation errors in ancient Chinese. For example,
in sentence “ ” which means “At this point, King Hsiang
had intended to cross east over [the Yangtze River] from Wu-chiang.”, “ ” is
not translated in the modern Chinese “ ”. Therefore, “ ”
and “ ” in ancient Chinese cannot be combined correctly because there are no
alignment words for them.

In this paper, we improve CWS accuracy by extracting co-occurring charac-
ters and deleting the alignment errors. To validate whether the measure works,
we ran WSWA methods with no measure, only one single measure and all the
measures, respectively. The results are shown in Table 1. All the WSWA meth-
ods employed NLPIR2 for modern CWS and implemented GIZA++ for word
alignment.

As can be seen Table 1, extracting co-occurring characters is a simple but very
effective method. It significantly improves the performance of word segmentation
especially for recall. Because of the wide distribution of co-occurring characters
in both ancient and modern Chinese, the measure can extract the words not
combined by word alignment.

At the same time, this measure is implemented by word alignment and
can reduce some word alignment mistakes. When a character appears more
than one time in one ancient Chinese sentence, it is very difficult to get
the right alignment. Taking sentence pair “ ” and
2 http://ictclas.nlpir.org/.

http://ictclas.nlpir.org/
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Table 1. The results comparison of WSWA methods using different measures.

Extracting co-occurring
characters

Deleting alignment
errors

P R F1

80.3% 65.9% 72.4%

+ 81.7% 85.0% 83.3%

+ 81.1% 67.6% 73.8%

+ + 86.9% 81.6% 84.2%

WSWA method using hand-annotated corpora 99.1% 99.1% 99.1%

“ ” (Then he set up Ziying, the son of one of
the Second Emperor’s older brothers, as king of Qin.) for example, character
“ ” appears twice in ancient Chinese, the candidate alignment words “ ”,
“ ”, “ ” of the character “ ” all occur in the same modern Chinese
sentence. It is hard to determine which word each “ ” should align to. After
extracting co-occurring characters “ ”, there is only one candidate word
“ ” left. It is easy to find that the first “ ” should map to “ ”.

Table 1 shows that the performance of our method can also be boosted
by deleting alignment errors. Deleting alignment errors reduces the word seg-
mentation errors propagating from word alignment. For example, the sentence
“ ” is segmented wrongly as “ ” if not deleting alignment errors.
The function word “ ” is easily aligned wrongly to the noun “ ” before it,
since it often appears after the nouns. After deleting the function words, we get
the right segmentation result “ ”.

The Influence of Modern CWS: We employed three state-of-the-art meth-
ods to perform modern CWS, namely Jieba3, Stanford4 and NLPIR. The per-
formance of three methods on modern Chinese are listed in the column “modern
CWS” of Table 2. Based on the modern CWS results of three methods, we per-
formed WSWA method on ancient Chinese three times, respectively, the perfor-
mance of which is listed in the column “WSWA” of Table 2. To avoid the impact
of alignment errors, word alignment between ancient and modern Chinese is
labeled by hand.

Table 2. The performance of WSWA using different modern CWS methods.

Segmentation methods Modern CWS WSWA

P R F1 P R F1

Jieba 80.5% 86.2% 83.3% 90.4% 90.4% 90.4%

Stanford 82.9% 85.8% 84.3% 91.7% 90.0% 90.8%

NLPIR 89.5% 81.7% 85.4% 92.2% 90.0% 91.1%

3 https://github.com/fxsjy/jieba.
4 http://nlp.stanford.edu/software/segmenter.shtml.

https://github.com/fxsjy/jieba
http://nlp.stanford.edu/software/segmenter.shtml
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Table 2 shows that the word segmentation result of modern Chinese has direct
impact on those of ancient Chinese. The method that used a better modern
CWS result always performed better on ancient CWS. The reason is simple and
straight forward. If the word boundary information in modern Chinese is wrong,
the information transferring to ancient Chinese is also wrong.

In Table 2, it is noted that the performance of WSWA based on modern CWS
results is much higher than that of modern CWS, which is counterintuitive. The
ancient Chinese word is concise, and the modern Chinese explanation adds a lot
of words in order to make the sentence fluent. Many modern Chinese words that
segmented incorrectly do not appear in ancient Chinese, so they do not affect
the WS results of ancient Chinese.

The three methods have similar performance on modern CWS. Since NLPIR
outperformed the other two methods on precision and WSWA using the result
of NLPIR has the best performance, we selected NLPIR for modern CWS in our
test.

The Influence of Word Alignment: We conducted alignment between
ancient Chinese characters and modern Chinese words by two alignment tools,
GIZA++ and BerkeleyAligner5, which implement IBM-3 model and bidirec-
tional HMM model, respectively. The AER of two alignment models is shown
as Table 3. We also ran WSWA using the alignment of two models on the hand-
tagged modern CWS corpora to test the influence of alignment to ancient CWS.
The results are also shown in Table 3.

Table 3. The performance of WSWA using different word alignment models.

Alignment models AER WSWA

P R F1

IBM-3 0.128 89.9% 93.5% 91.7%

HMM 0.377 91.3% 89.5% 90.4%

From Table 3, it is clear that the performance of the alignment model is
closely related to the ancient CWS results. The IBM-3 model with lower AER
outperforms HMM model for ancient CWS because word alignment errors will
lead to the wrong combination of characters. For instance, in the sentence
“ ” (He fought with the state of Jin at Heyang) and its modern Chi-
nese translation “ ”, “ ” should map to “ ”. If “ ” and
“ ” are aligned wrongly to “ ”, they are combined as a word “ ” by mis-
take. However, word alignment errors not always result in wrong word alignment
and we can obtain correct words based on wrong word alignment sometimes. For
example, in sentence “ ” (Master Jia has written an excel-
lent discussion of the matter.) and its translation “ ”, instead
5 https://storage.googleapis.com/google-code-archive-downloads/v2/code.google.

com/berkeleyalignerss.

https://storage.googleapis.com/google-code-archive-downloads/v2/code.google.com/berkeleyalignerss
https://storage.googleapis.com/google-code-archive-downloads/v2/code.google.com/berkeleyalignerss


770 C. Che et al.

of aligning “ ” and “ ” to “ ”, we map both of them to “ ” wrongly.
Nevertheless, they can be merged as a word “ ” correctly because they all
align to the same word.

Comparison with Monolingual Word Segmentation Method: To test
the effectiveness of WSWA method, we compared WSWA method with three
monolingual word segmentation methods, i.e., Jieba, Stanford and NLPIR with
WSWA method on CWS. We first employed the three methods to directly seg-
ment all the 4145 ancient Chinese sentences, which are already trained on modern
Chinese corpus. The result is shown as Table 4. For the sake of fairness, we also
retrained Jieba and Stanford segmenter on ancient Chinese corpus and then ran
ancient CWS test, as shown in Table 5. We divided the training set and the test
set and at the rate of 4:1. Specifically, the WS methods were trained on 3316
sentences and were tested on 829 sentences.

Table 4. Result comparison with word segmentation methods trained on modern Chi-
nese corpus.

Segmentation methods P R F1

Jieba 56.0% 69.1% 61.9%

Stanford 60.7% 72.7% 66.1%

NLPIR 80.2% 76.9% 78.5%

WSWA 87.4% 81.9% 84.5%

Table 4 shows that the untrained Jieba and Stanford segmenters have poor
performance on ancient Chinese. There is a big performance gap between them
and WSWA method. This confirms the conclusion that the model trained on
modern Chinese cannot be applied to ancient Chinese due to the great syntax
and grammar difference between them. NLPIR outperformed other two methods
obviously. Considering they have similar performance on modern CWS, we guess
the dictionary of NLPIR may include many ancient Chinese words.

Table 5. Result comparison with word segmentation methods re-trained on ancient
Chinese corpus.

Segmentation methods P R F1

Jieba 58.0% 70.1% 63.5%

Stanford 78.5% 63.2% 70.0%

WSWA 84.6% 77.8% 81.0%

NLPIR is not re-trained because it does not provide API for retraining. In
Table 5, Jieba and Stanford segmenters only gain a small performance enhance-
ment after re-trained on ancient Chinese since the statistical methods need to be
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trained on large-scale tagged corpus while small-scale data cannot let them learn
the features fully. Our method outperformed them with a large gap in precision,
recall and F1 since our method leverages the word boundary information from
modern Chinese by word alignment, thus it is not affected by the scale of tagged
corpora.

5 Conclusions

In this paper, we proposed WSWA method to perform ancient CWS with-
out tagged corpus. WSWA method segmented ancient Chinese by transfer-
ring the word boundary information from modern Chinese to ancient Chinese
through word alignment. In the experiment on Shiji , WSWA outperformed
other segmentation methods. Although the precision of WSWA is far from that
of the state-of-the-art word segmentation methods trained on large-scale corpora,
WSWA has relatively high precision on proper nouns, which makes it suitable
for the NLP tasks which focus on terms such as term alignment and name entity
recognition. As for other NLP tasks, the word segmentation should be refined
by other methods.

The performance of WSWA method highly depends on the quality of word
alignment and modern CWS. Therefore, we will try to reduce the errors in
word alignment and modern CWS to further enhance the performance of word
segmentation method in the future.
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Abstract. Macro-discourse structure recognition is an important task in macro-
discourse analysis. At present, the research on macro-discourse analysis mostly
uses the manual features (e.g., the position features), and ignores the semantic
information in topic level. In this paper, we first propose a multi-view neural
network to construct Chinese macro discourse trees from three views, i.e., the
word view, the context view and the topic view. Besides, we propose a novel
word-pair similarity mechanism to capture the interaction among the discourse
units and the topic. The experimental results on MCDTB, a Chinese discourse
corpus, show that our model outperforms the baseline significantly.

Keywords: Macro discourse � Discourse tree construction � Word-pair
similarity � Multiple views

1 Introduction

In the field of natural language processing, the granularity of research objects gradually
turns to the higher semantic unit, specifically, from the lexical and syntactic analysis on
words and sentences to the discourse analysis on sentence groups and paragraphs. The
main task of discourse analysis is to clarify the connection between discourse units and
explore the logical relationship between them. Discourse analysis is conducive to
understanding the organization and the topic of an article, and plays a supporting role
for a variety of downstream tasks such as question and answer system [1] and senti-
ment analysis [2].

There are two levels of discourse analysis on the different granularity of discourse
unit. One is the micro discourse analysis, which researches on the relationship among
clauses, sentences, and sentence groups, and the other is the macro discourse analysis,
which focuses on the relationship between paragraphs and paragraph groups. Macro
discourse structure analysis is an important sub-task of macro discourse analysis. In a
well-written article, a paragraph should not be isolated but rather organized in a
coherent way depend on the context. Based on this fact, referring to the Rhetorical
Structure Theory (RST), Chu et al. [3] proposed a framework of macro discourse
structure representation in Chinese. It uses a paragraph as an Elementary Discourse
Unit (EDU), and these discourse units are merging with their adjacent discourse units
to form a new discourse unit. The whole article can be represented as a discourse tree
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with EDUs as the leaf nodes. To introduce the representation of the macro discourse
tree more intuitively, take chtb_0131 in CTB as an example. (The details of the
example are provided in Appendix A)

The discourse structure tree of chtb_0131 is shown in Fig. 1. In this article, the first
paragraph presents the main event, and the second and third paragraphs provide data
support for it from two different aspects. The last paragraph describes the impact of the
main event on other events. In this paper, we mainly explored the macro discourse
structure, which is reflected the connection relationship between nodes in Fig. 1.

There are only a few studies [4, 5, 17–19, 25] on macro discourse analysis, and the
existing researches have the following two issues. First, they mainly focused on the
analysis between the paired of adjacent discourse units, and there are few attempts to
construct the overall structure of the macro discourse tree. However, the existed
researches have proved that the information supplied by the whole tree structure plays
an important role in the nuclearity identification and relationship classification, which
are the other two major tasks of macro discourse analysis. Second, most of their
semantic information relied on manual features by calculating the similarity of two
discourse units, and most of these similarity methods simply averaged word embedding
or calculate word similarity in the paragraph as the representation of two paragraphs [4,
5]. These methods failed to consider the coherence of the discourse and may dilute the
useful information by forcibly blending all the word information, because the macro
discourse unit is longer and contains a great deal of noise information.

To address the above two issues, we propose a multi-view neural network to
construct Chinese macro discourse trees. In particular, we introduce three different
views, i.e., the word view, the context view and the topic view, to capture the different
discourse semantics. Besides, we also propose a novel word-pair similarity mechanism
to capture the interaction among the discourse units and the topic. The experimental
results on MCDTB, a Chinese discourse corpus, show that our model outperforms the
baseline significantly.

2 Related Work

The Rhetorical Structure Theory Discourse Treebank (RST-DT) [6] and the Chinese
Macro Discourse Treebank (MCDTB) [17, 18] are two popular corpora for the task of
macro discourse analysis.

Fig. 1. Macro-discourse tree of chtb_0131.
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Based on the Rhetorical Structure Theory (RST) [7, 8], RST-DT annotated 385
articles of the Wall Street Journal selected from the Penn Treebank (PTB) [9]. The
research of the discourse structure recognition on this corpus has three levels: intra-
sentence, inter-sentence, and inter-paragraph (i.e., macro-level). Hernault et al. [10]
proposed a HILDA parser, which used the Support Vector Machine (SVM) to identify
discourse units and nuclear-relations, respectively. It is a bottom-up framework of
constructing a discourse tree. Feng et al. [11] achieved an excellent performance of
identification discourse structure by using two Conditional Random Field (CRF) mod-
els with sliding windows. Recently, Morey [12] proposed a method to transform the
RST component discourse tree into the dependent discourse tree, which opened up
another perspective for discourse tree construction. The neural network models were
also used in discourse tree construction. However, most of them focused on micro-
level. Li [13] proposed a hierarchical BiLSTM model with the attention mechanism for
discourse tree construction, which used a tensor-based transformation method to cap-
ture the semantics among discourse units. Jia et al. [14] introduces a memory network
into the traditional BiLSTM to capture the topic information of the article. So far, the
performances of those neural network methods are still lower than those of the tradi-
tional models under the unified evaluation criteria proposed by Morey [15].

There is only one work on macro discourse analysis. Sporleder et al. [16] trans-
forms the RST-DT’s discourse trees into the paragraph-level macro discourse trees, and
used the maximum entropy model to build discourse trees.

MCDTB [17, 18] is a Chinese macro discourse corpus, annotating the structure,
nuclearity, and relationship of macro discourse structure. Currently, MCDTB contains
720 news documents annotated with 3 categories (remove transition for adapting to the
macro discourse structure) and 15 relations. Jiang et al. [5] proposed a CRF-based joint
model for the structure recognition and nuclear identification of macro discourses. The
experimental results showed the importance of discourse position information and the
sub-tree structure information in the task of judging the relationship between a pair of
discourse units. Chu et al. [19] used the Integer Linear Programming (ILP) to coor-
dinate the relationship between nuclear and structure. Specifically, they trained two
CRF models for structure recognition and nuclear identification, respectively. How-
ever, they only recognize the macro structure between two or more discourse units and
did not construct a complete macro discourse tree.

3 Multi-view Model on Word-Pair Similarity

In this paper, we employ the popular transition based approach (shift-reduce) [20] to
construct macro discourse tree. In a typical shift-reduce approach for discourse parsing,
the parsing process is modeled as a sequence of shift and reduce actions on a stack and
a queue. The shift-reduce approach is to determine whether a discourse unit is more
likely to merge with its previous discourse unit or following discourse unit. Following
previous approaches, we select the top two discourse units (i.e., S1 and S2) in the stack
and the first discourse unit (i.e., Q1) in the queue as the input of our model.
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Discourse semantics is the core evidence to judge whether merging two discourse
units. In this paper, we introduce three views, the word view, the context view and the
topic view, to represent the discourse semantics. Basically, the semantics of a discourse
unit originates from its containing words. Hence, we introduce the word view to our
model to represent the semantics of isolate words in the discourse units. Moreover, to
understand the meanings of an article, Humans maybe need to read it many times
because its meaning not only derives from the isolate words, but also depends on their
contexts. In our model, the representation of the hidden layer of LSTM in each time
step can be regarded as a context view of word semantics. However, whether merging
two discourse units is not only related to the semantics of the discourse units, but also
related to the relationship between the topic of the entire article and a discourse unit.
Hence, we also introduce the title of the article to represent the semantic view of the
topic, i.e., the topic view, as the additional input.

The structure of our multi-view model on word-pair similarity is shown in Fig. 2,
including three parts: a text encoding network, a word-pair similarity mechanism, and a
binary action classifier.

3.1 Shift-Reduce Algorithm for Discourse Tree Construction

Shift-reduce approach transforms the procedure of tree construction into a sequence of
two actions, shift and reduce. It uses a queue and a stack. First, puts all EDUs into the
queue. At each step, it performs one of the shift or reduce actions. The shift action
pushes the first unit in the queue into the stack, and the reduce action merges the top
two units in the stack into a larger unit and then pushes the merged unit back to the top
of the stack. Repeat the step until the queue is empty and the stack contains only one
unit, and the only unit in the stack is the root node of the whole tree. At each step, it
employs our multi-view model to select the actions.

Fig. 2. The structure of our multi-view model on word-pair similarity.

776 Y. Zhou et al.



3.2 Text Encoding Network

The input of our multi-view model is the word sequences of S1, S2, Q1 and the title
topic (T) and can be represented as s = (s1, s2, …, sN) where N is the number of the
words in a word sequence. Firstly, we pre-train the word embeddings with Word2Vec
on the Wikipedia Chinese corpus and convert the four word sequences to four word
vectors where Dword= ðw1;w2; � � � ;wNÞ can be regarded as the word view (D 2 {S1, S2,
Q1}) and the topic view (D = T).

Since the macro discourse unit is long, a localized model such as CNN may suffer
from the redundant information. In those macro discourses, the interaction with the
adjacent discourses occurs more at the beginning and end of the discourse, so the
Bidirectional LSTM (BiLSTM) is used as the encoding layer because it pays more
attention to the words at the beginning and the end of the sequences.

The input of BiLSTM is the word vector ðw1;w2; � � � ;wNÞ of the discourse unit (S1,
S2 and Q1) or title (T). At each timestep, the results of the two LSTMs hf

!
; hb
 2 R

l are
concatenated as follows to obtain a context-dependent representation of a word
wh
i 2 R

2l.

wh
i ¼ ½hf

!
; hb
 � ð1Þ

where l is the number of hidden layer units in LSTM, and Dcontext ¼ ðwh
1;w

h
2; � � � ;wh

NÞ
represents the context view (D 2 {S1, S2, Q1}) and the topic view (D = T),
respectively.

Finally, the maximum pooling and attention pooling are performed on the hidden
layer states of all timesteps H to get the discourse representation vmax and vatt, and the
two results are concatenated as the representation of the discourse unit vector v 2 R

4l as
follows.

vmax ¼ maxpoolingðHÞ ð2Þ

vatt ¼ sumðsoftmaxðHWattþ battÞ �HÞ ð3Þ

v ¼½vmax; vatt� ð4Þ

where the � operation represents the element-wise multiplication, Watt and batt are
parameters of the attention layer, and sum represents the operation summing the results
of each timestep by each dimension.

3.3 Word-Pair Similarity Mechanism

After inputting the word sequences into the text encoding network, we obtain the
representations of discourse unit from three views, i.e., the representation of the word
view Dword (D 2 {S1, S2, Q1}), the representation of the context view Dcontext (D 2
{S1, S2, Q1}) and the representation of the topic view Dword (D = T) and Dcontext

(D = T), as follows.
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Dword ¼ ðw1;w2; � � � ;wNÞ ð5Þ

Dcontext ¼ ðwh
1;w

h
2; � � � ;wh

NÞ ð6Þ

where Dword 2 R
N�d and Dcontext 2 R

N�2l, d is the dimension of word embedding.
The studies on micro discourse analysis (e.g., Lin et al. [21]) demonstrated that the

word pair features are effective in the traditional machine learning methods. Currently,
the studies on macro discourse analysis focus on the representation of the entire dis-
course unit and ignore the interactive information on word pairs. Inspired by the studies
on discourse relation recognition [22], we proposes a word-pair similarity mechanism
to capture the interaction between different discourse units, as shown in Fig. 3.

The input of the word-pair similarity network is two word matrices DUview
1 and

DUview
2 (DUview

1 ;DUview
2 2 Dview where view 2 fword; contextg) with the same

dimension. It first calculates the similarity of each word in the input word matrices and
gets the word pair similarity matrix SimMatrixview 2 R

N�N . Then, it pools the simi-
larity matrix in the horizontal and vertical directions to obtain the similarity of each
word in one of the discourse units with the other, which can be noted as
Simhview; Simvview 2 R

N as follows.

Simhview ¼ PoolingHðsimðDUview
1 ;DUview

2 ÞÞ ð7Þ

Simvview ¼ PoolingVðsimðDUview
1 ;DUview

2 ÞÞ ð8Þ

where PoolingH and poolingV represent the performing pooling function in the hori-
zontal and vertical direction, respectively. sim represents the similarity calculation in
the word-pair similarity network. We choose the same maximum pooling and attention
pooling mechanism as Subsect. 3.2.

Following Xu et al. [23] on micro-discourse analysis, we choose the cosine distance
and bilinear as the similarity calculation function sim as follows.

S

P

PC

Fig. 3. Word-pair similarity network.
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cosineðDUview
1 ;DUview

2 Þ ¼
DUview

1 � DUview
2

DUview
1

�� �� DUview
2

�� �� ð9Þ

bilinearðDUview
1 ;DUview

2 Þ ¼ ðDUview
1 ÞTWðDUview

2 Þ ð10Þ

where W 2 R
d�d(view ¼ word) or W 2 R

2l�2l(view ¼ context) is a parameter matrix
with random initialization.

Finally, it concatenates them to obtain the final discourse similarity representation
of DU1 and DU2 under the view view as follows.

SimVecviewDU1;DU2
¼ ½Simvview; Simhview� ð11Þ

3.4 Action Classifier

Using word-pair similarity network, we can obtain the similarity from the word view
(SimViewword

du ), the context view (SimViewcontext
du ) and the topic view (SimViewword

topic ,

SimViewcontext
topic ) as follows.

SimViewword
du ¼ ½SimVecwordS2;S1; SimVecwordS1;Q1; SimVecwordS2;Q1� ð12Þ

SimViewcontext
du ¼ ½SimVeccontextS2;S1 ; SimVeccontextS1;Q1 ; SimVeccontextS2;Q1 � ð13Þ

SimViewword
topic ¼ ½SimVecwordS2;topic; SimVecwordS1;topic; SimVecwordQ1;topic� ð14Þ

SimViewcontext
topic ¼ ½SimVeccontextS2;topic; SimVeccontextS1;topic; SimVeccontextQ1;topic� ð15Þ

Then we concatenate the representations of the above three views and the repre-
sentations of three isolate discourse units vS2; vS1; vQ1 together to form the feature
vector ev as follows.

D ¼½vS2; vS1; vQ1� ð16Þ

ev ¼ ½D; SimViewword
du ; SimViewword

topic ; SimViewcontext
du ; SimViewcontext

topic � ð17Þ

Finally, the result is obtained by applying a binary classifier with Relu Layer on
features as follows.

t ¼ Relu(evWr + br) ð18Þ

pred ¼ Softmax(tWp + bp) ð19Þ
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where Wr 2 R
ð6lþ 18Nþ 6NtÞ�hdim, br 2 R

hdim, Wr 2 R
hdim�2, bp 2 R

2 are parameter
matrices, Nt represents the number of words contained in the topic, and hdim represents
the number of hidden units of the fully connected layer.

4 Experiments

In this section, we first introduce the experimental dataset and setting, and then report
the experimental results and gives the analysis.

4.1 Dataset and Experimental Setting

We conducted our experiments on the Macro Chinese Discourse Treebank (MCDTB).
This corpus annotated 720 articles from CTB 8.0, including a total of 3,981 paragraphs,
8,319 sentences, and 398,829 words. The paragraph lengths of the articles are from 2 to
22, as showed in Table 1.

Following Chu [19], we divide the data into 10 sets to achieve the balance of length
distribution on each set and use the ten-fold cross validation in our evaluation. In each
folder, the data split is 8:1:1 for training, validation and test.

In our experiments, we use the standard word segmentation results annotated by
CTB8.0. Since the shift-reduce approach finally generates a binary tree, we convert the
multi-fork trees into the right-heavy binary trees, following the related work on RST-
DT [11, 15, 24]. Figure 4 is an example to convert a multi-fork tree (left) to a binary
trees (right).

We pre-trained the word embeddings with Word2Vec on the Wikipedia Chinese
corpus and set 50 to the dimension. According to the experiments conducted on the

Table 1. Distribution of article length in MCDTB (in paragraph).

Length 2 3 4 5 6 7 8 9 10 11 12 >13
Number 29 112 159 144 91 58 37 33 15 13 14 15

P1 P2 P3 P4 P5

S(1,2) S(3,5)

S(1,2)

P1 P2 P3 P4 P5

S(1,2)
S(3,5)

S(1,2)

S(4,5)

Fig. 4. The right-heavy binarization of macro-discourse tree.
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development set, the number of hidden layer units in BiLSTM is set to 50, and the
number of hidden layer units of the Relu layer is determined as follows:

hiddenUnitNum ¼ maxð1024; featureSize=10b cÞ ð20Þ

The minibatch approach is used in our training and the batch size is set to 96 and
the training epoch is set to 30. Finally, the model with the best accuracy on the
validation dataset is selected to evaluate the test dataset.

We used the right-heavy binary tree as the gold data for evaluation. Following
Morey et al. [15], we use internal node accuracy (equal to micro-F1) as the evaluation
metric objective, which evaluates how likely discourse units are correctly merged.

4.2 Experimental Result

Because the existing work on macro discourse tree construction only judged whether
there was a relationship between two completely correct DUs, they cannot be directly
used as baseline. Hence, we reproduced Jiang’s degradation model [5]. The experi-
mental results are shown in Table 2, where the MVM is our multi-view model.

Table 2 shows that our model MVM outperforms the baseline Jiang on the internal
node accuracy by 4.56, and this result ensures that our multi-view neural network
model can capture the discourse semantics from three layers, i.e., the word, context and
topic, to improve the performance of discourse tree construction. Compared with Jiang
using manual methods to extract similarity features, our MVM only uses the simple
discourse units and the topic as input. This also proves the feasibility and effectiveness
of the neural network model to construct discourse trees. It should also be noted that
bilinear similarity shows worse performance than simple cosine similarity. It is because
the scale of the corpus is too small to learn such a large number of additional
parameters.

4.3 Analysis

To explore the effectiveness of different views, Table 3 shows the comparison of
different simplified models. From Table 3, we can find out that the word view, the
context view and the topic view can improve the internal node accuracy simultane-
ously. This result ensures that all of three views are helpful for discourse tree
construction.

Table 2. The performance comparison on MCTDB.

Name NodeAcc (%)

Jiang 54.21
MVM(cosine) 58.77
MVM(bilinear) 56.12
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Table 3 shows that the improvement of the word view is lower than that of the
context view (1.1 vs 3.06). This result can conclude that the overall semantic tendency
is more important than independent vocabulary in macro-structure identification.
Table 3 also shows that the topic view also improves the internal node accuracy by
2.48 and this result shows that the relationship between the topic and the discourse
units is also helpful for macro-discourse structure recognition.

To verify the effectiveness of our word-pair similarity mechanism, we compare it
with two other discourse similarity mechanisms, Cosine distance and the mechanism
used in Jiang et al. [25]. The Cosine distance calculates the angle between two vectors,
which is usually used to measure the degree of similarity. The similarity in [25] is a
method to calculate the similarity of texts based on the word vector. Table 4 shows the
results using different similarity mechanism and it shows that our model MVM out-
performs the other two mechanisms on the internal node accuracy by 4.41 and 2.2,
respectively. This result shows that our word-pair similarity mechanism is better to
capture the difference between two discourse units and between the discourse unit and
the topic.

Both the cosine distance and Jiang similarity represent the discourse units inte-
grating all words or word pairs in the discourses, and finally it is reduced to a float
value. Table 3 shows that their mechanisms are not suitable for macro discourse due to
two reasons. The first one is that the amount of information contained in a macro
discourse is relative huge and it is difficult to express the key information by using
manual features. The second one is that there is a huge amount of noise information in
macro discourse units. Their mechanisms simply fused all the similarities and this will
make the noise information pollute the similarity features. On the contrary, our word-
pair similarity and neural network model can redistribute the similarity on multiple
views and then reduce the influence of noise.

Table 3. The comparison of different simplified models with MVM.

Name Description NodeAcc (%)

Baseline Removing all three views from MVM 54.09
Baseline + word view Adding the word view to the baseline 55.19
Baseline + context view Adding the context view to the baseline 57.15
Baseline + topic view Adding the topic view to the baseline 56.57
MVM (Baseline + all views) Our multi-view model 58.77

Table 4. The performance comparison with other similarity calculation method.

Name NodeAcc (%)

MVM with word-pair similarity 58.77
MVM with Discourse Cosine 54.36
MVM with Jiang similarity 56.57
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To explore the information captured by our word-pair similarity mechanism, we
plot the heat map of the similarity matrix on a sample, as shown in Fig. 5. The
brightness of the three heat maps in the first row shows the similarity of each word pair
between S2-S1, S2-Q1 and S1-Q1 from the left to the right under the word view, and
the second line shows the corresponding heat maps under the context view.

Under the word view, our model is more concerned with the words with strong
interaction, which can be visualized as black and white bars in the heat map. In con-
trast, the semantic transformation becomes softer and shows a more clear light area
under the context view. This means that the context view can weaken the ability of
indicating the absolute position of the keywords and enhance the ability to express the
interaction of two discourse units.

Figure 5 shows a shift action in which S1 and Q1 have the joint relation (The
details of the example are provided in Appendix A). This heat map shows that the
similar area between S2 and S1 (S2-S1) is concentrated in its upper part. That is, S2 is
more relevant with the first half part of S1. Meanwhile, the similar area between S2 and
Q1 (S2-Q1) is concentrated in the lower right part of the heat map. It indicates Q1 is
more relevant with the second half part of S1. Finally, the similar area between S1 and
Q1 is concentrated in the upper left corner. It shows that the beginning of the two
discourses are similar, while their other parts are not similar. Hence, this is a typical
joint relationship, where S1 and Q1 describe the two aspects of S2, respectively.

5 Conclusion

In this paper, we propose a multi-view neural network to construct Chinese macro
discourse trees. In particular, we introduce three different views, i.e., the word view, the
context view and the topic view, to capture the different discourse semantics. Besides,
we also propose a novel word-pair similarity mechanism to capture the interaction
among the discourse units and the topic. The experimental results on MCDTB, a
Chinese discourse corpus, show that our model outperforms the baseline significantly.
Our future work will focus on finding a better representation view for a small-scale
corpus.

Fig. 5. Heat map of the word-pair-level similarity matrix.

Constructing Chinese Macro Discourse Tree 783



Acknowledgments. The authors would like to thank three anonymous reviewers for their
comments on this paper. This research was supported by the National Natural Science Foun-
dation of China under Grant Nos. 61836007, 61772354 and 61773276.

Appendix A. Example

784 Y. Zhou et al.



References

1. Galitsky, B., Ilvovsky, D.: Building dialogue structure from discourse tree of a question. In:
Proceedings of the 2018 EMNLP Workshop SCAI: The 2nd International Workshop on
Search-Oriented Conversational AI, pp. 17–23 (2018)

2. Kraus, M., Feuerriegel, S.: Sentiment analysis based on rhetorical structure theory: learning
deep neural networks from discourse trees. Expert Syst. Appl. 118, 65–79 (2019)

3. Chu, X., Research on representation schema, resource construction and computational
modeling of macro discourse structure. Doctorate dissertation, Soochow University, Suzhou,
(2019). [in Chinese]

4. Zhou, Y., Chu, X., Zhu, Q., Jiang, F., Li, P. Macro discourse-level relation classification
based on macro semantics representation. J. Chin. Inform. Process. 33, 1–7+24 (2019). [in
Chinese]

5. Jiang, F., Li, P., Chu, X., Zhu, Q., Zhou, G.: Recognizing macro Chinese discourse structure
on label degeneracy combination model. In: CCF International Conference on Natural
Language Processing and Chinese Computing, pp. 92–104 (2018)

6. Carlson, L., Marcu, D., Okurowski, M.: RST discourse treebank. Linguistic Data
Consortium (2002)

7. Mann, W.C., Thompson, S.A.: Relational propositions in discourse. Discourse Process. 9,
57–90 (1986)

8. Mann, W.C., Thompson, S.A.: Rhetorical structure theory: Toward a functional theory of
text organization. Text-Interdisc. J. Study Discourse 8, 243–281 (1988)

Constructing Chinese Macro Discourse Tree 785



9. Marcus, M., Sanrotini, B., Marcinkiewicz, M.: Building a large annotated corpus of English:
the Penn Treebank. Comput. Linguist. 19, 313–330 (1993)

10. Hernault, H., Prendinger, H., Ishizuka, M.: HILDA: A discourse parser using support vector
machine classification. Dialogue Discourse 1, 1–33 (2010)

11. Feng, V.W., Hirst, G.: A linear-time bottom-up discourse parser with constraints and post-
editing. In: Proceedings of the 52nd Annual Meeting of the Association for Computational
Linguistics (Volume 1: Long Papers), pp. 511–521 (2014)

12. Morey, M., Muller, P., Asher, N.: A dependency perspective on RST discourse parsing and
evaluation. Comput. Linguist. 44, 197–235 (2018)

13. Li, Q., Li, T., Chang, B.: Discourse parsing with attention-based hierarchical neural
networks. In: Proceedings of the 2016 Conference on Empirical Methods in Natural
Language Processing, pp. 362–371 (2016)

14. Jia, Y., Ye, Y., Feng, Y., Lai, Y., Yan, R., Zhao, D.: Modeling discourse cohesion for
discourse parsing via memory network. In: Proceedings of the 56th Annual Meeting of the
Association for Computational Linguistics (Volume 2: Short Papers), pp. 438–443 (2018)

15. Morey, M., Muller, P., Asher, N.: How much progress have we made on RST discourse
parsing? A replication study of recent results on the RST-DT. In: Proceedings of the 2017
Conference on Empirical Methods in Natural Language Processing, pp. 1319–1324 (2017)

16. Sporleder, C., Lascarides, A.: Combining hierarchical clustering and machine learning to
predict high-level discourse structure. In: Proceedings of the 20th International Conference
on Computational Linguistics (2004)

17. Chu, X., Jiang, F., Xu, S., Zhu, Q.: Building a macro Chinese discourse treebank. In:
Proceedings of the Eleventh International Conference on Language Resources and
Evaluation (2018)

18. Jiang, F., Xu, S., Chu, X., Li, P., Zhu, Q., Zhou, G.: MCDTB: a macro-level Chinese
discourse treebank. In: Proceedings of the 27th International Conference on Computational
Linguistics, pp. 3493–3504 (2018)

19. Chu, X., Jiang, F., Zhou, Y., Zhou, G., Zhu, Q.: Joint modeling of structure identification
and nuclearity recognition in macro Chinese discourse TreeBank. In: Proceedings of the 27th
International Conference on Computational Linguistics, pp. 536–546 (2018)

20. Marcu, D.: A decision-based approach to rhetorical parsing. In: Proceedings of the 37th
Annual Meeting of the Association for Computational Linguistics on Computational
Linguistics, pp. 365–372 (1999)

21. Lin, Z., Kan, M.-Y., Ng, H.T.: Recognizing implicit discourse relations in the Penn
discourse Treebank. In: Proceedings of the 2009 Conference on Empirical Methods in
Natural Language Processing, vol. 1, pp. 343–351 (2009)

22. Guo, F., He, R., Jin, D., Dang, J., Wang, L., Li, X.: Implicit discourse relation recognition
using neural tensor network with interactive attention and sparse learning. In: Proceedings of
the 27th International Conference on Computational Linguistics, pp. 547–558 (2018)

23. Xu, S., Li, P., Zhou, G., Zhu, Q.: Employing text matching network to recognize nuclearity
in Chinese discourse. In: Proceedings of the 27th International Conference on Computational
Linguistics, pp. 525–535 (2018)

24. Joty, S., Carenini, G., Ng, R., Mehdad, Y.: Combining intra-and multi-sentential rhetorical
parsing for document-level discourse analysis. In: Proceedings of the 51st Annual Meeting
of the Association for Computational Linguistics (Volume 1: Long Papers), pp. 486–496
(2013)

25. Jiang, F., Chu, X., Xu, S., Li, P., Zhu, Q.: A macro discourse primary and secondary relation
recognition method based on topic similarity. J. Chin. Inform. Process. 32, 43–50 (2018). [in
Chinese]

786 Y. Zhou et al.



Evaluating Semantic Rationality
of a Sentence: A Sememe-Word-Matching

Neural Network Based on HowNet

Shu Liu1(B), Jingjing Xu2, and Xuancheng Ren2

1 Center for Data Science, Beijing Institute of Big Data Research,
Peking University, Beijing, China

shuliu123@pku.edu.cn
2 MOE Key Lab of Computational Linguistics, School of EECS,

Peking University, Beijing, China
{jingjingxu,renxc}@pku.edu.cn

Abstract. Automatic evaluation of semantic rationality is an impor-
tant yet challenging task, and current automatic techniques cannot effec-
tively identify whether a sentence is semantically rational. Methods based
on the language model do not measure the sentence by rationality but
by commonness. Methods based on the similarity with human written
sentences will fail if human-written references are not available. In this
paper, we propose a novel model called Sememe-Word-Matching Neural
Network (SWM-NN) to tackle semantic rationality evaluation by taking
advantage of the sememe knowledge base HowNet. The advantage is that
our model can utilize a proper combination of sememes to represent the
fine-grained semantic meanings of a word within specific contexts. We
use the fine-grained semantic representation to help the model learn the
semantic dependency among words. To evaluate the effectiveness of the
proposed model, we build a large-scale rationality evaluation dataset.
Experimental results on this dataset show that the proposed model out-
performs the competitive baselines.

Keywords: Semantic rationality · Sememe-Word Matching Nerual
Network · HowNet

1 Introduction

Recently, tasks involving natural language generation have been attracting
heated attention. However, it remains a problem of how to measure the qual-
ity of the generated sentences most reasonably and efficiently. Such sentence
as Chomsky’s famous words, “colorless green ideas sleep furiously” [4], is cor-
rect in syntax but irrational in semantics. Conventional methods involve human
judgments of different quality metrics. However, it is both labor-intensive and
time-consuming. In this paper, we explore an important but challenging problem:
how to automatically identify whether a sentence is semantically rational. Based
c© Springer Nature Switzerland AG 2019
J. Tang et al. (Eds.): NLPCC 2019, LNAI 11838, pp. 787–800, 2019.
https://doi.org/10.1007/978-3-030-32233-5_61
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on this problem, we propose an important task: Sentence Semantic Rationality
Detection (SSRD), which aims to identify whether the sentence is rational in
semantics. The task can benefit many natural language processing applications
that require the evaluation of rationality and can also provide insights to resolve
the irrationality in the generated sentences.

There are some automatic methods to evaluate the quality of a sentence.
However, methods based on the language model [3,12] do not measure the sen-
tence by rationality but by commonness (i.e. the probability of a sentence in the
space of all possible sentences). Considering that the uncommon sentences are
not always irrational, this approach is not a suitable solution. Similarity-based
methods such as BLEU [18], ROUGE [15], SARI [23] will fail if human-written
references are not available. For some statistical feature-based methods such as
decision tree [7], they only use statistical information of the sentence. However,
it is also essential to use semantic information in evaluation.

The main difficulty in the evaluation of semantic rationality is that it requires
systems with high ability to understand selectional restrictions. In linguistics,
selection denotes the ability of predicates to determine the semantic content of
their arguments. Predicates select their arguments, which means that they limit
the semantic content of their arguments. The following example illustrates the
concept of selection. For a sentence “The building is wilting”, the argument “the
building” violates the selectional restrictions of the predicate, “is wilting”. To
address this problem, we propose to take advantage of the sememe knowledge
which gives a more detailed semantic information of the word. Using this sort
of knowledge, a model would learn the selectional restrictions between words
better.

Words can be represented with semantic sub-units from a finite set of lim-
ited size. For example, the word “lover” can be approximately represented as
“{Human | Friend | Love | Desired}”. Linguists define sememes as semantic
sub-units of human languages [2] that express semantic meanings of concepts.
One of the most well-known sememe knowledge bases is HowNet [5]. HowNet
has been widely used in various Chinese NLP tasks, such as word sense disam-
biguation [6], named entity recognition [14] and word representation [17]. Zeng
et al. [24] propose to expand the Linguistic Inquiry and Word Count [20] lexi-
cons based on word sememes. There are also some works on sememe prediction.
Xie et al. [22] predict lexical sememe via word embeddings and matrix factoriza-
tion. Li et al. [13] conduct sememe prediction to learn semantic knowledge from
unstructured textual Wiki descriptions. Jin et al. [9] incorporate characters of
words in lexical sememe prediction.

In this work, we address the task of automatic semantic rationality evalu-
ation by using the semantic information expressed by sememes. We design a
novel model by combining word-level information with sememe-level semantic
information to determine whether the sememes of the words are compatible so
that the sentence does not violate common perception. We divide our model into
two parts: a word-level part and a sememe-level part. First, the word-level part
gets the context for each word. Next, we use the context of each word to select
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its proper sememe-level information. Finally, we detect whether a word violates
the selectional restrictions of context words by word-level and sememe-level,
respectively. Our main contributions are listed as follows:

– We propose the task of automatically detecting sentence semantic rationality
and we build a new and large-scale dataset for this task.

– We propose a novel model called SWM-NN that combines sentence infor-
mation with its sememe information given by the Chinese knowledge base
HowNet. Experimental results show that the proposed method outperforms
the baselines.

2 Proposed Method

To detect the semantic rationality of the sentence, we should represent the sen-
tence into fine-grained semantic units. We deal with the task of SSRD with the
aid of the sentence representation and its semantic representation.

Based on this motivation, we propose an SWM-NN model (see Fig. 1). This
model can make use of HowNet, which is a well-known Chinese semantic knowl-
edge base. The overall architecture of SWM-NN consists of several parts: a word-
level attention LSTM, a matching mechanism between the word-level and the
sememe-level part, and a sememe-level attention LSTM. We first introduce the
structures of HowNet, and then we describe the details of different components
in the following sections.

Fig. 1. The overview of SWM-NN model. The sentence first goes through the word-
level Bi-LSTM with self-attention to get context information. To query the sense and
the sememe information, each sense is first represented as the average of sememes.
The senses of a word are dynamically combined based on the corresponding word-
level context, forming a compositional semantic word representation, which then passes
through the sememe-level Bi-LSTM to get context from another view. In this figure,
the word w1 has two senses s11 and s12. The sense s11 has three sememes s111, s112,
s113. The sense s12 has two sememes s121, s122.
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2.1 Sememes, Senses and Words in HowNet

Fig. 2. Examples of sememes, senses, and words. We translate them into English.

HowNet annotates precise senses to each word, and for each sense, HowNet
annotates the significant of parts and attributes represented by sememes.
Figure 2 shows the sememe annotations of the word “apple”. The word “apple”
actually has two main senses: one is a sort of juicy fruit “fruit”, and the other is
a famous computer brand “brand”. The latter sense “Apple brand” indicates a
computer brand, and thus has sememes “computer”, “bring”, “Special Brand”.

We introduce the notations used in the following sections as follows. Given
a sentence s consisting of a sequence of words {d1,d2, · · · ,dn}, we embed the
one-hot representation of the i-th word di to a dense vector wi through a word
embedding matrix. For the i-th word di, there can be multiple senses s

(di)
j in

HowNet. Each sense s
(di)
j consists of several sememe words d

(sj)

k in HowNet.
The one-hot representation of the sememe word d is embedded to a dense vector
x through a sememe embedding matrix.

2.2 Word-Level Attention LSTM

To detect the rationality using sentence information, we use a Bi-LSTM encoder
with local attention in the word-level part. We first compute the context output
ow from the source sentence w = {w1,w2, · · · ,wL}:

−→o w
i ,

−→
hw

i = LSTMword(wi,
−→
hw

i−1) (1)
←−o w

i ,
←−
hw

i = LSTMword(wi,
←−
hw

i+1) (2)

hw
i = [

−→
hw

i ;
←−
hw

i ] (3)
ow
i = [−→o w

i ;←−o w
i ] (4)

where L is the number of words in the source sentence. Then, we use the con-
text output ow = {ow

1 ,ow
2 , · · · ,ow

L} to compute an attention vector αw =
{αw

1 , αw
2 , · · · , αw

L}. Finally, we use the context output ow and the attention vector
αw to compute a word-level representation of the sentence cw. The calculation
formulas are as follows:
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uw
i = tanh(Wwow

i + bw) (5)

αw
i =

exp
(
(uw

i )Tuw

)

∑
j exp

(
(uw

j )Tuw

) (6)

cw =
∑

i

αw
i ow

i (7)

where Ww and bw are weight matrix and bias vector, respectively. uw is a
randomly initialized vector, which can be learned at the training stage. The
attention mechanism is proposed in [1], which gives higher weights to certain
features that allow better prediction. Through training, the certain feature is
likely to be the word that destructs the rationality of the sentence in semantics.

2.3 Matching Mechanism Layer

In sememe-level part, we average the sememe embeddings to represent each sense
of the word d at first:

s
(d)
j =

1

m
(d)
j

∑

k

x
(sj)
k (8)

where s
(d)
j stands for the j-th sense embedding of the word d. m

(d)
j , x

(sj)
k stands

for the number of sememes and the k-th sememe embedding belonging to the j-
th sense of d (i.e. s

(d)
j ), respectively. Hence, given a word di, we can get the sense

embedding matrix of di, referred to as S(di ) = [s(di )
1 , s

(di )
2 , · · · , s

(di )
ni ], where ni

stands for the number of senses belong to di .
To match the appropriate senses and sememes to each word given a specific

sentence, we add a matching mechanism that is based on global attention. Since
the output of word-level LSTM ow

i can be viewed as the contextual representa-
tion. For each word di, we have the output state ow

i in word-level LSTM and its
sense embedding matrix S(di ) = [s(di)

1 , s
(di)
2 , · · · , s

(di)
n ].

We compute the sememe-level representation ti of the word di as follows:

βj =
exp

(
g(ow

i , s
(di)
j )

)

∑
k exp

(
g(ow

i , s
(di)
k )

) (9)

ti =
∑

j

βjs
(di)
j (10)

Here the score function g is computed as follows:

g(ow
i , s

(di)
j ) = tanh(Wxo

w
i ) � tanh(Wys

(di)
j ) (11)

where Wx and Wy are model parameters, which can be learned at the training
stage. Through matching mechanism layer, the fine-grained semantic dependency
between words in a sentence can be modeled by the combination of sememes.
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2.4 Sememe-Level Attention LSTM

For each sentence s = {d1,d2, · · · ,dn}, we can get its sememe-level sequences
{t1, t2, · · · , tn} based on the computation mentioned above. We use a sememe-
level attention LSTM, which is similar to the word-level attention LSTM, to get
the sememe-level representation of the sentence cs.

2.5 Combining Information from the Two Parts

In order to avoid semantic rationality signals being dominated by sentence-level
or sememe-level [25], we add gates controlled by the representations of two parts.
We combine information from two parts as follows:

zw ∝ exp(Wwcw + bw) (12)
zs ∝ exp(W scs + bs) (13)
c = cw � zw + cs � zs (14)

where zw + zs =
−→
1 . Then the probability distribution of label is predicted by

(f(·) refers to a non-linear function ReLU [16])

p = softmax(f(Wc + b)) (15)

θ is the model parameter and y is the ground-truth label of the sentence, then
the cross entropy loss is

L(θ) = −y log p(y|w, s,θ) (16)

3 Experiments

In this section, we evaluate our model on the dataset we build for the SSRD task.
Firstly, we introduce the dataset and the experimental details. Then, we compare
our model with baselines. Finally, we provide the analysis and the discussion of
the experimental results.

3.1 Dataset

We create our dataset by collecting Chinese Word Segmentation and Part-of-
Speech Tagging corpus from China National Language Committee1. Then we
divide this dataset into training, validation, and test set. To create sentences
lacking semantic rationality (i.e. the negative sentences), we randomly do one of
the following operations on every sentence in each set:

1. Replace word with the same POS word in vocabulary randomly. The vocab-
ulary was created from our corpus.

1 http://www.aihanyu.org/cncorpus/.

http://www.aihanyu.org/cncorpus/
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2. Reverse the position of two words of the same POS randomly.

The negative sentences in [20] are generated by n-gram language model.
However, this method may induce syntax errors rather than semantic errors.
The two operations in this paper will only cause semantic errors. For example,
Chomsky’s famous semantically irrational sentence, “colorless green ideas sleep
furiously”, can be created by our method. In addition, our method includes some
operations like exploiting polysemy-replacement, swapping semantic roles, etc.

In order to ensure the irrationality of these negative sentences, we operate
sentences whose lengths are more than 8 and we do not replace or reverse the
punctuation of the sentence. In the meantime, we ask the human annotators to
check the irrationality of these negative sentences in our test set.

The details of each set are shown in Table 1 .

Table 1. Statistical information of the final dataset. Positive and Negative denote
whether the sentence is semantic rational.

Dataset #Total #Positive #Negative

Training set 160,000 80,000 80,000

Validation set 20,000 10,000 10,000

Test set 20,000 10,000 10,000

3.2 Experimental Details

We use accuracy as our evaluation metric instead of the F-score, precision, and
recall because the positive and negative examples in our dataset are balanced.
As the words and the sememes are different in meaning, we do not share their
vocabulary. We build up vocabularies for words and sememes with the size of
50,000 and 20,000, respectively. Some words are not annotated and thus have
no sememes in HowNet. We simply use the word itself as the sememe.

We use the same dimension of 128 for word embeddings and sememe embed-
dings, and they are randomly initialized and can be learned during training.
Adam optimizer [11] is used to minimize cross entropy loss function. We apply
dropout regularization [21] to avoid overfitting and clip the gradients [19] to
the maximum norm of 3.0. During training, we train the model for 20 epochs
and monitor its performance on the validation set after every 200 updates. Once
training is finished, we select the model with the highest accuracy on the vali-
dation set as our final model and evaluate its performance on the test set.

3.3 Baseline Models

– N-gram language model: We use the best performing N -gram smoothing
methods, the interpolated Kneser-Ney algorithm [3,12]. The positive sen-
tences in the training set are used to train the model. For detecting rational-
ity, we calculate a threshold based on the validation set that maximizes the
accuracy. Then, we predict the test set using the model and the threshold.
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– Traditional machine learning algorithms: We use various machine learn-
ing classifiers to predict the labels based on the tf-idf features of the sentence.
We compute the probability distribution of the label by inputting the sentence
word sequence and its sememe word sequence to the model respectively. Then
we ensemble the probability of both sequences to get the label prediction.

– Neural networks models: We apply two representative neural network
models: Bi-LSTM [8] and CNN [10]. The neural network is used for learning
the vector representation for the word sequence and the sememe sequence,
respectively. Then both outputs are concatenated and serve as input to a
linear classifier.

– Human evaluation: For 500 randomly chosen sentences, we provide human
annotators with the true sentence and the permuted sentence. Then we ask
them to select a better sentence. The result can be viewed as an upper bound
for this task.

3.4 Results

In this subsection, we present the results of evaluation by comparing our pro-
posed method with the baselines. Table 2 reports experimental results of various
models. From the results, we can observe that:

– The proposed SWM-NN outperforms all the baselines except the human eval-
uation. Our model uses dual-attention mechanism that consists of local atten-
tion in both levels, and a global attention to match the word to its appropriate
combination of the sememes. By properly incorporating knowledge in HowNet
and information of the source sentence, our model is capable of making more
accurate predictions.

– We see that the interpolated Kneser-Ney language model get the lowest pre-
diction accuracy in the baseline model. It partly verifies our arguments on
resolving the task using language models.

Table 2. Comparison between our proposed model and the baselines on the test set.
Our proposed model is denoted as SWM-NN.

Models Accuracy

Interpolated Kneser-Ney 53.2%

Random Forest 60.5%

Linear SVM 58.7%

SVM 57.1%

Naive Bayes 54.6%

CNN 62.7%

Bi-LSTM 63.5%

SWM-NN 69.1%

Human Evaluation 94.4%
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– The traditional machine learning algorithms with sememe information only
achieve the accuracy of 60.5% at best. Neural network based methods perform
much better and beat other baselines. This shows that the generalization abil-
ity of neural networks is better (the positive sentences and their similar nega-
tive sentences only coexist in the same data set). However, the neural network
with the sememe information given by HowNet only achieves the accuracy of
63.5% at best. It suggests merely providing the sememes to the models is not
sufficient for detecting rationality. Further matching of sememes to check the
compatibility of the sememes is crucial to the overall performance.

4 Analysis and Discussions

Here, we perform further analysis on the model, including the ablation study,
error analysis, and some further experimental results.

4.1 Exploration on Internal Structure of the Model

As shown in Table 2, our SWM-NN model outperforms all the baselines. Com-
pared with the baseline neural network model, the proposed model has a dual-
attention mechanism, that is, (1) a local attention mechanism in both the word-
level and the sememe-level and (2) a global attention mechanism to match
information between two levels. In order to explore the impact of the inter-
nal structure of the model, we remove the components of our model in order.
The performance is shown in Table 3.

– w/o Match means that we do not match the context of the word to its
sememe information by the global attention mechanism. For each word d, we
only average all the sememe embedding to get t as follows:

t =
∑

j

1
n

s
(d)
j (17)

Table 3. Ablation study on the validation set.

Models Accuracy Decline

SWM-NN 68.7% −
w/o Match 67.6% ↓ 1.1%

w/o Dual-attention 63.1% ↓ 5.6%

w/o HowNet 67.0% ↓ 1.7%

w/o Word-level cw 67.9% ↓ 0.8%

n is the number of senses of this word.
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– w/o Dual-attention means that we do not use dual attention mechanism
(i.e. local attention in both levels and global attention between two levels)
in the proposed model any more, which is the same as the Bi-LSTM in the
baseline models.

– w/o HowNet means we do not use the knowledge given by HowNet. It is
equivalent to our model without sememe-level local attention and matching
mechanism.

– w/o Word-level cw means without word-level representation, that is, we
only use cs to predict label. But we still use other structures of SWM-NN.

From the results shown in Table 3, we can observe that:

– Without the knowledge in HowNet, the accuracy of the model drops by 1.7%
(in w/o HowNet). The sememe knowledge given by HowNet can provide
some fine-grained semantic information, and thus can help the task of SSRD.

– It is useful to model the relation between the sentence and HowNet knowledge
more properly. We can observe that without the matching mechanism between
the sememe-level and the word-level, the accuracy of the model drops by 1.1%
(in w/o Match). It shows matching mechanism can give a more rational and
fine-grained semantic representation of the sentence. Furthermore, this sort
of representation can help the task of SSRD.

– The Dual-attention mechanism is of great help to our task. Without this
mechanism, the accuracy of the model drops by 5.6% (in w/o Dual-
attention). It shows this sort of hierarchical attention mechanism in SWM-
NN can make use of the information of sentence and HowNet properly to
achieve our task.

– Without the word-level representation of the sentence, the accuracy of the
model drops by 0.8% (in w/o Word-level cw). It is a loss that cannot be
ignored. Even if we get a proper sememe representation, the representation
of sentence in word-level is also helpful in our task.

Based on the ablation studies above, every part of our model is necessary to
achieve the best result in the task of SSRD.

4.2 Case Study

Here we show a sentence and its dual-attention weight visualization in the test
set for case study. Table 4 shows an example that gets a correct prediction in
our test set. This sentence is a negative sentence in the test set and the bold
word is the word we replaced. We can see that the “Word-level attention” gives
higher weights to the word “ ”. It might because the word “ ” is the
abbreviation for the word “ (National Federation of Trade Unions)”
in Chinese so that it confuses the word-level model. But this sort of situation is
not conducive to the prediction. In the “Matching attention”, we can see that
the global attention mechanism weights are mainly correct except the word “

(sort)”. After the matching mechanism, we can observe that “Sememe-level
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Table 4. Some cases in the test set. Test Sentence 1 is a negative sentence. It is
created by reversing the position of two words of the same POS randomly. The bold
words are the words we replaced. Test Sentence 2 is a positive sentence. Word-level
attention, Matching attention, and Sememe-level attention show the dual-attention

mechanism visualization during prediction. In “Matching attention”, the symbol “
∣
∣
∣”

separates different senses of the word.

attention” gives higher weights to the wrong word “ (teacher)” and “
(city)”. This shows that in order to predict correctly, our model gives a higher
attention to the wrong words.

4.3 Error Analysis

For error analysis, we first construct four datasets. The permuted sentences in
each set are created as follows.

– Dataset1: Replace one word with the same POS randomly.
– Dataset2: Replace two words with the same POS randomly.
– Dataset3: Reverse the position of two words of the same POS randomly.
– Dataset4: Reverse the position of two words randomly.

We train our models on each training set and then evaluate on the corre-
sponding test set. Meanwhile, we select 500 sentences from each set and ask the
human annotators to annotate. Table 5 shows the results of each dataset.

From the results shown in Table 5, we can see that

– For the model, the most difficult dataset is the dataset1 where the permuted
sentences differ in only one word from the true sentences. This shows that
the number of words replaced is the biggest challenge for the model. It is
partly because that replacing one word with the same POS randomly will
exploit polysemy as most of the replaced words have more than one sememes
in HowNet. Furthermore, the model is less effective in predicting dataset3,
even though the other datasets are replaced by two words. It is partly because
that reversing the position of two words of the same POS will swap semantic
roles.
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Table 5. Error rate of the model evaluation and the human evaluation for each set.

Dataset Model Human

Dataset1 35.5% 5.0%

Dataset2 29.9% 2.2%

Dataset3 32.4% 8.6%

Dataset4 28.3% 1.4%

– For the human, the most difficult dataset is dataset3. This can also partly
show that dataset3 is the most difficult dataset for judging semantic-
rationality. As for the other three datasets, both the number of replacement
word and the POS of replacement word affects human judgment.

– The result of human prediction is much better than that predicted by the
model. Among all the datasets, however, the performance of the model on
dataset3 is not as bad as the performance of humans on dataset3.

5 Conclusion

In this paper, we propose the task of sentence semantic rationality detection
(SSRD), which aims to identify whether the sentence is rational in semantics.
To deal with the difficulties in this task and overcome the disadvantages of
current methods, we propose a Sememe-Word-Matching Neural Network model
that not only considers the information of the sentences, but also makes use of
the sememe information in knowledge base HowNet. Furthermore, our model
selects the proper sememe information by the matching mechanism. Experimen-
tal results show that our model can outperform various baselines by a large
margin.

Further experiments show that although our model has achieved promising
results, there is still a big gap compared with the artificial results. How to make
better use of other knowledge bases in this sort of task will be our future work.
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Abstract. We show that strong domain adaptation results for depen-
dency parsing can be achieved using a conceptually simple method that
learns domain-invariant word representations. Lacking labeled resources,
dependency parsing for low-resource domains has been a challenging
task. Existing work considers adapting a model trained on a resource-rich
domain to low-resource domains. A mainstream solution is to find a set of
shared features across domains. For neural network models, word embed-
dings are a fundamental set of initial features. However, little work has
been done investigating this simple aspect. We propose to learn domain-
invariant word representations by fine-tuning pretrained word represen-
tations adversarially. Our parser achieves error reductions of 5.6% UAS,
7.9% LAS on PTB respectively, and 4.2% UAS, 3.2% LAS on Genia
respectively, showing the effectiveness of domain invariant word repre-
sentations for alleviating lexical bias between source and target data.

Keywords: Word representations · Wasserstein distance · Generative
Adversarial Network · Domain adaptation · Dependency parsing

1 Introduction

Dependency parsing aims to analyze the syntactic relationships (i.e. head →
dependent) between words within a sentence, which plays an important role
on many natural language processing tasks, such as machine translation [1],
information extraction [2] and natural language inference [3]. Due to lack of
labeled data, dependency parsing for resource-poor domain has been a challeng-
ing task. Many work has been focused on transferring models from the resource-
rich domain to the resource-poor domain [4,5].

There are two main factors which make it difficult to do domain adaptation:
the difference of the distribution between domains, and different labeling schemes
c© Springer Nature Switzerland AG 2019
J. Tang et al. (Eds.): NLPCC 2019, LNAI 11838, pp. 801–813, 2019.
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Receptors were measured by radioreceptor assay
root vmod

pmodvc vmod nmod

Fig. 1. An example of dependency tree.

[6]. For instance, for English Penn treebank (PTB) which is a news treebank [7],
and Genia [8] which is a biology treebank, the labeling guidelines are same but
the lexical coverage ratio of PTB on Genia is about 25% and even much lower
on proper nouns. The heavy lexical bias between these two domains makes it
difficult to transfer parsing models directly.

Many efforts have been devoted to alleviating the lexical bias by learning lex-
ical representations. Koo et al. [9] derived word clusters from large unannotated
corpus and added cluster-based features into a discriminator model. Recently,
the neural network-based bias correction methods were proposed, through rep-
resenting one word as a low dimensional real-valued vector [10] For adaptation
between two domains, these word representations may not be sufficiently use-
ful because they are trained on a large and diverse corpus but not targeted for
only these two domains. We argue that the word representations tuned on spe-
cific source and target domains could transfer the source parsing model more
effectively.

In this paper, we propose to do domain-adaptive fine-tuning for specific
source-target domains pair based on existing pretrained word representations
using Wasserstein Generative Adversarial Network (WGAN) [11]. In our method,
the generator G of WGAN learns domain invariant word representations, and
then represents target sentence representation as close to the source sentence
representation as possible. Given the representation of a sentence, the discrim-
inator D then predicts which domain the sentence comes from. Based on the
decision of D, both of D and G tune themselves and become better, until D
cannot distinguish which domain the sentence is from. As a result, the Wasser-
stein distance of source data distributions and target data distributions could
be increasingly minimized in this way.

During our experiments, the loss of WGAN converges and the accuracy of
the discriminator D stabilizes to 0.5. Finally, the data transferability of source
domain is improved for the target domain. Experimental results show that our
method achieves the performance of 91.85% UAS, and 90.94% LAS on a biology
dataset Genia and achieve 95.98% UAS, and 95.01% LAS on PTB respectively.

We make two contributions in this paper:

– We derive domain invariant word representations by Wasserstein Generative
Adversarial Networks.

– Using domain invariant word representations, we improve the performance of
parsing domain adaptation.
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2 Deep Biaffine Parsing Model

Given a sentence x, the task of dependency parsing is to produce its dependency
tree y, assigning a head-dependent relation for each word in x, as shown in Fig. 1.
Our baseline model is the deep biaffine attention model [12].

Let wt be the t-th token in the sentence. For each wt, the word embedding
wt ∈ Rdword and a part-of-speech (POS) embedding pt ∈ Rdpos are used as
its representations, where dword and dpos are the dimensions of wt and pt. The
concatenation of wt and pt for the word wt is xt, which is then passed through
a multilayer bidirectional LSTM network and mapped to a hidden vector rt.

First, the model computes the score s(arc)
i,j for each possible dependency arc

for wi (head) to wj (dependent), producing four vector representations:

rt = BiLSTM(xt),

h(arc−head)
i = MLP (arc−head)(ri),

h(arc−dep)
j = MLP (arc−dep)(rj),

s(arc)
i,j = hT (arc−head)

i U (arc)h(arc−dep)
j

+ hT (arc−head)
i u(arc),

(1)

where MLP is a multi layer perceptron, U (arc) is a weight matrix, and u(arc) is
used in the bias term. During decoding, the parsing tree that has the maximum
score is found via maximum spanning tree (MST) algorithm.

Second, the model assigns a label for each arc in the dependency tree accord-
ing to the score slabel

i,j .

h(label−head)
i = MLP (label−head)

ri ,

h(label−dep)
j = MLP (label−dep)

rj ,

h(label)
i,j = h(label−head)

i ⊕ h(label−dep)
j ,

s(label)
i,j = hT (label−head)

i U(label)h(label−dep)
j

+ hT (label)
i,j W (label) + u(label),

(2)

where U(label) is a third-order tensor, W (label) is a weight matrix, and u(label) is
a bias vector.

Our research focuses on learning an domain invariant embedding matrix
through tuning general word embeddings pre-trained on multiple domains. In
Sect. 3, we will introduce how we learn word representations for specific source
and target domain, aiming to make their data much closer.

3 Learning Word Representations Using WGAN

The problem of supervised domain adaptation for dependency parsing is denoted
as follows. We have labeled source data Ds = {(xs, ys)}Ns

s=1 and labeled target
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domain data Dt = {xt, yt}Nt

t=1, we assume that they share the same feature space
but follow different distribution PS , PT respectively. We additionally assume
that they share the same annotation guideline. We adjust the feature distribution
through learning domain invariant word representations to make the distance of
feature distribution PS and PT as small as possible.

There are many methods to measure the distance between two probability
distributions including the KL divergence, the JSD divergence, the Wasserstein
distance and so on. We use the Wasserstein distance function [11], also called
Earth-Mover (EM) distance, which is calculated as

W (PS ,PT ) = inf
γ∈∏

(PS ,PT )
E(xs,xt)∼γ [||xs − xt||]. (3)

∏
(PS ,PT ) is the collection of all possible joint distributions of PS and PT .

From each possible joint distribution γ, we can sample (xs, xt) ∈ γ and compute
||xs −xt||, which is the distance between the source sample xs and target sample
xt. Then we can compute the expectation value of this distance under the joint
distribution γ. Wasserstein distance can be seen as the minimum cost of the best
plan move PS to PT.

Fig. 2. The structure of our WGAN.

The structure of our WGAN is shown in Fig. 2. It contains two parts: the
generator G with parameters w and the discriminator D with parameters θ.
G generates domain invariant word representations and changes sentences into
vectors. The discriminator D is a sentence classifier. Given sentence vectors, D
predicts whether the sentence is from source or target domain.

3.1 Generator

Our generator G consists of a word embedding layer. Each word in the vocabulary
V is associated with a k-dimensional vector. Let xi be the i-th word in the
sentence x and x1:n be the concatenation of word vectors from x1 to xn. Given a
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sentence x of length n (padded when its length is smaller than n), the generator
G will output its representations

G(x) = x1 ⊕ x2 ⊕ ... ⊕ xn, (4)

where ⊕ is the concatenation operator. The parameter in G is the word repre-
sentation matrix W ∈ Rk×|V |.

3.2 Discriminator

The discriminator D is a convolutional sentence classifier, similar to the work
of [13]. Given G(x), D predicts which domain the sentence x comes from. Our
classifier contains one convolutional layer, one max-pooling layer, and one full-
connected hidden layer with dropout and softmax.

A feature ci is produced when a filter w ∈ Rh×k is applied to a window of h
words,

ci = f(w · xi:i+h−1 + b). (5)

In Eq. 5, b ∈ R is a bias item and f is a non-linear activation function. The filter
is applied in all possible word windows in the sentence x1:h,x2:h+1, ...,xn−h+1:n

to produce a set of feature map,

c = [c1, c2, ..., cn−h+1]. (6)

Then we use max-over-time pooling method over the feature map and take
the max value ĉ = max(c) as the feature corresponding to this filter w. Then fea-
tures z = [ĉ1, ..., ĉm] are passed to the fully-connected layer. For regularization,
we compute the output with:

y = W1 · z + b1. (7)

To mitigate overfitting, we apply dropout in hidden layer with the dropout
rate of 0.5. W1 ∈ Rm×m is the weight matrix and b1 ∈ Rm is the bias. Finally,
the softmax layer is used to predict the domain the sentence x comes from.

The network parameters in the discriminator are θ = {w,b,W1,b1}.

3.3 Loss Function

For the input of the discriminator G(x), we denote the logits output by hid-
den layer as D(G(x)). When computing the Wasserstein distance of the source
and target distributions, we use the logits output by the hidden layer without
softmax.

wdloss = D(G(S)) − D(G(T )). (8)

Given the source data, the output of the discriminator is D(G(S)), and
D(G(T )) for target data. The loss function for the generator G is the wdloss

Gloss = wdloss. (9)
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We set the loss of classifier C as the cross-entropy of output from softmax
layer of the discriminator. The loss of the discriminator is a combination of the
loss of classifier Closs and wdloss with a hyper parameter wdparam ∈ [0, 1]

Dloss = Closs(S ∪ T ) − wdparam ∗ wdloss (10)

3.4 Training

The training process of our WGAN is shown in Algorithm 1. First, parameters
of the generator and discriminator are initialized. Second, we randomly split
training data into mini-batches with batch size ms for the source data and mt

for the target data. For each batch, we first train the discriminator for ds steps
and then train the generator for gs steps. Parameter optimization is performed
by RMSprop (root mean square) optimizers with learning rate α1 for G and α2

for D. If the parameters do not converge, we repeat the second step for more
epochs until the maximum epoch is reached.

Algorithm 1 Learning word representations via WGAN

Require: Training data: source data S = {(xs
i )}Ns

i=1; target data T = {xt
i}Nt

i=1; mini-
batch size ms and mt; discriminator training steps ds; generator training steps gs;
learning rate for generator α1; learning rate for discriminator α2; the maximum
epoch epochmax;

1: ep = 0
2: while ep � epochmax do
3: ep = ep + 1
4: while θ has not converged do
5: batchnum = math.ceil(Ns/ms, Nt/mt)
6: for b =1 to batchnum do
7: Sample {xs

i }ms

i=1, {xt
i}mt

i=1 from S, T
8: for j = 1 to ds do
9: gθ ← ∇θ[Closs − wdparam ∗ wdloss]

10: θ ← θ + α2 · RMSprop(θ, gθ)
11: end for
12: for k = 1 to gs do
13: gw ← ∇wGloss

14: w ← w − α1 · RMSprop(θ, gw)
15: end for
16: end for
17: end while
18: end while

4 Experiments

In this section, we describe our experiments on learning domain invariant word
representations and applications on dependency parsing, and discuss experimen-
tal results from different views.
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4.1 Experiments on Learning Domain Invariant Word
Representation

The source data consists of training sentences of the PTB, which are from the
news domain. The target sentence is the training set of Genia corpus [8], a
semantically annotated corpus for biology text.

The dimension k of word embeddings is 100. The size of filters in the convo-
lutional layer are 3, 4 and 5 and the number of filters per size is 128. wdparam,
the weight for wdloss in Dloss, is 0.5. Both the learning rates α1 and α2 are
0.001. Steps of optimizing the discriminator and generator ds and gs are 5 and
1, respectively. The maximum number of epochs epochmax is 100. Both of the
source and target batch size are 512.

Stability and Convergence of WGAN. We show the change of wdloss along
with training steps on Fig. 3. It is clear that wdloss gets smaller and converges
gradually. The smaller the wdloss is, the source and target domain data are much
more closer under domain invariant word representations.

Fig. 3. Change of wdloss against the number of training steps.

Fig. 4. Accuracy of the classifier in D against the number of training steps.
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The accuracy of the classifier in D converges to roughly 0.5, as shown in
Fig. 4, which shows that the discriminator can not distinguish the domain of one
sentence any more [14].

Our learning of domain invariant word representations performs well in sta-
bility and model collapse. In addition, it takes two hours to finish our adversarial
learning using one GPU of GTX 1080.

Evaluation by Word Similarity. We compare word representations output by
our WGAN (denoted as emb wg) with GloVe word embeddings with 100 dimen-
sions trained on Wikipedia 2014 and Gigaword 5 [15] (denoted as GloVe100) in
obtaining word semantic similarities.

Given a target word, we can get obtain top-n similar words in semantics
according to the Euclidean distance of embeddings. As shown in Table 1, when
the target word is cause, the similar words given in emb wg contain illness from
biology domain. The results of GloVe100 are all from general domains. For the
case of expression which is frequently used in biology domain, the output of
GloVe100 only contains similar words from the general domain, mostly to show
feelings or ideas, but our results also contains words that means structure of an
molecule or genes.

Table 1. Comparison of similar words induced by word representations.

Target word Our embeddings GloVe100

cause causes, causing, caused causes, causing, caused

illness, risk failure, prevent

inflammatory responses, viral, drugs autoimmune, insensitive, incendiary

autoimmune, hiv, disease bowel, inflammation

necrosis tumor, apoptosis,cells apoptosis, factor-alpha, avascular

differentiation, inflammation tumor, inflammation

expression sense, means,different sense, emotion, meaning

function, genes manner, discourse

Our embeddings may connect words from the source and target domain with
domain invariant distributions. Then similar syntactic structures from source
domain could be better transferred to target domain.

4.2 Dependency Parsing Experiments

We use the deep biaffine attention parser [12] to evaluate our domain invariant
word representations in the domain adaptation task for dependency parsing. The
parsing performance is measured using unlabeled attachment score (UAS) and
labeled attachment score (LAS). Following previous work [12,16], we compute
UAS and LAS excluding punctuation.
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Adapting PTB to Genia. The dependency parsing results on Genia are shown
in Table 2. The training data is the combination of the PTB training set and
the Genia training set. The development and test set are from Genia. We adopt
the division of [17]. Our baseline is the biaffine attention dependency model,
and the word embedding is the GloVe100. Different with the baseline, we use
the concatenation of word representations output by our WGAN and GloVe100,
denoted as emb wg. In Table 2, Genia-train stands for the experiment whose
training data are Genia training set and the word representation is GloVe100.
And Fine-tune stands for the model is trained on PTB and then fine-tuned on
Genia.

The performance of baseline parser is better than PTB-train, showing the
effectiveness of adapting the source model to the target domain. The results of
Fine-tune are much worse than baseline, suggesting that news training does not
give a better starting model for bio data. We improve the UAS by 0.36 and
LAS by 0.3 as shown in Table 2, compared to the baseline model, showing the
effectiveness of our domain invariant word representations in parsing domain
adaptation from the news domain to the biology domain.

Adapting Genia to PTB. We apply our domain invariant word representation
on the domain adaptation dependency parsing from the biology to the news
domain. The training data is the combination of PTB training set and Genia
training set. We also train the parser only using PTB training set and GloVe100,
denoted as PTB-train in Table 3. Dozat and Manning [2017] (denoted as D&M
[2017]) use the GloVe embedding. Ma et al. [2018] is based on stack-pointer
networks and uses word embeddings output by a modified word2vec (denoted as
M-word2vec in Table 3) for syntax [18].

Table 2. Parsing results of adapting
PTB to Genia.

System Word embedding UAS LAS

Baseline GloVe100 91.49 90.64

Genia-train GloVe100 91.39 90.46

Fine-tune GloVe100 88.46 86.76

Ours emb wg 91.85 90.94

Table 3. Parsing results of adapting Genia
to PTB.

System word embedding UAS LAS

Baseline GloVe100 95.74 94.69

PTB-train GloVe100 95.77 94.78

Ours emb wg 95.98 95.01

D&M [2017] glove 95.74 94.08

Ma et al. [2018] M-word2vec 95.87 94.19

The dependency parsing results of adapting Genia to PTB are shown in
Table 3. Our model improves the performance by 0.24 UAS and 0.32 LAS respec-
tively, compared to the baseline, showing the effectiveness of our domain invari-
ant word representation for parsing domain adaptation from the biology domain
to the news domain. Our results are also better than both D&M [2017] and
Ma et al. [2018]. In paticular, our parser has strong performance on predicting
the labeled dependency relations by 95.01 LAS. Compared to D&M[2017], we
improve the performance by 0.93 LAS. As the analysis in their paper (page 7)
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shows one reason for their lower LAS may be the inefficiencies of the GloVe
embeddings [12].

The results on PTB and Genia show that: (1) given domain invariant word
representations, model of resource-rich domain can better adapt to the resource-
poor domain; (2) data of resource-poor domain can also improve the parsing
performance of resource-rich domain.

Results by Different Dependency Relations. We analyze the error reduc-
tion in different dependency relations and select the top-10 relations according
to their error counts. The results are shown in Tables 4 and 5. For the result
on Genia, we improved the UAS on 9 out of 10 dependency relations and 7 out
of 10 for PTB data. Our domain invariant word representations well work on
dependency types of nmod, dep, advmod, nsubj, det, and case.

Case Study. As observed in the PTB training dataset, the word genome is an
OOV(out of the vocabulary) word. From our word representations embwg we
find that the most similar word is genes, which occurs frequently in PTB. When
the parser tries to judge if the is a dependent of genome, the dependent pair
genes → the in PTB can be transferred to this scenario. The most similar word
given by GloVe100 is sequencing, which dose not have dependent of the in PTB.

5 Related Work

Dependency parsing has been investigated as a fundamental syntactic task. Typ-
ical methods include graph-based [12] and transition-based [19,20]. While most
work focuses on news domain training using PTB, we here consider the issue
of domain transfer. Bias correction techniques aim to make up the data bias
between the samples of source and target domains. Much attention has been
paid on bias correction which is aimed to make up the data bias between the

Table 4. Error reductions of two systems on Genia in different dependency relations.

Relation Explanation Count Baseline Ours Error
reduction (%)

nmod nominal modifier 4135 523 503 3.82

dep unspecified dependency 859 424 400 5.66

compound compound 3864 312 298 4.49

conj conjunct 1402 237 225 3.37

amod adjectival modifier 3449 203 191 5.91

case case marking 4279 184 171 7.07

cc coordinating conjunction 1247 141 136 3.55

advmod adverbial modifier 860 101 104 −2.97

det determiner 2446 77 70 9.09

nsubj nominal subject 1428 54 47 12.96
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Table 5. Error reductions of two systems on PTB in different dependency relations.

Relation Explanation Count Baseline Ours Error reduction (%)

nmod nominal modifier 5089 546 527 3.48

dep unspecified dependency 762 225 196 12.89

advmod adverbial modifier 1986 186 166 10.75

conj conjunct 1345 117 118 −0.85

case case marking 5869 103 97 5.83

cc coordinating conjunction 1381 98 102 −4.08

nsubj nominal subject 3991 91 86 5.49

advcl adverbial clause modifier 647 71 70 1.41

acl clausal modifier of noun 457 69 67 2.90

compound compound 4798 66 68 −3.03

samples of source and target domains. Importance weighting is one of bias cor-
rection methods, and it can be in different granularities such as corpus [21],
document or sentence [22,23]. Feature embedding can enhance the transferabil-
ity of features but it relies much on handcrafted features [24–26].

Koo et al. [9] derive word clusters from large unannotated corpus and adds
cluster-based features into the discriminator learner. Word representations by a
low dimensional value have been explored in [10,27] . Their word embeddings
are not effective enough if directly used in domain adaptation, because they
are general for any domain. Our domain invariant word representations tuned
adversarially among the source and target domain are more useful for a specified
source-target pair. We do not rely on the large amount of unlabeled data and
just use sentences of training set for source and target domain. So it is not too
much time-consuming in our adversarial learning.

Recently, much research has focused on learning word representations based
on Wasserstein distance. Sun et al. [28] introduce non-contextual word embed-
dings based on Wasserstein distance and uses external information in their
model. Xu et al. [29] propose a method to learn word embeddings and topics
in a unified framework. Their word embeddings are based on Euclidean dis-
tance and topics are based on Wasserstein distance. The above two works learn
non-contextual word embeddings and use Wasserstein distance as their distance
measures, but they do not use adversarial training. Shen et al. [26] use adver-
sarial training to learn feature representations for domain adaptation. Same to
us, their goal is make the distributions of two domains more closer. But we learn
domain invariant word representations and do not rely on the feature extractor.
To our knowledge, we are the first to learn domain invariant word representations
by Wasserstein generative adversarial networks.

Sato et al. [30] add a domain classifier in biaffine parsing model to do adver-
sarial training and their models include shared and domain-specific model. We
do adversarial training in the stage of learning word representations and do not
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have any relationship with dependency parsing. So our method can be applied
to a wider set of tasks.

6 Conclusions

We investigated the problem of domain adaptation for dependency parsing from
a simple point of view, namely the word embedding biases between a source
domain and a target domain. We showed that bridging this difference brings a
large improvement to parsing accuracies. In particular, domain invariant word
representations are gained using by using generative adversarial learning given
a set of general word representations, so that a resource-rich domain can be
leveraged for better training a model on low-resource domains. Results of news
and bio-informatics data show the effectiveness of our method.

We additionally find that labeled data from low-resource domains can also
improve parsing on resource-rich domains thanks to domain invariant word rep-
resentations. Future work includes the investigation of domain invariant word
representations to more tasks such as named entity recognition.
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Abstract. One of the main challenges of conducting research on para-
phrase is the lack of large-scale, high-quality corpus, which is particularly
serious for non-English investigations. In this paper, we present a simple
and effective unsupervised learning model that is able to automatically
extract high-quality sentence-level paraphrases from multiple Chinese
translations of the same source texts. By applying this new model, we
obtain a large-scale paraphrase corpus, which contains 509,832 pairs of
paraphrased sentences. The quality of this new corpus is manually exam-
ined. Our new model is language-independent, meaning that such para-
phrase corpora for other languages can be built in the same way.

Keywords: Paraphrase · Paraphrase extraction ·
Sentence embedding · Sentence similarity

1 Introduction

Paraphrases are linguistic expressions that restate the meaning using different
expressions, sentences or phrases, which convey the same meaning using different
wording [5]. Paraphrases have proven useful for a wide variety of Natural Lan-
guage Processing applications, e.g., semantic parsing [4], knowledge based ques-
tion answering [10], information extraction [30], paraphrase generation [1,17],
machine translation [24] and many others.

In this paper, we are concerned with the data bottleneck problem in current
paraphrase research—the lack of large-scale, high-quality sentence-level corpora.
We present a simple and effective unsupervised method that combines the seman-
tic representation of sentences in high-dimensional sparse spaces with the seman-
tic representations in low-dimensional dense spaces to construct scoring functions
that are employed to detect paraphrase candidates. We use this method to auto-
matically extract high-quality paraphrases from multiple Chinese translations
of the same source texts. In particular, we use the different Chinese transla-
tions of the same foreign novels. The diversity of linguistic expressions exhibited
c© Springer Nature Switzerland AG 2019
J. Tang et al. (Eds.): NLPCC 2019, LNAI 11838, pp. 814–826, 2019.
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by parallel translations makes them a good source for collecting sentence-level
paraphrases. By exploring the semantic and structural correspondence between
two parallel translations, we are able to harvest a large set of sentence-level
paraphrases.

We introduce a sentence-level paraphrase corpus for Chinese that contains
509,832 sentence pairs, the quality of which is strictly controlled and analyzed.
All paraphrase pairs are ranked according to a semantic metric, so we can strike a
balance between quantity and quality for different application purposes. Manual
evaluation highlights the reliability of this resource: The overall accuracy of
the whole set is 92%. When we select the top-60% sentences, this number goes
up to 97%. In addition, we compare the three existing English sentence-level
paraphrase corpora from the language styles and the diversity of expressions of
sentence pairs, which proves that our corpus is not only enough, but the quality
of paraphrase is good enough. To the best of our knowledge, this is the first
large-scale sentence-level paraphrase corpus for Mandarin Chinese.

We have released1 the newly created Chinese paraphrase data.

2 Related Work

There have been some studies on constructing high-quality paraphrase data sets.
Barzilay and Mckeown extracted sentence pairs from multiple translations of the
same material [3]. Lin and Pantel extracted paraphrase from a similar context
using an unsupervised algorithm [16]. There are also many people who use mul-
tilingual news resources to get paraphrase data sets [8,9]. Both statistical and
neural machine translation methods [21,26,27] have been applied to obtain a
paraphrase corpus. In addition, some paraphrase data sets are constructed via
crowdsourcing platforms [13] or matching the URLs of tweets [14].

Datasets consisting of paraphrases of different granularities have been intro-
duced:

– The sentence-level paraphrase corpora available include: MSR Paraphrase
Corpus [8,9] that contains 5,801 pairs of sentences extracted from parallel
news corpus. And Twitter Paraphrase Corpus [28,29] that contains about
14,000 sentence pairs that are derived from Twitter’s trending topic data.
The latest Twitter News URL Corpus [14] contains 51,524 pairs of sentences.

– The phrase-level paraphrase corpora available includes: DIRT [15], PATTY
[18], POLY [12] and Paraphrase Database (PPDB [2,11]).

The existing corpora are almost all based on English texts, and the sentence-
level corpora are all of a modest scale.

1 PKU Paraphrase Bank: https://github.com/pkucoli/PKU-Paraphrase-Bank.

https://github.com/pkucoli/PKU-Paraphrase-Bank
https://github.com/pkucoli/PKU-Paraphrase-Bank
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3 Our Method

3.1 Paraphrase Extraction by Alignment

We explore multiple Chinese translations of the same source texts. There are
multiple Chinese translations for a number of well-known books that are written
in English or other western languages, e.g., Oliver Twist and Gone with the
wind. The diversity of linguistic expressions exhibited by parallel translations
makes them a good source for collecting sentence-level paraphrases. Because
translations are usually conducted in a sentence-by-sentence way, the paraphrase
extraction problem turns to be a text alignment problem: Given two sequences
of sentences, say T 1 and T 2, the goal is to find the best sentence alignment.

Fig. 1. A pair of two-sentence sequences as well as their literal translations. The red
words are the key elements to distinguish sentences; the blue words have the same
meaning but are different expressions, which interfere with the detection of paraphrase
sentence pairs. (Color figure online)

Assume that T 1 and T 2 consist of N1 and N2 sentences respectively. We
define an alignment matrix C as follows,

Cij =
{

1 if T 1
i and T 2

j match
0 otherwise (1)

where T 1
i and T 2

j denote the i-th sentence in T 1 and the j-th sentence in T 2

respectively.
A score function, viz. score is employed to evaluate the goodness of each

candidate pair of aligned sentences. By coupling C and score, we can transform
the original alignment problem into a constrained optimization problem, defined
as follows:
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max.
∑N1

i=1

∑N2

j=1
Cij × score(T 1

i , T 2
j )

s.t.
∑N2

j=1
Cij = 1 for all 1 ≤ i ≤ N1

∑N1

i=1
Cij = 1 for all 1 ≤ j ≤ N2 (2)

Ci1j2 + Ci2j1 ≤ 1 for all 1 ≤ i1 < i2 ≤ N1

and 1 ≤ j1 < j2 ≤ N2

It is reasonable to assume that paraphrased sentences between parallel texts
uniquely exist. The constraints in (2) ensures that there exists one and only one
sentence in T 2 that is aligned to a particular sentence in T 1. So is the case for
sentences in T 2.

3.2 The Score Functions

We empirically study different strategies to design a good score function and
find that an effective score function needs to consider the number of co-
occurrences of words in high-dimensional space and the vector similarity of sen-
tences embedding in low-dimensional space. Our score function is defined by
Eq. 6, the components of which is introduced as follows.

The Sparse Approach. The key idea to measure the consistency of two can-
didate sentences is calculate how many words between them are the same. See
Fig. 1 for an example. Although two paraphrased sentences should use different
wording, a small portion of words are inevitably shared and thus become an
essential evidence to determine the paraphrase relation. Furthermore, different
words should be treated differently.

It is very important to assign different weights to different words. Therefore,
we emphasize the importance of low-frequency words and introduce a frequency-
based weight for each word type, as shown in Eq. 3. In general, the common
low-frequency nouns and verbs in T 1

i and T 2
j are strongly discriminative, while

high-frequency auxiliary words or pronouns are not very effective. In some cases,
different adjectives that express the same meaning bring some noises. Take the
first sentence pair in Fig. 1 for example: “ /Road” and “ /field” (marked
in red) are two low-frequency nouns that are highly indicative.

Wk = log(
(N1 + N2)

fwk

) k ∈ (1, ...,M) (3)

M denotes the total number of word types; fwk
denotes the number of the

occurrences of word type wk in T 1 and T 2; Wk is the corresponding weight of
wk.
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Denote sets of words for two candidate sentences T 1
i and T 2

j as Q1
i and Q2

j

respectively. A intersection-based Ssp(T 1
i , T 2

j ) is defined as follows:

Ssp(T 1
i , T 2

j ) =
∑|Q1

i ∩Q2
j |

t=1 Wt

2
∑|Q1

i |
t=1 Wt

+
∑|Q1

i ∩Q2
j |

t=1 Wt

2
∑|Q2

j |
t=1 Wt

i ∈ (1, ..., N1), j ∈ (1, ..., N2) (4)

The Dense Approach. The Ssp(T 1
i , T 2

j ) function is in a rather sparse space. It
by itself is able to efficiently identify the majority of pairs of paraphrases. How-
ever, this method can only identify semantics that are related to exactly the same
words. In the first sentence pair in Fig. 1, the two modifiers “ /straight” and
“ /straightly” (marked in blue) have the same meaning to some extent.
However, due to the difference of their surface forms, they cannot contribute pos-
itively to the score function. In the second sentence pair, the coreference relation
matters: “ /it” and “ /the sheep” (marked in blue) refer to the same thing
but such semantics is, again, ignored.

To deal with the above problems, we adopt a sentence embedding method
to derive low-dimensional but dense representations of semantics at the sen-
tence level. We use the Bert2 [7] pre-training network. Specifically, we fixed the
parameters of the Bert pre-trained network, and use the vectors Bert(T 1

i ) and
Bert(T 2

j ) as the semantic representations of the sentences T 1
i and T 2

j , which are
automatically derived using Bert.

Sde(T 1
i , T 2

j ) =
Bert(T 1

i ) · Bert(T 2
j )

‖Bert(T 1
i )‖‖Bert(T 2

j )‖ i ∈ (1, ..., N1), j ∈ (1, ..., N2) (5)

Using the parameter λ to linearly blend the scoring function Ssp(T 1
i , T 2

j ) in the
sparse space and the scoring function Sde(T 1

i , T 2
j ) in the dense space, we arrive

at the following scoring function S(T 1
i , T 2

j ):

S(T 1
i , T 2

j ) = λSsp(T 1
i , T 2

j ) + (1 − λ)Sde(T 1
i , T 2

j ) i ∈ (1, ..., N1), j ∈ (1, ..., N2)
(6)

λ is a hyperparameter that is tuned using a small size development data set. In
our experiment, it is set to 0.8.

If we only consider a sentence pair, the effectiveness of the above metric is
limited. However, it is worth noting that this local score function is only one
component in our alignment-based solution and the structural information in
Eq. 2 will significantly enhance such local alignments.

3.3 Solving the Optimization Problem

According to the underlying idea of our method which is illustrated in Sect. 3.1,
it is obvious that an ideal extraction algorithm should take all candidate sen-
tences into account. However with the increase of N1 and N2, the search space
2 https://github.com/google-research/bert/.

https://github.com/huggingface/pytorch-pretrained-BERT/.

https://github.com/google-research/bert/
https://github.com/huggingface/pytorch-pretrained-BERT/
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will expand rapidly, and it will be impractical to run such an algorithm. Fur-
thermore, more noises are introduced and then harm the final extraction results.
If we excessively restrict the search space for efficiency, we may miss the gold
candidate.

In this paper, we employ a greedy search strategy to solve the optimization
problem. We improve the extraction efficiency greatly from the following two
aspects while ensuring the quality and quantity of extracted paraphrases.

Positional Relationship. Since the sentences in a book-style text imply a sequen-
tial relationship, we dynamically determine the initial alignment range of each
sentence pair (T 1

i , T 2
j ). The positional relationship of all candidate sentence pairs

in T 1 and T 2 is as shown in (7), where I1i and I2j are the position representations
of T 1

i and T 2
j , respectively. I1i means that T 1

i is the I1i -th sentence in T 1, and so
is I2j defined. L is a large constant that is a hyperparameter to ensure that the
range for search is large enough.

−L < I1i − I2j < |N1 − N2| + L N1 ≥ N2

−L < I2j − I1i < |N1 − N2| + L N1 < N2 (7)

Fast Pruning. In order to avoid missing potential paraphrase sentence pairs and
to obtain as much data as possible, our initial alignment range is quite large.
Therefore it takes a lot of time to evaluate the semantic similarity of possible
candidate sentence pairs. Carefully observing the data, we find that most of the
negative candidate pairs have a very low score. If sentence pairs with such low
semantic relevance can be eliminated before calculating semantic similarity, the
efficiency of the paraphrase extraction procedure will be greatly improved. We
implement this idea using the inverted index. We remove the high-frequency
words of a candidate sentence pair. If the intersection of remaining parts of any
two sentences is empty, this candidate pair will be removed.

Fig. 2. Corresponding to the left ordinate axis, the purple line represents the number
of sentence pairs relative to different semantic similarity. Corresponding to the right
ordinate axis, the blue and orange lines represent the sum and the difference of the
number of word tokens in the candidate sentence pairs. (Color figure online)
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4 Our Paraphrase Corpus

4.1 Preprocessing

We applied our paraphrase extraction method to a collection of Chinese trans-
lations of books written in English as well as other European languages. This
collection contains a total of 95 translations of 40 novels from the Internet3. And
before searching the best alignment, we conduct 4-step preprocessing:

PDF to Text Conversion. We convert images from the original scanned PDF
into recognizable texts. Though current state-of-the-art OCR technology is not
perfect, the performance of recognizing printed texts is relatively satisfactory.

Data Cleaning. Different versions of translations may not have the same headers,
footers, page numbers, and annotations. We write some heuristic rules to remove
them, reducing the noise for the next step.

Sentence Segmentation and Combination. The translation habits of different
translators are not completely consistent, which may lead to different sentence
segmentation. We determine the sentence boundaries according to three Chinese
punctuation markers, viz. ‘◦’, ‘?’ and ‘!’. Very short sentences, which contain less
than 6 Chinese characters, are then unified with the previous sentence.

Word Segmentation. Since there are no explicit word boundaries in the writing
system for Chinese, we need an automatic word segmentation system. In this
work, we employ a supervised segmenter introduced in [25] to process raw texts.

4.2 Quality and Quantity

Initially, we collect 707,274 candidate sentence pairs in total. We present an
analysis in Fig. 2. Semantic Similarity denotes the the local score calculated
according to Eq. 6. From the blue and orange lines, we can see that the relation
between the length of the sentence pairs tends to be stable, as the semantic
similarity of the sentence pairs increases. In order to ensure the high quality
of the final data set, we remove some sentence pairs based on the relationship
between the length and the similarity distribution. After this pruning step, we
obtain 509,832 sentence pairs. We divided the sentence pairs, which are selected,
into five groups based on their similarity scores. We randomly select 100 sentence
pairs for each set and manually check their correctness. The results are shown in
Table 1. It can be clearly seen that the similarity score calculated by Eq. 6 is a
good indicator of the quality of the extracted paraphrases. The overall accuracy
of the whole set is 92%. When we select the top-60% sentences, this number goes
up to 97%. This goodness metric allows us to strike a balance between quantity
and quality for different application purposes.

3 The supplementary note gives the detailed information about these books.
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Table 1. Analyzing the length characteristics and quantity of sentence pairs by hier-
archical statistics.

Top rankings Quantity #Character (avg.) #Word (avg.) Precision

20% 101,966 28.29 18.64 100%

40% 203,933 29.25 19.23 99%

60% 305,899 30.27 19.86 97%

80% 407,866 31.31 20.51 95%

100% (all) 509,832 35.43 23.05 92%

5 Comparison and Analysis

5.1 Corpus Comparison

The corpus of this paper is the first large-scale sentence-level paraphrase cor-
pus in Chinese. And there is no reference to our corpus of the same language.
Therefore, we compare the corpus of this paper with the only three English
sentence-level paraphrase corpora from the size of the data set and the differ-
ences in pairs of paraphrase characteristics caused by different language sources.

MSR Paraphrase Corpus [MSRP] [8,9]. It was extracted pairs of para-
phrase from news articles by an SVM classifier, which contains a total of 5,801
pairs of sentences.

Twitter Paraphrase Corpus [PIT-2015] [28,29]. The data for this corpus
was derived from popular topics on tweets, and it contains 14,000 pairs of sen-
tences. If the machine automatically filter the theme, the effect will be poor.
Therefore, it is important to manually specify a reasonable tweet theme.

Twitter News URL Corpus [14]. This corpus construct sentence pairs of
paraphrase by comparing similar URL links in Twitter to find similar user com-
ments, which contains 51,524 pairs of sentences. Table 2 shows the size of our
corpus is an order of magnitude larger than the three English corpora. Obviously,
the amount of data is very important. This opinion can be found in the recent
influential papers that introduced ELMo [20], Bert [7] as well as GPT [22,23].
The average sentence length of our corpus is also much larger than the aver-
age sentence length of other sentence-level corpora. The average length of our
paraphrase is longer, proving that there is more information between each pair
of sentences. We can also use these sentences to further construct phrase-level
paraphrase or synonym pairs.

5.2 Language Style and the Diversity of Paraphrases

Table 2 shows that the two corpora of PIT-2015 and Twitter URL extract the
pairs of paraphrase from the spontaneously generated comments of users in Twit-
ter; the MSRP corpus extracts pairs of paraphrases from news; and our corpus
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Table 2. Compare our corpus with three existing large-scale English sentence-level
paraphrase corpus from three dimensions: the size of the corpus, the average length of
the sentence pairs, and the language style of the corpus.

Corpus name Size Sentence length Genre Formal

MSR Paraphrase Corpus (MSRP) 5801 pairs 18.9 words News Yes

Twitter Paraphrase Corpus (PIT-2015) 14,000 pairs 11.9 words Twitter No

Twitter News URL Corpus 51,524 pairs 14.8 words Twitter No

Chinese Paraphrase Bank (Our Corpus) 509,832 pairs 23.05 words Literature Yes

Fig. 3. The figure shows the distribution of PINC scores in three English paraphrase
corpora and our paraphrase corpus. The above two blue subgraphs show the distri-
bution of PINC scores for the sentences in informal style obtained from Twitter; the
following two purple subgraphs show the distribution of PINC scores for sentence pairs
with formal expressions obtained from news or literatures. (Color figure online)

extracts sentence pairs from literary works. In order to compare the influence of
different language styles on the data style in the corpus, we score the sentence
pairs in the four corpora using the PINC (Paraphrase In N-gram Changes) metric
that is defined in [6].

PINC is the opposite of the famous BLEU [19]. The fewer the co-occurrences
of the n-grams in the pair of sentences being evaluated, the higher the PINC
score, and indicating the greater the difference between the pair of sentences.
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The paired sentences are denoted as ni, nj respectively, then Eq. 9 means PINC4.
Here we set N = 4.

W = |n-gramni
∩ n-gramnj

| (8)

PINC(ni, nj) =
1
N

N∑
n=1

1 − (
2W

|n-gramni
| +

2W

|n-gramnj
| ) (9)

The distribution of the PINC scores for the sentence pairs in the four corpora is
shown in Fig. 3. The two blue subgraphs above indicate that the PINC distribu-
tion of the paraphrase sentence pairs extracted from twitter is generally higher.
This is because Twitter users are very casual when they express on social net-
works, preferring to use shorter sentences, which leads to greater differences in
paraphrase sentence pairs. The following two purple subgraphs are from the offi-
cial text which prefer to use a few standard expressions. As the sentences are
longer, it is more likely that repeated n-grams appear. These two factors the-
oretically lead to a decline in the diversity of sentence pairs. But in fact, our
corpus not only ensures high precision, but also maintains strong text diversity,
showing strong practicability.

6 Conclusion

We introduce a large-scale sentence-level paraphrase corpus for Chinese Lan-
guage Processing. The manual evaluation and analysis of the corpus highlights
the quality of this corpus. With the use of this corpus, we can enhance many
NLP tasks, such as paraphrase detection, semantic parsing and natural language
generation. The information source is very general and the method is language-
independent, therefore our method can be adapted to extract paraphrase corpora
for other languages.
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A Translation Corpus List

Table 3 shows the details of all the translation resources that are used.

4 Since there is no fixed reference relationship for the sentence pairs in our corpus,
the formula for the original PINC formula has been slightly modified. After the two
sentences are exchanged, the PINC is calculated again, and the calculation results
of the two calculations are averaged.
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Table 3. This collection contains a total of 95 translations of 40 novels from the
Internet.
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Abstract. Conversational semantic parsing over tables requires knowl-
edge acquiring and reasoning abilities, which have not been well explored
by current state-of-the-art approaches. Motivated by this fact, we pro-
pose a knowledge-aware semantic parser to improve parsing perfor-
mance by integrating various types of knowledge. In this paper, we con-
sider three types of knowledge, including grammar knowledge, expert
knowledge, and external resource knowledge. First, grammar knowledge
empowers the model to effectively replicate previously generated logical
form, which effectively handles the co-reference and ellipsis phenomena in
conversation Second, based on expert knowledge, we propose a decom-
posable model, which is more controllable compared with traditional
end-to-end models that put all the burdens of learning on trial-and-error
in an end-to-end way. Third, external resource knowledge, i.e., provided
by a pre-trained language model or an entity typing model, is used to
improve the representation of question and table for a better semantic
understanding. We conduct experiments on the SequentialQA dataset.
Results show that our knowledge-aware model outperforms the state-
of-the-art approaches. Incremental experimental results also prove the
usefulness of various knowledge. Further analysis shows that our app-
roach has the ability to derive the meaning representation of a context-
dependent utterance by leveraging previously generated outcomes.

Keywords: Semantic parsing · Question answering

1 Introduction

We consider the problem of table-based conversational question answering, which
is crucial for allowing users to interact with web tables or a relational databases
using natural language. Given a table, a question/utterance1 and the history of
an interaction, the task calls for understanding the meanings of both current and
historical utterances to produce the answer. In this work, we tackle the problem

1 In this work, we use the terms “utterance” and “question” interchangeably.
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Q1: Which city hosted the Summer Olympics in 2008?
SQL1:  SELECT City WHERE Year = 2008
A1: Beijing

Q2: How many nations participated that year?
SQL2: SELECT Nations WHERE Year = 2008
A2: 204

Q3: How about 2004?
SQL3: SELECT Nations WHERE Year = 2004
A3: 201

Year City Country Nations
1896 Athens Greece 14
1900 Pairs France 24
2004 Athens Greece 201
2008 Beijing China 204
2012 London UK 204

1st turn

2nd turn

3rd turn

Fig. 1. A running example that illustrates the input and the output of the problem.

in a semantic parsing paradigm [13,24,28,31]. User utterances are mapped to
their formal meaning representations/logical forms (e.g. SQL queries), which
could be regarded as programs that are executed on a table to yield the answer.
We use SequentialQA [9] as a testbed, and follow their experiment settings which
learn from denotations (answers) without access to the logical forms.

The task is challenging because successfully answering a question requires
understanding the meanings of multiple inputs and reasoning based on that. A
model needs to understand the meaning of a question based on the meaning of
a table as well as the understanding about historical questions. Take the second
turn question (“How many nations participate in that year?”) in Fig. 1 as an
example. The model needs to understand that the question is asking about
the number of nations with a constraint on a particular year. Here the year
(“2008”) is not explicitly in Q2, but is a carry over from the analyzed result
of the previous utterance. There are different types of ellipsis and co-reference
phenomena in user interactions. The missing information in Q2 corresponds to
the previous WHERE condition, while the missing part in Q3 comes from the
previous SELECT clause. Meanwhile, the whole process is also on the basis of
understanding the meaning of a table including column names, cells, and the
relationships between column names and cells.

Based on the aforementioned considerations, we present a conversational
table-based semantic parser, abbreviated as CAMP, by introducing various types
of knowledge in this work, including grammar knowledge, expert knowledge, and
external resource knowledge. First, we introduce grammar knowledge, which is
the backbone of our model. Grammar knowledge includes a set of actions which
could be easily used for reasoning and leveraging historical information. We
extend the grammar of [9], so that the model has the ability to copy logical
form segment from previous outputs. Therefore, our model effectively handles
the co-reference and ellipsis phenomena in conversation, as shown in the second
and third turns in Fig. 1. The grammar knowledge also help us design strategy
in training data collection phase to prune spurious logical forms. Second, we
use the expert knowledge to help us design model structure. Considering that a
decomposable model is more controllable, we decompose the entire pipeline into
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submodules which are coupled with the predefined actions in the grammar
closely. This further enables us to sample valid logical forms with improved
heuristics, and learn submodules with fine-grained supervision. Third, we intro-
duce several kinds of external resource knowledge to improve the understand-
ing of input semantic meanings. For a better question representation, we take
advantage of a pre-trained language model by leveraging a large unstructured
text corpus. For a better table representation, we use several lexical analysis
datasets and use the pre-trained models to give each table header semantic type
information, i.e., NER type.

We train model parameters from denotations without access to labeled logical
forms, and conduct experiments on the SequentialQA dataset [9]. Results show
that our model achieves state-of-the-art accuracy. Further analysis shows that (1)
incrementally incorporating various types of knowledge could bring performance
boost, and (2) the model is capable of replicating previously generated logical
forms to interpret the logical form of a conversational utterance.

2 Grammar

Table 1. Actions and the number of action instances in each type. Operations con-
sist of =, �=, >,≥, <,≤, argmin, argmax. A1 means selecting an column in SELECT
expression. A2, A3 and A4 means selecting a column, a operation and a cell value in
WHERE expression. A3 means select a condition operation, A4 means select a cell
value, A5 means copying the previous SELECT expression, A6 means copying the
previous WHERE expression, A7 means copying the entire previous SQL expression.

Action Operation # Arguments

A1 SELECT-Col # columns

A2 WHERE-Col # columns

A3 WHERE-Op # operations

A4 WHERE-Val # valid cells

A5 COPY SELECT 1

A6 COPY WHERE 1

A7 COPY SELECT + WHERE 1

Partly inspired by the success of the sequence-to-action paradigm [2,7,26]
in semantic parsing, we treat the generation of a logical form as the generation
of a linearized action sequence following a predefined grammar. We use a SQL-
like language as the logical form, which is a standard executable language on
web tables. Each query of this logical form language consist of one SELECT
expression and zero or one WHERE expression. The SELECT expression shows
which column can be chosen and the WHERE expression add a constraint on
which row the answer can be chosen. The SELECT expression consists of key
word SELECT and a column name. The WHERE expression, which starts with
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the key word WHERE, consists of one or more condition expressions joined
by the key word AND. Each condition expression consists of a column name,
an operator, and a value. Following [9], we consider the following operators:
=, �=, >,≥, <,≤, argmin, argmax. Since most of the questions in the SequtialQA
dataset are simple questions, we do not consider the key word AND in this work,
which means the WHERE expression only contains one condition expression.

Fig. 2. Possible action transitions based on our grammar as described in Table 1.

We describe the actions of our grammar in Table 1. The first four actions
(A1–A4) are designed to infer the logical forms based on the content of current
utterance. The last three actions are designed to replicate the previously gener-
ated logical forms. The number of arguments in copying actions are all equals
to one because the SequtialQA dataset is composed of simple questions. Our
approach can be easily extend to complex questions by representation previous
logical form segment with embedding vector [26].

3 Approach

Given a question, a table, and previous questions in a conversation as the input,
the model outputs a sequence of actions, which is equivalent to a logical form
(i.e. SQL query in this work) which is executed on a table to obtain the answer.
Figure 3 show the overview of our approach. After encoding the questions into
the vector representation, we first use a controller module to predict a sketch
(which we will describe later) of the action sequence. Afterwards we use modules
to predict the argument of each action in the sketch. We will describe the con-
troller and these modules in this section, and will also show how to incorporate
knowledge these modules.

Question Encoder. We describe how we encode the input question to a vector
representation in this part.

The input includes the current utterance and the utterance in the previous
turn. We concatenate them with a special splitter and map each word to a con-
tinuous embedding vector xI

t = Wxo (xt), where Wx ∈ R
n×|Vx| is an embedding

matrix, |Vx| is the vocabulary size, and o (xt) a one-hot vector.
We use a bi-directional recurrent neural network with gated recurrent units

(GRU) [4] to represent the contextual information of each word. The encoder
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Fig. 3. Overview of our model architecture. Part (a) shows how we handle a single turn
question. Part (b) shows how we handle question that replicates logical form segment
from the previous utterance.

computes the hidden vectors in a recursive way. The calulation of the t-th time
step is given as follows:

−→e t = fGRU

(−→e t−1,xt

)
, t = 1, · · · , |x| (1)

←−e t = fGRU

(←−e t+1,xt

)
, t = |x|, · · · , 1 (2)

et = [−→e t,
←−e t] (3)

where [·, ·] denotes vector concatenation, et ∈ R
n, and fGRU is the GRU function.

We denote the input x as: ẽ = [
−→̃
e |x|,

←−̃
e 1].

Inspired by the recently success of incorporating contextual knowledge in a
variety of NLP tasks [22,23], we further enhance the contextual representation
of each word by using a language model which is pretrained on a external text
corpus. In this work, we train a bidirectional language model from Paralex [6],
which includes 18 million question-paraphrase pairs scraped from WikiAnswers.
The reason why we choose this dataset is that the question-style texts are more
consistent with the genre of our input. For each word x, we concat the word
representaion and the hidden state LMt of the pretrained language model. xt =
[xI

t , LMt].

Table Encoder. In this part, we describe how we encode headers and table cells
into vector representations.



832 Y. Sun et al.

A table consists of M headers (column names)2 and M ∗ N cells where N is
the number of rows. Each column consists of a header and several cells. Let us
denote the k-th headers as ck. Since a header may consist of multipule words,
we use GRU RNN to calculate the presentation of each words and use the last
hidden state as the header vector representation {ck}Mk=1. Cell values could be
calculated in the same way.

We further improve header representation by considering typing information
of cells. The reason is that incorporating typing information would improve
the predication of a header in SELECT and WHERE expressions. Take Q2
in Fig. 1 as an example. People can infer that the header “Nation” is talking
about number because the cells in the same column are all number, and can
use this information to better match to the question starting with “how many”.
Therefore, the representation of a header not only depends on the words it
contains, but also relates to the cells under the same column. Specifically, we use
Stanford CoreNLP [15] to get the NER result of each cell, and then use an off-the-
shell mapping rule to get the type of each cell [11]. The header type is obtained by
voting from the types of cells. We follow [11] and set the types as {COUNTRY,
LOCATION, PERSON, DATE, YEAR, TIME, TEXT, NUMBER, BOOLEAN,
SEQUENCE, UNIT}.

Formally, every header ck also has a continuous type representation via tk =
Wto (ct), where Wt ∈ R

n×|Vt| is an embedding matrix, |Vt| is the total number
of type, and o (ct) a one-hot vector. The final representation of a header is the
concatenation of word-based vector and type-based vector tk, which we denote
as follows.

c̃k = [ck, tk] (4)

Controller. Given a current and previous question as input, the controller predict
a sketch which is an action sequence without arguments between a starting
state and an ending state. As the number of all possible sketches we define is
small, we model sketch generation as a classification problem. Specifically, the
sketch of [A1] means a logical form that only contains a SELECT expression,
which is inferred based on the content of the current utterance. The sketch of
[A1 → A2 → A3 → A4] means a logical form having both SELECT expression
and WHERE expression, in which case all the arguments are inferred based on
the content of the current utterance. The sketch of [A5 → A2 → A3 → A4]
stands for a logical form that replicates the SELECT expression of the previous
utterance and infer out other constituents based on the current utterance. The
sketch of [A6 → A2 → A3 → A4] represents a logical form that replicates
previous the WHERE expression, and get the SELECT expression based on the
current utterance. The sketch of [A7 → A2 → A3 → A4] means a logical form
that replicates both SELECT expression and WHERE expression of the previous
utterance, and incorporate additional constraint as another WHERE expression
based on the current utterance. Similar strategy has been proven effective in
single-turn sequence-to-SQL generation [5].

2 In this work, we use the terms “header” and “column name” interchangeably.
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Formally, given the current question xcur and the previous question xpre, we
use Eq. 3 to get their vector representation ẽcur and ẽpre. We treat each sketch s
as a category, and use a softmax classifier to compute p (s|x) as follows, where
Wa ∈ R

|Vs|×2n,ba ∈ R
|Vs| are parameters.

p (s|x) = softmaxs (Ws[ẽcur, ẽpre] + bs)

Column Prediction. For action A1 and A2, we build two same neural models
with different parameters. Both of them are used for predicting a column, just
one in SELECT expressions and one in WHERE expressions. We encode the
input question x into {et}|x|

t=1 using GRU units. For each column, we employ
the column attention mechnism [29] to capture most relevant information from
question. The column-aware question information is useful for column prediction.
Specifically, we use an attention mechanism towards question vectors {et}|x|

t=1

to obtain the column-specific representation for ck. The attention score from
ck to et is computed via uk,t ∝ exp{α(ck) · α(et)}, where α(·) is a one-layer
neural network, and

∑M
t=1 uk,t = 1. Then we compute the context vector eck =

∑M
t=1 uk,tet to summarize the relevant question words for ck.
We calculate the probability of each column ck via

σ(x) = w3 · tanh (W4x + b4) (5)

p (col = k|x) ∝ exp{σ([[ẽ, eck], ck])} (6)

where
∑M

j=1 p (col = j|x) = 1, and W4 ∈ R
3n×m,w3,b4 ∈ R

m are parameters.

Operator Prediction. In this part, we need to predict an operator from the
list [=, �=, >,≥, <,≤, argmin, argmax]. We regard this task as a classification
problem and use the same neural architecture in the controller module to make
prediction. For implementation, we randomly initialize the parameters and set
the softmax’s prediction category to the number of our operators, which is equals
to 8 in this work.

Value Prediction. We prediction WHERE value based on two evidences. The
first one comes from a neural network model which has the same architecture as
the one used for column prediction. The second ones is calculated based on the
number of word overlap between cell words and question words. We incorporate
the second score because we observe that many WHERE values are table cells
that have string overlap with the question. For example in Fig. 1, both the first
and the third questions fall into this category. Formerly, the final probability of
a cell to be predicted is calculated as a linear combination of both distributions
as following,

p (cell = k|x) = λp̂ (cell = k|x) + (1 − λ)αcell
k (7)

where p̂ (cell = k|x) is the probability distribution obtained from the neural
network and αcell

k is the overlapping score normalized by softmax and λ is a
hyper parameter.
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COPYING Action Prediction. As described in Table 1, we have tree copy-related
actions (i.e. A5, A6, A7) to predict which component in the previous logical form
should be copied to the current logical form. In this work this functionality is
achieved by the controller model because the SequentialQA dataset only contains
simple questions whose logical forms do not contain more than one WHERE
expressions. Our model easily extend to copy logical form segments from complex
questions. An intuitive way to achieve this goal is representing each logical form
component as a vector representation and applying an attention mechanism to
choose the most relevant logical form segment [26].

4 Training Data Collection

The SequentialQA dataset only provides question-denotation pairs, while our
model requires question-action sequence pairs as the training data. Therefore,
we use the following strategies to automatically generate the logical form for
each question, which is equivalent to an action sequence. For acquiring the logical
forms which are not provided by the SequentialQA dataset, we traverse the valid
logical form space using breadth-first search following the action transition graph
as illustrated in Fig. 2. For the purpose of preventing combinatorial explosion in
searching pace, we prune the search space by executing the partial semantic
parse over the table to get answers during the search process. In this way, a path
could be filtered out if its answers have no overlap with the golden answers.

We use two strategies to handle the problem of spurious logical forms and to
favor the actions of replicating from previous logical form segments, respectively.
The first strategy (S1) is for pruning spurious logical forms. Spurious logical
forms could be executed to get the correct answer but do not reflect the semantic
meaning in the question. Pruning logical forms is vital for improving model
performance according to previous studies [16,19]. We only keep those logic
forms whose components in the where clause have word overlap with the words
in questions. The second strategy (S2) is for encouraging the model to learn
sequential aspects of the dataset. We only keep the logical form with the COPY
action after pruning spurious logical forms.

5 Experiment

We conduct the experiments on the SequentialQA dataset which has 6,066
unique questions sequences containing 17,553 total question-answer pairs (2.9
questions per sequence). The dataset is divided into train and test in an 83%/17%
split. We optimize our model parameters using standard stochastic gradient
descent. We represent each word using word embedding [21] and the mean of
the sub-word embeddings of all the n-grams in the word (Hashimoto et al. [8]).
The dimension of the concatenated word embedding is 400. We clamp the embed-
ding values to avoid over-fitting. We set the dimension of hidden state as 200,
the dimension of type representation as 5, set the batch size as 32, and the
dropout rate as 0.3. We initialize model parameters from a uniform distribution
with fan-in and fan-out. We use Adam as our optimization method and set the
learning as 0.001.
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5.1 Baseline Systems

We describe our baseline systems as follows. Floating Parser [18] builds a sys-
tem which first generates logical forms using a floating parser (FP) and then
ranks the generated logical forms with a feature-based model. FP is like tradi-
tional chart parser but designed with specific deduction rules to alleviate the
dependency on a full-fledged lexicon. Neural Programmer (NP) [17] is an
end-to-end neural network-based approach. NP has a set of predefined opera-
tions, and Instead of directly generating a logical form, this system outputs a
program consists of a fixed length of operations on a table. The handcraft opera-
tions is selected via attention mechanism [3] and the history information is con-
veyed by an RNN. DynSP [9] constructs the logical form by applying predefined
actions. It learns the model from annotations in a trial-and-error paradigm. The
model is trained with policy functions using an improved algorithm proposed
by [20]. DynSP* stands for an improved version that better utilize contextual
information.

Table 2. Accuracies of all systems on SequentailQA; the models in the top section of
the table treat questions independently, while those in the middle consider sequential
context. Our method in the bottom section also consider sequential context and out-
performs existing ones both in terms of overall accuracy as well as sequence accuracy

Model All Seq Pos 1 Pos 2 Pos 3

FP 34.1 7.2 52.6 25.6 25.9

NP 39.4 10.8 58.9 35.9 24.6

DynSP 42.0 10.2 70.9 35.8 20.1

FP+ 33.2 7.7 51.4 22.2 22.3

NP+ 40.2 11.8 60.0 35.9 25.5

DynSP* 44.7 12.8 70.4 41.1 23.6

CAMP 45.0 11.7 71.3 42.8 21.9

CAMP + TU 45.5 12.7 71.1 43.2 22.5

CAMP + TU + LM 45.5 13.2 70.3 42.6 24.8

The experiment results related to FP and NP are reported by [9]. The details
of how they adjust these two models to the SequentialQA dataset can be seen in
their paper. We implement there variants of our model for comparision: CAMP is
our basic framework where no external knowledge are used. In CAMP + TU, we
incorporate type knowledge in table understanding module. In CAMP + TU +
LM, we further use contextual knowledge in question representation module.
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5.2 Results and Analysis

Table 3. Accuracy for each module in different settings.

Models CAMP + TU + TU + LM

Controller 83.5 83.5 84.8

SELECT-col 82.5 83.4 83.7

WHERE-col 35.0 35.9 36.6

Operation 69.7 69.7 70.2

Value 21.2 21.2 21.5

We can see the result of all baseline systems as well as our method in Table 2.
We show accuracy for all questions, for each sequence (percentage of the correctly
answered sequences of sentence), and for each sentence in particular position of
a sequence. We can see that CAMP performers better than existing systems in
terms of overall accuracy. Adding table knowledge improves overall accuracy and
sequence accuracy. Adding contextual knowledge further improve the sequence
accuracy.

We study the performance of each module of CAMP. From Table 3 we can
see that table knowledge and contextual knowledge both bring improvements
in these modules. The controller module and the column prediction module in
SELECT expression achieves higher accuracies. The reason is that, compared to
other modules, the supervise signals for these two modules are less influenced
by spurious logical forms. Compared to the WHERE part, the SELECT part of
a SQL query is less spurious because the answer typically has the same column
as the SELECT part, while the WHERE part are more uncontrollable.

We conduct error analysis to understand the limitation of our approach and
shed light on future directions. The errors are mainly caused by error propagation
and semantic matching problems and limitation of our grammar. After counting
the numbers in 100 false predictions for the test set, we estimate that there are
15% of them for error propagation; 28% of them for semantic matching problems;
21% of them for limitation of our grammar; 36% of them for other reasons.

6 Related Work

This work closely relates to two lines of work, namely table-based semantic
parsing and context-dependent semantic parsing. We describe the connections
and the differences in this section.

Table-based semantic parsing aims to map an utterance to an executable log-
ical form, which can be considered a program to execute on a table to yield the
answer [10,12,18]. The majority of existing studies focus on single-turn semantic
parsing, in which case the meaning of the input utterance is independent of the
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historical interactions. Existing studies on single-turn semantic parsing can be
categorized based on the type of supervision used for model training. The first
category is the supervised setting, in which case the target logical forms are
explicitly provided. Supervised learning models including various sequence-to-
sequence model architectures and slot filling based models have proven effective
in learning the patterns involved in this type of parallel training data. The sec-
ond category is weak supervised learning, in which case the model can only
access answers/denotations but does not have the annotated logical forms. In
this scenario, logical forms are typically regarded as the hidden variables/states.
Maximum marginal likelihood and reinforcement learning have proven effective
in training the model [7]. Semi supervised learning is also investigated to further
consider external unlabeled text corpora [30]. Different from the aforementioned
studies, our work belongs to multi-turn table-based semantic parsing. The mean-
ing of a question also depends on the conversation history. The most relevant
work is [9], the authors of which also develop the SequentialQA dataset. We have
described the differences between our work and the work of [9] in the introduction
section.

In context-dependent semantic parsing, the understanding of an utterance
also depends on some contexts. We divide existing works based on the different
types of “context”, including the historical utterances and the state of the world
which is the environment to execute the logical form on. Our work belongs to the
first group, namely historical questions as the context. In this field, [31] learn
the semantic parser from annotated lambda-calculus for ATIS flight planning
interactions. They first carry out context-independent parsing with Combina-
tory Categorial Grammar (CCG), and then resolve all references and option-
ally perform an elaboration or deletion. [27] deal with an interactive tourist
information system, and use a set of classification modules to predict different
arguments. [26] also study on ATIS flight planning datasets, and introduce an
improved sequence-to-sequence learning model to selectively replicate previous
logical form segments. In the second group, the world is regarded as the context
and the state of the world is changeable as actions/logical forms are executed
on the world. [1] focus on spatial instructions in the navigation environment
and train a weighted CCG semantic parser. [14] build three datasets including
ALCHEMY, TANGRAMS and SCENE domains. They take the starting state
and the goal state of the entire instructions, and develop a shift-reduce parser
based on a defined grammar for each domain. [25] further introduce a learning
algorithm to maximize the immediate expected rewards for all possible actions
of each visited state.

7 Conclusion

In this work, we present a conversational table-based semantic parser called
CAMP that integrates various types of knowledge. Our approach integrates var-
ious types of knowledge, including unlabeled question utterances, typing infor-
mation from external resource, and an improved grammar which is capable of
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replicating previously predicted action subsequence. Each module in the entire
pipeline can be conventionally improved. We conduct experiments on the Sequen-
tialQA dataset, and train the model from question-denotation pairs. Results
show that incorporating knowledge improves the accuracy of our model, which
achieves state-of-the-art accuracy on this dataset. Further analysis shows that
our approach has the ability to discovery and utilize previously generated logical
forms to understand the meaning of the current utterance.
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Abstract. The Chinese Semantic Dependency Graph (CSDG) parsing breaks
the limitation of the syntactic or semantic tree structure dependency system with
a richer representation ability to express more complex language phenomena
and semantic relationships. Most of the existing CSDG parsing systems used
transition-based approach. It needs to define a complex transition system and its
performance depends heavily on whether the model can properly represent the
transition state. In this paper, we adopt neural graph-based approach which
using Biaffine network to solve the CSDG parsing task. Furthermore, consid-
ering that dependency edge and label have the strong relationship, we design an
effective dependency-gated cascade mechanism to improve the accuracy of
dependency label prediction. We test our system on the SemEval-2016 Task 9
dataset. Experiment result shows that our model achieves state-of-the-art per-
formance with 7.48% and 6.36% labeled F1-score improvement compared to the
previous best model in TEXTBOOKS and NEWS domain respectively.

Keywords: Chinese semantic dependency graph paring � Dependency-gated
cascade mechanism � Biaffine network

1 Introduction

Chinese is a flexible language, especially when it comes to word order. In order to
obtain the semantic information of sentences, semantic parsing has been widely studied
in the past decade. However, previous semantic parsing work [1, 2] focused on
Semantic Role Labeling, which is a shallow semantic parsing task and does not have a
deep understanding of sentence semantics. Semantic Dependency Parsing [3, 4] is a
deeper semantic analysis which aims to directly capture deep semantic information
across the constraints of the syntactic structure of sentences.

A lot of work in previous years focused on the tree structure dependency parsing
[5]. However, in natural language, a word can be the argument of multiple predicates
(non-local), and the dependency arcs may cross each other (non-projection), which
results in a directed acyclic graph (DAG) structure. Traditional dependency tree
structures cannot express these linguistic phenomena.
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In order to express these linguistic phenomena under the dependency system, [6]
proposed Chinese Semantic Dependence Graph (CSDG) Parsing, developed Chinese
semantic parsing into Semantic Dependency Graph Parsing. The dependency graph
system breaks the limitation of the tree structure with a richer representation ability.

Due to the complexity of semantic dependency graph structures, it is still a chal-
lenge to design effective algorithms for graph structures. [7] used a two-stage approach
based on transition-based approach by first producing a semantic dependency tree and
then predicting the dependency arcs of the multi-head word. [8] adopted Stack-LSTM
architecture to represent the transition state, Tree-LSTM to represent sub-graph
structures and Bi-LSTM Subtraction to represent sentence fragments. Nevertheless, a
transition-based approach requires a complex transition system for the graph structures
and its parsing accuracy is lower than graph-based parsers [10, 11, 15] because the
greedy decoding strategy cannot obtain the global optimal solution.

In this paper, we port the Biaffine network [10–12] to the Chinese Semantic
Dependence Graph (CSDG) Parsing task [6] to handle complex graph structure depen-
dency parsing. Furthermore, in order to capture the dependency edge information of
words and further improve the classification accuracy of dependent labels, we propose the
dependency-gated cascade mechanism, which contains an additional dependency-gate
that allows dependent edge vector of words predicted by the first edge Biaffine classifier
to be passed to the following label Biaffine classifier. To the best of our knowledge, our
work is the first to cascade the dependency edge and the dependency label predictions in
an end-to-end model. The ablation experiments show that the dependency-gated cascade
mechanism can further improve the performance of the model.

We use SemEval-2016 Task 9: Chinese Semantic Dependency Graph Parsing [6] as
our testbed. Experiment result shows that our model achieves state-of-the-art perfor-
mance, beating the previous state-of-the-art system by 7.48% and 6.36% labeled F1-
score in TEXTBOOKS and NEWS domain respectively.

2 Background

2.1 Chinese Semantic Dependency Graph Parser

Semantic Dependency Parsing extracts the semantic relationship between all modifiers
and head words in a sentence [6]. The semantic relationships between words in a
sentence can be formalized in a directed graph. Its form is simple, easy to understand
and use.

Fig. 1. An example of CSDG in SemEval-2016 Task 9 (Color figure online)
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Unlike the restricted representation of tree structure, graph structure dependency
parser can fully and naturally represent the linguistic phenomenon of natural language.
In the dependency graph parser, as long as there is a semantic relationship between the
two words in the sentence, there is a dependency arc between them [6]. This means that
in the parser results allow a word to have multiple parent nodes (non-local), and
crossover (non-projection) may occur between the dependent arcs.

Figure 1 shows an example of a Chinese semantic dependency graph presented in
SemEval-2016 Task 9. The dashed red arcs indicate non-local dependencies and the
solid blue arcs indicate non-projection phenomenon. Here, “她(she)” is the argument of
“脸色(looks)” and it is also an argument of “病(sick)”. Dependent arc “病(sick)”
“她(she)” and dependent arc “难看(ugly)” ! “脸色(looks)” cross each other.

Formally, given a set of L ¼ l1; . . .; l Lj j
� �

of semantic dependency labels, for a
sentence x ¼ w0; . . .;Wnð Þ, its sematic dependency graph is a labeled directed acyclic
graph (DAG): G ¼ V ;Að Þ, where
• V ¼ 0; 1; . . .; nf g is a set of nodes that represent each word in the sentence (in-

cluding ROOT);
• A�V � V � L is a set of labeled arcs.

2.2 Related Work

Two typical approaches to dependency parsing are the transition-based approach [8, 9]
and the graph-based approach [9–12]. The transition-based approach constructs
dependency structures by predicting predefined transition actions such as shift, reduce
and so on. The graph-based approach predicts the dependency structures with the
highest score through the learned scoring function and decoding algorithm of the
corresponding structures.

Fig. 2. Biaffine model with dependency-gated cascade mechanism
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In recent years, the neural network has been successfully applied to the task of
dependency parsing. [13] have made a breakthrough in the syntactic dependency
parsing with the simple feedforward neural network in a transition-based framework.
The researchers then extended the neural network to improve the performance of
dependency parsing. [14] proposed a structured perceptron training method for neural
transition-based dependency parsing and adopted the beam search technology in the
decoding stage. [15] used bidirectional LSTM feature extractor and multi-layer per-
ceptron scorer to experiment on a transition-based approach and a graph-based
approach, respectively.

The graph-based approach, which uses the biaffine mechanism, achieves the start of
art performance on the tree-structured syntactic dependency parsing, and it can be
extended to the graph-structured dependency parsing [11]. [21] applied the objective
function of max-margin and the AD3 decoding algorithm to the neural graph-based
semantic dependency graph parsing.

3 Architecture

We propose a novel dependency-gated cascade Biaffine network which contains an
additional dependency-gate that allows dependent edge information to be passed to the
label Biaffine classifier. The model architecture is illustrated in Fig. 2, which consists
two parts, a three-layer highway Bi-LSTM as encoding layer and a cascade Biaffine
network.

3.1 Encoding Layer

In this paper, we use deep Bi-directional LSTM network to capture multi-granularity
semantic information of the input sequence. To avoid overfitting, we use a
Dropout LSTM cell. At the same time, in order to ensure that the model can be trained
normally, we use the Highway connection to modify the information flow between the
LSTM layers.

Fig. 3. Difference between (a) normal LSTM cell and (b) Dropout LSTM cell
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Inputs. Each Chinese word xi is represented as the concatenation of word embedding

e wordð Þ
i , POS tag embedding e posð Þ

i and chars’ representation h charð Þ
i .

xi ¼ e wordð Þ
i � e posð Þ

i � h charð Þ
i

ð1Þ

Here h charð Þ
i is the sum of the output states of a character-level LSTM network.

Dropout LSTM Cell. Overcoming over-fitting during training is an important issue
for LSTM network, especially as the depth and size of the network increases.

Differently from the widely adopted dropout method [18], as shown in Fig. 3, in this
paper we apply dropout to the cell update vector eCt. Previous work [16] has proved
that this method can avoid over-fitting well without causing losing long-term memory.

Highway LSTM Network. Highway network [17] include two non-linear gates: a
carry gate, Cgate xð Þ, and a transform gate, Tgate xð Þ.

Unlike the highway LSTM used in previous work [19], we only do skip connect to
the state ht of the LSTM, which makes the calculation simpler and more efficient.

hlt ¼ LSTM hl�1
t ;Wl

H

� � � Tgate hl�1
t

� �þ hl�1
t � Cgate hl�1

t

� � ð2Þ

Tgate hl�1
t

� � ¼ sigmoid WT � hl�1
t þ bT

� � ð3Þ

Cgate hl�1
t

� � ¼ sigmoid WC � hl�1
t þ bC

� � ð4Þ

Wl
H ;WT ; bT ;WC; bC are matrices and bias terms.

3.2 Biaffine Scorer

We adopt biaffine attention mechanism proposed by [12] which can well model the
relationship of dependent word and head word. For predicting dependency edge, we
first feed the LSTM encoded representation Hlstm into single-layer feedforward net-
works (FNN) in order to distinguish dependent information from head information:

h edge�headð Þ
i ¼ FNN edge�headð Þ hilstm

� � ð5Þ

h edge�depð Þ
i ¼ FNN edge�depð Þ hilstm

� � ð6Þ

Then, we use the biaffine transformation (Eq. 7) to obtain the scoring matrix of all
possible edges in the sentence. Different from the tree-structured parsing, every word
can have multiple heads in graph-structured parsing. Following recent work [10], we
perform an additional sigmoid transformation on the scoring matrix to determine the
existence of each edge.
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Biaffine x1; x2ð Þ ¼ xT1Ux2 þW x1 � x2ð Þþ b ð7Þ

s edgeð Þ
i;j ¼ Biaffine edgeð Þ hedge�dep

i ; hedge�head
j

� �
ð8Þ

p� edgeð Þ
i;j ¼ Sigmoid s edgeð Þ

i;j

� �
ð9Þ

The method of label prediction is similar to that of edge prediction. It’s worth
explaining that we normalize the vector space of all label categories with softmax
normalization when calculating the label probability.

h label�headð Þ
i ¼ FNN label�headð Þ rið Þ ð10Þ

h label�depð Þ
i ¼ FNN label�depð Þ rið Þ ð11Þ

s labelð Þ
i;j ¼ Biaffine labelð Þ hlabel�dep

i ; hlabel�head
j

� �
ð12Þ

p� labelð Þ
i;j ¼ Softmax s labelð Þ

i;j

� �
ð13Þ

3.3 Dependency-Gated Cascade Mechanism

Compared with the normal Biaffine network structure, this paper introduces the
dependency-gated cascade mechanism. As shown in Fig. 4, the proposed mechanism
introduces an additional gate that leverages dependent edge vector of words in order to
improve dependency label prediction performance.

Fig. 4. Illustration of the dependency-gated cascade mechanism
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First, the dependency edge score is calculated by a softmax function to obtain the
dependency edge probability.

Pedge ¼ Sigmoid Sedge
� � ð14Þ

In order to extract the true dependency edge information as much as possible, and
to mask the influence of the impossible dependency edge, we reset the probability that
the probability value is less than 0.5 to 0 (Eq. 15).

Pedgemask ¼
pedgei;j ; pedgei;j � 0:5

���

0; pedgei;j \0:5
���

8
<
: ð15Þ

We consider this probability as a special dependent attention score, which repre-
sents the semantic dependency correlation between two words in a sentence. We treat
Pedge
mask as a weight and perform a weighted arithmetic mean on the LSTM output to get

Hgated . Then connect H and Hgated to get the input Hlabel of the dependent label Biaffine
classifier.

Hgated ¼ H � Pedge ð16Þ

Hlabel ¼ H� Hgated ð17Þ

At this point, the representation of each word in Hlabel contains the original LSTM
output vector and its dependent path weighted arithmetic mean representation vector. In
this way, the model can better understand the semantic relationship of the two words
from the perspective of the entire dependency graph. At the same time, the cascading
mechanism causes the loss of the edge classifier to include a portion of the label
prediction loss. This forces the edge classifier to also consider partial label information
in the prediction.

3.4 Joint Optimization

We calculate the loss of the edge Biaffine classifier and the label Biaffine classifier
separately.

Loss edgeð Þ
i;j ¼ �p edgeð Þ

i;j log p� edgeð Þ
i;j � 1� p edgeð Þ

i;j

� �
logð1� p� edgeð Þ

ij Þ ð18Þ

Loss labeð Þ
i;j ¼ �P

label log p
� labelð Þ
i;j ð19Þ

To train the entire semantic dependency graph parser, we use joint losses with
interpolation as shown in the Eq. 20. Interpolation can control the importance of each
part loss, which is very critical for the training of parser.
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Loss parserð Þ ¼ kLoss labelð Þ þ 1� kð ÞLoss edgeð Þ ð20Þ

where k is the weight that controls the interaction of the loss terms

4 Experiments

4.1 Dataset and Evaluation Metrics

We use the SemEval-2016 Task 9: Chinese Semantic Dependency Graph Parsing
dataset as our benchmark dataset. It contains two distinguished corpora in the domain
of NEWS and TEXTBOOKS (from primary school textbooks). We follow the official
evaluation setup. For convenience of comparison, we use the same evaluation metrics
with [8]: LF (labeled F-score) and UF (unlabeled F-score). LF is the primary evalu-
ation metric when comparing the performance. At the same time, to measure the
performance of the model on non-local dependency arcs, we use two special metrics:
NLF (non-local labeled F-score) and NUF (non-local unlabeled F-score). Statistics
about the dataset are shown in Table 1.

4.2 Setup

We almost use the same hyperparameter settings as [11], with a few exceptions. The
word embedding we use is trained on the Chinese Gigawords1 using word2vec model
[20]. The word embedding size and POS embedding size are both 100. We use a 3-
layer Highway Bi-LSTM with 600-dimensional hidden size as encoding layer. The
output of the LSTM network is passed to the Biaffine classifier with 600-dimensional
hidden size. For the character model, we use 100-dimensional character embeddings
with 400-dimensional recurrent states.

The batch size we use is 3000. Every step, we dropout word embedding with 20%
probability and dropout the inputs of Char-LSTM, Highway-LSTM, and Biaffine
classifiers with 33% probability. The dropout probability of Highway-LSTM’s

Table 1. Statistics of the dataset. #n-rate is the rate of non-local dependency arc

Domain Dataset #sent #word #arc #g-rate #n-rate

NEWS Train 8301 250249 257252 43.55% 4.82%
Dev 534 15325 15695 41.76% 4.27%
Test 1233 34305 34872 29.52% 2.95%

TEXT Train 10754 128095 131975 23.30% 5.06%
Dev 1535 18257 18815 23.65% 5.10%
Test 3073 36097 37221 23.01% 5.04%

1 https://catalog.ldc.upenn.edu/LDC2003T09.
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recurrent connections was 20%. We set the joint optimization parameter k to 0.5. We
use Adam optimizer with L2 regularization, setting learning rate, b1, b2 to e�3, 0, 0.95
respectively.

4.3 Experiment Results and Analysis

Table 2 shows the results of our model on the NEWS and TEXTBOOKS test sets
respectively. To prove the effectiveness of our proposed model, we compared it with
two strong baseline models proposed by [7] and [8]. On the TEXTBOOKS test, our
model was significantly superior to the two baselines on all four metrics. The LF score,
as the most critical metric of system performance, improved by 7.48% compared to
Wang’s work and 8.46% compared to Ding’s work. On the NEWS test set, our model
achieved the optimal results in three main metrics: LF, UF and NLF. The LF score also
got a 6.36% boost compared to Wang’s work and 7.37% improvement compared to
Ding’s work.

Since the transition-based approach makes the prediction of graph structure by
predicting the transition action, once the prediction of the transition action is wrong, it
will seriously affect the subsequent prediction, resulting in the low performance of
dependency parsing. In our model, we use the graph-based approach to directly model
the arc relationship and label information between words by using the Biaffine scorer,
thus greatly improving the performance of the parser. Even so, because CSDG has a lot
of non-local dependencies, and a complex dependent labeling system, CSDG paring
task is still extremely challenging. We believe that the information on the dependent
edge will help the model to distinguish between dependent labels. Therefore, we
propose the dependency-gated cascade mechanism to add the prediction result of
dependency edge into the classifier of the dependency label, which further improves the
performance of our model.

Experiments show that the performance of the CSGD parser on the TEXTBOOKS
test set is lower than that on the NEWS test set. One possible reason is that the average
sentence length of the NEWS dataset is longer than that of the TEXTBOOKS dataset.
To test this hypothesis, as shown in Fig. 5, we grouped all test sets according to the
length of the sentence and calculated metrics respectively. We can find that as the
sentence length increases, all metrics tend to decrease.

Table 2. Results on NEWS domain and TEXTBOOKS domain test dataset.

System NEWS TEXTBOOKS
LF UF NLF NUF LF UF NLF NUF

Ding et al. [7] 62.29 80.56 39.93 64.29 71.94 85.24 50.67 69.97
Wang et al. [8] 63.30 81.14 51.16 66.92 72.92 85.71 61.91 72.74
Our model 69.66 84.25 53.34 66.01 80.40 90.05 65.97 74.35
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4.4 Analysis of the Dependency-Gated Cascade Mechanism

In order to further verify the effectiveness of the dependency-gated cascade mechanism,
we compared the network performance using the cascading mechanism and the net-
work performance without using the cascading mechanism. Both models use the same
encoder layer, Biaffine network, and parameter settings.

As shown in Table 3, whether on the TEXTBOOKs dataset or on the NEWS
dataset, the model using the cascading mechanism is superior to the model without the
cascading mechanism on four evaluation metrics.

Especially on the NLF and NUF metrics, the model using the cascading mechanism
is significantly better than the model without the cascading mechanism. This shows that
the cascading mechanism is of great help to the prediction of non-local dependent arcs.
This is because in a sentence containing non-local dependency, the word has no more
than one head nodes. In this case, the cascading mechanism can encode rich depen-
dency path information, which can help the model better understand the semantic
relationship between words.

Need to point out that on the NEWS dataset, the help of the cascading mechanism
is not as obvious on the TEXTBOOKS dataset. As mentioned earlier, the sentences in
the NEWS dataset are longer and more complex, so it is more difficult to encode the
dependent path information. The difficulty of the data affects the capabilities of the
cascading mechanism, although it still improves the performance of the model.

Fig. 5. The metrics of CSDG parsing under different sentence lengths

Table 3. The ablation experiments result

Domain Model LF UF NLF NUF

TEXTBOOKS Our model 80.40 90.05 65.97 74.35
w/o Dep-gate 80.05 89.83 64.05 73.53

NEWS Our model 69.66 84.25 53.34 66.01
w/o Dep-gate 69.59 84.15 51.53 65.09
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In general, cascading mechanism can further improve the performance of the
Biaffine network in Chinese semantic dependency graph parsing task. By encoding the
dependency edge information of the words, the label Biaffine classifier can predict
dependent labels more accurately, thereby further improving the overall performance of
the parser.

5 Conclusion

In this paper, we propose a novel dependency-gated cascade Biaffine network which
contains an additional dependency-gate that allows dependent edge information pre-
dicted by the edge Biaffine classifier to be passed to the following label Biaffine
classifier. And we apply this model for the Chinese Semantic Dependence Graph
(CSDG) Parsing task. Our work is the first attempt to cascade the dependency edge and
the dependency label predictions in an end-to-end model. We use SemEval-2016 Task
9 dataset as our benchmark dataset. Experiment result shows that our model achieves
the state-of-the-art performance. The ablation experiments show that the dependency-
gated cascade mechanism is effective and necessary.
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